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Abstract
We show existence and uniqueness of a solution for the non-local vector-valued Allen-Cahn variational inequality in a formulation involving Lagrange multipliers for local and non-local constraints. Furthermore, we propose and analyze a primal-dual active set method for local and non-local vector-valued Allen-Cahn variational inequalities. Convergence of the primal-dual active set algorithm is shown by interpreting the approach as a semi-smooth Newton method and numerical simulations are presented demonstrating its efficiency.
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1 Introduction

The Allen-Cahn equation was introduced by Allen and Cahn [1] and describes the capillarity driven evolution of an interface separating two bulk phases. In the Allen-Cahn model interfaces are modelled to have a thickness of order $\varepsilon$ where $0 < \varepsilon \ll 1$, and in the interfacial layer a phase field or order parameter rapidly changes its value. The Allen-Cahn model (or phase field model) has a variety of applications, e.g. in materials science, image processing, biology and geology, see [6, 11, 14, 23, 25, 30, 39]. In many of these applications more than two phases occur. Therefore, the model has been extended to deal with $N$ phases [13, 24]. The phase field takes now the form of a vector-valued function $u : \Omega \times (0, T) \to \mathbb{R}^N$ which describes the fractions of the phases, i.e. each component of $u$ describes one phase. The underlying non-convex energy functional is based on the Ginzburg-Landau energy for the vector-valued phase field $u \in \mathbb{R}^N$

$$E(u) := \int_{\Omega} \left( \frac{\gamma \varepsilon}{2} |\nabla u|^2 + \frac{\gamma}{\varepsilon} \psi(u) \right) \, dx$$
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where $\Omega \subset \mathbb{R}^d$ is a bounded domain, $\gamma > 0$ is a parameter related to the interfacial energy and $\psi$ is a bulk potential. Since each component of $u$ stands for the fraction of one phase, the phase space for the order parameter $u$ is the Gibbs simplex

$$G := \{ \xi \in \mathbb{R}^N \mid \xi \geq 0, \xi \cdot 1 = 1 \}.$$ 

Here $\xi \geq 0$ means $\xi_i \geq 0$ for all $i \in \{1, \ldots, N\}$, $1 = (1, \ldots, 1)^T$ and $\xi \cdot 1 = \sum_{i=1}^{N} \xi_i$.

For the bulk potential $\psi : \mathbb{R}^N \to \mathbb{R}_+^+ \cup \{\infty\}$ we consider the multi-obstacle potential

$$\psi(\xi) = \psi_0(\xi) + I_G = \begin{cases} 
\psi_0(\xi) := -\frac{1}{2} \xi \cdot A \xi & \text{for } \xi \in G, \\
\infty & \text{otherwise},
\end{cases}$$

(1)

where $I_G$ is the indicator function of the Gibbs simplex and $A$ is a symmetric constant $N \times N$ matrix [19]. Let $\sigma_{\text{max}}(A)$ and $\sigma_{\text{min}}(A)$ be the largest and lowest eigenvalues and $\|A\|$ the spectral norm of $A$. If all eigenvalues of $A$ are negative $\psi$ would be a convex potential. Different phases which correspond to minima of $\psi$ only occur if $A$ has at least one positive eigenvalue. We hence assume that $A$ has at least one positive eigenvalue; the analysis in this paper would simplify if this were not the case.

Given an initial phase distribution $u(., 0) = u_0 : \Omega \to G$ at time $t = 0$ the interface motion can be modelled by the steepest descent dynamics of $E$ with respect to the $L^2$-norm which results, after suitable rescaling of time, in the following vector-valued Allen-Cahn equation

$$\varepsilon \frac{\partial u}{\partial t} = -\text{grad}_{L^2} E(u) = \gamma \varepsilon \Delta u + \frac{2}{\varepsilon} (Au - \mu^*)$$

(2)

where $\mu^* \in \partial I_G$ and $\partial I_G$ denotes the subdifferential of $I_G$. As for the scalar case, see e.g. [9][12], this equation leads to the following variational inequality

$$\varepsilon \left( \frac{\partial u}{\partial t}, \chi - u \right) + \gamma \varepsilon \left( \nabla u, \nabla(\chi - u) \right) - \frac{2}{\varepsilon} (Au, \chi - u) \geq 0$$

(3)

which has to hold for almost all $t$ and all $\chi \in H^1(\Omega)$ with $\chi \in G$ a.e.. Here, we denote by $L^2(\Omega)$ and $H^1(\Omega)$ the spaces of vector-valued functions, $(.,.)$ is the standard $L^2$ inner product for scalar functions, $(v, w) = \sum_{i=1}^{N} (v_i, w_i)$ for $v, w \in L^2(\Omega)$ and $(A, B) = \sum_{i=1}^{N} \sum_{j=1}^{d} (a_{ij}, b_{ij})$ for matrix-valued functions.

Often one considers systems in which the total spatial amount of the phases are conserved. In this case one studies the steepest descent of $E$ under the constraint

$$\int_{\Omega} \mathbf{m} \, dx = \mathbf{m} = (m^i)$$

where $m^i \in (0, 1)$ for $i \in \{1, \ldots, N\}$ is a fixed number and we use the notation $\int_{\Omega} f(x)dx := \frac{1}{|\Omega|} \int_{\Omega} f(x)dx$ with $|\Omega|$ being the Lebesgue measure of $\Omega$. Here we use the notation $\mathbf{m}$ and $m^i$ in order to avoid confusion with the mass.
vector $\mathbf{m}$ and its components $m_i$ which is introduced in Section 4. To ensure that all phases are present we require $0 < m^i < 1$ and $\sum_{i=1}^{N} m^i = 1$, where the last condition makes sure that $\sum_{i=1}^{N} u_i = 1$ can be true. We define
\[
\mathcal{G} := \{ v \in H^1(\Omega) \mid v \in \mathcal{G} \text{ a.e.} \} \quad \text{and} \quad \mathcal{G}^m := \{ v \in \mathcal{G} \mid \int_{\Omega} v = \mathbf{m} \}.
\]
Then the interface evolution with mass conservation can be formulated as:
\[
(P_m) \quad \text{For given } u(\cdot, 0) = u_0 \in \mathcal{G}^m \text{ find } u \in L^2(0,T;\mathcal{G}^m) \cap H^1(0,T;L^2(\Omega)) \text{ such that } \\
\epsilon \left( \frac{\partial u}{\partial t}, \chi - u \right) + \gamma \epsilon(\nabla u, \nabla (\chi - u)) - \frac{2}{\epsilon}(A u, \chi - u) \geq 0
\]
which has to hold for almost all $t \in (0,T)$ and all $\chi \in \mathcal{G}^m$.

This paper is organized as follows. In Section 2 we reformulate $(P_m)$ with the help of Lagrange multipliers $\mu, \lambda$ and $\Lambda$ corresponding to the constraints $u \geq 0$, $\int_{\Omega} f u = \mathbf{m}$ and $\sum_{i=1}^{N} u_i = 1$ respectively. We show existence and uniqueness of a solution $u$ of $(P_m)$ and of the Lagrange multipliers, $\mu, \lambda$ and $\Lambda$.

In Sections 3 and 4 we introduce the main ideas of a primal-dual active set strategy. We apply the algorithm to a finite element discretization of an implicit Euler discretization of $(P_m)$. Using that the primal-dual active set method can be reformulated as a semi-smooth Newton method [27] we show local convergence of our algorithm.

Finally, in Section 5 we present numerical simulations for the non-local as well as for the local Allen-Cahn variational inequality with three and more phases. Using two model problems for which the explicit solution is known we show the efficiency and accuracy of the proposed method. We also discuss numerically how the primal-dual active set method depends on mesh parameters as well as on the number of phases.

2 Existence theory

In this section we show existence and uniqueness to the vector-valued Allen-Cahn variational inequality with integral constraints. As a first step we reformulate the problem $(P_m)$ with the help of (scaled) Lagrange multipliers $\mu$ corresponding to the inequality constraint $u \geq 0$, $\Lambda$ corresponding to the constraint $\sum_{i=1}^{N} u_i = 1$ and $\lambda$ corresponding to the constraint $\int_{\Omega} f u = \mathbf{m}$. However, to be more precise, we have to reformulate the integral constraints in order to guarantee that the constraints are linearly independent, which is required to obtain uniqueness of the Lagrange multipliers. Let us therefore consider the sum constraint $\sum_{i=1}^{N} u_i = 1$, which is equivalent
to \((\sum_{i=1}^{N} u_i - 1, v) = 0\) for all \(v \in L^2(\Omega)\), and the integral constraint \(\int_{\Omega} u = m\), which is equivalent to \((u - m, e_i) = 0\) for all \(i = 1, ..., N\) where \(e_i\) is the function which is identical to 1 in the \(i\)-th component and 0 otherwise. Then for \(v \equiv 1\) we have
\[
(\sum_{i=1}^{N} u_i - 1, 1) = \sum_{i=1}^{N} (u_i - m', 1) = \sum_{i=1}^{N} (\int_{\Omega} u - m, e_i)
\]
which reveals the linear dependence of the constraints. For the reformulation we observe that if \(\sum_{i=1}^{N} u_i = 1\) it follows that
\[
\sum_{i=1}^{N} (\int_{\Omega} u - m') = 0,
\]
i.e.
\[
\int_{\Omega} u - m \in S := \{v \in \mathbb{R}^N \mid \sum_{i=1}^{N} v_i = 0\}.
\]
Noting the above it follows that if \(\sum_{i=1}^{N} u_i = 1\) and \(P_S(\int_{\Omega} u - m) = 0\) it follows that \(\int_{\Omega} u = m\).

Since we have \(\sum_{i=1}^{N} u_i = 1\) we substitute the integral constraint \(\int_{\Omega} u = m\) by \(P_S(\int_{\Omega} u - m) = 0\) and we take \(\lambda(t) \in S\), for almost every \(t\), to be the corresponding Lagrange multiplier.

**Lemma 2.1** Let \(T\) be a positive time and let \(\Omega \subset \mathbb{R}^d\) be a bounded domain which is either convex or fulfills \(\partial \Omega \in C^{1,1}\). If there exist \(u \in L^2(0, T; \mathbb{H}^2(\Omega)) \cap H^1(0, T; L^2(\Omega)) \cap L^2(0, T; G^m), \mu \in L^2(0, T; L^2(\Omega)), \lambda \in L^2(0, T; S)\) and \(\Lambda \in L^2(0, T; L^2(\Omega))\) such that
\[
\varepsilon \frac{\partial u}{\partial t} - \gamma \varepsilon \Delta u - \frac{1}{\varepsilon} \mu - \frac{1}{\varepsilon} \Lambda 1 - \frac{1}{\varepsilon} \lambda = 0 \quad \text{a.e. in } \Omega_T := \Omega \times (0, T),
\]
\[
u(0) = u_0, \quad \frac{\partial u}{\partial \nu} = 0 \quad \text{a.e. on } \partial \Omega \times (0, T),
\]
\[
\sum_{i=1}^{N} u_i = 1, \quad u \geq 0, \quad \mu \geq 0 \quad \text{a.e. in } \Omega_T,
\]
\[
P_S(\int_{\Omega} u - m) = 0, \quad (\mu, u) = 0 \quad \text{for almost all } t \in (0, T),
\]
then \(u\) solves \((P_m)\).

**Proof:** We have \(u(\cdot, t) \in G^m\) for almost all \(t\) and now choose \(\chi \in G^m\). Multiplying \((5)\) by \((\chi - u)\) and integrating by parts and noting \((6)\) gives
\[
\int_{\Omega} (\varepsilon \frac{\partial u}{\partial t} - \frac{1}{\varepsilon} \mu - \frac{1}{\varepsilon} \Lambda 1 - \frac{1}{\varepsilon} \lambda) \cdot (\chi - u) + \int_{\Omega} \gamma \varepsilon \nabla u \cdot \nabla (\chi - u) = 0
\]
for a.e. \(t \in (0, T)\). Using the property \(\chi \geq 0\) and \((7) - (8)\) gives \(\int_{\Omega} \mu \cdot (\chi - u) \geq 0\).

Using \((8)\) and \(\int_{\Omega} \chi = m\) we have \(\int_{\Omega} (\chi - u) = 0\). The fact that \(\lambda\) is independent of
\[ x \in \Omega \text{ yields } \int_{\Omega} \lambda \cdot (\chi - u) = 0. \]

Since \(1 \cdot (\chi - u) = 0\) also \(\int_{\Omega} \Lambda 1 \cdot (\chi - u) = 0\). Hence we obtain for all \(\chi \in G_m\) and almost all \(t \in (0, T)\)

\[
\int_{\Omega} (\epsilon \partial_{tt} u - \frac{2}{\epsilon} Au) \cdot (\chi - u) + \int_{\Omega} \gamma \nabla u \cdot \nabla (\chi - u) \geq 0
\]

and hence \(u\) solves \((P_m)\). \qed

To show the existence of \((u, \mu, \lambda, \Lambda)\) we now regularize \(\psi\), i.e. \(I_G\), and therefore substitute \(\mu^* \in \partial I_G\) in \((2)\). First, we introduce the following regularization of \(\psi_0(\xi) + I_{\{\xi \geq 0\}}\), where \(I_{\{\xi \geq 0\}}\) is the indicator function of the set \(\{\xi \in \mathbb{R}^N \mid \xi \geq 0\}\),

\[
\psi_\delta(\xi) = \psi_0(\xi) + \frac{1}{\delta} \hat{\psi}(\xi)
\]

where

\[
\hat{\psi}(\xi) = \sum_{i=1}^{N}(\min(\xi_i, 0))^2.
\]

Similar regularizations were used in [3, 4, 19].

In order to deal with the constraints \(\sum_{i=1}^{N} u_i = 1\) and \(\int_{\Omega} u = m\) we project \(D\psi_\delta\) orthogonally onto the corresponding tangent space. This projection \(P\) can be realized by successive orthogonal projections \(P_f\) and \(P_S\) where

\[
P_f v := v - \int_{\Omega} v, \quad P_S v := v - (\sum v) 1 \quad \text{and} \quad \sum v := \frac{1}{N} \sum_{i=1}^{N} u_i \quad \text{for all } v \in \mathbb{R}^N.
\]

We note that \(P = P_f P_S = P_S P_f\). This results in the following regularized version of the Allen-Cahn equation

\[
\epsilon \frac{\partial u_\delta}{\partial t} - \gamma \Delta u_\delta + \frac{2}{\epsilon} P_f P_S D\psi_\delta(u_\delta) = 0.
\]

Equivalently we have to solve the following problem:

\((P_m^\delta)\) Given \(u_0 \in G^m\) find \(u_\delta \in H^1(0, T; L^2(\Omega)) \cap L^2(0, T; H^1(\Omega))\) such that \(u_\delta(., 0) = u_0\) and

\[
\epsilon(\frac{\partial u_\delta}{\partial t}, \chi) + \gamma \epsilon(\nabla u_\delta, \nabla \chi) + \frac{2}{\epsilon} (P_S(D\psi_\delta(u_\delta)), P_f \chi) = 0
\]

for all \(\chi \in H^1(\Omega)\) and almost all \(t \in (0, T)\).

Choosing \(\chi = \chi 1\), for any \(\chi \in H^1(\Omega)\), in \((12)\) gives that a solution \(u_\delta\) of \((P_m^\delta)\) fulfills

\[
\frac{\partial}{\partial t}(\sum_{i=1}^{N}(u_\delta)_i) - \Delta(\sum_{i=1}^{N}(u_\delta)_i) = 0 \quad \text{in a weak sense. Using the facts that } u_0 \in G^m \text{ and}
\]

\begin{align*}
\int_{\Omega} \lambda \cdot (\chi - u) & = 0, \\
\int_{\Omega} \Lambda 1 \cdot (\chi - u) & = 0, \\
\int_{\Omega} (\epsilon \partial_{tt} u - \frac{2}{\epsilon} Au) \cdot (\chi - u) + \int_{\Omega} \gamma \nabla u \cdot \nabla (\chi - u) & \geq 0.
\end{align*}
that the initial value problem to the parabolic problem \( \partial_t v - \Delta v = 0 \) with Neumann boundary conditions is uniquely solvable now gives
\[
\sum_{i=1}^{N} (u_\delta(x,t))_i = 1 \quad \text{for almost all} \quad (x,t) \in \Omega_T.
\] (13)

Hence \( P_\Sigma(u_\delta) = u_\delta \). Choosing constant test functions in (12) gives
\[
\frac{d}{dt} \int_\Omega u_\delta = 0
\] (14)
and hence the total masses of the components of \( u_\delta \) are preserved, i.e. \( \int_\Omega u_\delta = m \).

Before we show that the regularized problem \( (P_\delta m) \) has a unique solution, let us state some properties of \( \psi_\delta \) and \( D\psi_\delta \).

We have
\[
D\psi_\delta(\xi) = \frac{1}{\delta} \hat{\phi}(\xi) - A\xi \quad \text{with} \quad \hat{\phi}(\xi) := D\psi(\xi) = (\hat{\phi}(\xi_i))_{i=1}^{N} \quad \text{where} \quad \hat{\phi}(r) = 2 \min(r,0) = 2[r]_+ \quad \text{and} \quad [r]_+ := \min(r,0).
\]
Furthermore:
- For all \( r, s \in \mathbb{R} \)
  \[
  0 \leq (\hat{\phi}(r) - \hat{\phi}(s))(r - s). \] (15)
- For all \( \xi, \eta \in \mathbb{R}^N \)
  \[
  (\xi - \eta) \cdot D\psi_\delta(\eta) \leq \frac{1}{\delta} \hat{\phi}(\xi) - \frac{1}{\delta} \hat{\phi}(\eta) - (\xi - \eta) \cdot A\eta \leq \psi_\delta(\xi) - \psi_\delta(\eta) + \frac{1}{\delta} (\xi - \eta) \cdot A(\xi - \eta) \leq \psi_\delta(\xi) - \psi_\delta(\eta) + \frac{1}{\delta} \sigma_{\max}(A) \|\xi - \eta\|^2, \] (16)

where we have used that \( \hat{\psi} \) is convex and the identity
\[
-2(\xi - \eta) \cdot A\eta = \eta \cdot A\eta - \xi \cdot A\xi + (\xi - \eta) \cdot A(\xi - \eta).
\]
- For all \( \xi \in M := \{ \xi \in \mathbb{R}^N : \sum_{i=1}^{N} \xi_i = 1 \} \) and \( \delta \leq \delta_0 := \frac{1}{4N(N-1)^2 \sigma_{\max}(A)} \) we have that
\[
\psi_\delta(\xi) \geq \frac{1}{2N} \sum_{i=1}^{N} [\xi_i]^2 - C(N, \sigma_{\max}(A)). \] (17)

This follows from
\[
\psi_\delta(\xi) \geq \frac{1}{\delta} \sum_{i=1}^{N} [\xi_i]^2 - \sum_{i=1}^{N} \sigma_{\max}(A) \xi_i^2 \geq \frac{1}{2N} \sum_{i=1}^{N} [\xi_i]^2 + \frac{1}{2N} [\xi_m]^2 - N\sigma_{\max}(A) \xi_M^2 \] (18)
where $\xi_m := \min_{i=1,...,N} \xi_i$ and $\xi_M$ is chosen such that $|\xi_M| = \max_{i=1,...,N} |\xi_i|$. Since $\xi \in \mathcal{M}$ it follows that

$$|\xi_m| \leq \xi_M \leq 1 - (N - 1)|\xi_m|$$

and

$$\xi^2_M \leq 2(1 + (N - 1)^2|\xi_m|^2)$$

and hence (17) follows from (18) for all $\delta \leq \delta_0$.

**Theorem 2.1** Let $\Omega \subset \mathbb{R}^d$ be a bounded domain and assume that either $\Omega$ is convex or $\partial \Omega \in C^{1,1}$. Let $u_0(x) \in H^1(\Omega)$ with $u_0 \geq 0$, $f u_0 = m > 0$ and $\sum_{i=1}^N (u_0)_i = 1$ a.e. in $\Omega$. Then there exists a unique solution $u_\delta$ to (P$_m^\delta$) for all $\delta \in (0,\delta_0]$ and a constant $C > 0$ which does not depend on $\delta$ such that

$$\|u_\delta\|_{L^\infty(0,T;H^1(\Omega))} + \|u_\delta\|_{H^1(0,T;L^2(\Omega))} \leq C,$$

$$\|\|u_\delta\| - \|u_\delta\|\|_{L^\infty(0,T;L^2(\Omega))} \leq C\delta^{1/2},$$

$$\frac{1}{\delta}\|\hat{D}(u_\delta)\|_{L^2(0,T;L^2(\Omega))} \leq C,$$

and

$$\|u_\delta\|_{L^2(0,T;H^2(\Omega))} \leq C.$$  

**Proof:** The existence of a solution to (P$_m^\delta$) follows by using a Galerkin approximation, a priori estimates and compactness arguments. Using the assumptions on $\Omega$ and the growth property of $D\psi_\delta$ regularity theory gives $u_\delta \in L^2(0,T;H^2(\Omega))$, using methods from [21] and [20].

Now we show that the solution is unique. Therefore assume that (P$_m^\delta$) has two solutions $u_1^\delta, u_2^\delta$, subtracting them and choosing $\chi \equiv d := u_1^\delta - u_2^\delta$ gives

$$\varepsilon \frac{d}{dt}\|d\|^2 + \gamma \varepsilon \|\nabla d\|^2 + C\varepsilon (P_\Sigma \frac{1}{\delta}\hat{D}(u_1^\delta) - \frac{1}{\delta}\hat{D}(u_2^\delta) - A\hat{d}), P_f d) = 0.$$  

Since $\sum d = 0$ and $f d = 0$ it follows that

$$\frac{\varepsilon}{2} \frac{d}{dt}\|d\|^2 + \gamma \varepsilon \|\nabla d\|^2 + \frac{\gamma}{\varepsilon} (\hat{D}(u_1^\delta) - \hat{D}(u_2^\delta), d) = \frac{\gamma}{\varepsilon} (A\hat{d}, d) \leq \frac{\gamma}{\varepsilon} \sigma_{\max}(A)\|d\|^2$$

where $\| \cdot \|$ denotes the $L^2$-norm. With (15) we obtain

$$\frac{\varepsilon}{2} \frac{d}{dt}\|d\|^2 \leq \frac{\gamma}{\varepsilon} \sigma_{\max}(A)\|d\|^2.$$  

Now Grönwall’s inequality gives that $\|d\|^2 = 0$ and thus $u_1^\delta \equiv u_2^\delta$.

Choosing $\chi \equiv \frac{\partial u_\delta}{\partial t}$ in (12) and using $P_\Sigma P_f \frac{\partial u_\delta}{\partial t} = \frac{\partial u_\delta}{\partial t}$ which is due to (13) and (14) we obtain

$$\varepsilon \|\frac{\partial u_\delta}{\partial t}\|^2 + \frac{\gamma}{\varepsilon} \frac{d}{dt}\|\nabla u_\delta\|^2 + \frac{\gamma}{\varepsilon} (D\psi_\delta(u_\delta), \frac{\partial u_\delta}{\partial t}) = 0.$$
Integrating this equation over \((0, t)\) and rearranging gives for almost all \(t\)
\[
\int_0^t \varepsilon \left\| \frac{\partial u_\delta}{\partial t} \right\|^2 \, ds + \frac{\gamma \varepsilon}{2} \left\| \nabla u_\delta(t) \right\|^2 + \frac{1}{\varepsilon} (\psi_\delta(u_\delta(t)), 1) = \frac{\gamma \varepsilon}{2} \left\| \nabla u_0 \right\|^2 + \frac{1}{\varepsilon} (\psi_\delta(u_0), 1) \leq C
\]  
(23)
where \(C\) does not depend on \(\delta\) which follows since \(u_0 \in G^\alpha\) implies \(\psi_\delta(u_0) = \psi(u_0)\). In particular, it follows from (17) and (23) that
\[
|\psi_\delta(u_\delta)(t), 1| \leq C.
\]  
(24)
Using (17) gives
\[
\sum_{n=1}^N \left\| (\nabla u_\delta(t))_n \right\|^2 = \left( \sum_{n=1}^N \left\| (\nabla u_\delta(t))_n \right\|^2, 1 \right) \leq C\delta
\]  
for almost all \(t\). In conclusion we have that \(\left\| (\nabla u_\delta(t)) \right\| \leq C_3\delta^{1/2}\) for almost all \(t \in (0, T)\) and thus (20) follows.
Furthermore, from (23) and (24) it follows that \(\left\| (\nabla u_\delta(t)) \right\| \leq C\delta\) for almost all \(t\) and using the Poincaré inequality
\[
\left\| \eta \right\| \leq C_P (\left\| \nabla \eta \right\| + \left| (\eta, 1) \right|) \quad \text{for all } \eta \in H^1(\Omega)
\]  
(25)
gives that \(\left\| u_\delta(t) \right\|_{H^1(\Omega)} \leq C\delta\) for almost all \(t \in (0, T)\) and thus \(u_\delta\) is uniformly bounded in \(L^\infty(0, T; H^1(\Omega))\). From (23) and (24) it also follows that \(\left( \frac{\partial u_\delta}{\partial t} \right)_\delta \geq 0\) is uniformly bounded in \(L^2(0, T; L^2(\Omega))\). Hence (19) is proven.
Now we bound \(\frac{1}{\delta} \hat{\phi}(u_\delta)\) in \(L^2\).
Setting \(\chi \equiv \frac{1}{\delta} \sum P_\Sigma^\delta \hat{\phi}(u_\delta)\) in (12) gives
\[
\frac{\gamma \varepsilon}{\delta} (\frac{\partial u_\delta}{\partial t}, P_\Sigma \hat{\phi}(u_\delta)) + \frac{\gamma \varepsilon}{\delta} (\nabla u_\delta, \nabla P_\Sigma \hat{\phi}(u_\delta)) + \frac{1}{\varepsilon \delta}(P_\Sigma(D\psi_\delta(u_\delta)), P_\Sigma P_\Sigma \hat{\phi}(u_\delta)) = 0.
\]
Using \(\sum_i \nabla (u_\delta)_i = 0\) a.e. which follows from (13) and \(P_\Sigma(D\psi_\delta(u_\delta)) \equiv P_\Sigma(\frac{1}{\delta} \hat{\phi}(u_\delta)) - P_\Sigma(Au_\delta)\) we compute
\[
\frac{\gamma \varepsilon}{\delta} (\frac{\partial u_\delta}{\partial t}, P_\Sigma \hat{\phi}(u_\delta)) + \frac{\gamma \varepsilon}{\delta} (\nabla u_\delta, \nabla \hat{\phi}(u_\delta)) + \frac{1}{\varepsilon \delta}(P_\Sigma \hat{\phi}(u_\delta), P_\Sigma P_\Sigma \hat{\phi}(u_\delta))
\]
\[
= \frac{\gamma \varepsilon}{\delta^2}(P_\Sigma Au_\delta, P_\Sigma P_\Sigma \hat{\phi}(u_\delta)).
\]
Noting that \((P_\Sigma v, \frac{1}{\delta} v) = 0\) for any \(v \in L^2(\Omega)\) and using (14) we obtain
\[
\frac{\gamma \varepsilon}{\delta}(\nabla u_\delta, \nabla \hat{\phi}(u_\delta)) + \frac{1}{\varepsilon \delta^2}(P_\Sigma P_\Sigma \hat{\phi}(u_\delta))\leq \frac{\gamma \varepsilon}{\delta}(\frac{\partial u_\delta}{\partial t}, P_\Sigma P_\Sigma \hat{\phi}(u_\delta)) + \frac{1}{\varepsilon \delta^2}(P_\Sigma Au_\delta, P_\Sigma P_\Sigma \hat{\phi}(u_\delta)).
\]
Combining (26) and (29) gives that
\[ \frac{1}{\varepsilon} \| P_j P \sum \hat{\phi}(u_\delta) \|^2_{L^2(0,T;L^2(\Omega))} \leq C. \] (26)

Choosing \( \chi = u_\delta \) in (12) and using (13) we obtain
\[ 0 = \varepsilon (\frac{\partial u_\delta}{\partial t}, u_\delta) + \gamma \varepsilon (\nabla u_\delta, \nabla u_\delta) + \frac{2}{\varepsilon} \langle P \sum D \psi(u_\delta), P u_\delta \rangle \\
= \varepsilon \langle \frac{\partial u_\delta}{\partial t}, u_\delta \rangle + \gamma \varepsilon (\nabla u_\delta, \nabla u_\delta) + \frac{2}{\varepsilon} \langle D \psi(u_\delta), P_j u_\delta \rangle. \] (27)

From (27) and (16) it follows for any constant \( \xi \in \mathbb{R}^N \) and for a.e. \( t \in (0,T) \) that
\[ \varepsilon (D \psi(u_\delta), \xi - f \ u_\delta) = \varepsilon (D \psi(u_\delta), \xi - u_\delta) - \gamma \varepsilon \| \nabla u_\delta \|^2 - \varepsilon (\frac{\partial u_\delta}{\partial t}, u_\delta) \]
\[ \leq \varepsilon (\psi(\xi) - \psi(u_\delta), 1) + \frac{\gamma \sigma_{\text{max}}(A)}{2 \varepsilon} \| \xi - u_\delta \|^2 + \varepsilon \| \frac{\partial u_\delta}{\partial t} \| \| u_\delta \|. \]

Setting now \( \xi \equiv (f \ u_\delta) \pm \beta e^n = m \pm \beta e^n \), where \( e^n \) is the \( n \)-th unit vector, \( n = 1, \ldots, N \), and \( \beta \in (0,1) \) such that \( \beta 1 < f \ u_\delta = m < 1 \) we have \( \hat{\psi}(\xi) = 0 \) and obtain
\[ \frac{2}{\varepsilon} (\hat{\phi}(u_\delta), \pm \beta e^n) \leq \varepsilon (A u_\delta, \pm \beta e^n) - \frac{2}{\varepsilon} (A (m \pm \beta e^n), m \pm \beta e^n) + \frac{2}{\varepsilon} (A u_\delta, u_\delta) \\
- \frac{2}{\varepsilon} (\hat{\psi}(u_\delta), 1) + \frac{\gamma \sigma_{\text{max}}(A)}{2 \varepsilon} \| m \pm \beta e^n - u_\delta \|^2 + \varepsilon \| \frac{\partial u_\delta}{\partial t} \| \| u_\delta \| \\
\leq \frac{\beta \gamma \| A \| \| \sqrt{\xi} \|}{\varepsilon} \| u_\delta \| + \frac{3 \gamma \| A \|}{2 \varepsilon} \| m \pm \beta e^n \|^2 + \frac{3 \varepsilon \| A \|}{2 \varepsilon} \| u_\delta \|^2 \\
+ \varepsilon \| \frac{\partial u_\delta}{\partial t} \| \| u_\delta \| \]
where we used that \( \hat{\psi}(u_\delta) \geq 0 \). The above estimate gives the existence of a constant \( C \) which does not depend on \( \delta \) such that for almost all \( (t \in (0,T) \)
\[ \frac{1}{\delta} \int_{\Omega} | (\hat{\phi}(u_\delta))_n | \leq C (1 + \| u_\delta \|^2 + \| \frac{\partial u_\delta}{\partial t} \| \| u_\delta \|) \]
for all \( n = 1, \ldots, N \) and hence taking the \( L^2(\Omega) \)-norm of the constant vector \( \int_{\Omega} \hat{\phi}(u_\delta) \)
we obtain
\[ \frac{1}{\delta} \| \int_{\Omega} \hat{\phi}(u_\delta) \| \leq C (1 + \| u_\delta \|^2 + \| \frac{\partial u_\delta}{\partial t} \| \| u_\delta \|) \] (28)
for almost all \( t \), where \( C \) depends on \( \varepsilon, \gamma, N, A, |\Omega| \) and \( \beta \) but not on \( \delta \). Squaring (28) gives after integration over \( t \in (0,T) \) and noting (19) that
\[ \| \frac{1}{\delta} \int_{\Omega} \hat{\phi}(u_\delta) \|^2_{L^2(0,T;L^2(\Omega))} \leq C. \] (29)

Combining (26) and (29) gives that
\[ \frac{1}{\delta} \| P \sum \hat{\phi}(u_\delta) \|^2_{L^2(0,T;L^2(\Omega))} \leq C. \] (30)
From (13) it follows that for almost all \((x, t) \in \Omega_T\) there exists an \(n(x, t) \in \{1, \ldots, N\}\) such that \(\{u_\delta(x, t)\}_{n(x, t)} \geq 0\) and hence \(\{\hat{\phi}(u_\delta(x, t))\}_{n(x, t)} = 0\). This implies

\[
(P \sum_n \hat{\phi}(u_\delta(x, t)))_{n(x, t)} = -\sum_n \hat{\phi}(u_\delta(x, t))
\]

and noting (30) we obtain that

\[
\frac{1}{\delta} \| \sum_n \hat{\phi}(u_\delta) \|_{L^2(0, T; L^2(\Omega))} \leq \frac{1}{\delta} \| P \sum_n \hat{\phi}(u_\delta) \|_{L^2(0, T; L^2(\Omega))} \leq C.
\]

Together with (30) we obtain

\[
\frac{1}{\delta} \| \sum_n \hat{\phi}(u_\delta) \|_{L^2(0, T; L^2(\Omega))} \leq \frac{1}{\delta} \| P \sum_n \hat{\phi}(u_\delta) \|_{L^2(0, T; L^2(\Omega))} + \frac{1}{\delta} \| \sum_n \hat{\phi}(u_\delta) \|_{L^2(0, T; L^2(\Omega))} \leq C.
\]

We refer to [3] where similar arguments have been used in the context of a Cahn-Hilliard system with a logarithmic free energy. Finally, the fact that the \(L^2(0, T; H^2(\Omega))\)-norm of \(u_\delta\) is uniformly bounded in \(\delta\), see (22), follows from (12), (19), (21) and by applying elliptic regularity theory, see [26], on time slices.

□

We are now in a position to show an existence and uniqueness theorem for the original problem.

**Theorem 2.2** Let \(\Omega \subset \mathbb{R}^d\) be a bounded domain and assume that either \(\Omega\) is convex or fulfills \(\partial \Omega \in C^{1,1}\). Let \(u_0 \in H^1(\Omega)\) with \(u_0 \geq 0, 0 < \int_{\Omega} u_0 = m < 1\) and \(\sum_{i=1}^{N} (u_0)_i = 1\) a.e. in \(\Omega\). Then there exists a unique solution \((u, \mu, \lambda, \Lambda)\) to (5) - (8) with the following properties:

\[ u(x, 0) = u_0(x) \text{ for almost all } x \in \Omega, \]  
\[ u \in L^\infty(0, T; H^1(\Omega)) \cap H^1(0, T; L^2(\Omega)) \cap L^2(0, T; H^2(\Omega)), \]  
\[ \mu \in L^2(0, T; L^2(\Omega)), \]  
\[ \lambda \in L^2(0, T) \text{ and } \sum_{i=1}^{N} \lambda_i = 0 \text{ for almost all } t \in (0, T), \]  
\[ \Lambda \in L^2(0, T; L^2(\Omega)). \]  

**Proof:** As the bounds (19), (21) and (22) are independent of \(\delta\), it follows that there exists a \(u \in L^\infty(0, T; H^1(\Omega)) \cap H^1(0, T; L^2(\Omega)) \cap L^2(0, T; H^2(\Omega))\), and a subsequence \(\{u_\delta\}\) which converges to \(u\) as \(\delta' \to 0\)

a) in \(L^\infty(0, T; H^1(\Omega))\) weak-star,

b) in \(H^1(0, T; L^2(\Omega)) \cap L^2(0, T; H^2(\Omega))\) weakly,

c) in \(L^2(0, T; L^2(\Omega))\) strongly,

\[ d) \text{ almost everywhere in } \Omega \times (0, T) \]  

\[ \]
where c) follows from a) and b), see [38]. Since \( u_\delta \in L^2(0,T; H^2(\Omega)) \) we can use the strong formulation of [12] and obtain
\[
\varepsilon \frac{\partial u_\delta}{\partial t} - \gamma \varepsilon \Delta u_\delta - \frac{\gamma}{\varepsilon} A u_\delta - \frac{1}{\varepsilon} \mu_\delta - \frac{1}{\varepsilon} \lambda_\delta 1 - \frac{1}{\varepsilon} \lambda_\delta = 0
\]
(37)
where \( \Lambda_\delta := \gamma D\psi_\delta(u_\delta) = \frac{\gamma}{\varepsilon} \sum \phi(u_\delta) - \gamma \sum A u_\delta, \lambda_\delta := \gamma \int_\Omega P \sum D\psi_\delta(u_\delta) = \frac{\gamma}{\varepsilon} \int_\Omega \phi(u_\delta) - \frac{\gamma}{\varepsilon} A u_\delta - \frac{\gamma}{\varepsilon} \Lambda_\delta 1 \) and \( \mu_\delta := -\frac{\gamma}{\varepsilon} \phi(u_\delta) \geq 0 \).

Note that \( \Lambda_\delta \in L^2(0,T; L^2(\Omega)), \lambda_\delta \in L^2(0,T) \) and \( \mu_\delta \in L^2(0,T; L^2(\Omega)) \) are uniformly bounded, see [19] and [21]. Hence there exist \( \Lambda \in L^2(0,T; L^2(\Omega)), \lambda \in L^2(0,T) \) and \( \mu \in L^2(0,T; L^2(\Omega)) \) such that for a subsequence
\[
\begin{align*}
\Lambda_\delta & \to \Lambda \text{ in } L^2(0,T; L^2(\Omega)) \text{ as } \delta' \to 0 \\
\lambda_\delta & \to \lambda \text{ in } L^2(0,T; L^2(\Omega)) \text{ as } \delta' \to 0 \\
\mu_\delta & \to \mu \text{ in } L^2(0,T; L^2(\Omega)) \text{ as } \delta' \to 0 .
\end{align*}
\]

Consequently, equation (5) holds for the limit. Furthermore, from (36), (13) and (14) it follows that \( \sum_{i=1}^N u_i = 1 \) and \( \frac{d}{dt} \int_\Omega u = 0 \) and hence \( \int_\Omega u = m \). Taking the limit \( \delta' \to 0 \) in (20) gives that \( [u]_\Omega = 0 \) and thus \( u(x,t) \geq 0 \) a.e. \((x,t) \in \Omega_T\).

Since \( \mu \) is the weak limit of functions which are componentwise non-negative we obtain \( \mu \geq 0 \) a.e. in \( \Omega_T \). In order to show that \( (\mu, u) = 0 \) we first note that
\[
(\mu_\delta, u_\delta) = -\frac{\gamma}{\varepsilon} (\phi(u_\delta), u_\delta) \leq 0,
\]
and using that \( u_\delta \to u \) and \( \mu_\delta \to \mu \) in \( L^2(0,T; L^2(\Omega)) \) it follows that \( (\mu, u) \leq 0 \). However, since \( u \geq 0 \) and \( \mu \geq 0 \) we have that \( (u, \mu) = 0 \) a.e. in \((0,T)\). Note that
\[
\sum_{i=1}^N (\lambda_\delta)_i = 0 \text{ and hence } \sum_{i=1}^N \lambda_i = 0, \text{ i.e. } \lambda \in S.
\]

It remains to show uniqueness. Assume that there are two solutions \((u^1, \mu^1, \lambda^1, \Lambda^1)\) and \((u^2, \mu^2, \lambda^2, \Lambda^2)\). Then we define \( \tilde{u} = u^1 - u^2, \tilde{\mu} = \mu^1 - \mu^2 \). Multiplying the difference of the equation (5) for \( u^1 \) and \( u^2 \) with \( \tilde{u} \) gives, after integration and using \( \int_\Omega 1 \cdot \tilde{u} = 0 \) and \( \int_\Omega u = 0 \), that
\[
\varepsilon \frac{d}{dt} \int_\Omega |\tilde{u}|^2 + \gamma \varepsilon \int_\Omega |\nabla \tilde{u}|^2 - \frac{1}{\varepsilon} \int_\Omega (\mu^1 - \mu^2) \cdot (u^1 - u^2) \leq \frac{\gamma \sigma_{\max}(A)}{\varepsilon} \int_\Omega |\tilde{u}|^2 .
\]
(38)

The complementarity conditions (7)-(8) imply that \( (\mu^1 - \mu^2) \cdot (u^1 - u^2) \leq 0 \) and hence we deduce that
\[
\varepsilon \frac{d}{dt} \int_\Omega |\tilde{u}|^2 + \gamma \varepsilon \int_\Omega |\nabla \tilde{u}|^2 \leq \frac{\gamma \sigma_{\max}(A)}{\varepsilon} \int_\Omega |\tilde{u}|^2 .
\]
Using a Grönwall argument now gives uniqueness of $u$. Hence $\mu + \lambda + \Lambda \mathbf{1}$ is uniquely given through equation (5).

Now we show the uniqueness of the Lagrange multipliers $\lambda, \Lambda$ and $\mu$. For what follows we fix $t \in (0, T)$ such that $u(t) \in H^2(\Omega)$ and define the inactive sets $I_i := \{x \in \Omega \mid u_i(x, t) > 0\}$, the interface between phases $i$ and $j$ as $I_{ij} := I_i \cap I_j$ and the measure $|I_{ij}|$ of $I_{ij}$.

We claim: $\lambda_i - \lambda_j$ is uniquely defined for all pairs $(i, j)$ with $|I_{ij}| > 0$.

Using (5) and recalling that $e^k$ is the $k$-th unit vector we obtain for $(i, j)$ with $|I_{ij}| > 0$ that

$$
(\varepsilon \frac{\partial u}{\partial t} - \gamma \varepsilon \Delta u - \frac{\varepsilon}{\varepsilon} Au - \frac{1}{\varepsilon} \lambda) \cdot (e^i - e^j) = 0 \quad \text{on } I_{ij}
$$

where we have used that $\mu_i = \mu_j = 0$ on $I_{ij}$. We hence conclude

$$
\lambda_i - \lambda_j = \frac{1}{|I_{ij}|} \int_{I_{ij}} \left[ \varepsilon^2 \frac{\partial u_i}{\partial t} - \gamma \varepsilon^2 \Delta u_i - \gamma (Au)_i - \varepsilon \frac{\partial u_j}{\partial t} + \gamma \varepsilon^2 \Delta u_j + \gamma (Au)_j \right].
$$

This implies that the difference $\lambda_i - \lambda_j$ is uniquely defined if there exists an interface between phases $i$ and $j$, i.e. if $|I_{ij}| > 0$.

We now define a graph over $\{1, ..., N\}$ with the edges $E = \{\{i, j\} : |I_{ij}| > 0\}$. If the graph is connected, which we show in the following, the differences $\lambda_i - \lambda_j$ are for all $i, j \in \{1, ..., N\}$ uniquely defined. Together with the condition $\sum_{i=1}^N \lambda_i = 0$ we obtain the uniqueness of $\lambda$.

In order to show that the graph is connected, we define the following sets of indices

$$
\mathcal{L} = \{i \in \{1, ..., N\} \mid \text{there is a path from 1 to } i\} \quad \text{and} \quad \mathcal{M} = \{1, ..., N\} \setminus \mathcal{L}.
$$

We need to show that $\mathcal{M} = \emptyset$ and therefore we assume $\mathcal{M} \neq \emptyset$. We set

$$
v = \sum_{i \in \mathcal{L}} u_i \quad \text{and} \quad w = \sum_{j \in \mathcal{M}} u_j
$$

and note that $v \geq 0, w \geq 0$ and $v + w = 1$. Now one observes that the set

$$
A := \{x \in \Omega \mid v(x) > 0 \text{ and } w(x) > 0\}
$$

has measure zero. This is true because otherwise there exist $i \in \mathcal{L}$ and $j \in \mathcal{M}$ such that $|I_{ij}| > 0$ which contradicts the definition of $\mathcal{L}$ and the assumption $\mathcal{M} \neq \emptyset$. We hence obtain that $v$ only attains the values 0 and 1. Since $\mathcal{M} \neq \emptyset$ we obtain that $v$ is not constant. Since an $H^1$-function that attains finitely many values has to be constant we obtain a contradiction. Hence $\mathcal{M} = \emptyset$ and the graph is connected.

Now we show the uniqueness of $\Lambda$. Since $\sum_{i=1}^N u_i = 1$ and $u \geq 0$, we can find for any $x_0 \in \Omega$ an $i \in \{1, ..., N\}$ such that $x_0 \in I_i$ and $|I_i| > 0$. On $I_i$ we know that $\mu_i = 0$ and hence we can define

$$
\Lambda = (\varepsilon^2 \frac{\partial u}{\partial t} - \gamma \varepsilon^2 \Delta u - \gamma Au - \lambda)_i \quad \text{on } I_i.
$$
The Lagrange multiplier Λ is well defined and unique since
\[
(\varepsilon \frac{\partial u}{\partial t} - \gamma \Delta u - \frac{1}{\varepsilon} \lambda)_{i}(x,t) = (\varepsilon \frac{\partial u}{\partial t} - \gamma \Delta u - \frac{1}{\varepsilon} \lambda)_{j}(x,t)
\]
for almost every \( x \in I_{ij} \) and since for almost all \( x \in \Omega \), there is an \( i \in \{1, \ldots, N\} \) such that \( u_{i}(x,t) > 0 \), i.e. \( x \in I_{i} \). Having shown uniqueness of \( u, \lambda \) and Λ uniqueness of \( \mu \) follows from equation (5).

□

**Remark 2.1**

i) It can be shown that a solution to \((P_{m})\) is unique. Hence we can conclude that for all solutions to \((P_{m})\) there exist Lagrange multipliers \( \mu, \lambda, \Lambda \) such that (5) - (8) hold. Furthermore, problem (5)-(8) is equivalent to \((P_{m})\).

ii) In [35] the existence of a solution for vector-valued Allen-Cahn variational inequalities without volume constraints is shown by using a representation of the Lagrange multipliers which cannot be used directly for a numerical approach. There \( u_{N} \) is substituted by \( 1 - \sum_{i=1}^{N-1} u_{i} \) and a system of parabolic variational inequalities in \( \mathbb{R}^{N-1} \) is considered.

## 3 Primal-dual active set approach

For the numerical approximation of solutions \( u \) of \((P_{m})\) we introduce a primal-dual active set method or equivalently a semi-smooth Newton method [7, 27]. Both are well known in the context of optimization with partial differential equations as constraints. We present a time discretization of the Allen-Cahn system and reformulate the complementarity conditions using primal-dual active sets. Finally, even though the method is not applicable to the time discretized problem, we present for ease of understanding the idea of the resulting iterative solution procedure for the time discretized problem, which will be applied to the fully discretized problem in the next section.

We denote the time step by \( \tau \), which can be a variable time step, \( t_{0} = 0, t_{n} := t_{n-1} + \tau \) and \( u^{n-1} := u(.,t_{n-1}) \). For simplicity we denote by \( u \) the time discrete solution at time \( t_{n} \). Then possible time discretizations of \((P_{m})\) are given as (semi-)implicit or explicit Euler-discretizations. Explicit Euler discretizations for Allen-Cahn obstacle problems have been used for example in [12, 20, 23, 24]. Numerical analysis for (semi-) implicit discretizations of the Allen-Cahn model has been performed in the papers [15, 22, 31, 32, 33, 34] and in works cited in these papers. Fully implicit discretizations are the most accurate, see e.g. [9], but due to the non-monotonicity for large time steps they can be either very expansive or they are not uniquely solvable. It will turn out that this is not the case for the primal dual active set approach as for well developed interfaces also larger time steps can be used, see e.g. Remark 4.3. In this paper we focus on the implicit discretization of the vector-valued Allen-Cahn obstacle problem leading to the following formulation:
(P\textsuperscript{τ}_m) Given \( u^{n-1} \in G^m \) find \( u = u^n \in G^m \) such that
\[
\frac{\varepsilon}{\tau}(u - u^{n-1}, \eta - u) + \gamma \varepsilon (\nabla u, \nabla \eta - \nabla u) \geq \frac{\gamma}{\varepsilon} (Au, \eta - u) \quad \forall \eta \in G^m. \tag{41}
\]

This discretization can also be seen as the Euler-Lagrange equation of an implicit time discretization of the \( L^2 \) gradient flow of the energy \( E \), which is given as
\[
\min_{u \in G^m} E(u) := \int_{\Omega} \left\{ \frac{\gamma}{2} |\nabla u|^2 + \frac{\gamma}{\varepsilon} \psi(u) \right\} dx + \frac{\varepsilon}{2}\tau \|u - u^{n-1}\|_{L^2}^2. \tag{42}
\]

As in Lemma 2.1 one can reformulate (P\textsuperscript{τ}_m) by using scaled Lagrange-multipliers \( \mu \in L^2(\Omega) \) for the inequality constraint \( u \geq 0 \), \( \lambda \in S \) for the constraint \( P_S(\int_\Omega f u - m) = 0 \) and \( \Lambda \in L^2(\Omega) \) for the sum constraint \( \sum_{i=1}^N u_i = 1 \) to obtain:
\[
\frac{\varepsilon^2}{\tau}(u - u^{n-1}) - \gamma \varepsilon^2 \Delta u - \gamma Au - \mu - \lambda - \Lambda 1 = 0 \quad \text{a.e. in } \Omega, \tag{43}
\]
\[
\frac{\partial u}{\partial \nu} = 0 \quad \text{a.e. on } \partial \Omega, \tag{44}
\]
\[
P_S(\int_\Omega f u - m) = 0 \tag{45}
\]
\[
\sum_{i=1}^N u_i = 1 \tag{46}
\]

together with the complementarity conditions
\[
u \geq 0 \quad \text{a.e. in } \Omega, \quad \mu \geq 0 \quad \text{a.e. in } \Omega, \quad (\mu, u) = 0. \tag{47}
\]

Now the idea is to reformulate the complementarity conditions using active sets based on the primal variable \( u \) and the dual variable \( \mu \). Then, for any \( c > 0 \), (47) is equivalent to the following: For all \( i \in \{1, ..., N\} \):
\[
u_i = 0 \quad \text{a.e. in } A_i; \quad \mu_i = 0 \quad \text{a.e. in } I_i := \Omega \setminus A_i; \tag{48}
\]

where the primal-dual active sets are given by
\[
A_i = \{ x \in \Omega \mid cu_i(x) - \mu_i(x) < 0 \}. \tag{49}
\]

If the sets \( A_i \) are known, we can determine the solution as follows. First we set \( u_i = 0 \) on \( A_i \) and \( \mu_i = 0 \) on \( I_i \), see (48). It now turns out that \( u_i \) only needs to be determined in points in \( I_i \) in which another component is inactive, i.e. on
\[
D_i = I_i \cap (\bigcup_{j \neq i} I_j). \tag{50}
\]

On \( I_i \setminus D_i \) we observe that \( i \) is the only inactive component and hence the constraint \( \sum_{j=1}^N u_j = 1 \) leads to
\[
u_i = 1 \quad \text{on } I_i \setminus D_i. \tag{51}
\]
Figure 1: The computational effort in the primal-dual active set method is restricted to the diffuse interface.

Defining now the total diffuse interface region, see Figure 1, as

\[ D := \bigcup_{i=1}^{N} D_i \supseteq \{ x \in \Omega \mid \text{there exists } i \in \{1, \ldots, N\} \text{ s.t. } 0 < u_i(x) < 1 \} \]

we need to solve the following system: Find, for \( i = 1, \ldots, N \), \( u_i \) on \( D_i \), \( \Lambda \) on \( D \), \( \lambda \in \mathbb{R}^N \) such that for \( i = 1, \ldots, N \)

\[ -\gamma \varepsilon^2 \Delta u_i + \frac{\varepsilon^2}{\tau} (u_i - u_i^{n-1}) - \lambda_i - \Lambda - \gamma (Au)_i = 0, \quad \text{a.e. on } D_i, \tag{51} \]

\[ \frac{\partial u_i}{\partial \nu} = 0 \quad \text{a.e. on } \partial D_i \cap \partial \Omega, \quad u_i = 0 \text{ on } \partial D_i \cap \partial A_i, \tag{52} \]

\[ \sum_{i=1}^{N} u_i = 1 \text{ on } D \text{ and } P_S(\int_{\Omega} (f - m)) = 0, \quad \sum_{i=1}^{N} \lambda_i = 0. \tag{53} \]

Then we have to determine \( \Lambda \) on \( \Omega \setminus D \). Since in each point \( x \in \Omega \) at least one component is inactive there exists for a given \( x \in \Omega \setminus D \) an \( i \) such that \( x \in I_i \setminus D \) and given \( \mu_i = 0 \) on \( I_i \) we set

\[ \Lambda = -\gamma \varepsilon^2 \Delta u_i + \frac{\varepsilon^2}{\tau} (u_i - u_i^{n-1}) - \lambda_i - \gamma (Au)_i. \tag{54} \]

Then \( \Lambda \) is completely determined. Finally we set

\[ \mu_i = -\gamma \varepsilon^2 \Delta u_i + \frac{\varepsilon^2}{\tau} (u_i - u_i^{n-1}) - \lambda_i - \gamma (Au)_i - \Lambda \text{ on } A_i. \tag{55} \]

This leads to the idea of the **Primal-Dual Active Set (PDAS)** algorithm:

*Given initial active sets \( A_i^0 \) for all \( i \in \{1, \ldots, N\} \) iterate the following steps for \( k \geq 0 \) (where we define \( I_i^k, D_i^k, D^k \) analogous to the discussion above)*
i) Set $u^k_i = 0$ on $A^k_i$ and $\mu^k_i = 0$ on $I^k_i$ for all $i \in \{1, ..., N\}$, $u^k_i = 1$ on $I^k_i \setminus D^k_i$.

ii) Solve the coupled system (51)-(53) for $\lambda^k$, $\Lambda^k$ on $D$ and $u^k_i$ on $D^k_i$ for all $i \in \{1, ..., N\}$.

iii) Determine $\Lambda^k$ on $\Omega \setminus D$ using (54).

iv) Determine $\mu^k_i$ on $A^k_i$ using (55) for all $i \in \{1, ..., N\}$.

v) Determine the new active sets $A^{k+1}_i = \{x \in \Omega | cu^k_i(x) - \mu^k_i(x) < 0\}$ for all $i \in \{1, ..., N\}$.

vi) Stop the iteration if $A^{k+1}_i = A^k_i$ for all $i \in \{1, ..., N\}$, otherwise set $k = k + 1$ and goto 1.

Except for the sign conditions for $u$ and $\mu$ all conditions (44)-(48) hold in each iteration. As mentioned in the beginning of this section we cannot apply the method to the time discretized Allen-Cahn variational inequality. The reason is that although one can show the existence of the Langrange-multipliers and the regularity $\mu \in L^2(\Omega)$ this regularity does in general not hold in each iteration of the PDAS-algorithm. Then the multipliers may still exist but are only measures. This effect is also known for obstacle problems, see [29], and is discussed in more detail for Cahn-Hilliard problems in [8]. Therefore, the pointwise definition of the active sets $A^k_i$ is not possible. However we show in the next section that the application of the PDAS-method to the fully discretized problem is possible.

The feature that the method is not applicable in function space may lead to mesh dependence of the PDAS iteration numbers for a fixed time step. Analysis for mesh independence is still lacking and needs further research. However, our numerical investigations clearly indicate mesh independence if the time and space discretizations are reduced simultaneously, see Section 5.

4 Finite element approximation

For space discretization we employ a finite element approximation which we present in this section. Furthermore, we present the PDAS-algorithm for the fully discretized system.

4.1 Notation

For simplicity we assume that $\Omega$ is a polyhedral domain. Let $T_h$ be a regular triangulation of $\Omega$ into disjoint open simplices, i.e. in particular $\Omega = \bigcup_{T \in T_h} T$. Furthermore, we define $h := \max_{T \in T_h} \{\text{diam } T\}$ to be the maximal element size of $T_h$ and we set
\( \mathcal{J} \) to be the set of nodes of \( T_h \) and \( \{p_j\}_{j \in \mathcal{J}} \) to be the coordinates of these nodes. Associated with \( T_h \) is the piecewise linear finite element space

\[
S_h := \left\{ \varphi \in C^0(\Omega) \left| \varphi \big|_T \in P_1(T) \ \forall \ T \in T_h \right\} \subset H^1(\Omega),
\]

where we denote by \( P_1(T) \) the set of all affine linear functions on \( T \). Furthermore we denote the standard nodal basis functions of \( S_h \) by \( \chi_j \) for all \( j \in \mathcal{J} \) and we set \( S_h = (S_h)^N \). Then \( u_j \in \mathbb{R}^N \) for \( j \in \mathcal{J} \) denotes the coefficients of the basis representation of \( u_h \) in \( S_h \) which is given by \( u_h = \sum_{j \in \mathcal{J}} u_j \chi_j \).

In order to derive a discretization of the Allen-Cahn model we set

\[
G_h := \{ \chi \in S_h \mid \chi \geq 0 \ \text{and} \ \sum_{i=1}^N (\chi_i)_j = 1 \ \forall j \in \mathcal{J} \}
\]

and

\[
G_h^m := \{ \eta \in G_h \mid \int \Omega \eta = m \}.
\]

Here \((\chi_i)_j\) denotes the \( i \)-th component \( \chi_i \) of \( \chi \) at the \( j \)-th node. We introduce also the lumped mass semi-inner product \((f, g)_h = \int_{\Omega} I_h(f)g \) instead of \((f, g)\), where \( I_h : C^0(\Omega) \rightarrow S_h \) is the standard interpolation operator such that \((I_h f)(p_j) = f(p_j)\) for all nodes \( j \in \mathcal{J} \).

Defining \( m_j := (1, \chi_j) \) we have \( \int \Omega u_i = \sum_{j \in \mathcal{J}} m_j(u_i)_j / \sum_{j \in \mathcal{J}} m_j \) where \( u_i \in S^h \) and \( i \in \{1, \ldots, N\} \). Moreover, we define the stiffness matrix as \( S := (s_{ij}) \) with \( s_{ij} = (\nabla \chi_j, \nabla \chi_i) \), the mass matrix \( M := ((\chi_j, \chi_i)_h) = \text{diag}(m_j) \) and the mass vector \( m := (m_j)_{j \in \mathcal{J}} \). Also we denote the entries of \( A \) by \( a_{ij} \), \( i,j \in \{1,\ldots, N\} \).

Recall that the total spatial amount to be conserved is denoted by \( m = (m_i)_{i=1,\ldots,N} \) which should not be confused with the mass vector \( m \).

### 4.2 Finite element approximation and the PDAS-algorithm

We now introduce the following finite element approximations of \((P^\tau_{m})\) given by (41).

In the following we consider a fixed time step \( \tau = t_n - t_{n-1} \) and omit in some places the superscript \( n \):

\[
(P^\tau_{m,h}) \text{ Given } u_{h}^{n-1} \in G_h^m \text{ find } u_h = u_h^n \in G_h^m \text{ such that }
\]

\[
(\frac{\varepsilon}{\tau}(u_h - u_h^{n-1}) - \frac{2}{\varepsilon}Au_h, \chi - u_h)_h + \gamma \varepsilon (\nabla u_h, \nabla (\chi - u_h)) \geq 0 \ \forall \chi \in G_h^m. \quad (56)
\]

Due to the use of piecewise linear finite elements and nodal basis functions the reformulation of \((P^\tau_{m,h})\) with Lagrange multipliers \( \mu_h \in S_h \) can be stated as follows:
Find $u_h \in S_h$, $\mu_h \in S_h$, $\lambda_h \in \mathbb{R}^N$ and $\Lambda_h \in S_h$ such that

$$
\varepsilon^2 (u_h, \varphi)_h - \gamma (Au_h, \varphi)_h + \gamma \varepsilon^2 (\nabla u_h, \nabla \varphi) - (\mu_h, \varphi)_h - (\lambda_h, \varphi)_h - (\Lambda_h 1, \varphi)_h = \varepsilon^2 (u_{h-1}^n, \varphi)_h \quad \forall \varphi \in S_h, \quad (57)
$$

$$
\sum_{i=1}^N (u_i)_j = 1 \quad \forall j \in J, \quad (58)
$$

$$
P_S (\sum_{j \in J} m_j u_j - \sum_{j \in J} m_j m) = 0, \quad (59)
$$

$$
\sum_{i=1}^N \lambda_i = 0, \quad (60)
$$

$$
\mu_j \geq 0, \quad u_j \geq 0 \quad \forall j \in J, \quad (u_h, \mu_h)_h = 0. \quad (61)
$$

In the following we eliminate $\lambda_N$ by using (60) and hence obtain $\lambda = (\lambda_1, \lambda_2, ..., \lambda_{N-1}, -\lambda_1 - ... - \lambda_{N-1})^T$. Using $u \in G^m$ and $\sum_{i=1}^N m^i = 1$ we obtain that $P_S$ in (59) can be replaced by the identity. To avoid redundancy in (59) we use (58) and drop the condition on $i = N$ and now obtain symmetry in the system by restating (59) as

$$
\sum_{j \in J} m_j ((u_i)_j - (u_N)_j) = \sum_{j \in J} m_j (m^i - m^N) \quad \text{for } i \in \{1, ..., N - 1\}. \quad (62)
$$

Applying the PDAS-method presented in Section 3 to $(Q_{m,h})$ we obtain the following algorithm. Here we use the notation $u^k_i$ and $u^{k-1}_i$ where the $k$ denotes the $k$-th iteration in the PDAS algorithm and $n - 1$ is the $(n - 1)$-st time step. This is of course a misuse of notation for $k = n - 1$.

**Primal-Dual Active Set Algorithm (PDAS-I):**

1. Define $A_i^k = J \setminus A_i^k$ for all $i \in \{1, ..., N\}$.

2. Set $D_i^k := I_i^k \cap (\bigcup_{j \neq i} I_j^k)$, $D^k := \bigcup_{i=1}^N D_i^k$. Solve the discretized PDE (57) on the interface $D^k$ with the constraints (58), (60), (62) to obtain $(u_i^k)_j$ for all $(i, j)$ such that $j \in D_i^k, i \in \{1, ..., N\}$ and $\Lambda_j^k$ for all $j \in D^k$ and $\lambda_j^k$ for all $j \in D^k$. The remaining elements of $D_i^k$ are then set to 0.
\( i \in \{1, \ldots, N\} \). More precisely we solve

\[
\frac{\varepsilon^2}{\tau}(u^k_i)_{j} - \gamma \sum_{m=1}^{N} a_{im}(u^k_m)_{j} + \frac{\gamma^2}{m_j} \sum_{l \in J} s_{lj}(u^k_l)_{i} - \lambda^k_i - \Lambda^k_j = \frac{\varepsilon^2}{\tau}(u^{n-1}_i)_{j}
\]

for \( j \in D_k^i \) and \( i \in \{1, \ldots, N\} \),

\[
\sum_{j \in J} m_j((u^k_i)_{j} - (u^k_N)_{j}) = \sum_{j \in J} m_j(m^i - m^N) \quad \text{for} \quad i = 1, \ldots, N - 1,
\]

\[
\sum_{i=1}^{N}(u^k_i)_{j} = 1 \quad \text{for} \quad j \in D_k
\]

where \( \lambda^k_N = -\lambda^k - \ldots - \lambda^k_{N-1} \) is used in (63).

3. Define \( \Lambda^k_j \) for all \( j \in I_k^i \setminus D_k^i \) as

\[
\Lambda^k_j = \frac{\varepsilon^2}{\tau}(u^k_i)_{j} - \gamma \sum_{m=1}^{N} a_{im}(u^k_m)_{j} + \frac{\gamma^2}{m_j} \sum_{l \in J} s_{lj}(u^k_l)_{i} - \lambda^k_i - \Lambda^k_j - \frac{\varepsilon^2}{\tau}(u^{n-1}_i)_{j}.
\]

4. Determine \( (\mu^k_i)_j \) for \( j \in A_k^i \) using (57) for all \( i = 1, \ldots, N \) as

\[
(\mu^k_i)_j = \frac{\varepsilon^2}{\tau}(u^k_i)_{j} - \gamma \sum_{m=1}^{N} a_{im}(u^k_m)_{j} + \frac{\gamma^2}{m_j} \sum_{l \in J} s_{lj}(u^k_l)_{i} - \lambda^k_i - \Lambda^k_j - \frac{\varepsilon^2}{\tau}(u^{n-1}_i)_{j}.
\]

5. Set \( A_k^i+1 := \{j \in J : c(u^k_i)_j - (\mu^k_i)_j < 0\} \) for \( i = 1, \ldots, N \).

6. If \( A_k^i+1 = A_k^i \) for all \( i \in \{1, \ldots, N\} \) stop, otherwise set \( k = k + 1 \) and goto 1.

**Remark 4.1**

i) In each iteration all conditions (57)-(60) hold, but the sign conditions in (61) may not be true.

ii) In the above algorithm only the equations (63)-(65) require the solution of a sparse linear system – in all other steps of the algorithm simple assignments take place. We remark that (63)-(65) is a linear system with degrees of freedom on the diffuse interface only, see Figure 1.

iii) In each node \( p_j \) for \( j \in J \) some components of \( u_h \) are active and the others are inactive. The number of components which are active can vary from point to point. Only for each individual component \( u_i \) we can split the set of nodes into nodes which are active and inactive for this component. This results in a quite complex linear system (63)-(65).
4.3 Convergence as a semi-smooth Newton method

In order to show that the PDAS method converges, we reformulate the method as a semi-smooth Newton method. Instead of introducing active and inactive sets we can reformulate (61) using the semi-smooth function

\[ H(y, z) := z - \max(0, z - cy) \]

with \( c > 0 \) as follows

\[ H\left((u_i)_j, (\mu_i)_j\right) = 0 \quad (66) \]

for \( i \in \{1, ..., N\} \) and \( j \in J \).

The mapping \( y \mapsto \max(0, y) \) from \( \mathbb{R} \) to \( \mathbb{R} \) is slantly differentiable and a possible slanting function is given by

\[ G: \mathbb{R} \rightarrow \mathbb{R} \quad \text{with} \quad G(y) = 1 \quad \text{for} \quad y > 0 \quad \text{and} \quad G(y) = 0 \quad \text{for} \quad y \leq 0, \]

see [27]. Hence for the above function \( H \) one derives the slanting function

\[ G(y, z) = (c, 0) \quad \text{if} \quad z - cy > 0 \quad \text{and} \quad G(y, z) = (0, 1) \quad \text{if} \quad z - cy \leq 0. \]

We hence obtain that

\[ G(y, z) \left( y \frac{y}{z}, z \frac{z}{z} \right) = -H(y, z) \quad (67) \]

is equivalent to

\[ y = 0 \quad \text{if} \quad z - cy > 0 \quad \text{and} \quad z = 0 \quad \text{if} \quad z - cy \leq 0. \quad (68) \]

The equation (67) will later be part of one Newton step for the overall system. We now consider the system (57)-(60) together with the semi-smooth equation (66) as one large algebraic system of the form

\[ F(\eta) = F(u, \mu, \lambda, \Lambda) = 0 \]

where \( \eta := (u, \mu, \lambda, \Lambda) \), \( u := (u_1, \ldots, u_N) \), \( \mu := (\mu_1, \ldots, \mu_N) \) and \( u_i, \mu_i, \Lambda \) are the coefficient vectors of \( u_i, \mu_i \) and \( \Lambda \). Hence the system is defined in an Euclidean space of dimension \( 2N|J| + N + |J| \). We now use a semi-smooth Newton method (SSN) for the equation and consider

\[ G(\eta^{k-1})(\eta^k - \eta^{k-1}) = -F(\eta^{k-1}) \quad (69) \]

where \( G \) is the slanting function of \( F \) using \( G \). One observes that the equation in (69) related to (66) leads to

\( (u_i^k)_j = 0 \) if \( (\mu_i^{k-1})_j - c(u_i^{k-1})_j > 0 \) and \( (\mu_i^k)_j = 0 \) if \( (\mu_i^{k-1})_j - c(u_i^{k-1})_j \leq 0 \), compare [67], [68].

**Remark 4.2** It is straightforward to show that the semi-smooth Newton method (SSN) is equivalent to the discrete primal-dual active set algorithm (PDAS-I), see e.g. [27] for a similar situation.

In order to show local convergence of the semi-smooth Newton method we need to show invertibility of \( G \) in some neighborhood of a solution to \( F(u, \mu, \lambda, \Lambda) = 0 \).

To proceed we need a discrete Poincaré inequality in a situation where we have for \( i = 1, \ldots, N \) given inactive sets \( I_i \) and corresponding active sets \( A_i := J \setminus I_i \). There exists a Poincaré constant \( c^p(K) > 0 \) such that

\[ (v, v)_h \leq c^p(K)(\nabla v, \nabla v) \quad \forall v \in K \quad (70) \]
with \( K := \{ \mathbf{v} \in S_h \mid \int_\Omega \mathbf{v} = 0, \sum_{i=1}^N (v_i)_j = 0 \ \forall j \in J, v_i(p_j) = 0 \text{ if } j \in A_i \text{ and } i = 1, \ldots, N \} \), see e.g. [2] or [21]. We remark here that the typical situation in applications is that the interfacial region has order \( \varepsilon \). In conclusion, it was discussed in [9] that in fact only functions with thin support need to be considered for the Poincaré inequality which leads to good Poincaré constants. As in [9] we can also conclude here that this leads to situations in which we can solve the discrete Allen–Cahn system (63)–(65) also for large time steps, see [9] for more details.

To show invertibility we need in addition a discrete analogue of the graph theoretic argument used in the proof of Theorem 2.2. Assume that inactive sets \( I_i \) for \( i = 1, \ldots, N \) are given. We then choose a graph over \( \{1, \ldots, N\} \) with edges \( E = \{\{i, l\} : I_i \cap I_l \neq \emptyset\} \).

**Theorem 4.1** Assume that given inactive sets \( I_i \), \( i = 1, \ldots, N \) are connected in the sense that the corresponding graph is connected and assume in addition that \( J = \bigcup_{i=1}^N I_i \). Assume furthermore

\[
\tau (\sigma_{\text{max}}(A) - \frac{\varepsilon^2}{c_p h(K)}) < \frac{\varepsilon^2}{\gamma}
\]  

(71)

where \( c_p h(K) \) is the Poincaré constant given by (70). Then the linear mapping \( G(u, \mu, \lambda, \Lambda) \) is invertible which is equivalent to the unique solvability of (63)–(65).

**Proof:** We show that the kernel of \( G(u, \mu, \lambda, \Lambda) \) contains only \( 0 \). The equation

\[
G(u, \mu, \lambda, \Lambda)(v, \kappa, \alpha, \beta)^t = 0
\]  

(72)

is equivalent to

\[
\varepsilon^2 \tau (v_i)_j - \gamma \sum_{m=1}^N a_{im} (v_m)_j + \frac{\gamma \varepsilon^2}{m_j} \sum_{l \in J} s_{lj} (v_i)_l - (\kappa_i)_j - \alpha_i - \beta_j = 0 \text{ for } j \in J, \quad (73)
\]

\[
\sum_{j \in J} m_j (v_i)_j = 0, \quad \sum_{i=1}^N (v_i)_j = 0 \text{ for } j \in J, \quad \sum_{i=1}^N \alpha_i = 0, \quad (74)
\]

\[
(v_i)_j = 0 \text{ for } j \in A_i \text{ and } (\kappa_i)_j = 0 \text{ for } j \in I_i \quad (75)
\]

which has to hold for all \( i \in \{1, \ldots, N\} \).

The equations in (73) related to inactive \((i, j) \in \{1, \ldots, N\} \times J\) together with (74) are the first order necessary conditions of the quadratic optimization problem in \( v \), where \( v \) is the coefficient vector \( \mathbf{v} \), on the set \( K \)

\[
\min_{\mathbf{v} \in K} \left[ \frac{\varepsilon^2}{2\tau} (\mathbf{v}, \mathbf{v})_h - \frac{\gamma}{2} (A\mathbf{v}, \mathbf{v})_h + \frac{\gamma \varepsilon^2}{2} (\nabla \mathbf{v}, \nabla \mathbf{v})_h \right].
\]  

(76)
Here $\alpha$ and $\beta$ play the role of Lagrange multipliers for the first two equations in the definition of $K$. To show that $v$ equals 0 we prove that $v \equiv 0$ is the unique solution of (76).

The minimization problem (76) is strictly convex if $\tau \leq \varepsilon^2 \gamma \sigma_{\max}(A)$. For larger $\tau$ we need to control $(v,v)_h$ on $K$. Using the Poincaré inequality (70) we obtain

$$\frac{2\varepsilon^2}{2}(\nabla v, \nabla v) + \frac{1}{2}(\varepsilon^2 - \gamma \sigma_{\max}(A))(v,v)_h \geq \left(\frac{2\varepsilon^2}{2} + \frac{1}{2} \varepsilon^2 - \gamma \sigma_{\max}(A)\right)(\nabla v, \nabla v).$$

Hence if (71) holds then the minimization problem (76) is strictly convex and (76) is uniquely solvable. Thus $v \equiv 0$. Therefore (63) reduces to $(\kappa_i) + \alpha_i + \beta_j = 0$.

Now we show that $\alpha = 0$. For $j \in I_i \cap I_l$ we have $(\kappa_l)_j = (\kappa_i)_j = 0$ and hence

$$\beta_j = -\alpha_i \quad \text{and} \quad \beta_j = -\alpha_l.$$

Consequently $\alpha_i = \alpha_l$ for all $i, l$ with $I_i \cap I_l \neq \emptyset$. Since the inactive sets are connected we obtain that $\alpha_i = \alpha_l$ for all $i, l \in \{1, \ldots, N\}$ and since $\sum_{i=1}^{N} \alpha_i = 0$ we obtain $\alpha \equiv 0$.

Furthermore this yields $\beta_j = 0$ if there exists an $i$ with $j \in I_i$. Having $J = \bigcup_{i=1}^{N} I_i$ it follows $\beta = 0$ which also gives that $\kappa = 0$.

We are now in a position to prove a local convergence result for the (PDAS-I)-algorithm.

**Theorem 4.2** Assume $(u_h, \mu_h, \lambda_h, \Lambda_h)$ is a solution of the discretized Allen-Cahn problem (57) - (61). Assume that the inactive sets $\hat{I}_i = \{j \in J : (u_i)_j > 0\}$ are connected and assume that $\tau < \frac{\varepsilon^2}{\gamma \sigma_{\max}(A)}$. Then (PDAS-I) converges locally in a neighborhood of $(u_h, \mu_h, \lambda_h, \Lambda_h)$.

**Proof:** We choose a neighborhood of $(u_h, \mu_h, \lambda_h, \Lambda_h)$ such that the corresponding inactive sets are all connected and such that $J = \bigcup_{i=1}^{N} I_i$. Now Theorem 4.1 guarantees invertibility of $G$ in this neighborhood. Since only finitely many constellations with active sets are possible we can deduce that $G^{-1}$ is uniformly bounded in this neighborhood. Hence convergence results in [16, 27] now give the local convergence result.

**Remark 4.3**

i) The graph describing all possible interfaces with respect to the space-time continuous solution $u$ is connected, see Theorem 2.1. Arguing similar as in the proof of Theorem 2.1 one observes that the graph corresponding to the discrete solution is also connected provided $h$ is small enough. In practice we only need to ensure that $h$ is so small that there are enough mesh points on the interface.
ii) The condition $\mathcal{J} = \bigcup_{i=1}^{N} I_i^h$ holds in a neighborhood of the solution $u_h$ of (56).

This follows from $\sum_{i=1}^{N} (u_i)_j = 1$ and $(u_i)_j \geq 0$ which guarantees that for all $j \in \mathcal{J}$ there exists an $i \in \{1, \ldots, N\}$ such that $(u_i)_j > 0$. Hence one can find a neighborhood of $u_h$ where this holds true too.

iii) Of course the condition on the time step in Theorem 4.2 can be relaxed taking Theorem 4.1 into account. As the Poincaré constants of all possible active sets in the neighborhood would enter into a precise assumption, we did not state such a result in a precise way.

5 Computational results

Most of the existing literature on numerical methods for systems of Allen-Cahn variational inequalities concentrates on the explicit discretization in time where with the use of mass lumping a non-linear system of equations has to be solved [23, 24]. Using explicit time discretization leads to the usual stability restriction for parabolic PDEs, $\tau \leq Ch^2$. For Allen-Cahn variational inequalities we need that $h \ll \varepsilon$ which makes this time step restriction very severe. In [33] a multigrid algorithm based on a subspace correction approach is used where a subspace is decomposed into smaller spaces leading to a polygonal Gauss-Seidel relaxation as the fine grid smoother. A semi-implicit time discretization is employed which is unconditionally stable. However, for the scalar Allen-Cahn equation it has been observed that the semi-implicit discretization can lead to inaccurate approximations especially for large time steps [9]. We use an implicit discretization in time which has a time step restriction (71) that is less severe than the one for the explicit discretization and leads to a higher accuracy.

In this section we discuss some computational results including mesh independency of the PDAS iteration numbers if time and spatial discretization parameters are decreased simultaneously. In addition we study the influence of an increasing number of phases, convergence of the discretization and present some numerical simulations in 3D. Further applications of the approach in topology optimization, imaging and materials science will be the subject of a forthcoming paper. In Subsection 5.1 we apply the PDAS-method to the vector-valued Allen-Cahn equation without volume constraints. First, we compute numerical solutions which approximate an analytical solution of a corresponding sharp interface problem and then we discuss some properties of our method. Second, we present some numerical simulations for three and more order parameters. Finally, numerical simulations of grain growth with many order parameters, i.e. $N$ large are presented.

In Subsection 5.2 the PDAS-method is applied to the vector-valued Allen-Cahn model with volume constraints. An explicit solution for a corresponding sharp in-
interface model is derived and the convergence and accuracy of our method is analyzed.

We note that since the interfacial thickness is proportional to \( \varepsilon \) in order to resolve the interfacial layer we need to choose \( h \ll \varepsilon \) (see [18, 20] for details). Away from the interface \( h \) can be chosen larger and hence adaptivity in space can heavily speed up computations. In fact we use the finite element toolbox Alberta 2.0 (see Schmidt and Siebert [37]) for adaptivity and we implemented the same mesh refinement strategy as in Barrett, Nürnberg and Styles [5], i.e. a fine mesh is constructed where \( 0 < (u_h^{n-1})_i < 1 \) with a coarser mesh present in the bulk regions \( (u_h^{n-1})_i = 0 \) and \( (u_h^{n-1})_i = 1 \) for \( i \in \{1, ..., N\} \).

In all our computations we set the matrix \( A \) in the multi-obstacle potential to be the identity matrix and we take \( \gamma = 1 \). We set the time step \( \tau = 1 \cdot 10^{-4} \) unless otherwise stated. For the computations in two space dimensions we take \( \Omega = (-1,1)^2, \varepsilon = \frac{1}{16\pi}, \) the minimal diameter of an element \( h_{\min} = 3.91 \cdot 10^{-3} \) and the maximal diameter \( h_{\max} = 6.25 \cdot 10^{-2} \). For computations in three space dimensions we take \( \Omega = (-1,1)^3, \varepsilon = \frac{1}{12\pi}, h_{\min} = 7.81 \cdot 10^{-3}, \) and \( h_{\max} = 1.25 \cdot 10^{-1} \). This is necessary due to memory restrictions. We solve (63)-(65) in two space dimensions using the direct solver UMFPACK [17] and in three space dimensions we use MINRES. For a more efficient solver with preconditioning, we refer to [10].

5.1 Vector-valued Allen-Cahn variational inequality without volume constraints

The Allen-Cahn model approximates motion by curvature, see [12]. We hence consider circles for which the radius \( R(t) \) at time \( t \) is given by the ODE \( \frac{d}{dt}R(t) = -\frac{1}{R(t)}, R(0) = 0.4 \), see [12].

We set \( N = 3 \), i.e. three phases are present, and take the simple problem of two shrinking circles with initial radii \( R(0) = 0.4 \) and centres \((-0.5, 0)\) and \((0.5, 0)\). Two order parameters \((u_h)_1\) and \((u_h)_2\) are each set to be 1 on one circle and 0 anywhere else. The third order parameter \((u_h)_3\) is set to be 1 outside the circles and 0 inside. We take smooth transition layers of width \( \varepsilon \pi \). Both circles shrink with the same velocity \( -\frac{1}{R(t)} \).

As mentioned previously we cannot show analytically that the number of PDAS iterations is mesh independent. However, in our application a good initial data on the current time step is given from the solution of the previous time step. Therefore, the mesh independence is only of interest if both the mesh size \( h \) and also the time step \( \tau \) are driven to 0. We use a uniform mesh of size \( h \) and the same initial data as previously. Table 1 shows that when \( h \) and \( \tau \) both are decreased simultaneously according to \( \tau \approx h^2 \), the number of PDAS iterations remains stable. Table 1 also gives the processing times up to \( T = 0.03 \) and the average number of unknowns in the linear system (63), (64).

\footnote{Due to memory restrictions an adaptive mesh was used with \( h_{\min} = h \)}
In the next computation we examine the number of PDAS-iterations for increasing phases $N$. We take circles of radius 0.3 and position them such that they do not intersect. For three order parameters we take two circles (one phase for each circle and one phase outside the circles); for $N = 4$ we take three circles, and so on up to $N = 7$ where six circles are needed. Moreover we consider $N = 2$ (one circle) for the vector-valued Allen-Cahn equation with two order parameters and the scalar Allen-Cahn equation. In this case the scalar equation is obtained by taking $u_2 = 1 - u_1$.

Figure 2 shows the average number of PDAS-iterations for $t$ between 0 and 0.04 with fixed timestep size $\tau = 1 \cdot 10^{-4}$. For $N = 1$ and $N = 2$ the number of PDAS-iterations is considerably lower than for larger $N$. This could be because both order parameters are inactive on the interface. For larger $N$ we have that two order parameters are inactive on each of the interfaces whilst the other order parameters may be active. For $N \geq 3$ the average number of PDAS-iterations remains almost stable. We conclude that the number of PDAS-iterations is driven by the change of the active and inactive sets only, while the number of phases does not seem to make much difference.

Figure 2: Average number of PDAS-iterations for increasing number of phases $N$

To demonstrate the efficiency of the method we also performed a computation with thirty order parameters. In this case the Allen-Cahn system models grain growth and at triple junctions a $\frac{2\pi}{3}$ angle condition has to hold, see [13, 24] for details. For the computation in Figure 3 we use a Voronoi partitioning algorithm to randomly fill the 2D computational domain. At the beginning of the computation cell edges are not smooth and at triple junctions angle conditions are not fulfilled, but already
at time $t = 0.004$ the partitioning becomes regular and fulfills the angle conditions approximately. Each of the thirty phases describes a different orientational variant in a crystalline material.

Figure 3: Vector-valued Allen-Cahn equation with Voronoi partitioning as initial data (thirty order parameters).

5.2 Vector-valued Allen-Cahn variational inequality with volume constraints

Now we consider the vector-valued Allen-Cahn variational inequality with volume constraints. In the following we compare the approximation obtained by the introduced method with an exact sharp interface solution. For the scalar Allen-Cahn variational inequality (and also for the vector-valued Allen-Cahn variational inequality with $N = 2$) we obtain an explicit solution for the following problem: Given two circles with radii $r_1$ and $r_2$ which do not intersect, then the sharp interface problem for volume conserved motion by curvature results in the following system of ODEs:

$$ r_1' = -\frac{1}{r_1} + \lambda, \quad r_2' = -\frac{1}{r_2} + \lambda $$

together with the condition of volume conservation

$$ 0 = \frac{1}{2}(r_1^2 + r_2^2)', $$

where the initial radii $r_1(0)$ and $r_2(0)$ are known. This can be solved analytically, see [36]. We can use this problem in the case of $N = 3$ by considering two decoupled systems, that is four circles that do not intersect where phase 1 occupies two circles, phase 2 occupies the other two circles and phase 3 is present outside these four circles, see Figure 4. For the first order parameter (blue) we take the initial radii of the two circles to be $r_1(0) = 0.2$ and $r_2(0) = 0.3$ and for the second order parameter (red) we take $r_3(0) = 0.4$ and $r_4(0) = 0.25$. Figure 5 shows the approximate solution and the exact solution for the two big circles for two different time steps $\tau = 1 \cdot 10^{-3}$ and $\tau = 1 \cdot 10^{-4}$. The behaviour of the two small circles is
Figure 4: Initial configuration for vector-valued Allen-Cahn ($N = 3$) with volume constraints for comparison with explicitly known solutions.

Figure 5: Exact solution of the sharp interface problem and approximate radii of the Allen-Cahn solution for time steps $\tau = 2 \cdot 10^{-3}$ (left) and $\tau = 1 \cdot 10^{-4}$ (right).

essentially the same and therefore omitted. For both time steps the approximations are very good. Larger time steps can also be taken as long as the curvature does not become too big. An adaptive time step strategy might speed up computations for the volume-conserved vector-valued Allen-Cahn variational inequality.

In order to demonstrate that the PDAS approach can be used for 3D computations as well we computed solutions for the volume constrained case in three space dimensions. The volume constrained Allen-Cahn model can be used to compute soap bubbles as long time limits which are steady states of the Allen-Cahn model, see [23] for details.

In nature, soap bubble configurations enclose and separate several regions of space. They have fixed volumes and tend to minimize the total surface area. This observation leads to the following basic problem: How can one enclosure and separate $n$ regions of $\mathbb{R}^3$ having volumes $v_1, v_2, ..., v_n$ with the smallest possible surface area. For $n = 1$, i.e. a single region it is well known that a sphere is the optimal configuration. It has been proved that for two regions the optimal configuration is a double bubble [28].

Due to the integral constraints the regions to be separated have fixed volume whilst
the evolution tends to minimize the surface energy, and hence the surface area, see [13, 23]. In the first computation we use three order parameters and start with a sphere where the left half is occupied by phase 1 and the right half is occupied by phase 2. We note that first very rapidly the $2\pi/3$ angle condition is attained. Then the two halves gradually move outwards whilst staying attached in the middle, see Figure 6. The movement ends when the steady state, a double bubble, is reached. Figure 7 shows a similar computation for $N = 4$. We begin the computations with a sphere that is divided into three equal spherical wedges. Each of these wedges is represented by a different phase, i.e. we have three phases in the sphere and one phase outside. As before, first the angle condition is attained and then the three parts move until a triple bubble is reached.
Figure 7: Triple bubble; vector-valued Allen-Cahn with volume constraints, four order parameters.
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