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Various strategies can be used in the diagnosis of upper gastrointestinal tract bleeding. This study investigates the relevance of anamnestic and clinical findings for the diagnosis of the bleeding source. The authors introduced a computer-aided diagnostic system using Bayes' theorem and compared it with clinicians' predictions using anamnestic and clinical findings only. There was no difference in the overall accuracy rates, but a difference was observed in the diagnostic behaviors of the two "systems." In addition, the discriminatory ability of the computer-aided system, the sharpness of the predictions obtained, and the reliability of the posterior probabilities were analyzed. It is concluded that the clinician and the computer-aided system are not able to discriminate well between the disease categories. Derived classification matrices and probability-based measures show the reasons for the inadequacy of diagnostic information obtainable from the clinical history and physical findings. Key words: computer-aided diagnosis; Bayes' theorem; probabilistic diagnosis; discriminatory ability; reliability; clinical accuracy; upper gastrointestinal tract bleeding. (Med Decis Making 6:208-215, 1986)

Patients admitted to the hospital with acute upper gastrointestinal tract hemorrhage present many problems, one of which is the need for early diagnosis of the source of hemorrhage. Different diagnostic strategies can be used. The diagnosis may be based on the history and clinical findings, on upper gastrointestinal radiography, or on endoscopic findings. Several prospective trials showed that endoscopy is more accurate than radiography. However, there is a higher potential risk in using endoscopy compared with radiography. Clinical history and examination are thought to be inferior to both in diagnostic accuracy, but carry no risk.

These results raise the question whether the history and clinical findings are necessary in the diagnostic decision making process. The answer depends primarily on the amount of diagnostic information provided by these data. If, as has been suggested, little diagnostic information is obtained, this process of careful questioning has little clinical relevance. However, if useful diagnostic information could thus be obtained, the patient could be spared the risk and discomfort of endoscopy or radiography.

Studies performed to measure the diagnostic relevance of the history and clinical findings have been rare, and cover only some aspects of the problem. We investigated the diagnostic predictions of experienced clinicians and of a successful computer-aided model. The analysis of these predictions, which were compared with proven final diagnoses, was not restricted to the common but inadequate concept of discriminatory ability, e.g., measured by accuracy or predictive value. Additional criteria such as sharpness of the diagnostic predictions and reliability of the probabilities were considered.

Patients and Methods

PATIENTS

We investigated 457 consecutive patients admitted on an emergency basis for acute upper gastrointestinal tract bleeding to the Marburg Surgical Clinic between January 1978 and February 1983. The criterion for acute upper gastrointestinal tract bleeding was either hematemesis or melena as defined in the O.M.G.E. International Upper Gastro-Intestinal Bleeding Survey. As soon as each patient was admitted to the hospital, a detailed history was taken and a careful physical examination was performed. All data were documented on a computer questionnaire especially designed for the purpose. The protocol contained 35 history variables and nine clinical investigations which
were expected to discriminate well between the possible diseases (table 1\textsuperscript{29}). In order to estimate the conditional probabilities adequately, four disease categories were formed: gastric ulcer, duodenal ulcer, esophageal varices, and a group containing all other possible bleeding sources.

**FINAL DIAGNOSIS**

Endoscopy was performed on each patient, almost always within four hours of admission. About 50% of the patients had a second or third endoscopic examination during the first ten days after admission, and 15% of the patients were operated on. The final diagnosis of the bleeding source was based on the findings at the emergency endoscopy and on histologic and x-ray findings, findings at operation, and all further endoscopic findings.

When the data did not yield a clear diagnosis, two clinicians from the endoscopy unit were called to agree upon the final diagnosis. In 82% of the patients a unique bleeding source could be identified, but there were problems in diagnosing the bleeding sources in patients who had multiple lesions (18%). Patients having one lesion with signs of bleeding and another lesion without signs of bleeding were assigned to the former diagnostic category.\textsuperscript{6} In the remaining cases the two clinicians were asked to define the major bleeding source and the patients were assigned to the appropriate diagnostic categories.

**COMPUTER-AIDED DIAGNOSIS**

The computer-aided diagnosis was performed with the “Independence Bayes” model, which assumes the conditional independence of the symptoms within every disease category and uses Bayes’ theorem to calculate the posterior probabilities.\textsuperscript{10, 17} An a priori probability of $P(D) = 0.25$ for every disease category $D$ was chosen, which agrees approximately with our admission rates. The conditional probabilities $P(S/D)$ were estimated by dividing the number of patients with disease $D$ and symptom $S$ by the number of patients with disease $D$. For each patient the disease $D$ with the highest posterior probability was taken as the computer prediction.

To achieve an unbiased estimate of the actual error rates of the computer-aided diagnostic system, the patients were divided into two groups, a training set and a test set.\textsuperscript{27} The training set included all patients admitted to the hospital between January 1978 and December 1981 ($n = 362$) and was used to estimate the conditional probabilities $P(S/D)$. The performance of the computer-aided system was tested in a separate validation sample (test set) of all patients admitted to the hospital between January 1982 and February 1983 ($n = 95$). All calculations were done on a Hewlett-Packard desk-top computer (HP 9815A).

**CLINICIANS’ PREDICTIONS**

In addition to the computer-aided prediction, a diagnostic prediction from the clinician, using the history and physical findings only, was noted prospectively on the computer questionnaire for every patient in the test set. The same clinician took the history, performed the physical examination, and filled in the questionnaire for any given patient. In a six-month pilot period from July 1981 to December 1984 the four participating clinicians from the endoscopy unit were able to familiarize themselves with this type of prediction. For five patients in the test set no diagnostic prediction was made by the clinician, hence 90 diagnostic predictions by the clinicians could be analyzed.\textsuperscript{20}

![Table 1 - Features of the History and Physical Examination Used in the Diagnosis of Upper Gastrointestinal Tract Bleeding](image-url)
Table 2 • The Forced Classification Matrix for the Diagnostic Predictions of the Clinician in the Test Set (n = 95)*

<table>
<thead>
<tr>
<th>Clinician's Prediction</th>
<th>Gastric Ulcer</th>
<th>Duodenal Ulcer</th>
<th>Varices</th>
<th>Other</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gastric ulcer</td>
<td>10</td>
<td>2</td>
<td>0</td>
<td>10</td>
<td>22</td>
</tr>
<tr>
<td>Duodenal ulcer</td>
<td>6</td>
<td>14</td>
<td>2</td>
<td>7</td>
<td>29</td>
</tr>
<tr>
<td>Varices</td>
<td>1</td>
<td>1</td>
<td>18</td>
<td>1</td>
<td>21</td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>13</td>
<td>18</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>18</strong></td>
<td><strong>18</strong></td>
<td><strong>23</strong></td>
<td><strong>31</strong></td>
<td><strong>90</strong></td>
</tr>
</tbody>
</table>

*Five of the clinicians' predictions were missing.

**Results**

**CLINICIANS' PREDICTIONS VERSUS FINAL DIAGNOSES**

Table 2 shows the forced classification matrix for the diagnostic prediction of the clinician. The predictions were accurate in 55 of 90 patients (61%). Accuracies in the different disease categories were 14 of 18 (78%) in the duodenal ulcer group, 78% in the varices group, 56% in the gastric ulcer group, and 42% in the diagnostic category "other." Of 21 predictions of varices as the bleeding source 18 were correct, which gives a predictive value of 86%. The predictive value for the diagnostic category "other" was 72%; for duodenal ulcer, 48%; and for gastric ulcer, 45%.

**COMPUTER PREDICTION: CLASSIFICATION MATRIX**

The forced classification matrix in table 3 shows accurate predictions for 57 of 95 patients (60%). The computer prediction was accurate in 19 of 24 cases (79%) in the varices group, 65% in the disease category "other," 48% in the gastric ulcer group, and 42% in the duodenal ulcer group. Predictive values ranged from 19 of 23 cases (83%) in the varices group, to 63% for "other," 56% for gastric ulcer, and 36% for duodenal ulcer.

**CLINICIAN VERSUS COMPUTER**

Although there was very little difference between the overall accuracies of the clinicians' predictions (61%) and the computer's predictions (60%), there were marked differences with regard to two disease categories (tables 2 and 3). For duodenal ulcer the clinician was 36% more accurate than the computer. In the diagnostic category "other" the opposite was true, with a difference of 33% in the accuracy rates. The predictive values showed only moderate differences of up to 12% between the clinicians and the computer.

Since our two systems were tested on the same cases, paired-comparison techniques are appropriate to test for differences in performance. Table 4 shows that in addition to 40 patients correctly diagnosed by both systems, 15 cases were correctly diagnosed by the clinician and not by the computer and 16 the other way around. This gives a nonsignificant result in the McNemar test, which means that the null hypothesis of equal nonerror rates cannot be rejected. On the other hand there is a difference in the diagnostic behaviors of the two systems, which can be documented by the high frequency of 31 of 90 cases (34%) in the heteronomous cells of table 4. The null hypothesis of a non-agreement coefficient equals zero between the clinician and the computer is tested by an inversion of Pearson's phi-coefficient \( \Phi \) (table 4):

\[
\Phi = 1 - \Phi = 1 - \frac{40 \cdot 19 - 16 \cdot 15}{\sqrt{56 \cdot 34 \cdot 55 \cdot 35}}
\]

Using the chi-square distribution with 1 degree of freedom, a significant result \( p < 0.001 \) is obtained. Thus, the alternative hypothesis of non-agreement between the systems has to be accepted.

**COMPUTER: DERIVED CLASSIFICATION MATRICES**

All previous measurements of performance were based on the forced classification matrix, in which all patients are allocated to a disease. However, when studying discriminatory ability, it is also interesting to look at the assigned probabilities. This can be done only for the computer-aided system.

For further consideration of the data, diseases with low probabilities could be omitted. This is illustrated in table 5, where those diseases D, with a posterior probability \( P(D|S) < 0.10 \) were excluded. The exclusion matrix shows that the diagnosis "varices" can be
well distinguished from the other diagnostic categories.

In 18 of 21 cases of gastric ulcer (86%), 89% of cases of duodenal ulcer, and 84% of cases in the disease category "other," the diagnosis "varices" could be excluded. For the 24 patients who had varices, the bleeding source "gastric ulcer" could be excluded 16 times (67%), duodenal ulcer could be excluded 18 times (75%), and "other" could be excluded 15 times (63%). The discrimination of the computer-aided system between patients who had ulcers and all patients with "other" sources of hemorrhage was moderate. The discriminatory ability to separate duodenal ulcer patients from gastric ulcer patients was bad. This can be seen in the low exclusion rates of 7 of 21 (33%) duodenal ulcers in gastric ulcer patients and of 7 of 19 (37%) gastric ulcers in duodenal ulcer patients.

In table 6 the patients for whom a confident diagnosis was made are separated from patients for whom the diagnosis was not conclusive. In 60 of 95 (63%) computer-aided predictions the largest posterior probability (P(D/S)) did not exceed 0.8. Defining sharpness of a diagnostic system as the ability to assign high probability values to one disease, our system could not be described as sharp in the presence of so many doubtful cases. On examination of the sharp diagnoses only, it is interesting that the diagnostic accuracy was 24 of 35 (69%), which is hardly different from the overall accuracy of 60%.

### Table 5: Exclusion Matrix of the Computer-aided System in the Test Set (n = 95)*

<table>
<thead>
<tr>
<th>Excluded Disease</th>
<th>Final Diagnosis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gastric Ulcer</td>
</tr>
<tr>
<td>Gastric ulcer</td>
<td>3</td>
</tr>
<tr>
<td>Duodenal ulcer</td>
<td>7</td>
</tr>
<tr>
<td>Varices</td>
<td>18</td>
</tr>
<tr>
<td>Other</td>
<td>11</td>
</tr>
<tr>
<td>Maximum possible value</td>
<td>21</td>
</tr>
</tbody>
</table>

*Diseases D with P(D/S) < 0.1 are excluded.

### Table 6: Classification Matrix with Doubt of the Computer-aided System in the Test Set (n = 95)*

<table>
<thead>
<tr>
<th>Computer Prediction</th>
<th>Final Diagnosis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gastric Ulcer</td>
</tr>
<tr>
<td>Gastric ulcer</td>
<td>1</td>
</tr>
<tr>
<td>Duodenal ulcer</td>
<td>—</td>
</tr>
<tr>
<td>Varices</td>
<td>3</td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
</tr>
<tr>
<td>Doubt</td>
<td>16</td>
</tr>
<tr>
<td>TOTAL</td>
<td>21</td>
</tr>
</tbody>
</table>

*For patients with the largest probability P(D/S) not exceeding 0.80 the computer-aided prediction was classified as doubt.

### Figure 1: Dot diagrams of the probabilities assigned to the actual disease categories in the test set (n = 95). Each dot represents a patient.

**COMPUTER: PROBABILITY-BASED MEASURES**

In addition to the classification matrices used to measure the performance of a diagnostic system, several other measures which are continuous functions of the assigned probabilities should be used. The dot diagram in figure 1 provides a first impression of the distributions of the probabilities assigned to the actual diseases. The overall average probability for the actual diseases was 0.52 in the test set (table 7), with marked differences between the four diagnostic categories. The varices group especially had a different distribution, with a small peak near 0 and a high peak near 1, compared with the approximately uniform distributions in the other three diagnostic categories.

Two other criteria reflect other aspects of the degrees of discrimination between the diagnostic categories (table 7). These criteria are based on scores that describe the discrepancy between the actual disease D and the posterior probabilities assigned to the four disease categories. One of the most popular scoring methods in nonmedical applications is the quadratic score or Brier score:

\[
\frac{1}{N} \cdot \sum_{i} \left( 1 - P_{D(i)} \right)^2 + \sum_{j=1}^{4} P_{j}^2
\]

where N is the number of patients, P_{D(i)} the posterior probability for D_{i} in patient i, and d(i) the index of the
Table 7  Discriminatory Ability and Reliability of the Computer-aided System

<table>
<thead>
<tr>
<th>Criterion*</th>
<th>Training Set (n = 362)</th>
<th>Test Set (n = 95)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Observed</td>
<td>Expected</td>
</tr>
<tr>
<td>Non-error rate</td>
<td>0.67</td>
<td>0.78</td>
</tr>
<tr>
<td>Average probability for the actual disease</td>
<td>0.61</td>
<td>0.69</td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.46</td>
<td>0.31</td>
</tr>
<tr>
<td>$\epsilon$-modified logarithmic</td>
<td>$-0.81$</td>
<td>$-0.49$</td>
</tr>
</tbody>
</table>

*Criteria are defined in the text.

$\epsilon$ Calculated under the null hypothesis of perfect reliability of the probabilities.

Table 7 shows that there is an overassignment in the duodenal ulcer group, with 23.7 expected instead of 19 observed cases. In the varices group and in the “other disease” class there were small underassignments, with 21.2 and 28.5 expected cases compared with 24 and 31 observed cases, respectively. This gives a nonsignificant test result using approximate standard normal test statistics.

One important aspect of a good performance in probabilistic diagnosis is the reliability of the posterior probabilities, which is quite distinct from the question of discrimination. The posterior probability $P$ that a patient has disease $D$ giving a symptom vector $S$ is called reliable when in a sample of adequate size of patients all having the same symptom vector $S$, about $P\%$ do actually have the disease $D$. Usually it is not possible to collect enough cases with identical symptoms and verify that within sampling fluctuations, the assigned diagnostic probabilities can be trusted. One method of overcoming these difficulties is to consider the test set as a whole and hypothesize that whenever an event is assigned a probability $P$ it will occur with frequency $P$. Using perfect reliability as the null hypothesis, departures from this perfect state of affairs can be measured and tested.

In table 7 the expected values of the diagnostic scores are calculated under the null hypothesis of perfect reliability. If we use the difference between the observed and the expected values as a reliability measure, we can see that the observed non-error rate is 13% lower than the expected rate, which has to be calculated as the average maximum probability. The observed average probability for the actual disease is only 52% and therefore 11% smaller than expected. Regarding these two reliability measures as normally distributed, the null hypothesis of perfect reliability must be rejected ($p < 0.01, p < 0.001$).

There are many ways in which a system may deviate from reliable performance. In order to measure whether a system favors a particular disease (size bias), a comparison of the observed and expected frequencies for every disease is necessary. The expected frequency in a disease category $D$ is calculated as the average sum of the posterior probabilities for the disease $D$. Table 8 shows that there is an overassignment in the duodenal ulcer group, with 23.7 expected instead of 19 observed cases. In the varices group and in the “other disease” class there were small underassignments, with 21.2 and 28.5 expected cases compared with 24 and 31 observed cases, respectively. This gives a nonsignificant test result using approximate standard normal test statistics. Another possibility for the measurement of the reliability of the posterior probabilities is to divide the probabilities into intervals and compare the expected and observed frequencies in each subgroup, using a chi-square goodness-of-fit test for every disease. In table 8 this is done, using four equidistant probability intervals. The common trend in all
four disease categories is a higher expected than observed value in the interval 0.76 to 1.00 and a smaller expected than observed value in the interval 0.00 to 0.25. Only the results in the varices group and those in the "other disease" category are significant (p < 0.05).

Discussion

The clinicians and the computer-aided system were not able to discriminate adequately between the four given disease categories, as could be seen in the accuracy rates of 61% and 60%. The results of our computer-aided diagnostic system are comparable to the results in a multicenter trial with an accuracy of 59% and to our earlier results with accuracy rates of 65% to 69%.4, 24 We could not achieve the excellent results of computer-aided diagnostic systems used for other diagnostic problems such as the acute abdomen.3, 25 These results suggest that there is little relevant diagnostic information in the history and physical findings; nevertheless, some points must be further discussed before any definite conclusions can be reached.

Regarding the poor performance of the clinicians, it is important to note that no inexperienced doctor took part in this study. All doctors were experienced members of the endoscopic unit and had had a minimum of two years of regular training in the diagnosis of upper gastrointestinal tract bleeding. It may be argued that neither experienced doctors nor successful computer-aided models can produce good results if the correct questions are not posed and the wrong physical examinations are performed. The variables collected in our study contained all clinical attributes which were thought to be important in diagnostic terms. The computer questionnaire was based on the protocol of the O.M.G.E. International Upper Gastro-Intestinal Bleeding Survey, expanded and clarified to a detailed protocol by our senior clinician.4, 18 Therefore it is unlikely that any important diagnostic variables have been omitted.

The quality of the data is thought to be high, for two reasons. Before starting our trial in 1978, we discussed terminology in detail; all terms used in describing upper gastrointestinal tract bleeding were carefully defined.4, 18 In addition, there was a prospective trial of collection of the data using a computer questionnaire, performed by experienced clinicians. Nevertheless, for 19% of the patients more than 20% of the data was missing. The main part of this data loss probably relates to the poor condition of some patients at the time of admission, so that neither detailed histories nor careful physical examinations could be obtained. A comparison of the computer-aided system's performance for patients with and without missing data reduces the accuracy rate by about 9% for diagnostic predictions based on missing data.

### Table 8

<table>
<thead>
<tr>
<th>Probability for the Actual Disease</th>
<th>Final Diagnosis</th>
<th>Gastric Ulcer</th>
<th>Duodenal Ulcer</th>
<th>Varices</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Obs*</td>
<td>Exp*</td>
<td>Obs</td>
<td>Exp</td>
<td>Obs</td>
</tr>
<tr>
<td>0.76–1.00</td>
<td>4</td>
<td>5.7</td>
<td>3</td>
<td>7.9</td>
<td>16</td>
</tr>
<tr>
<td>0.51–0.75</td>
<td>5</td>
<td>6.6</td>
<td>5</td>
<td>7.2</td>
<td>2</td>
</tr>
<tr>
<td>0.26–0.50</td>
<td>5</td>
<td>4.2</td>
<td>4</td>
<td>5.1</td>
<td>1</td>
</tr>
<tr>
<td>0.00–0.25</td>
<td>7</td>
<td>5.0</td>
<td>7</td>
<td>3.5</td>
<td>5</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>21</strong></td>
<td><strong>21.5</strong></td>
<td><strong>19</strong></td>
<td><strong>23.7</strong></td>
<td><strong>24</strong></td>
</tr>
</tbody>
</table>

*Obs = observed frequency.

Exp = expected frequency = sum of probabilities for the actual disease. The calculation was done separately for every combination of the disease categories and the intervals of probabilities.

In about 20% of our emergency cases the patients have multiple lesions in the upper gastrointestinal tract. Most of these patients have only one bleeding source and one or two accompanying lesions. A bias is introduced if these patients are assigned to one of the four disease categories. The accuracy of the computer prediction is about 10% higher for patients with a single lesion compared with patients with multiple lesions, which underlines the problems of using one-disease models.27 The contributions of missing data and multiple diseases to the error rate are moderate and only partly explain the poor results.

Computer-aided diagnostic systems using Bayes' theorem are very popular.17, 25 Nevertheless, the question arises whether the appropriate model was used in our study. The simplifying assumption of independence of symptoms is a matter of great controversy.22 Comparisons of different diagnostic techniques showed, however, that the independence model is a good discriminator even when the assumptions are strictly unjustified.5, 13 This does not imply that the independence model, using all the data from the history and physical examination, is the best choice of all possible statistical models. However, the results in the literature suggest that differences in diagnostic accuracies due to the choice of the model are often small compared with the influences of other factors such as the type, the quality and the completeness of the data collected.5, 22, 23 If medical decision making methods are to stand any chance of success, they must be simple to use and comprehensible to the clinician, conditions that are well satisfied by the "independent Bayes" model. For better understanding of the underlying structure of the diagnostic problem from the statistical viewpoint, it would be interesting to use only a few important diagnostic variables instead of looking at all signs, symptoms, and diagnostic tests. This point is currently under investigation by the application of a stepwise linear logistic model22 and the independence model together with different variable-selection procedures.6
In this study we were not restricted to the simple determination of diagnostic accuracy but tried to analyze the reasons for the disappointing results. The diagnostic predictions of the clinicians were different from the computer predictions (table 4). This means that computer-aided diagnostic systems, which have been used since 1978 in our Surgical Clinic, have probably had no substantial influence on the clinicians' views of the diagnostic process. Since the clinicians were not forced to assign probabilities to the different disease categories, a definite answer to this question cannot be given. The impression that clinicians are now coming to regard clinical diagnosis as a process of statistical or probabilistic nature seems to be rather overly optimistic.\textsuperscript{1, 3} One main problem that prevents a change from the traditional view of the diagnostic process as an intuitive art, based upon personal experience and textbook knowledge, to a probabilistic and statistical diagnosis is that calculated posterior probabilities of computer-aided models cannot be trusted. In our study, the independence model produces figures that are not real probabilities and thus cannot help the clinicians to estimate probabilities. At the worst, it may engender a false sense of certainty and mislead the clinician in his decision making process.\textsuperscript{3, 10} Assuming perfect reliability of the probabilities of the independence model, departures from this perfect state of affairs have been measured in our study. Significant differences between observed and expected values for the non-error rate, the average probability for the actual disease, the quadratic criterion, and the \(\epsilon\)-modified logarithmic criterion indicate that the discriminatory performance is less than would be expected from the predictions themselves (table 7).\textsuperscript{12-14} The probabilistic predictions are overconfident, which may be related to the fact that in the independence model related information is considered as unconnected evidence.\textsuperscript{10} The overconfident predictions are symmetrically distributed throughout the diagnostic categories, which means that no particular disease is favored by the computer-aided system (table 8).

The nonreliability of the probabilities produced by the computer-aided system leads to difficulties in interpreting derived classification matrices and probability-based measures of performance (tables 5–7).\textsuperscript{12} Even when the probabilities of the independence model could be trusted, the different performance measures (expected values) give disappointing results concerning the discriminatory ability (table 7). The main reason for this is that the computer-aided model is not able to assign high probability values to one disease, as could be seen in the average maximum probability of 73\% ( = expected non-error rate) and in the other performance measures (table 7).\textsuperscript{12, 13} Computer-aided systems that have good discriminatory ability must necessarily produce sharp predictions, i.e., predictions that assign nearly 100\% to one disease.\textsuperscript{14} The many non-sharp predictions in our study indicate that little diagnostic information is provided by the clinical history and physical examination. Only the bleeding source esophageal varices could be well discriminated from other sources. The separation of duodenal ulcer patients from gastric ulcer patients was bad using this model (table 5).

One reason for the disappointing results is that in upper gastrointestinal tract bleeding clinical signs and symptoms that normally could point to a particular diagnosis may be dominated by the effects of the blood loss, especially in dramatic cases with severe hemorrhage. On the other hand, the history and physical findings occasionally suggest a diagnosis that is not the bleeding source. Jaundice and ascites, for example, indicate esophageal varices, but this may be misleading since bleeding in a patient who has liver disease with esophageal varices may be the result of peptic ulceration or gastric erosions.\textsuperscript{4} The various interactions between elements of the history and the clinical findings, the effects of the bleeding, and the underlying lesion limit the ability of both the clinician and the computer-aided system to correctly identify the source of hemorrhage. It appears that the initial clinical features are more helpful in determining prognosis than diagnosis. Several studies have shown that the short-term prognosis, i.e., whether the bleeding would continue or subside, could be predicted with sufficient accuracy using clinical signs and symptoms on admission and computer-aided prognostic systems.\textsuperscript{4} In summary, it is concluded that at present there seems to be no combination of symptoms and signs that reliably points to a particular diagnosis, even when sophisticated computer-aided systems are used. If an accurate diagnosis of the source of bleeding is required at an early stage, high-technology investigations such as endoscopy must be employed.\textsuperscript{10}
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