problem is that we have neglected the spin on the intervening oxygen. The third is that Eq. 1 describes the ground state for a single FM bond, implying that neutron scattering should be elastic, not inelastic as seen experimentally.

The first difficulty has a simple resolution. At finite hole densities, the polarization clouds overlap and the isolated impurity model is inadequate. A crude model, which considers the overlaps, simply truncates the polarization clouds at neighboring impurity sites. Because FM impurity bonds are randomly distributed, the inversion symmetry characterizing isolated impurities is broken, thus allowing intensity at \( q \approx \pi \). Because we know the impurity density, \( x \), from neutron activation analysis, the only parameters in such a description are the extent of the polarization cloud, \( \kappa^{-1} \), which we adjusted to optimize the fit to our data. As shown by the red lines in Fig. 4, the model provides a good account of the data with \( \kappa^{-1} = 8.1 \pm 0.2 \), 7.3 \( \pm 0.2 \), and 7.2 \( \pm 0.5 \) for \( x = 0.04, 0.095, \) and 0.14 respectively. These values are close to the exponential decay length of 6.3 calculated for the AFM spin polarization at the end of an \( S = 1 \) chain (25).

The modeling described so far does not include the spins of the holes responsible for the effective FM couplings between Ni\(^{2+} \) ions. The holes reside in oxygen orbitals of Y\(_2\)_xCa\(_{1-x}\)Ba\(_2\)NiO\(_5\) (5) but are almost certainly not confined to single, isolated oxygens. We consequently generalized Eq. 1 to take into account the hole spins, with—for the sake of definiteness—the same net amplitude as either of the Ni\(^{2+} \) spins next to the FM bond and distributed (with exponential decay) over \( \ell \) lattice sites centered on the FM bond. As long as \( \ell \) exceeds the modest value of 2, comparable to the localization length deduced from transport data (5), the pronounced asymmetry about \( \pi \) that occurs when \( \ell = 0 \) is relieved sufficiently to produce fits indistinguishable from those in Fig. 4.

How do we account for the inelasticity of the incommensurate signal? One approach is to view the chain as consisting not of the original \( S = 1 \) degrees of freedom but of the composite spin degrees of freedom induced around holes. The latter interact through overlapping AFM polarization clouds and hole wave functions, to produce effective couplings of random sign because the impurity spacing can be even or odd multiples of the Ni-Ni separation. With weak interchain coupling, the ground state is likely to be a spin glass, as deduced from other experiments (5) on Y\(_2\)_xCa\(_{1-x}\)Ba\(_2\)NiO\(_5\). The “incommensurate” nature of the excitations continues to follow from the structure factor of the spin part of the hole wave functions.

In summary, we have measured the magnetic fluctuations in single crystals of a doped one-dimensional spin liquid. At energies above the spin gap, the triplet excitations of the parent compound, Y\(_2\)_xBa\(_2\)NiO\(_5\), persist with doping. However, below the gap, we find new excitations with a broad spectrum and characteristic wave vectors that are displaced from the zone boundary by an amount of order the inverse correlation length for the parent. The incommensurate fluctuations, encountered here in a doped one-dimensional transition metal oxide, resemble those seen in metallic cuprates. However, one-dimensionality makes them easier to model for Y\(_2\)_xBa\(_2\)NiO\(_5\), and our analysis reveals that “incommensurate” peaks arise naturally even without hole order because of the characteristic spin density modulation that develops around a defect in the singlet ground state of a quantum spin liquid. This phenomenon accounts for the weak dependence of the incommensurability on doping in the one-dimensional nickelate. Indeed, Y\(_2\)_xCa\(_{0.04}\)Ba\(_2\)NiO\(_5\) gives us a quantitative impression of the magnetic polarization cloud associated with the holes in a doped transition metal oxide. Our results imply that the spin part of the hole wave function is actually the edge state nucleated by the hole in a quantum spin fluid.
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Subatomic Features on the Silicon (111)-(7×7) Surface Observed by Atomic Force Microscopy
Franz J. Giessibl,* S. Hembacher, H. Bielefeldt, J. Mannhart
The atomic force microscope images surfaces by sensing the forces between a sharp tip and a sample. If the tip-sample interaction is dominated by short-range forces due to the formation of covalent bonds, the image of an individual atom should reflect the angular symmetry of the interaction. Here, we report on a distinct substructure in the images of individual adatoms on silicon (111)-(7×7), two crescents with a spherical envelope. The crescents are interpreted as images of two atomic orbitals of the front atom of the tip. Key for the observation of these subatomic features is a force-detection scheme with superior noise performance and enhanced sensitivity to short-range forces.
a cantilever beam with eigenfrequency $f_0$ and spring constant $k$ holding a sharp tip at its free end oscillates with a constant amplitude $A$. When this cantilever is brought close to a sample, the tip-sample forces cause a frequency shift $\Delta f$, which is used as the imaging signal. The relevant imaging parameter in FM-AFM is the “normalized frequency shift”

$$\gamma = \Delta f/kA^2/f_0$$

where $A$ is large in comparison to the range of the tip-sample forces.

A recent study has shown that the optimal signal-to-noise ratio is obtained for amplitudes roughly equal to the range of interatomic forces, much smaller than the currently used values of $A \sim 10$ nm. Stable operation at small amplitudes is, however, only possible if the cantilever is sufficiently stiff (5). An additional advantage of small amplitudes is the reduced sensitivity to long-range forces and the enhanced sensitivity to short-range forces (7). Unprecedented spatial resolution has been observed with a force sensor designed in accordance with these findings (8). This sensor was used in the present study.

Because of its complexity, the Si(111)-(7×7) surface (Fig. 1) has been an intriguing object of study to many surface scientists. After Binnig et al. succeeded in imaging the top atom layer of Si(111)-(7×7) in their landmark experiments by scanning tunneling microscopy (STM) (9), Takayanagi et al. developed the dimer-adatom-stacking fault (DAS) model (10), which is now commonly accepted. According to this model (Fig. 1, A and B), six adatoms are located in each half of the unit cell. The adatoms are bound by covalent bonds formed by 3p$^3$ hybrid orbitals. One of the four 3p$^3$ hybrid orbitals is pointing perpendicular to the surface and forms a dangling bond. Brommer et al. (11) have computed the coordinates of all the atoms in the 7×7 unit cell by molecular dynamics calculations and have found that the four inequivalent adatom sites have a different height (Fig. 1B).

In 1995, the Si(111)-(7×7) surface was first imaged with FM-AFM (2, 3). These FM-AFM images looked similar to the STM images acquired at positive sample bias (empty states). It has been determined that the formation of a chemical bond between the front atom of the tip and the adatoms is responsible for the experimentally observed atomic contrast (12).

In the present work, the Si(111)-(7×7) surface was investigated using FM-AFM with optimized resolution. The microscope is a home-built scanning tunneling microscope/atomic force microscope based on a commercial scanning tunneling microscope (ThermoMicroscopes, Sunnyvale, California). The electronics operating the force sensor is also homebuilt, relying on a commercial frequency demodulator (Nanosurf AG, Liestal, Switzerland). The vacuum chamber, pumped with an ion and titanium sublimation pump, has a base pressure of 5 × 10$^{-11}$ mbar. An 11 mm by 14 mm piece of a boron-doped (p-type) Si(111) wafer was used as a sample, and the 7×7 reconstruction was obtained by heating the sample to 1300°C for 30 s with an electron beam heater while keeping the pressure during heating below 5 × 10$^{-9}$ mbar. The force sensor, described in detail in (8), is made of a quartz tuning fork with an etched tungsten tip attached to it. The spring constant of the sensor was $k = 1800$ N/m, the eigenfrequency was $f_0 = 16,860$ Hz, and all data were recorded with an amplitude $A = 0.8$ nm.

The experiment was started by operating the microscope in the STM mode, with the feedback being controlled by the tunneling current. A tunneling voltage of +1.6 V was applied to the oscillating tip. The tunneling current was collected at the sample, and the set point was adjusted to 60 pA. The surface was scanned to find a clean spot that displayed large areas of reconstructed silicon. Also, controlled collisions between the tip and sample were performed to shape the tip so that good STM images were obtained. The corresponding frequency shift was approximately ~150 Hz. These STM images showed only a single maximum per adatom. Next, the tip was withdrawn, and the feedback was switched to frequency-shift control. As the set point of the frequency shift was slowly decreased while the tip was scanning, the corrugation of the image was increased until an optimal value was reached.

Figure 2 shows a panel of consecutively recorded topographic images (obtained at constant frequency shift) of the silicon surface. The sequence from Fig. 2A to 2B shows that the window for the frequency shift where optimal resolution is obtained is rather small. Three features of Fig. 2, B to D, are quite remarkable: the adatoms display a distinct substructure, with the image of each adatom composed of two crescents; the corner holes are very deep in comparison to previous AFM images (~180 pm); and the vertical resolution is excellent, such that the height differences of the four distinct types of adatoms can be measured (Fig. 1, C and D). The ranking in the experimental height of the adatoms is equal for FM-AFM and low-energy electron diffraction (LEED) data: 1 is the highest, and 2, 4, and 3 follow, with 3 being the lowest. However, the height differences measured by FM-AFM are about three times as large as the values measured by LEED and four to seven times as large as the values of the theoretical data (11). The discrepancy in magnitude between the LEED and the FM-AFM data is probably due to elastic deformations of the tip and sample. The mean height of the adatoms in the left
and right lower image sections of Fig. 2D (acquired at $\Delta f = -140$ Hz) is only 18 pm greater than the mean height in the upper image sections (acquired at $\Delta f = -160$ Hz). The observation that the image contrast changes substantially by such a small change in the minimal tip-sample distance leads to the conclusion that the minimal tip-sample distance is of the order of the next-neighbor distances in the bulk and is much smaller than previously estimated (2).

At first glance, the double-peaked adatoms look like a typical double-tip image. However, in a common double-tip image, the distance between the two subimages has to be at least as large as the next-neighbor distance in the tip material, which is 316 pm for tungsten (13), whereas the experimental distance between the observed maxima is only 220 pm. If the tip had two “mini tips” interacting with the sample, where the two tips are displaced by 220 pm plus a surface lattice vector, the atomic defects in the left upper sections of Fig. 2, B to D, should appear again on a different location in the image, displaced by roughly one lattice vector. Furthermore, an image obtained by a superposition of two closely spaced single-tip images would yield an elliptical envelope of the adatom image, whereas the envelope of the experimental images is spherical.

The nominal depth of the corner holes is 445 pm (14), but in typical STM experiments, a depth of 200 pm is observed. The first AFM image of Si(111)-(7×7) was recorded with $A = 34$ nm, and the corner-hole depth was 73 pm (2), suggesting that AFM is sensitive to both short- and long-range interactions. The influence of the long-range interactions causes the contrast to decrease (7). Lantz et al. have imaged Si(111)-(7×7) at low temperatures with $A = 5$ nm (14) and found a corner-hole depth of ~120 pm, whereas Uchihashi et al. (15) have measured a depth of ~170 pm with $A = 16$ nm. Here, we found a depth of 180 pm with $A = 0.8$ nm, which confirms our theoretical findings that smaller amplitudes reduce the sensitivity to long-range forces and enhance the image contrast (7).

For further analysis, the structure of a single-adatom image was studied (Fig. 3 shows a magnification of Fig. 2B). Because the structural and electronic arrangements of silicon are well known and a single dangling bond per adatom is predicted, the split adatom must be caused by the tip, according to the reciprocity principle (16). For an explanation of this adatom image, we first looked at the electronic structure of tungsten. Tungsten condenses in a body-centered cubic structure where each atom has eight next neighbors. According to Pauling (17), metals also display a partly covalent binding character. Assuming that the tip-sample interaction is formed by covalent bonds between tungsten and the 3sp hybrid orbitals of the silicon adatom, three or four maxima (depending on the orientation of the tungsten tip cluster) would be expected for each adatom (18). Thus, the experimental image cannot have been created with a tungsten tip. However, experimental evidence has been found in STM where “controlled collisions” between a tungsten tip and silicon lead to picking up a silicon cluster from the sample (19, 20). Because the planes with the lowest surface energy in silicon of the atoms are not shifted, the same tip atom is active in the lower and upper sections of the image. (E) $\Delta f = -160$ Hz, image comparable to lower section of (D). (F) $\Delta f = -140$ Hz. The noise in the upper 35 scan lines was very low again. However, at scan line 35, the tip has apparently collapsed. This is evident because of the increased noise and a shift in the image pattern by ~1 nm to the lower right. After this tip change, excellent imaging conditions could not be retained with this tip.

Fig. 2. Series of topographic images of Si(111)-(7×7) observed by FM-AFM. The fast scanning direction was from left to right for the left side and from right to left for the right side. All images are raw data, except for the background plane subtraction. All images were recorded with a scanning speed of four lines per second in the horizontal direction, and the image size is 256 by 256 pixels; thus, the acquisition time for one frame is 64 s. The tip bias was maintained at +1.6 V with respect to the sample. The direction of the slow scan was reversed after an image was completed; in (A), (C), and (E), the slow scan direction was from top to bottom, and in (B), (D), and (F), the direction was from bottom to top. (A) Frequency shift $\Delta f = -130$ Hz, weak contrast. (B) $\Delta f = -160$ Hz, optimal contrast. A defect is seen in the left upper section of the image, and there are dual maxima for each adatom. (C) $\Delta f = -160$ Hz, image similar to (B). (D) Before the start of this scan, the tip was displaced to the right by a distance of 2 nm; consequently, the defect appears shifted to the left by a distance of 2 nm. After 102 scan lines were completed, the set point of the frequency shift was set to $\Delta f = -140$ Hz. From then on, each adatom showed only one maximum, the contrast decreased, and the overall noise increased. Because the lateral positions...
are (111) planes, the corner atoms of a silicon cluster with minimal surface energy expose two dangling bonds. If a silicon cluster on top of a tungsten tip exposes a sharp tip perpendicular to the sample plane, the front atom has two dangling bonds interacting with the single dangling bond of the adatom.

Stillinger and Weber (SW) have found an eight-parameter semiempirical analytic model (27) that describes the nearest and next nearest neighbor interaction in silicon. The parameters are fitted so that the bulk properties of silicon are modeled very well for both the solid and the liquid phase at high and low pressure, that is, up to large interatomic distances that exist in the case of AFM where chemical bonds are stretched up to the disintegration of the bond. The normalized frequency shift \( \gamma \) was calculated in Fig. 4, B and C, from the SW potential according to equation 12 in (7). The use of the large-amplitude approximation for \( \gamma \) is justified (even with \( A = 0.8 \) nm, the ratio between \( A \) and the range of the SW potential is \( \sim 10 \)), as shown by figure 2 in (7).

Figure 4A shows a tip consisting of a silicon cluster pointed in a <100> direction interacting with an adatom on Si(111)-(7×7). Figure 4B is a calculation of the normalized frequency shift \( \gamma \) in an \( xy \) plane that is elevated at \( z = 310 \) pm above the plane connecting the centers of the adatoms. One maximum appears at the adatom positions. When \( z \) is reduced to 285 pm, a double maximum appears (Fig. 4C). Figure 2, B and C, is in good agreement with Fig. 4C, and the transition from Fig. 4B to 4C is experimentally found in Fig. 2D. Figure 4D shows the calculated adatom image when the tip is tilted around the \( z \) axis. The theoretical distance of the double peaks is \( \sim 230 \) pm, and the experimentally found distance is \( \sim 220 \) pm. The reduction of the double maxima at \( z = 285 \) pm to a single maximum at \( z = 310 \) pm (in a ball-and-stick model of the covalent bond, the distance of the two maxima would increase for increasing \( z \)) is not an idiosyncrasy of the SW potential. The chemical bond between the tip and sample can also be described as an overlap of atomic orbitals. A simple calculation of the charge density of two 3sp\(^3\) orbitals with an orientation like the tip orbitals in Fig. 4A using hydrogen-like wave functions yields a similar result. A slight deviation between theory and experiment is noted, however. The simulated picture in Fig. 4C shows two crescents facing each other, whereas the experimentally observed crescents in Fig. 2 open to the right for the scan directions from left to right and open to the left with scan directions from right to left. Also, within each pair of crescents corresponding to one adatom, the left crescents are higher than the right ones for the scans from left to right; the crescents appear to be about equally high for the scan from right to left. This height difference suggests that the two tip orbitals were not oriented perfectly symmetrically with respect to the sample normal vector but were slightly tilted, as simulated in Fig. 4D. The asymmetry in images scanned from left to right and from right to left suggest the presence of either minor feedback errors or small elastic deformations of the tip and sample. However, a detailed analysis of the feedback parameters and more experiments in a constant height mode have confirmed the main observation of subatomic structure by AFM (18).

**Fig. 4.** (A) Schematic drawing of the geometry used for the calculation, sketching the 3sp\(^3\) hybrid orbitals of the tip atom (green sphere) and sample adatoms (black spheres). Simulated 2.8 Å by 2.8 Å constant height images (normalized frequency shift) of a single adatom for (B) \( z = 310 \) pm, (C) \( z = 285 \) pm, and (D) \( z = 285 \) pm with the tip tilted 3° around the \( y \) axis.
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