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1 Introduction

In the last decades, the research field of spintronics emerged in order to revolutionize the current charge-based electronics [1]. This new field tries to benefit from the usage of the electron’s spin instead of its charge as information carrier. The goal of this paradigm change is to enhance the functionality and performance of the traditional semiconductor devices. Almost all spintronic applications, like e.g. the spin field-effect transistor proposed by Datta and Das [2] or the spin Hall effect transistor [3], are based on the same fundamental requirements: the injection of the carrier spin, its manipulation and control in a semiconductor, and finally the detection of the spin. The manipulation and control is usually achieved by external fields and utilizes a fundamental spin-dependent interaction in semiconductors, the spin-orbit coupling (SOC) [4, 5]. For this purpose, narrow-gap semiconductors are of great interest due to their extraordinary large SOC, and consequently the possibility to control the spin by an applied voltage via the Rashba field [6]. In addition to the strong SOC, heterostructures composed of small energy-gap materials are usually characterized by high electron mobilities providing the opportunity for ballistic transport [7–9]. These transport properties are crucial for an effective operation of spintronic devices, as well as for the further development of conventional low-power high-speed electronics [10].

A narrow-gap semiconductor with many advantageous material properties is indium antimonide (InSb). Among all III-V semiconductors, InSb possesses the lightest electron effective mass (0.0138 $m_e$ at the band edge) and one of the narrowest energy band gaps (170 meV at room temperature) along with an extraordinary large effective Landé $g^*$-factor of -51 in the bulk [11,12]. Furthermore, the heavy constituent atoms give rise to strong internal electric fields, which cause a strong SOC. The resulting large Rashba field in low-dimensional structures together with the huge $g^*$-factor offers many advantages over their wider gap counterparts like GaAs or Si regarding the control and manipulation of the spin [13–15]. Many of these advantages only become apparent if the carriers are confined to two dimensions in a heterostructure. However, there are various challenges with heavily mismatched epitaxial growth of low-dimensional structures due to the large lattice mismatch between InSb and
commonly used substrates [16–18]. Despite these difficulties, recent improvements in the growth processes led to the availability of high-quality InSb-based heterostructures, which motivated a number of opto-electronic effects like, e.g., terahertz photoconductivity or the circular photogalvanic effect [19, 20].

In this work, magnetic-field-induced photocurrents in InSb quantum wells (QWs) are investigated by excitation with terahertz (THz) radiation [21]. In particular the linear and the circular magnetogyrrotropic photogalvanic effect (MPGE), which so far have been observed mainly in wider gap materials [22–24], will be demonstrated. It will be shown that the (Drude-type) absorption of THz radiation causes a dc electric current in the presence of an in-plane magnetic field. The origin of this current is based on the asymmetry of the relaxation of carriers in the momentum space. Two fundamental different mechanisms contribute to the MPGE: a spin-related and a spin-independent one. The spin-based contribution results from a spin-dependent scattering of electrons on phonons or static defects as a consequence of the SOC. The second, orbital mechanism stems from an asymmetric relaxation due to the Lorentz force acting on heated carriers [25,26]. A detailed investigation of the magnetic-field-induced photocurrents in InSb QWs allows to obtain information about the role of both mechanisms as well as their interplay. In particular the strength of both contributions is of great interest considering the huge spin-related properties in this material.

In the second part of this work, cyclotron resonance (CR) assisted photocurrents in InSb-based QWs are investigated. So far, THz radiation induced currents were mainly studied in the presence of an in-plane magnetic field. For the investigation of photo-induced currents under CR absorption, InSb structures represent a suitable material, since due to the small effective electron mass, the CR condition is fulfilled in the THz range at rather low magnetic field strengths [27,28]. It will be demonstrated that the application of a normal magnetic field and excitation under oblique incidence of light results in resonantly enhanced signals. The microscopic origin of the resonant currents is discussed in terms of the photon drag effect and the cyclotron motion of the carriers. Moreover, the study of these resonant photocurrents may deliver information on the band structure of InSb and can thereby give further access to
the understanding of InSb heterostructures and their application for electronic devices.

This work is organized as follows: The first part of chapter 2 describes the physical basics regarding magnetic-field-induced photocurrents. These basics include the band structure of InSb with all its peculiarities. In the second part of chapter 2, the phenomenological and microscopic theories of THz radiation-induced photocurrents are introduced. The following chapter describes the studied samples and the experimental setups, including the THz laser systems as well as the sample alignments. In chapter 4, the photoresponses, which are independent of an applied magnetic field, are briefly presented. These currents allow to obtain information about the symmetry properties of the studied structures. Subsequently, chapter 5 deals with the experimental observation of the linear and circular MPGE in InSb-based QWs. Afterwards, both effects are discussed in the context of an interplay between spin-related and orbital contributions. Finally, the investigation of photocurrents under cyclotron resonance condition is presented. This chapter is completed by the development of a microscopic model based on the photon drag effect in the presence of a normal magnetic field.
2 Physical basics

In this chapter, the physical fundamentals being essential for the understanding of magnetic field induced photocurrents in InSb based quantum wells are introduced. First, the band structure of bulk InSb with its peculiarities compared to other semiconductors is presented. This includes the distances between the bands, which defines InSb as a narrow gap material, as well as their splitting due to the spin-orbit interaction. For this material, also the deviation from the parabolic approximation of the conduction band is of fundamental interest and will be described here. Furthermore, the interaction between the bands and the resulting effects on the characteristic parameters like the electron effective mass and the Landé $g^*$-factor are explained. After demonstrating the effects of a confinement of the carriers in two dimensions, the consequences of the bulk and structure inversion asymmetry are described. The second part of this chapter deals with the basics of THz radiation induced effects responsible for photocurrents in InSb-based structures. First, the effects which do not require the application of a magnetic field are presented: the circular (CPGE) and the linear photogalvanic effect (LPGE), as well as the photon drag effect. As they are not in the focus of this work, these effects are only introduced on a phenomenological level. Finally, the linear (LMPGE) and circular magnetogyrotropic photogalvanic effect (CMPGE) are presented phenomenologically and microscopically.

2.1 The bandstructure of indium antimonide

In order to understand the many extraordinary properties of InSb, it is necessary to take a closer look at the successive energy bands formed in this solid, which belongs to the group of III-V semiconductors. Within this group, the material possesses an outstanding status due to one of the smallest band gaps [29]. In general, small energy band gaps require an accurate treatment of the band structure, which is greatly affected by a strong band mixing. This makes InSb to an applicable model example for the band structure calculation of narrow gap semiconductors.


2.1 The bandstructure of indium antimonide

2.1.1 Energy bands and parameters of bulk InSb in parabolic approximation

The first who exactly calculated the band structure of bulk InSb by \( k \cdot p \) theory was E. O. Kane [30]. By including the \( k \cdot p \) interaction between the first conduction band \( \Gamma_{6c} \) and the valence bands \( \Gamma_{8v} \) as well as \( \Gamma_{7v} \), and treating all other bands by second order perturbation theory, he calculated the energy dispersion relation \( E(k) \). This approach is known as the Kane model [32], representing a milestone for band structure computational methods and thus, stimulated a huge number of theoretical and experimental investigations of InSb as well as many other semiconductor materials. Fig. 1 illustrates the detailed order of the energy bands for bulk InSb at \( T = 0 \) resulting from the Kane model. Here, the minimum of the lowest conduction band \( \Gamma_{6c} \) was defined as \( E = 0 \) at the \( \Gamma \)-point of the Brillouin zone. The important bands are the conduction band \( \Gamma_{6c} \) and the valence band \( \Gamma_{8v} \), whose energy distance defines the fundamental gap in direct semiconductors. The energy gap is in InSb \( E_0 = E(\Gamma_{6c}) - E(\Gamma_{8v}) = 0.237 \text{ eV} \), being much smaller than in most of the other III-V semiconductors [12]. The basic findings of Kane’s calculations were that due to the narrow band gap and hence, a mutual interaction between the conduction and the valence band, an unusual low effective electron mass and an extraordinary large Landé \( g^* \)-factor arises.

In addition to the band gap, InSb represents a highly interesting material regarding the single atoms with their heavy masses resulting in large relativistic effects, in particular in a strong spin-orbit coupling (SOC). To give an obvious explanation of this coupling, one can imagine an electron moving with velocity
\( \mathbf{E} \) through the electric field of the atomic core or lattice \([29,31,33]\). In the inertial system of the moving electron, beside the electric field, a magnetic field \( \mathbf{B}' = -\frac{1}{c} \mathbf{v} \times \mathbf{E} \) arises to the lowest order in \( v/c \), where \( c \) is the light’s velocity in vacuum. As a consequence, the magnetic moment of the electron \( \mathbf{\mu}_s \) couples to the magnetic field \( \mathbf{B}' \), which leads to the following correction in the Hamiltonian:

\[
H_{SO} = -\mathbf{B}' \cdot \mathbf{\mu}_s = g \mu_B \mathbf{B}' \cdot \mathbf{s} = \frac{g \hbar}{4c^2 m_e} (\nabla V(r) \times \mathbf{p}) \cdot \mathbf{s}.
\]  

(1)

Here, \( \mu_B \) is the Bohr magneton, \( \mathbf{s} \) the electron’s spin giving rise to its magnetic moment \( \mathbf{\mu}_s \), \( g \) the electron spin \( g \)-factor, \( V(r) \) the potential of the atomic core or lattice and \( \mathbf{p} \) the electron’s momentum. From Eq. (1) follows that the heavier the single atoms, e.g. In and Sb, the stronger the SO coupling resulting from the potential \( V(r) \). This trend is also valid if the two atoms are composed in a lattice crystal \([29]\).

The spin-orbit coupling also affects the band structure and leads to a splitting of the valence band (see Fig. 1). While the electron states in the \( \Gamma_{6c} \) band have no orbital angular momentum \( l = 0 \) (s-like), the states in the valence band have \( l = 1 \) (p-like) and can therefore couple with the electron’s spin (\( s = 1/2 \)) to the total angular momentum \( j = l + s \). Therefore, the valence band is split into heavy- and light-hole band (\( \Gamma_{8v} \)) with \( j = 3/2 \), and a separated split-off band (\( \Gamma_{7v} \)) with \( j = 1/2 \). The energy difference \( \Delta_0 = E(\Gamma_{8v}) - E(\Gamma_{7v}) \) describes the Pauli spin-orbit interaction, which stems from the Coulomb potential of the innermost region of the individual atomic cores. As a result of the large effective atomic number of indium and antimony, the \( \Delta_0 \) splitting in InSb (0.810 eV) is much larger than in many other semiconductors like, e.g., GaAs (0.341 eV) or Si (0.044 eV) \([31,32]\).

For most of the semiconductors with wider band gap, it is necessary to calculate the band structure exactly by taking into account the interactions between all bands addressed above. This approach is called the extended Kane model. However for semiconductors with smaller energy band gap \( E_0 \), it is sufficient to take into account only 4 bands (\( \Gamma_{6c}, 2 \times \Gamma_{8v}, \Gamma_{7v} \)). This results from the fact that the other two highest conduction bands \( \Gamma_{7c} \) and \( \Gamma_{8c} \), in particular in InSb (see Fig. 1), are much larger distant from the lowest 4 bands than in other...
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materials [34, 35]. By using this 4-band-model, where all bands are two-fold spin degenerated, the calculated band structure also allows to draw conclusions about basic parameters like the electron’s effective mass or the Landé \( g^* \)-factor. For the effective mass \( m_0^* \) at the bulk conduction band minimum, one obtains [31]:

\[
\frac{m_0}{m_0^*} = \frac{2m_0 \hat{P}^2}{\hbar^2} \frac{1}{3} \left( \frac{2}{E_0} + \frac{1}{E_0 + \Delta_0} \right),
\]

where \( m_0 \) is the mass of a free electron and \( \hat{P} \) the momentum matrix element. From this equation it is readily apparent that the small energy gap \( E_0 \) leads to a small effective mass of \( m_0^* = 0.014 \, m_0 \) at the minimum of the conduction band. This value is one of the smallest within the group of III-V semiconductors and is a result of the strong repulsion of the conduction and valence band. For small \( k \) and consequently small energies \( E \), the dispersion relation for the \( \Gamma_{6c} \) band can be treated in parabolic approximation as \( E(k) = \frac{\hbar^2 k^2}{2m_0^*} \), where the effective mass \( m_0^* \) is an energy-independent constant. For larger \( k \) and \( E \), contributions of higher than second order have to be taken into account leading to a nonparabolic dependence of \( E(k) \), and therefore \( m_0^* \) becomes energy-dependent [32].

In addition to the effective mass, the Landé \( g^* \)-factor is an important parameter in the presence of an external applied magnetic field. Beside the magnitude of the applied field, this factor defines the strength of the Zeeman splitting between the spin-up and -down conduction band. Similar to the effective mass in InSb, the Landé \( g^* \)-factor strongly deviates from the Landé factor of a free electron \( g_0 \approx 2 \). This behavior results again from the strong mutual interaction of the conduction and valence band and is expressed in the formula from L. Roth [36]:

\[
\frac{g^*}{2} = -\frac{2m_0 \hat{P}^2}{\hbar^2} \frac{1}{3} \left( \frac{1}{E_0} - \frac{1}{E_0 + \Delta_0} \right),
\]

From Eq. (3) it can be seen that the small \( E_0 \) and large \( \Delta_0 \) cause for InSb a huge negative Landé \( g_0^* \)-factor of -51 at the bulk conduction band edge, being the largest in comparison to other semiconductors [11]. Like for the effective mass, Eq. (3) is also restricted to the parabolic approximation [37].
2.1.2 Nonparabolic corrections

If electrons acquire energies comparable to a fraction of the band gap, or in other words occupy higher energy states of the conduction band, the nonparabolicity mentioned above cannot be neglected anymore. The nonparabolicity can be taken into account by including corrections to the energy dispersion of higher orders than \( k^2 \) [30, 32, 37, 39–41]. Accordingly, the parabolic dispersion for a bulk semiconductor can be modified by:

\[
E(k) = \frac{\hbar^2 k^2}{2m_0}(1 - \gamma'k^2).
\] (4)

Figure 2: Conduction band of InSb at room temperature for a parabolic dispersion (dashed line) and Kane’s nonparabolic relation (solid line) after [38].
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Here $\gamma'$ is the positive nonparabolicity parameter and describes the strength of the deviation from the parabolic approximation. In Fig. 2, the energy of the conduction band is plotted against the wave vector $k$ for the parabolic as well as the nonparabolic dependence of InSb. From this one can clearly see the deviation of the nonparabolic treatment from the parabolic approximation for higher $E$ and $k$. This deviation affects both, the effective mass and the Landé $g^*$-factor, which can be modified by the following equations [32, 41, 42]:

$$m^*(E) = m_0^* \left[ 1 + \frac{2E}{E_0} \right], \quad g^*(E) = g_0^* + \beta \cdot E. \tag{5}$$

Here $\beta$ represents a positive, material dependent parameter. As a result, the nonparabolicity in InSb leads to an increase of the effective mass and a decrease of the Landé $g^*$-factor compared to their values at the band edge. Considering lower dimensions and doped structures instead of the bulk undoped material treated so far, this effect increases [38]. This is caused by the fact that the density of states $\Theta(E)$ decreases for small values of the effective mass $m_0^*$, as well as for a reduction of the dimension from 3D to 2D ($\Theta_{3D}(E) \sim (m_0^*)^2; \Theta_{2D}(E) \sim m_0^*$) [43]. Consequently, for a degenerated carrier concentration, higher energies are reached and the effect on $m^*(E)$ and $g^*(E)$ becomes stronger.

2.1.3 Two-dimensional band structure

So far, the band structure of InSb was considered only for the case of a three-dimensional crystal. However, for many physical effects it is essential to reduce the spatial degree of freedom by forming heterostructures or quantum wells. The resulting confinement of electrons in two dimensions allows to separate them from charged impurities by modulation doping. This reduces impurity scattering, which is important for the realization of high electron mobility structures [33]. In a quantum well, the reduction of the dimension is accomplished by placing the semiconductor material between two semiconductors with larger band gap. For InSb, a appropriate barrier material is InAlSb, whose band gap can be adjusted by the amount of Al and ensures a small mismatch between the barrier and the well. Fig. 3 shows the size-quantization
of the conduction and valence band due to the confinement of electrons and holes. Consequently, the carrier’s motion \((k_{x,y})\) is restricted to the plane between the barriers and perpendicular to the growth direction. The quantization leads to energy-separated subbands in the conduction \(e_i\) and the valance band \(hh_i/lh_i\). The quantum mechanical zero-point energy increases the energy gap with respect to the bulk material. Furthermore, in materials with spin-orbit interaction, the size quantization lifts the degeneracy between heavy hole and light hole band at \(k_{x,y} = 0\).

2.1.4 The effects of bulk and structure inversion asymmetry

In the previous sections, a detailed treatment of the band structure of InSb revealed the essential importance of the interaction between the conduction and the valence band, which yields a strong separated split-off band, as well as a huge Landé \(g^*\)-factor and a low effective mass \(m^*\). In addition to these effects, the SO coupling may also result in a spin splitting of the individual bands even in the absence of an external magnetic field. In section 2.1.1, the band structure was treated with the assumption of a spatial inversion symmetry of the crystal, as well as time-reversal symmetry. The consequence is that every single band is spin-degenerated. However, in contrast to, e.g.
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Si or Ge, the InSb lattice with its zinc blende structure possess a lack of spatial symmetry and consequently, the spin-degeneracy is removed. Due to the asymmetry of the crystal lattice, this contribution to the SO splitting is called the bulk inversion asymmetry (BIA) and appears in the Hamiltonian as the Dresselhaus term \[44\]. The BIA term also contributes if the dimensions are reduced to 2D by forming a heterojunction or quantum well. For this case, an additional term arises, the Rashba term, which has its origin in the spatial inversion-asymmetry of the structure (SIA) \[45\]. Figure 4 shows the effect of both asymmetries on the spin splitting of the conduction band for a two dimensional structure. The single spin subbands are shifted along the in-plane wave vector \( k_\parallel = \sqrt{k_x^2 + k_y^2} \), which yields for fixed \( k_\parallel \) an energy separation of \( \Delta E_{SO} \) between spin up and spin down subband. Neglecting cubic in \( k \)-terms, this energy spin-splitting from both, SIA and BIA, is expressed in the 2D Hamiltonian for a (001)-grown quantum well as follows \[46,47\]:

\[
H_{SO}^{2D} = \alpha (\sigma_x k_y - \sigma_y k_x) + \beta (\sigma_y k_y - \sigma_x k_x). \tag{6}
\]

Here, \( \alpha \) and \( \beta \) represent material parameters, which indicate the strength of the Rashba and the linear Dresselhaus term, respectively. \( \sigma \) is the vector of Pauli spin matrices and the crystallographic axes were chosen as \( x \parallel [100] \) and \( y \parallel [010] \). The Rashba term in Eq. (6) depends on the asymmetry of the structure, but also on the strength of the admixture of the conduction and valence band. The reason is that the electron’s wave function is composed of
Table 1: Values of the Rashba and Dresselhaus coefficients for certain materials after [31].

<table>
<thead>
<tr>
<th></th>
<th>GaAs</th>
<th>InAs</th>
<th>InSb</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_0$ [eA$^2$]</td>
<td>5.2</td>
<td>117.1</td>
<td>523.0</td>
</tr>
<tr>
<td>$\beta_0$ [eVÅ$^3$]</td>
<td>27.6</td>
<td>27.2</td>
<td>760.1</td>
</tr>
</tbody>
</table>

Table 1 shows the Rashba and Dresselhaus coefficients, $\alpha_0$ and $\beta_0$, for different materials. Compared to semiconductors like GaAs, InSb features Rashba and Dresselhaus effects orders of magnitude larger. The Dresselhaus coefficient $\beta_0$ is connected to Eq. (6) by $\beta = \beta_0 \langle k_z^2 \rangle$, where $\langle k_z^2 \rangle$ is the expectation value of the squared wave vector component in the direction of the confinement potential [29]. The spin splitting induced by inversion asymmetry and presented in Eq. (6) can also be expressed in another way. For a moving electron and its spin, it can be useful to introduce an effective magnetic field $B_{\text{eff}}(k_z)$, about which the spin precesses with an effective Larmor frequency $\Omega(k_z) = g^* \mu_B B_{\text{eff}}(k_z)/\hbar$. Hence, Eq. (6) can be written as $H_{SO}^{2D} = \hbar \sigma \cdot \Omega(k_z)$ with:

$$\Omega(k_z) = \frac{1}{\hbar} \left[ (\alpha k_y - \beta k_x), (\beta k_y - \alpha k_x), 0 \right].$$
From this equation it follows that the precession of an electron’s spin depends on the strength of the SO coupling, as well as the direction and magnitude of the electron’s momentum.

2.1.5 The effects of external magnetic fields

So far we considered the absence of any external magnetic field. However, since the effects under investigation are induced or strongly influenced by an applied magnetic field, the change of the electron’s energy due to the field is of importance. Two different orientations of the magnetic field were used in the experiments: the alignment in the plane and perpendicular to the two-dimensional electron gas. In the following, the influence of these two configurations on the conduction band in a QW structure is described.

2.1.5.1 In-plane magnetic field

The application of an in-plane magnetic field only affects the electron’s spin via the Zeeman splitting, but not the carrier’s orbital motion [33]. The effective Landé $g^*$-factor determines thereby the strength of the Zeeman spin-splitting. The splitting stems from the fact that the electron’s spin magnetic momentum couples to an applied magnetic field $\mathbf{B}$. Hence, the spin up and spin down subbands are shifted in energy against each other owing to the difference in the number of electrons, whose spin is aligned parallel or anti-parallel to the direction of $\mathbf{B}$. Without taking into account any many-body effects due to the interaction between the electrons, the Zeeman term in the Hamiltonian and the resulting energy splitting is given by the linear expressions [43]:

$$E_Z = g^* \mu_B \sigma \cdot \mathbf{B} \quad \Rightarrow \quad \Delta E_Z = g^* \mu_B B$$

2.1.5.2 Out-of-plane magnetic field

Whereas the Zeeman term contributes to the Hamiltonian independently of the orientation of the magnetic field with respect to the 2DEG, the formation of Landau levels is restricted to a field component $B_\perp$ perpendicular to the 2DEG. In a classical approach, an electron of a 2DEG is, due to $B_\perp$, forced to a cyclotron motion with frequency $\omega_c = \frac{eB}{m^*}$ [50]. An incident light with
frequency $\omega$ and electric field $\mathbf{E}(\omega)$ perpendicular to $B_\perp$ (Faraday configuration) leads to absorption for the cyclotron resonance condition: $\omega = \omega_c^*$. A further condition for absorption is that the time for one cycle of the electron is shorter than its collision time $\tau_c$, which can be expressed by: $\omega_c^* > 1/\tau_c$. The absorption of light can be written as [43, 50]:

$$
P_{\pm}(\omega) = \frac{1}{2} |\mathbf{E}|^2 \frac{\sigma \tau_c^{-2}}{\tau_c^{-2} + (\omega \pm \omega_c)^2},
$$

(10)

where $\pm$ stands for right- and left-handed circular polarization. The absorption curve exhibits a Lorentzian shape and its width is proportional to $1/\tau_c$.

In the quantum mechanical effective mass approximation (EMA), the perpendicular magnetic field results in a quantization of the energy spectrum along the growth direction and forms Landau levels [31]. Assuming a parabolic dispersion, the energy spectrum is given by a sum of the Landau and the Zeeman term:

$$
E_{N}^{EMA} + E_Z = \hbar \omega_c^* \left( N + \frac{1}{2} \right) \pm \frac{1}{2} g^* \mu_B B,
$$

(11)

where $N$ is an integer, called the Landau quantum number. Excitation by light, typically in the far-infrared range, induces optical transitions between the Landau levels $E_N^{EMA}$ and $E_{N+1}^{EMA}$. Within the effective mass approximation, the selection rules for such transitions are given by: $\Delta N = \pm 1$ and $\Delta \sigma = 0$. In the case of a nonparabolic conduction band and consequently an energy dependence of $m^*(E)$ and $g^*(E)$, the first term of Eq. (11) is not linear in $B$ anymore. This energy-dependence may lead to a splitting of the resonance absorption lines of Eq. (10) [31]. Furthermore, taking into account the Rashba and Dresselhaus term from Eq. (6), also spin-flip transitions with $\Delta \sigma = \pm 1$ may be induced. These are caused by the coupling of the spin-subbands of adjacent Landau levels with opposite spin $\sigma$. 
2.2 Phenomenological theory of photogalvanic effects and photon drag effect

While the previous section mainly dealt with the band structure of InSb and the effect of an external magnetic field, this section describes the influence of an external radiation field in the terahertz range. The small photon energy relative to the energy gap of this material predominantly allows a redistribution of free carriers with respect to their momentum and energy in the same subband, and may in the case of low symmetry structures, like e.g. in InSb QWs, lead to dc electric currents, known as the photogalvanic effects (PGE) and the photon drag effect (PDE) [51]. The PGE can be further classified depending on the polarization of the exciting radiation into the linear photogalvanic effect (LPGE) and the circular photogalvanic effect (CPGE). In this section, we will not go into details of the microscopic models, but will only consider the phenomenological theory of the LPGE and CPGE as well as the PDE.

2.2.0.3 The linear photogalvanic effect

The linear photogalvanic effect is based on the generation of a direct motion of carriers by the oscillating electric field due to nonsymmetric random relaxation and scattering in the potential of a noncentrosymmetric medium [46,51–53]. Unlike all other photogalvanic effects presented here, the LPGE does not require gyrotropy but is only present in media without an inversion center. Phenomenologically, the photocurrent of the LPGE can be written as:

\[ j_\lambda = \sum_{\lambda \mu \nu} \chi_{\lambda \mu \nu} I \frac{(E_\gamma E_\delta^* + E_\delta E_\gamma^*)}{2}, \] (12)

where \( \chi_{\lambda \mu \nu} \) is a third-rank tensor, \( E_\gamma \) the components of the electric field \( \mathbf{E} = E_0 \hat{e}, \hat{e} \) the unit vector pointing in the direction of the light propagation, \( E_0 \) the magnitude of the electric field and \( I = E_0^2 \) is the light’s intensity. As the LPGE is caused by periodically alternating electric fields in the absence of any net force (averaged over one period in time) in systems with sufficiently low symmetry, it can also be understood as a classical microscopic ratchet. This effect may occur for the excitation with linear polarization and even for unpolarized light.
2.2.0.4 The circular photogalvanic effect

The circular photogalvanic effect is caused by the transfer of the photon angular momentum into a direct motion of carriers and is excited by circular polarization [51, 54–56]. The CPGE is defined by the point symmetry of the underlying structure and the media must fulfill the conditions of gyrotropy, which will be introduced in more detail in the next section (see Eq. (15)). Similar to the LPGE, also the CPGE can be derived on a phenomenological level as follows:

\[ j_\lambda = \sum_\rho \gamma_{\lambda\rho} I i \left( e \times e^* \right)_\rho = \sum_\rho \gamma_{\lambda\rho} I e_\rho P_{\text{circ}}. \] (13)

\( \gamma_{\lambda\rho} \) stands here for a real second-rank pseudo tensor and \( P_{\text{circ}} \) for the helicity of the radiation. The characteristic feature of the CPGE is, due to the transfer of the photon angular momentum, the reversion of the sign of the photocurrent by switching the helicity of the light from left-handed to right-handed circular polarization and vice versa.

2.2.0.5 Photon drag effect

Beside the group of photogalvanic effects in the presence or absence of an external magnetic field, there is an additional effect caused by homogeneous illumination of semiconductors with intense THz radiation. The photon drag effect is based on the transfer of the linear momentum of the absorbed photons on free carriers. In the classical frequency limit, this effect can microscopically be explained by the action of the crossed electric and magnetic field of the electromagnetic wave, similar to the ordinary Hall effect. As this effect is usually rather weak, the availability of high-power lasers, e.g. like the \( CO_2 \) laser, enabled due to the high radiation fluxes the detection of this effect [51]. Phenomenologically, the photon drag effect can be expressed by:

\[ j_\lambda = \sum_{\delta \mu \nu} T_{\lambda \delta \mu \nu} q_\delta E_\mu E^*_\nu. \] (14)

Due to the fourth rank tensor \( T \), there are no symmetry restrictions for this effect. Therefore, this effect causes in bulk materials a current flow along the light’s propagation direction. Beside this longitudinal photon drag effect,
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also a transverse component may occur in crystals of cubic symmetry. This
transverse effect is however usually much weaker [56]. In QW structures, the
proportionality of the drag current to the light’s wave-vector $q$ in Eq. (14)
imposes the requirement of an oblique incidence of the light on the plane of
the 2DEG in order to obtain a non-zero in-plane component of $q$. There are
different microscopic mechanisms of the photon drag effect, which are based
on several types of optical transitions like: free carrier absorption, direct trans-

2.3 Magnetogyrotropic photogalvanic effects

As distinguished from the PGE and PDE in the previous section, the magneto-
ogyrotropic photogalvanic effects (MPGE), which occur for illumination of any
polarization, are only present for an external magnetic field. A proper choice of
the geometrical configuration, i.e. the state of polarization, as well as the or-
ientation of the magnetic field with respect to the crystallographic axis, allows
to distinguish between the two different MPGEs: the linear MPGE, induced
by linearly or unpolarized radiation, and the circular MPGE, sensitive to the
helicity of circularly polarized light. In the beginning of this section, the pheno-
menological theory of both effects are presented followed by their microscopic
mechanisms. In this chapter, the microscopic models will be restricted to the
spin-based contributions to the LMPGE and CMPGE, while the mechanisms
of an additional possible orbital contribution are developed during the discus-

2.3.1 Phenomenological theory

The dependences of the photocurrents of the LMPGE and the CMPGE on the
direction of the radiation’s polarization and orientation of the applied magnetic
field can be derived without consideration of any microscopic mechanism. This
is a result of the fact that these two effects are present for the illumination of
a gyrotropic nanostructure. For a medium illuminated by radiation with an
electric field $E(\omega, q)$, the displacement field $D(\omega, q)$ can be connected to the
dielectric tensor $\epsilon_{\lambda\mu}(\omega, q)$ by the relation [57]:

$$D_\lambda(\omega, q) = \epsilon_{0,\lambda\mu} E_\mu(\omega, q) - i [G \times E(\omega, q)]_\lambda. \quad (15)$$

If the vector $G$ is non-zero, the medium is called optically active or gyrotropic.
Consequently, in gyrotropic media, there are components of a polar vector (equivalent to $G_\lambda$) and a pseudovector or axial vector (equivalent to $(G \times E)_\lambda$) which transform under symmetry operations according to the equivalent representations of the underlying symmetry point group. In such a medium, the MPGE connects a current $j$ (a polar vector) and a magnetic field $B$ (a pseudovector) by $j \sim IB$ and can therefore be derived by symmetry considerations.

In linear approximation in $B$, the photocurrent of the MPGE can be written as [23]:

$$j_\alpha = \sum_{\beta\gamma\delta} \phi_{\alpha\beta\gamma\delta} B_\beta (E_\gamma E_\delta^* + E_\delta E_\gamma^*) + \sum_{\beta\gamma} \mu_{\alpha\beta\gamma} B_\beta \hat{e}_\gamma E_0^2 P_{\text{circ}}. \quad (16)$$

$\phi$ is here a fourth-rank pseudo tensor and $\mu$ a regular third-rank tensor. The first term on the right-hand side represents the LMPGE, induced by linearly or unpolarized radiation, while the second term stands for the CMPGE and requires circular polarization. For a zincblende QW asymmetrically grown along the $(001)$-direction, Eq. (16) reduces to [23, 51]:

$$j_x = S_1 B_y I - S_2 B_y (|e_x|^2 - |e_y|^2) I + S_3 B_x (e_x e_y^* + e_y e_x^*) I + S_4 B_x I P_{\text{circ}}; \quad (17)$$

$$j_y = S'_1 B_x I - S'_2 B_x (|e_x|^2 - |e_y|^2) I + S'_3 B_y (e_x e_y^* + e_y e_x^*) I + S'_4 B_y I P_{\text{circ}}. \quad (18)$$

Here the coordinate system was chosen as $x \parallel [1\overline{1}0]$ and $y \parallel [110]$. The parameters $S_1$ to $S_4$ and $S'_1$ to $S'_4$ represent the non-zero components of the tensors $\phi$ and $\mu$. The first term is sensitive to even unpolarized radiation, the second and third one to linear polarization and the last term requires circularly polarized radiation. The expression of these four contributions allows to describe them by means of the Stokes parameters, which will be introduced in the following chapter, and connects this phenomenological equations with the experimentally variation of the polarization states by $\lambda/2$- and $\lambda/4$-plates. A proper choice of the orientation of the magnetic field enables an individual investigation of the single terms in Eq. (17) and (18).
2.3.2 Spin-based microscopic mechanisms

Although the photocurrents for the LMPGE and the CMPGE can be derived only on the basis of symmetry considerations, this approach reveals no information about the microscopic processes of both effects. As mentioned above, there are two contributions to the LMPGE and CMPGE, a spin-related and an orbital mechanism. Here only the spin-based microscopic mechanisms are presented.

2.3.2.1 Linear MPGE

In general, electrons, which are spin-polarized and isotropic distributed in the momentum space, are scattered asymmetrically on impurities or phonons in noncentrosymmetric media. Consequently, a spin-polarized electron is scattered predominantly in one direction [58]. This mechanism also affects the perturbation of a free electron gas due to the absorption of THz radiation. Absorption in this range usually is associated with a heating of the electron gas, followed by the subsequent relaxation of the carriers back to equilibrium. During this process, the energy and momentum conservation law has to be fulfilled and hence, the intrasubband excitation of free carriers due to this Drude-like absorption is accompanied by scattering of the electrons with acoustic or optical phonons and static defects. Such optical transitions involve virtual intermediate states and are treated in perturbation theory as second-order processes. The matrix element of a transition from the initial state \(|s\mathbf{k}\rangle\) to the final state \(|s'\mathbf{k}'\rangle\) can be written as [59]:

\[
\hat{M}_{s's'k',sk} = \sum_j \left( \frac{V_{e1's'k',jk} R_{jk, e1sk}}{E_{e1k} - E_{j} + \hbar \omega} + \frac{R_{e1's'k',jk'} V_{jk', e1sk}}{E_{e1k} - E_{j} + \hbar \Omega_{k'-k}} \right),
\]  

(19)

Here \(s\) and \(s'\) are the spin indices, \(j\) the subband of the intermediate state, \(E_{e1k}, E_{e1k'}\) and \(E_{j}\) the electron energies of the initial, final and intermediate state; \(V_{e1's'k'}\) and \(R_{jk, e1sk}\) are the matrix elements for the electron scattering and the electron interaction with the electromagnetic field with frequency \(\omega\); \(\hbar \Omega_{k-k'}\) is the phonon energy (for elastic scattering by an impurity or defect \(\hbar \Omega_{k-k'} = 0\)). The most dominant contribution to this optical transition matrix comes from processes with intermediate states in the same subband \(e1\). Considering
only one subband of a (001)-grown QW and linearly polarized radiation, two contributions arise: \( \hat{M}_{k'k} = \hat{M}^{(0)}_{k'k} + \hat{M}^{(1)}_{k'k} \). The first element, \( \hat{M}^{(0)}_{k'k} \), defines the absorption coefficient of the QW, while the second is given by [60]:

\[
\hat{M}^{(1)}_{k'k} = \frac{eA}{c\omega m^*}e \cdot (k - k') \sum_{\alpha\beta} V_{\alpha\beta} \sigma_\alpha (k_\beta + k'_\beta),
\]

where \( A = Ae \) is the vector potential of the field and \( e \) the unit polarization vector. From Eq. (20) it is obvious that the scattering of electrons on phonons and defects within one spin-subband is spin-dependent. This spin-dependent asymmetry is not a consequence of the band structure modified by the spin-orbit coupling, but stems from the influence of the SOC on the scattering. Similar to the band structure, this effect arises due to the structure and bulk inversion asymmetry of the QW and is a consequence of the admixture of the conduction and valence band. The spin-dependent scattering leads to an im-

![Figure 5: Asymmetric photoexcitation within one spin-subband. The rates of optical excitation with radiation energy \( \hbar \omega \) from an arbitrary initial state via intermediate states is different for opposite wave vectors \( k_x, k_y \) (indicated by different thickness of horizontal arrows). The resulting flow of electrons \( i_{+1/2} \) is opposite for the spin-up (left side) and spin-down (right side) subband.](image)

balance in the distribution of the photoexcited carriers in the momentum space and therefore, generates a pure spin current. Fig. 5 illustrates indirect optical transitions by absorption of linearly polarized THz radiation within the spin-up and spin-down subband, respectively. The left picture shows a transition from an arbitrary initial state \( k \) via scattering to a positive or negative final
state $k'$ in the spin-up subband. The spin-dependent asymmetry from Eq. (20) yields a difference in the scattering probabilities (indicated by different thicknesses of arrows) for positive $0 < k'$ and negative $0 > k'$ and generates a flow of spin-up electrons $i_{+1/2}$. For the spin-down subband, the sign of Eq. (20) inverts and a spin-down electron flow $i_{-1/2}$ arises in opposite direction. As a result, a pure spin current, defined as a spin flow without an electric current, is formed while the average spin of the system remains zero. With respect to

![Figure 6: Asymmetric relaxation of an heated electron gas. Difference in the relaxation rates result in a flow of electrons $i_{\pm 1/2}$ for each spin-subband (spin-up left side, spin-down right side).](image)

the spin Hall effect, this type of scattering of electrons with opposite spin in opposite directions is called zero-bias spin separation due to the absence of an applied bias.

An additional contribution to the pure spin current is given by asymmetric relaxation processes of the excited carriers. The radiation absorption heats the electron gas and redistributes the carriers with respect to their momentum and energy. This process can be expressed by the electron temperature $T_e$, which in the case of electron gas heating differs from the crystal lattice temperature $T_0 < T_e$. Subsequently, relaxation processes restore equilibrium between the electrons and the lattice by, e.g., emitting acoustic phonons and the carriers lose therefore a part of their kinetic energy. Again Eq. (20) leads to a spin-dependent asymmetry for this relaxation mechanism, which gives an additional contribution to the pure spin current \[61\]. Like for the excitation process, the asymmetry in the relaxation is contrary for the spin-up and -down subband. The asymmetric relaxation of the heated electron gas is displayed in Fig. 6.
The total spin current, emerging from asymmetric excitation and relaxation, can be expressed by the single electron flows $i_{\pm 1/2}$:

$$J_{\text{spin}} = \frac{1}{2} (i_{+1/2} - i_{-1/2}). \quad (21)$$

The electron flows are proportional to the spin-up and -down carrier densities $n_{\pm 1/2}$ of the subband. In the case of a zero average spin $S$, the electron flows $i_{+1/2} = -i_{-1/2}$ have equal magnitude but opposite signs. Consequently, no net electric current $j = 0$ is present. For any kind of spin polarization, e.g. the application of external magnetic fields, the pure spin current is disequilibrated ($i_{+1/2} \neq -i_{-1/2}$) and a net electric current arises:

$$j = e (i_{+1/2} + i_{-1/2}) = 4eSJ_{\text{spin}} \quad \text{with} \quad S = \frac{1}{2} \frac{n_{+1/2} - n_{-1/2}}{n_{+1/2} + n_{-1/2}}. \quad (22)$$

Figure 7 depicts the polarization of the spins by an external magnetic field. The spin-up and -down subband are shifted against each other by the Zeeman energy $\Delta E_Z$ representing the unequal population of the subbands. After Eq. (22), the imbalance of $i_{\pm 1/2}$ leads to an electric current $j$, which is proportional to the average spin $S$ and hence, to the Zeeman splitting.
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the excitation with linearly polarized radiation, this effect is called the linear
magneto-gyrotropic photogalvanic effect (LMPGE) [22, 23, 62].

2.3.2.2 Circular MPGE

While in the previous section an applied magnetic field converts a pure spin
current into an electric current, even the spin polarization of an electron gas
itself can drive a current [63]. This effect, also known as the spin galvanic effect,
is called the circular magneto-gyrotropic photogalvanic effect. The formation of
this current is based on asymmetric spin-flip relaxation processes. In contrast
to the LMPGE, for the CMPGE the \( k \)-linear terms in the Hamiltonian are
essential. The connection of an electric current \( j \) with the spin \( S \) of the
system can be phenomenologically expressed by [56]:

\[
    j_\alpha = \sum_\gamma Q_{\alpha\gamma} S_\gamma. 
\]

(23)

Here \( Q_{\alpha\gamma} \) is a second-rank pseudo-tensor and \( \alpha, \gamma \) indicate the coordinates. For
the symmetry of a (001)-grown zinc blende QW, Eq. (23) reduces to \( j_x = Q_{xy} S_y \)
and \( j_y = Q_{yx} S_x \). Hence, in this case a spin polarization in the plane of the
2DEG is required for the observation of a photocurrent. An in-plane spin component
can be achieved by initially optical spin orientation along the normal of the 2DEG, and
subsequent Larmor precession about an applied in-plane magnetic field. The initial spin
orientation \( S_{0z} \) by circularly polarized THz radiation can be derived from Eq. (19) and
is caused by a transfer of the angular momentum of the photons to the electrons in a
2DEG. The intraband (Drude-like) absorption of circularly polarized light results in a
redistribution of the electrons between the single spin subbands, which is called

\[\begin{align*}
    \text{Figure 8: Precession of an initial optical spin-orientation } S_{0z} \text{ about an in-plane magnetic field } B_x. 
\end{align*}\]
monopolar optical orientation of electron spins [59]. These intraband transitions always involve virtual intermediate states in the complex valence band and are accompanied by scattering with phonons or defects. The steady-state spin polarization \( S_{0z} \) can be rotated into the plane by, e.g., a magnetic field \( B_x \), which results in a spin component along the \( y \)-direction [64]:

\[
S_y = -\frac{\omega_L \tau_{s\perp}}{1 + (\omega_L \tau_s)^2} S_{0z} \quad \text{with} \quad \omega_L = g^* \mu_B B_x / \hbar,
\]  

where \( \tau_s = \sqrt{\tau_{s\|} \tau_{s\perp}} \) is the total spin relaxation time with contributions from any relaxation mechanism, \( \tau_{s\|}, \tau_{s\perp} \) are the longitudinal and transversal spin relaxation times and \( \omega_L \) is the Larmor frequency. This mechanism is illustrated in Fig. 8.

The process, which yields an electric current as a consequence of the in-plane spin \( S_y \), is illustrated in Fig. 9 (a) and (b). On the left-hand side, the energy spectrum \( E(k_x) \) is depicted including the \( k \)-linear terms from Eq. (6), which shifts the minimum of the single subbands to \( k_{x\pm} \). The spin orientation is expressed by the imbalance of the spin-up and -down band. The system restores to equilibrium between the spin subbands by \( k \)-dependent spin-flip relaxation processes [65]. Electrons with spins pointing in \( y \)-direction are scattered along \( k_x \). These relaxation processes are illustrated by bent arrows. The matrix element \( \hat{M}_{k'k} \) for such a transition within one subband but a change of the spin can be written as [56, 65]:

\[
\hat{M}_{k'k} = A_{k'k} \hat{I} + \sigma \cdot B_{k'k}
\]

with \( \sigma \cdot B_{k'k} = v(k - k') \left[ \sigma_x (k'_y + k_y) - \sigma_y (k'_x + k_x) \right] \)

Here \( \hat{I} \) is the unit matrix. The scattering amplitude \( v(k - k') \) in the second term depends on the difference of the initial and final wave vector \( k - k' \). As a consequence, the possible relaxation processes by elastic scattering from the initial state \( | + 1/2, k_x \rangle_y \) to the final state \( | - 1/2, k'_x \rangle_y \) have different probabilities, shown in Fig. 9 by different thickness of the bent arrows. While transitions shown as dashed arrows are of equal strength, the transitions shown by continuous arrows occur with different probability. This difference leads to an asymmetric distribution of the carriers around the single spin subband.
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Figure 9: Origin of the spin-galvanic effect in the presence of $\mathbf{k}$-linear terms in the Hamiltonian. (a) In the one-dimensional model the optical spin-orientation yields a difference in the population of the spin-up $|+\frac{1}{2}, k_x\rangle_y$ and spin-down subband $|\frac{1}{2}, k_x\rangle_y$. The rate of spin-flip scattering depends on the difference of the initial and final wave vector $k_x$ (different thickness of arrows) and causes an asymmetric population of the single spin-subbands and hence an electric current $j$. (b) Transitions due to spin-flip scattering in two dimensions.

minimum $k_{x+}$ and $k_{x-}$. Hence, a current $j$ is generated. This model for one dimension shows the main principle of the current formation, but does rather not allow a current for the case of elastic scattering due to $|k_x| = |k'_x|$. In order to observe a current, inelastic scattering has to be taken into account, or like shown in Fig. 9 (b), the model has to be extended to the two dimensional case, where $k_y \neq 0$. Microscopically, Eq. (23) can be expressed in the following way:

$$j_x = Q_{xy} S_y \sim e n_e \frac{\beta_{yx}^{(1)}}{\hbar} \frac{\tau_p}{\tau'_{s}} S_y$$
$$j_y = Q_{yx} S_x \sim e n_e \frac{\beta_{xy}^{(1)}}{\hbar} \frac{\tau_p}{\tau'_{s}} S_x. \quad (26)$$

Here $\tau'_{s}$ is the spin relaxation time due to the Elliot-Yafet mechanism, from which the spin-dependent terms in Eq. (25) stems [65], and which determines the current of the CMPGE. The most characteristic feature of the CMPGE can be readily seen from Eq. (24) and (26): a change of the radiation’s helicity from left-handed circular polarization to right-handed changes the sign of $S_{0z}$ and subsequently of $S_y$ (or $S_x$) and therefore reverses the sign of $j_x$ (or $j_y$). In contrast to the LMPGE, this photocurrent is not spin polarized because
the same number of carriers with spin-up and spin-down move with the same velocity in the same direction, respectively [63].
3 Samples and experimental methods

In this chapter, all structures investigated in this work are briefly discussed. Thereby, the detailed growth structure of the different samples and their energy band profiles are presented. After that, the THz laser systems used to generate the photocurrents are introduced, followed by the laser beam guiding system for the detection, control and manipulation of the radiation during the measurements. The experimental methods also involve the different orientations of the sample relative to the applied magnetic field and the radiation beam. Finally, the electronic setups used to detect the photocurrent signals are explained.

3.1 Description of studied samples

The indium antimonide QWs investigated in this work were grown by molecular beam epitaxy on (001)-oriented, non-miscut GaAs substrates. In order to realize InSb low-dimensional structures, this material is confined on both sides by an $\text{In}_{1-x}\text{Al}_x\text{Sb}$ barrier of different compositions [17]. In general, the growth of high-quality InSb is still a difficult task. The disadvantages compared to the growth of GaAs- or Si-based low-dimensional structures is that there are no lattice-matched III-V insulators available as a substrate material. However, despite the large lattice mismatch between GaAs and InSb of 14.6%, GaAs substrates represent a reasonable choice due to their availability in high quality at rather low costs. Nevertheless, the mismatch complicates the structure growth resulting in the appearance of misfit dislocations at the QW interfaces [66] and in structural deficiencies, which can lead to a change in the electric properties along the growth direction of the InSb QW samples [67].

In order to avoid this deficiencies, first a 200 nm AlSb nucleation layer was grown on the cleaned and buffered GaAs substrate followed by a 3 $\mu$m thick $\text{In}_{1-x}\text{Al}_x\text{Sb}$ accommodation layer. The detailed growth structures of the investigated samples are shown in Fig. 10. AlSb with a mismatch of only 6% and $\text{In}_{1-x}\text{Al}_x\text{Sb}$ with a mismatch $<1\%$ compared to InSb allows a successive adjustment of the lattice parameters. Hence, this kind of matching the single layers between the substrate and the InSb QW is a good method to avoid defects
and ensures atomically abrupt interfaces [16]. By this, one tries to achieve the desired good crystallographic properties like e.g. for GaAs heterostructures.

![Diagram of InSb/InAlSb quantum well structures](image)

**Figure 10:** Detailed growth structure of InSb/InAlSb quantum well structures grown on (001)-oriented GaAs substrate used in the experiments.

In this work, two different sets of InSb-based QWs, which mainly vary in the quantum well thickness, were used. The samples of type A have a 20 nm thick QW confined between two In$_{0.85}$Al$_{0.15}$Sb barriers. The samples of type B have a 30 nm thick QW, where the lower barrier layer is made up of In$_{0.90}$Al$_{0.10}$Sb and the upper barrier has the same composition as in type A. Furthermore, the upper barrier of both sets contains a Te-modulation-doped layer, which is placed 20 nm above the well and leads to an asymmetry along the growth direction. The doping provides free carriers, which are confined to the well. Hence, the QW with 20 nm width contains a two-dimensional electron gas with a carrier density of $N_s \approx 3 \times 10^{11}$ cm$^{-2}$ and a mobility of $\mu_e \approx 5 \times 10^4$ cm$^2$/V s below 77 K. The 30 nm wide well is characterized by $N_s \approx 5 \times 10^{11}$ cm$^{-2}$ and $\mu_e \approx 15 \times 10^4$ cm$^2$/V s.

The single-side doping of the structures leads to an asymmetric energy band profile, which is given for both samples in Fig. 11. The conduction band $E_c$ and the wave functions of the first subband were calculated by a self-consistent Schrödinger-Poisson model [17, 69]. Here, the energy scale is defined with respect to the Fermi energy being equal to $E = 0$ meV. The figure shows...
3.2 THz laser systems

In order to generate photocurrents in the structures described above, molecular lasers optically pumped by CO$_2$ lasers were applied. The CO$_2$ laser exploits vibrational-rotational transitions between the energy levels of the CO$_2$ molecule, leading to emission of radiation in the mid-infrared range. Thereby, this kind of laser represents the most important pump source for THz lasers, as strong rotational-vibrational absorption lines of many molecules lie in its

![Figure 11: Conduction-band profile and electron wave function of the 20 nm wide (a) and the 30 nm wide (b) InSb QW structure within a self-consistent Schrödinger-Poisson model [68].](image)

the position of the δ-doping layer and the resulting bending of the conduction band. Furthermore, the calculations illustrate the asymmetry of the QW due to the single-side doping and the difference in the barrier composition. As a consequence, it can be clearly seen that in both type of samples the wave functions of the electrons are shifted off the center of the quantum well towards the upper barrier cap containing the doping layer.

3.2 THz laser systems

In order to generate photocurrents in the structures described above, molecular lasers optically pumped by CO$_2$ lasers were applied. The CO$_2$ laser exploits vibrational-rotational transitions between the energy levels of the CO$_2$ molecule, leading to emission of radiation in the mid-infrared range. Thereby, this kind of laser represents the most important pump source for THz lasers, as strong rotational-vibrational absorption lines of many molecules lie in its
tunable range between 9.2 and 11.2 µm [51]. In the experiments, two different operation modes are used: continuous wave (cw) and pulsed [70,71].

The fundamental idea is to excite vibrational-rotational transitions in molecules with a permanent electric dipole moment, e.g. NH₃ or CH₃OH, by the mid-infrared radiation (MIR) of the CO₂ laser. The transitions between the rotational states of the molecules lead to an emission of radiation in the THz range [72]. This principle is similar for the pulsed and the cw operation mode. Three strong lines of the pulsed system are used for the excitation of the photocurrents: 90.5, 148 and 280 µm. These lines correspond to photon energies of 13.7, 8.4 and 4.4 meV, respectively, and their radiation power lies in the kW range. By contrast, the cw system provides THz radiation in the mW range with a wavelength of 118.8 µm (10.4 meV). The emitted THz radiation exhibit a well defined degree of linear polarization, whose orientation is determined by the angular momentum selection rules of the pump and THz transitions. For the cw system, this orientation is horizontal, while for the pulsed, it is vertical for all wavelengths used in the experiments.

![Diagram](image)

**Figure 12:** Resonators of (a) the pulsed and (b) cw laser system pumped by the MIR beam from the CO₂ laser including all optical components.
3.2 THz laser systems

Figure 12 (a) and (b) illustrate the setup of the pulsed and cw molecular laser system, respectively. In the pulsed system, the MIR beam is focused by a BaF$_2$ lens into a glass tube, which contains the laser gas NH$_3$. A NaCl window allows to couple the beam into the resonator. The cavity of the molecular laser is formed by two spherical gold coated copper mirrors for multiple reflections and maximal absorption of the pump beam, and contains holes for in- and out-coupling of the beam. A polymer window (TPX) closes the cavity and ensures that only THz radiation is coupled out and MIR radiation gets absorbed. The pulsed laser system provides short pulses with a duration of 100 ns leading to high pulse powers up to 40 kW. Figure 13 (a) shows the temporal shape of such a short laser pulse. These pulses are repeated with a frequency of 1 Hz, which results in a small duty cycle of about $10^{-7}$. By this, the heating of the sample is avoided. The beam of the radiation forms an almost Gaussian shape. Its spatial distribution is measured by a pyroelectric camera and displayed in Fig. 13 (b).

![Figure 13: (a) Temporal shape of a THz laser pulse, (b) spatial intensity distribution of a typical THz beam with almost Gaussian shape.](image)

In contrast to the pulsed laser system, the cw system operates at much less radiation power [73]. The setup of this laser is depicted in Fig. 12 (b). The emitted MIR radiation is, similar to the pulsed system, coupled into a second cavity by a ZnSe lens. The ZnSe Brewster window in front of the focus forms the gas tube and ensures a huge degree of linear polarization of the emitted THz beam. In the experiments, the laser gas CH$_3$OH was used to obtain
<table>
<thead>
<tr>
<th>Laser</th>
<th>Wavelength</th>
<th>$E_{ph}$</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>pulsed</td>
<td>90.5 $\mu$m</td>
<td>13.7 meV</td>
<td>10.9 kW</td>
</tr>
<tr>
<td>pulsed</td>
<td>148 $\mu$m</td>
<td>8.4 meV</td>
<td>20.9 kW</td>
</tr>
<tr>
<td>pulsed</td>
<td>280 $\mu$m</td>
<td>4.4 meV</td>
<td>2.4 kW</td>
</tr>
<tr>
<td>cw</td>
<td>118.8 $\mu$m</td>
<td>10.4 meV</td>
<td>2.0 mW</td>
</tr>
</tbody>
</table>

**Table 2:** Wavelengths, photon energies $E_{ph}$ and powers of all laser lines used in the experiments.

A radiation wavelength of 118.8 $\mu$m. The cavity is closed by an adjustable, silver coated $z$-cut quartz mirror in order to let the linear polarization pass unaffected. By a proper choice of the position of this mirror, it is possible to set the radiation’s wavelength, as well as its mode structure. The power of the $cw$ system is about 2 mW, and in particular multiple orders of magnitude smaller than in the pulsed system. Table 2 lists all wavelengths of the pulsed and the $cw$ laser system used in the experiments and gives the corresponding photon energies $E_{ph}$, as well as the average radiation powers.

### 3.3 Experimental setups and sample alignments

The previous section discussed the generation of the THz radiation. Now, all experimental components involved in the manipulation of the radiation and the detection of the photocurrents are described. Additionally, a detailed overview of the different alignments of the sample with respect to the illuminating THz beam and the applied magnetic field will be presented.

Figure 14 shows schematically the optical path of the THz beam through different optical components. The radiation beam ends in an optical cryostat at the sample surface. This experimental setup is almost identical for both, the pulsed and the $cw$ laser system. The beam is first splitted by a mylar film in order to extract a small part of the radiation. This part is detected by a reference detector. In order to measure the power of the THz beam, in the $cw$ system a pyroelectric detector and in the pulsed laser setup a photon drag detector is used. The system is calibrated by determining the ratio of
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Figure 14: Optical path of the THz beam with all components of the experimental setup. Two different geometries were used: Setup I for in-plane magnetic field and normal incidence of radiation; Setup II for normal magnetic field and oblique incidence of radiation.

the radiation power at the sample position and at the reference detector. This ratio allows to evaluate the radiation power, which reaches the sample during the measurements. By normalizing the photocurrent signal on the radiation power at the sample position, all power fluctuations of the laser system are eliminated and therefore any effects of these fluctuations on the photocurrent dependencies can be excluded.

In the \textit{cw} system, the modulation of the THz beam by a chopper allows the use of standard lock-in technique for the detection of the photocurrents. In order to study the current’s dependence on the radiation power, the THz beam can be attenuated by a number of plates, consisting of materials like teflon or polyethylene. These materials are semitransparent for the THz lines used in this work and their transmission can be varied by the thickness of the plates. A gold-coated parabolic mirror focusing the beam on the sample in the center of an optical cryostat with a typical spot size of about 2 mm. In order
to generate magnetic fields up to ±7 T, optical Janis and Oxford cryostats are used. Both cryostats contain superconducting split-coils, which produce a homogeneous field at the sample position. Furthermore, the temperature of the sample can be adjusted to a wide range between 1.7 and 300 K. Beside the detection of the photocurrent, also the transmission of THz radiation through the sample is investigated in the presence of a magnetic field. For this purpose, a Golay cell is placed behind the sample, which allows to detect the power of the transmitted radiation.

In the experimental setup, a variation of the polarization state was accomplished by \( \lambda/2 \)- and \( \lambda/4 \)-plates. These plates consist of \( x \)-cut quartz. The material is transparent in the THz range and exhibits an anisotropy of the refraction index \( n(\omega) \). By a proper choice of the thickness of the plate, the linear polarization can be rotated by an angle \( \alpha \). Furthermore, the plate’s thickness can be chosen to convert linear polarized radiation into elliptically and circularly polarized light. The rotation of the \( \lambda/4 \)-plate is described by the angle \( \varphi \) between the initial linear polarization and its optical axis. The two angles \( \alpha \) and \( \varphi \) allow to connect the Stokes parameters with the rotation of the \( \lambda \)-plates [74]:

\[
\frac{s_1}{s_0} = \frac{|E_x|^2 - |E_y|^2}{|E|^2} = -\cos(2\alpha) = -\frac{1 + \cos(4\varphi)}{2}, \tag{27}
\]

\[
\frac{s_2}{s_0} = \frac{E_x E_y^* + E_y E_x^*}{|E|^2} = \sin(2\alpha) = \frac{\sin(4\varphi)}{2}, \tag{28}
\]

\[
\frac{s_3}{s_0} = \frac{i(E_x E_y^* - E_y E_x^*)}{|E|^2} = -P_{\text{circ}} = -\sin(2\varphi). \tag{29}
\]

For these equations, it was assumed that electric field \( \mathbf{E} \) of the radiation lies in a \( xy \)-plane and the beam propagates along \(-z\). The parameters \( s_1 \) and \( s_2 \) in Eq. (27) and (28) describe the linear polarization. This state of polarization occurs for both \( \lambda/2 \)- and \( \lambda/4 \)-plates, and is therefore connected to \( \alpha \) and \( \varphi \). The third parameter \( s_3 \) describes fully circularly polarized light and is proportional to its helicity, \( P_{\text{circ}} = \sin(2\varphi) \), which is equal to +1 and -1 for right- and left-handed circular polarization, respectively. The parameter \( s_0 = |E|^2 = I \)
describes the radiation intensity and does not contain any information about
the polarization state of light.

\[ (a) \text{ Setup I} \quad (b) \text{ Setup II} \]

Figure 15: Sample geometries and orientation of the incidence of light
and magnetic field direction.

In Fig. 15, the different orientations of the THz beam and the applied magnetic
field used in the experiments are depicted. The edges of the samples are
oriented along the crystallographic axes \( x \parallel [1\bar{1}0] \) and \( y \parallel [110] \). The axis \( z \parallel [001] \) is parallel to the growth direction. Two setups are used, which mainly
differ by the orientation of the magnetic field. In setup I, the radiation beam
is aligned parallel to \( z \) and normal to the 2DEG. An external magnetic field
\( B \) is applied along the \( x \)-axis lying in the plane of the 2DEG. In setup II, the
incident beam, defined by the wavevector \( q \), is tilted by an angle \( \theta' \) with respect
to the \( z \)-axis and lies in the \( x-z \)-plane, which is depicted by the blue triangle
in Fig. 15 (b). In this setup, the field is aligned along \( z \) and hence is oriented
normal to the 2DEG. The two configurations are performed using setup I and
II shown in Fig. 14. In setup II, a plane, metallic mirror directly in front
of the sample is used in order to realize simultaneous normal magnetic field
and oblique incidence of the THz beam. Ohmic Indium contacts are alloyed
to the center of the sample edges and detect the photocurrents parallel and
perpendicular to the in-plane magnetic field or the plane of oblique incidence,
respectively.

In Fig. 16 (a) and (b), the circuits used in the pulsed and the \( \text{cw} \) system are
depicted. The photocurrents induced by pulsed THz radiation are detected in
a closed circuit via the voltage drop over a 50 \( \Omega \) resistance without applied bias.
An amplifier with differential input and a gain coefficient of 20 dB was used to
increase the detected pulsed signal. By digital high-bandwidth oscilloscopes, the signal $U_m$ was recorded with an high temporal resolution. In order to investigate the change of the conductivity by illumination of the sample, a bias of ±500 mV was applied to the sample, shown in the red dashed circle in Fig. 16 (a). In the cw system, the signal $U_m$ was detected by the voltage drop over the sample (see Fig. 16 (b)). For the photoconductivity experiments, currents of 100 nA, modulated by a frequency $f_{\text{mod}}$, and two series-connected Lock-ins were used to detect the change of the voltage drop due to the THz illumination.
4 Magnetic field independent photocurrents

Additionally to the magnetic-field-induced photocurrents presented in the following chapters, this chapter is dedicated to magnetic-field-independent signals. The study of these currents allows to obtain information about the symmetry properties of the investigated InSb QW structures, and is therefore important for the understanding of the magnetically sensitive signals. The phenomenological theory of the linear and the circular photogalvanic effect, which was introduced in section 2.2, allows to derive the LPGE’s and CPGE’s dependence of the photocurrents on the light polarization and the angle of incidence. These phenomenological equations are solely based on symmetry considerations. Consequently, the comparison of the experimentally observed photocurrents with the phenomenological equations allows to draw conclusions about the corresponding symmetry point group of the investigated structure.
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Figure 17: Dependence of the photocurrent $J_x$ and $J_y$ on the orientation of the light’s electric field $E$ for the 20 nm wide InSb QW structure. The inset shows the experimental geometry.
First, the experimental observations of the 20 nm wide InSb QW structures (type A) are presented. Illumination with THz radiation at normal incidence of light without magnetic field yields a photocurrent along the $x \parallel [\overline{1}10]$, as well as the $y \parallel [\overline{1}0\overline{1}]$ direction. Figure 17 shows both signals depending on the orientation of the linear polarization. The currents exhibit a well-defined dependence on the direction of the light’s electric field vector $E$. In addition, also the excitation with circularly polarized THz radiation yields a photocurrent for normal incidence of the beam. Figure 18 illustrates the photocurrents for various angles $\varphi$, which represents the rotation of a $\lambda/4$ plate. The resulting different polarization states are displayed on the top of Fig. 18 and are given by the Stokes parameters from Eq. (27) to (28). It can be seen that also for circularly ($\varphi = 45^\circ$ and $135^\circ$) and elliptically polarized light, a photocurrent appears for both crystallographic directions $x$ and $y$. Similar dependences of the photocurrents in the 20 nm structures are observed for various wavelengths and in a wide temperature range from room temperature down to 4.2 K. In contrast to the occurrence of a photocurrent in the 20 nm wide QW structure,
in the 30 nm wide well (type B) no currents are detected at normal incidence of light neither for linearly nor for circularly polarized radiation.

The observation of the photocurrents in the sample of type A indicates a reduction of its symmetry. This follows from the phenomenological theory of the photogalvanic effects. In general, asymmetric zinc-blende structure based QWs grown on (001) exact oriented substrates belong to the $C_{2v}$ symmetry point group. For this symmetry group, the phenomenological equation (12) for the LPGE reduces to [51]:

$$j_{x}^{LPGE} = \chi_{xxx} (E_x E_x^* + E_z E_x^*),$$  \hspace{1cm} (30) $$j_{y}^{LPGE} = \chi_{yyz} (E_y E_z^* + E_z E_y^*).$$  \hspace{1cm} (31)

From this equation, it becomes apparent that a current resulting from the LPGE can in a structure of $C_{2v}$-symmetry only be induced by an oblique incidence of light, as this effect requires a component of the light’s electric field vector $E$ along the $z$-direction. The same argument holds for the CPGE.

The phenomenological equations for this effect (see (Eq. 13)) can be written for $C_{2v}$-symmetry as [51]:

$$j_{x}^{CPGE} = \gamma^{(1)} \hat{e}_y I_{circ},$$  \hspace{1cm} (32) $$j_{y}^{CPGE} = \gamma^{(2)} \hat{e}_x I_{circ}.$$  \hspace{1cm} (33)

Similar to the LPGE, the CPGE requires oblique incidence of the THz beam for this symmetry group. This is expressed by the components of the unit vector of the light propagation $\hat{e}_{x,y}$ in Eq. (32) and (33), which vanish for normal incidence.

While the absence of any photocurrent for normal incidence of light in the 30 nm QW structure is in full agreement with Eqs. (30) to (33), the observation of a photocurrent for the 20 nm wide samples indicates that this structure does not belong to the $C_{2v}$ symmetry group, but its symmetry is reduced to those of $C_s$ or even to $C_1$. The origin of the symmetry reduction can be, e.g., a miscut of the surface or an in-built strain. This would lead to the disappearance of certain elements of the symmetry point group and hence, allow the occurrence of photocurrents even for normal incidence of light. The
absence of any currents for the 30 nm QW structures, however, proves that this type of sample definitely belongs to the $C_{2v}$ group.
5 Photocurrents in the presence of an in-plane magnetic field

In this chapter, the experimental observation and detailed study of the magnetogyrotropic photogalvanic effects in InSb quantum wells are presented. It will be demonstrated that illumination of this narrow gap material with THz radiation in the presence of an in-plane magnetic field results in a dc electric current. By applying radiation of different polarization, both the linear and circular MPGE are analyzed. The first one can be induced by linearly polarized or even unpolarized radiation, while the CMPGE results in a light helicity-dependent photocurrent and reverses its sign by switching the sign of the circular polarization. Thereby, the behavior of the photocurrents is studied upon variation of the magnetic field strength, polarization, temperature, as well as the radiation’s wavelength. The results are analyzed in terms of the microscopic models based on the asymmetric relaxation of carriers in the momentum space. It is shown that the observed strong nonlinearity for the LMPGE and a pure linear magnetic field dependence of the CMPGE stem from an interplay between spin-related and spin-independent roots of both MPGEs [21].

5.1 Linear MPGE

In this section, the experimental observation of the photocurrents arising from excitation with linearly polarized radiation is presented. Polarization dependences of the LMPGE signals show that the current formation stems from asymmetric relaxation processes after the electron gas was heated. Accordingly, the electron gas heating is proved by photoconductivity measurements. The experimental results are finally discussed in the framework of the two competing mechanisms of the LMPGE.

5.1.1 Experimental results

The irradiation of the InSb QW structures with linearly polarized radiation may result in signals due to the LMPGE and exclude the CMPGE. For this
photocurrent signals are measured perpendicular as well as parallel to the in-plane magnetic field and the THz beam is adjusted to normal incidence. The geometrical configuration for measurements with linear polarization is illustrated in the inset of Fig. 19. In the presence of a magnetic field $B_x$, a current is detected along the $y$-direction in the 20 nm, as well as in the 30 nm structure. The observed signal varies with the magnetic field strength and its sign depends on the magnetic field direction. In addition to the field dependent current, also the magnetically independent current presented in chapter 4 is present, which is however not in the focus of this chapter. Hence, we extract the field-dependent part as follows:

$$J_y(\|B\|) = \frac{1}{2} [J(B_x > 0) - J(B_x < 0)].$$

(34)

In Fig. 19, the normalized current $J_y/P$ is illustrated as a dependence of the magnetic field $B_x$ for the low power $cw$ radiation at $T = 35$ K. The current increases almost linearly with the field $B_x$ up to about 2 T. For higher fields, a nonlinear dependence emerges. In contrast to the low field range, the sign of the current’s slope $dJ_y/dB_x$ becomes negative, the current decreases and even vanishes at about 7 T. A qualitatively similar magnetic field behavior is found in a wide temperature range up to 120 K in all samples.

The inset on the right-hand side in Fig. 19 shows the current $J_y/P$ dependent on the orientation of the linear polarization, which is varied by a $\lambda/2$ plate. The rotation of the electric field vector $E$ of the radiation is given by the azimuth angle $\alpha$, defined as the angle between the $y$-axis and the $E$-field vector, as shown in the inset. The polarization dependence is measured at a fixed magnetic field $B_x = +5$ T for different temperatures in both samples of type A and B (left and right scale). At liquid helium temperature, a photocurrent $J_y$ is detected, which is almost independent of the polarization orientation. A comparison of the 20 nm and the 30 nm sample reveals that in the wider well structure the current is larger by one order of magnitude. At higher temperatures, the signals become polarization dependent. This dependence can be well fitted by $J_y = J_1 + J_2 \cdot \cos(2\alpha)$. For the longitudinal current $J_x$ (not shown), a similar behavior is observed. For this direction, only a polarization dependent current $J_x = J_3 \cdot \sin(2\alpha)$ is measured. The experiment reveals
that particular at low temperatures, the polarization-dependent photocurrent contributions \( J_2 \cdot \cos(2\alpha) \) and \( J_3 \cdot \sin(2\alpha) \) are substantially smaller than the polarization-insensitive term \( J_1 \). Thus, we focus in the following only on the transverse, polarization-independent photocurrent \( J_y \).

Figure 20 shows the current \( J_y/P \) induced by the high power pulsed laser radiation of 148 µm as a function of the \( B \)-field for different temperatures. The experimental geometry is identical to the setup of the \( cw \) system measurements and the signals behave similarly. In the low field range, \( J_y \) is proportional to \( B_x \) up to a maximum value of about 3 T. For high magnetic fields, the current...
vanishes again and even changes its sign. If the temperature is heated up to 112 K, the zero crossing of the photocurrent remains unchanged at a position of about 6.2 T. The maximum magnitude of the signal, however, decreases for higher temperatures. A more detailed analysis of this behavior was done by keeping the magnetic field fixed at the maximum photocurrent position $B_x = +3$ T and varying the temperature. For the low as well as for the high power excitation, the amplitude of the current remains constant for $T < 8$ K, but rapidly decays for higher $T$ following a dependence close to $J \propto 1/T$.

In addition to the dependence on the temperature, also the behavior of the current for different wavelengths was investigated at a constant temperature of 4.2 K. Fig. 21 depicts the magnetic field dependence of $J_y/P$ for 148 and 280 µm. The data show that the amplitude of the signal increases for longer wavelengths. Furthermore, the maximum current and, in particular, the zero crossing shifts to higher fields.
5.1 Linear MPGE

- For a linearly polarized radiation from the pulsed laser system with fixed temperatures $T = 4.2$ K and different wavelengths $\lambda = 148$ and $280$ µm, the inset shows the magnetic field dependence for the $30$ nm wide QW structure. The lines are fitted after Eq. (50).

The inset of Fig. 21 shows the photocurrent’s magnetic field dependence for the $30$ nm wide QW structure. This structure exhibits a similar behavior for an increasing magnetic field. Here, the maximum occurs at larger magnetic fields and the magnitude of the signal is by a factor of 10 larger than the current of the $20$ nm sample. Finally, one should note that a sweep of the magnetic field from $-7$ to $+7$ T and back results in no hysteresis effects.
5.1.2 Photoconductivity and electron gas heating

The experimental investigation of the photocurrents induced by linearly polarized radiation demonstrates that the signal is almost insensitive to the orientation of the radiation’s electric field \( \mathbf{E} \). Consequently, the dominant contribution to the current stems from a polarization-independent mechanism. Previous studies of the LMPGE in other materials demonstrated that such polarization-independent photocurrents are caused by the radiation-induced electron gas heating and a subsequent asymmetric scattering of carriers in \( \mathbf{k} \)-space during the relaxation process [22–24]. In order to characterize the electron gas heating due to the Drude-type absorption of the THz radiation, we use photoconductive measurements.

In general, photoconductivity (PC) describes the change of the electrical conductivity resulting from the irradiation of the structure. The more specific \( \mu \)-photoconductivity, which only affects the change of the carrier mobility by illumination, may give an access to the phenomena of electron gas heating [75]. Fig. 22 (a) and (b) show the relative change of the conductivity \( \Delta \sigma/\sigma_0 \) for the 20 nm wide QW (type A) due to illumination with the \( \text{cw} \) and the high-power pulsed laser as a dependence of the radiation power incident on the sample. The structure is illuminated with different wavelengths from 118 to 280 \( \mu \)m at zero magnetic field and a temperature of \( T = 4.2 \) K. In contrast to the zero-bias measurements of section 5.1.1, here a voltage \( U_{\text{bias}} \) was applied to the sample. The change of the sample-resistance allows to determine the relative change of the conductivity \( \Delta \sigma/\sigma_0 = (\sigma_i - \sigma_0)/\sigma_0 \). Here \( \sigma_0 \) and \( \sigma_i \) are the conductivity of the dark sample and during the illumination, respectively.

In Fig. 22 (a), it can be seen that without radiation, no PC signal is observed. Increasing the power of the \( \text{cw} \) laser, a negative signal is detected, which raises for higher radiation power. The irradiation with a power of 1.25 mW yields a relative change of about \(-6 \times 10^{-4}\). Similar behavior is observed for the pulsed operation for two different wavelengths (see Fig. 22 (b)). Like for the \( \text{cw} \) system, a negative photoconductive signal is found for all wavelengths and radiation powers. Here, an increase of the radiation power up to several kilowatts results in a conductivity change up to about \(-5 \times 10^{-2}\), being two orders
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Figure 22: Relative change of the conductivity $\Delta \sigma / \sigma_0 = (\sigma_i - \sigma_0)/\sigma_0$ in the QW structures of 20 nm width measured versus the radiation power $P$ at $T = 4.2$ K and $B = 0$. The ratio of the conductivity under illumination $\sigma_i$ and the dark conductivity $\sigma_0$ is determined from the photoconductive signals measured in the circuit sketched in the inset of the upper plate. (a) Photoconductive signal measured applying cw radiation with wavelengths $\lambda = 118 \mu m$. (b) $\Delta \sigma / \sigma_0$ measured applying pulsed laser radiation with $\lambda = 148$ and 280 $\mu m$. The inset shows the temperature dependence of the relative change of the mobility $\Delta \mu_e / \mu_{e,0}$, where $\mu_{e,0}$ is the mobility at $T_0 = 4.2$ K.
in magnitude larger than for the cw laser. Keeping the radiation power $P$ fixed, illumination with longer wavelengths leads to larger negative signals.

In order to understand the photoconductivity data presented above, one has to consider that all samples used in the experiments are $n$-doped, and therefore provide only one type of carriers ($p_0 \ll n_0$) at low temperatures. As the photon energies are much smaller than the energy gap (and consequently: $n_0 = \text{const.}, \Delta n_0 = \Delta p_0 = 0$), the change of the conductivity $\Delta \sigma$ with respect to the conductivity without illumination $\sigma_0 = e(n_0 \mu_e + p_0 \mu_h)$ [50] can be written as:

$$\Delta \sigma = e(n_0 \Delta \mu_e).$$  \hspace{1cm} (35)

Here $n_0, p_0, \mu_e$ and $\mu_h$ are the carrier densities and mobilities for electrons and holes at dark conditions, respectively. It can be seen from Eq. (35) that for a constant carrier density the PC varies with the mobility [76]. In this case, the PC is restricted to the heating or cooling of the equilibrium electrons. Hence, it is useful to introduce the concept of the electron temperature $T_e$.

The relative change of the conductivity due to the variation of the mobility can be expressed by the change of $T_e$ [77]:

$$\frac{\Delta \sigma}{\sigma_0} = \frac{1}{\mu_e} \left. \frac{\partial \mu_e}{\partial T_e} \right|_{T_e = T_0} \Delta T_e,$$

where $T_0$ is the lattice Temperature and $\Delta T_e = T_e - T_0$. It is clearly seen that the sign of the relative photoconductive signal is determined by the derivative $\partial \mu_e/\partial T_e$ and the temperature difference $\Delta T_e$. In order to obtain information about $T_e$, the temperature dependence of the electron mobility $\mu_e$ and the carrier density $n_0$ were determined from 1.7 K up to room temperature (see Fig. 23). These data were obtained applying low-field Hall measurements. While the carrier density is constant in a wide temperature range up to about 120 K, the mobility exhibits a sharp decrease at about 30 K, reflecting the predominant scattering by an increasing number of acoustic phonons for higher temperatures [50, 77]. From these data, we can calculate the relative change of the mobility $\Delta \mu_e/\mu_{e,0}$ with respect to the mobility $\mu_{e,0}$ at constant lattice temperature $T_0 = 4.2$ K. This is depicted in the inset in Fig. 22 (b).
The comparison of the relative photoconductivity $\Delta \sigma/\sigma_0$ with the relative change of the mobility $\Delta \mu_e/\mu_{e,0}$ enables a rough estimation of the change in the electron temperature. An important observation is that the negative sign of $\Delta \sigma/\sigma_0$ reflects the decrease in $\mu_e$, which again results from an increase of $T_e$. Furthermore, this method reveals that the $cw$ low power laser radiation causes a negligible small heating of the electron system. In $\Delta \mu_e/\mu_{e,0}$, the relative change of about $-6 \times 10^{-4}$ results in only a tiny increase of the temperature. In contrast to the low power excitation, the illumination with radiation in the kW range yields a remarkable enhancement of the electron temperature (relative decrease of several $10^{-2}$) from 4.2 up to several tens of Kelvin. In addition, the comparison of the PC data for different wavelengths demonstrates an essential stronger electron gas heating for longer wavelengths. This behavior reflects the typical frequency dependence of the Drude-type absorption, which increases with $\lambda$ [51].
To summarize, the data presented above demonstrate that the absorption of high-power THz radiation drives the electron gas out of equilibrium and heats the electron subsystem [51, 78]. Due to the absorption, the internal energy of the system is raised and redistributed between the electron subsystem and the lattice. The excitation of the electron gas together with electron-electron scattering leads to a temperature of the electron system which differs from the temperature of the lattice. Regarding the radiation powers, the comparison of the cw and pulsed data reveals that an increase of the radiation power by about six orders of magnitude results in a change of the relative photoconductivity $|\Delta \sigma/\sigma_0|$ by about two orders of magnitude. This nonlinear power dependence can be explained by nonlinear energy losses in InSb QWs at low temperatures [51]. Consequently, this dependence causes a nonlinear dependence of the electron temperature $T_e$ on the absorbed energy.

One should notice that the heating of the lattice in such measurements is negligible small and does not contribute to the signal. However, an accurate quantitative determination of the electron temperature is not possible, because for the mobility $\mu_e$ the increased lattice temperature results in a rising number of phonons. Nevertheless, qualitatively the PC signal varies in a similar way as the temperature of the sample was varied [76] and hence, the negative $\mu$-photoconductivity proves the heating of the electron gas by the excitation with the low as well as the high power THz radiation. The asymmetric relaxation of the heated electron system in the presence of the external magnetic field leads to the photocurrents of the LMPGE presented above. These currents will be discussed in more detail in the following section.
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5.1.3 Discussion

All our observations in the low magnetic field range exhibit the recognized behavior of the LMPGE. In particular, the linear coupling of the photocurrent \( j \) and the magnetic field \( B \) is a main feature of this effect and is substantially based on the gyrotropic symmetry of the InSb quantum well structures \([23]\).

The sign reversion of the photocurrents by switching the magnetic field’s direction, the anisotropy of the signal \( (j_x, j_y) \) in the plane of the 2DEG with respect to the applied field, as well as the dependence of the current on the orientation of the polarization was observed in all samples. These findings are in accordance with the observations in other zinc blende nanostructures of identical symmetry like, e.g. GaAs or InAs QWs. Compared to the photocurrents in these other materials, the currents in the InSb QWs are much stronger and at least two orders of magnitude larger. In particular, the magnetic field behavior of the LMPGE in all other materials featured solely a linear dependence on \( B \) \([22,23]\). Thus, the most striking feature of the LMPGE in InSb is the strong nonlinearity, which results even in a change of sign for sufficient large magnetic fields. In order to explain the strong nonlinear behavior of the photocurrent, the experimental results have to be analyzed taking into account the strong magnetic properties of InSb.

First, the polarization dependence of the current will be put in the phenomenological context. For the experimental geometry used here, the phenomenological equations (17) and (18) from chapter 2 reduce for low magnetic fields along the \( x \)-axis and purely linear polarization to:

\[
\begin{align*}
    j_x &= S_3 B_x (e_x e_y^* + e_y e_x^*) I, \\
    j_y &= S_1' B_x I - S_2' B_x (|e_x|^2 - |e_y|^2) I.
\end{align*}
\]

The Stokes parameters, which were introduced in chapter 3.3, allow to rewrite Eq. (37) and the second term of Eq. (38) and express them by \( (e_x e_y^* + e_y e_x^*) = \sin(2\alpha) \) and \( (|e_x|^2 - |e_y|^2) = \cos(2\alpha) \). This polarization dependence is in full agreement with the experimental observations and reflects the phenomenology of the LMPGE based on the symmetry of the InSb quantum well, which belongs to the \( C_{2v} \) symmetry point group.
The prefactors $S'_1, S'_2$ and $S_3$ in Eq. (37) and (38) represent the strength of the single contributions. As the first term $S'_1$ is in all experiments much larger than the polarization dependent terms, the experimental detected photocurrent stems from a mechanism independent of the initial orientation of the light’s polarization.

Accordingly, the current formation can be explained by the heating of carriers and a subsequent asymmetric relaxation. The increase of the electron temperature is proved by $\mu$-photoconductivity measurements. The negative photoconductive signal compared to the temperature dependence of the electron mobility reveals the heating of the electron gas up to several tens of Kelvin for the highest radiation powers. As shown in chapter 2, the subsequent relaxation of the heated electrons is, as a consequence of the spin-orbit coupling in gyrotropic media, spin-dependent and results in a pure spin current $J_s = 1/2(i_{1/2} - i_{-1/2})$. Without an applied magnetic field, the spin flows are of equal strength, and no current is detected. For the spin-polarization by an external magnetic field, the imbalance in the spin current leads to an electrical current:

$$j_{\text{spin}} = -4e s J_s \quad \text{with} \quad s = \frac{1}{2} \frac{N_{+1/2} - N_{-1/2}}{N_{+1/2} + N_{-1/2}}.$$  \(39\)

Here $N_{\pm1/2}$ are the carrier densities of the single spin-subbands. One should mention that for this theoretical consideration, it is convenient to use the current density $j$ instead of the electric current $J$. However, the electric current, which is detected in the experiments, is proportional to the current density used in the theory.

In the low magnetic field range, the Fermi energies $E_F$ of our structures are much larger than the energy of the Zeeman spin-splitting $\Delta$. In this case, the average spin $s$ of the free electron gas can be expressed by:

$$s = -\frac{\Delta}{4\bar{E}} \frac{B}{B},$$  \(40\)

where $\Delta = g^* \mu_B B$ is the energy of the Zeeman spin-splitting and $\bar{E}$ the characteristic electron energy, which is equal to the Fermi energy $E_F$ for a degenerate, or equal to the thermal energy $k_B T$ for a non-degenerate electron gas. Herein,
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$k_B$ is the Boltzmann constant. The signals observed in the experiments follow in the low field range Eq. (40) ($J_y \propto s$), and therefore are linear in the magnetic field $B_x$. Furthermore, Eq. (40) is also in agreement with the temperature dependence of the photoresponse. The constant currents for temperatures $T < 8 \text{K}$ reflect the constant Fermi energy $E_F$ in a degenerate electron gas. For higher $T$, $J_y$ decreases due to $s \propto 1/(k_B T)$. Contrary to the low field range, a nonlinear behavior of the current’s magnetic field dependence for high fields is only possible for the case $|\Delta| > 2E_F$, where one spin-subband is completely depopulated. This would imply that the electron gas is fully spin-polarized $(s = \pm 1/2)$ and hence, $J_y$ saturates.

In order to explain the nonlinear behavior of the spin-dependent LMPGE in the whole field range, one should take into account that in thermal equilibrium the carrier densities $N_{\pm 1/2}$ are given by:

$$N_{\pm 1/2} \propto \sum_k \left[ \exp \left( \frac{\varepsilon_k \pm \Delta/2 - \mu}{k_B T_c} \right) + 1 \right]^{-1},$$

(41)

where $\varepsilon_k = \hbar^2 k^2/(2m^*)$ is the kinetic energy, $m^*$ the effective mass, $\mu$ the chemical potential. Here, the effects of nonparabolicity of the conduction band were ignored due to the fact that the Boltzmann redistribution from the Zeeman spin splitting is much larger compared to these effects. A straightforward summation over the wave vector $k$ results in:

$$s = \frac{1}{2} \ln \left\{ \left[ 1 + \exp \left( \frac{\mu - \Delta/2}{k_B T_c} \right) \right] / \left[ 1 + \exp \left( \frac{\mu + \Delta/2}{k_B T_c} \right) \right] \right\} \ln \left\{ \left[ 1 + \exp \left( \frac{\mu - \Delta/2}{k_B T_c} \right) \right] \times \left[ 1 + \exp \left( \frac{\mu + \Delta/2}{k_B T_c} \right) \right] \right\},$$

(42)

which describes an expression for the average spin of a two-dimensional electron gas in an external magnetic field for a fixed chemical potential $\mu$. Since the total carrier density $N_S = N_{+1/2} + N_{-1/2}$ of the system is fixed during the experiment, we can introduce the chemical potential as follows:

$$\mu = k_B T_c \ln \left[ \sqrt{\exp \left( \frac{2\pi N_s \hbar^2}{m^* k_B T_c} \right) + \cosh^2 \left( \frac{\Delta}{2k_B T_c} \right) - 1} - \cosh \left( \frac{\Delta}{2k_B T_c} \right) \right].$$

(43)
The average spin \( s \) from Eq. (42) saturates for sufficient large magnetic fields. Reaching an average spin close to \( |s| = 1/2 \), \( s(B) \) becomes nonlinear and deviates from the linear dependence on \( B \) from Eq. (40). However, considering the samples used in the experiments, the deviation from a linear dependence occurs in spite of the large effective \( g^* \)-factor in InSb at larger fields than that used in the experiments, and therefore the observed nonlinear behavior of the photocurrent can not be caused by saturation effects.

Therefore, we suggest that other effects resulting in a nonlinear magnetic field dependence of the electron spin are responsible for the observed reversal of the electric current with the field increase. As a possible origin of this effect, we consider the \textit{exchange interaction} between spin-polarized electrons, which causes a strong nonlinearity of the Zeeman spin splitting. This effect has been observed especially in InSb-based heterostructures by different experimental methods, like the coincidence method at tilted magnetic fields, polarization transition and the temperature-dependent resistivity [79, 80]. It has also been in the focus of several experimental and theoretical studies of structures based on other materials like GaAs or InAs [81–86]. At finite external magnetic field, the partial polarization of the electron gas yields, due to the interaction between the carriers, an enhancement of the spin susceptibility. Several other groups have shown that the enhancement is proportional to the average spin of the system and can be introduced in the effective \( g^* \)-factor by an additional term, which is linear in \( s \) [79, 80]:

\[
g^* = g_0 + 2|s|g^{**}, \quad \Delta = (g_0 + 2|s|g^{**})\mu_B B,
\]

Here \( g_0 \) is the effective Landé factor at zero magnetic field and \( g^{**} \) represents the strength of the exchange interaction. The modified Eq. (44) for the Zeeman spin splitting has to be introduced in Eq. (42) and (43). Afterwards both equations are solved by self-consistent calculations and the average spin \( s \) is plotted in Fig. 24 (a) for different interaction parameters \( g^{**} \) and in (b) for different electron temperatures \( T_e \). For the calculations, we used an effective mass of \( m^* = 0.02 \cdot m_0 \). This value was obtained by the cyclotron resonance experiments presented in the following chapter and is in accordance with results from other groups [19,42,87]. The \( g^* \)-factor at zero field was used as -25,
which was measured by other groups for similar InSb QW structures [79]. In Fig. 24 (a) the effect of the interaction is clearly seen. A comparison of the magnetic field dependences with and without exchange interaction shows that $s(B)$ changes for an increasing parameter $g^{**}$ from a linear function to a super-linear dependence on $B$. For a fixed magnetic field, the exchange interaction leads to a stronger spin-polarization of the system than without interaction. Figure 24 (b) illustrates the behavior for various electron temperatures. A change of $T_e$ from 4.2 up to about 130 K results in almost no change in $s(B)$ in the field range up to 10 T. For higher magnetic fields, a saturation of the electron’s average spin occurs at about 22 T. This calculations show that in our experimental setups, where fields up to 7 T and temperatures up to 120 K

Figure 24: Average spin obtained by self-consistent calculations of Eq. (42) and (44) as a function of the magnetic field. For this calculations, a Landé factor $g_0 = -25$ at zero field and an effective mass of $m^* = 0.02 \cdot m_0$ were used. Average spin calculated for (a) fixed temperature but for various values of the exchange interaction given by the parameter $g^{**}$ indicated by numbers next to the curves; (b) fixed exchange interaction parameter $g^{**} = -30$ but various electron temperatures $T_e$. 
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were used, \( s(B) \) remains nearly unaffected by the temperature. Only for temperatures above 120 K, the electron temperature \( T_e \) plays an important role for the field dependence of the average spin and, thereby, for the Zeeman splitting.

While spin-mediated relaxation can produce a nonlinear signal, it can not cause the observed sign reversal of the photocurrent. Hence, another spin-independent mechanism of the LMPGE has to be taken into account, which was theoretical predicted by Tarasenko and Fal’ko [25,88,89]. This mechanism has already been observed in GaAs quantum well structures [90] and may provide an additional contribution to the total photocurrent. Its generation is based on the asymmetric relaxation of the heated electrons due to the Lorentz force acting on the moving carriers, and is therefore called the orbital mechanism as opposed to the previous presented spin-dependent effect. The origin of this effect is again the structure and/or bulk inversion asymmetry of the sample. In contrast to the effect of the LMPGE based on the spin, the electron scattering rate with an asymmetric term from the orbital mechanism can be expressed in the following way:

\[
W_{kk'} = W_0 + w_{SIA} \left[ B \times (k + k') \right]_z. \tag{45}
\]

Here \( W_0 \) is the field-independent term and \( w_{SIA} \) is a measure of the structure inversion asymmetry. Eq. (45) can be written in a similar way for the case of bulk inversion asymmetry. The difference to Eq. (20) in chapter 2 is that the scattering rate is linear in \( B \) instead of the spin \( \sigma \). Due to the magnetic-field-dependent scattering, transitions to positive and negative \( k_y' \) states occur with different probabilities. Therefore, hot electrons with opposite \( k_y \) have different relaxation rates in the two spin subbands, and hence an electric current is generated.

The microscopic mechanism of this process is illustrated in Fig. 25. The picture shows a side view of the quantum well for three different points in time. The arrows on the top demonstrate the oscillating electric field \( E(\omega, t) \) of the terahertz radiation. On the left-hand side, the wave function of an electron is slightly shifted to the upper barrier (blue) due to the asymmetry of the QW, which stems from the asymmetric single-side \( \delta \)-doping (indicated by the dashed line in the barrier). The magnetic field is applied along the \( x \)-axis. For the
5.1 Linear MPGE
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Figure 25: Side view of the QW with barriers (blue) and \( \delta \)-doping layer (dashed line) for three different points in time (left, center, right). A magnetic field is applied long \( x \) and the electron wave function maximum is indicated by arrows. The electric field vector \( E(\omega, t) \) of the radiation is zero for \( t_1 \) and points in opposite \( y \)-directions for \( t_2 \) and \( t_3 \). \( k_y \) is the wave vector of the electron resulting from \( E \).

For the first point in time, the electric field is zero \( E(\omega, t_1) = 0 \) and therefore \( k_y = 0 \). For a non-zero field \( E(\omega, t_2 = t_1 + T/2) \) half a period later in time, the electron exhibits a momentum \( k_y > 0 \) due to the electric force, and consequently the Lorentz force \( F_L = e(\mathbf{v} \times \mathbf{B}) \) acts on the moving electron. The force leads to a shift of the wave function to the upper barrier of the QW. One period in time later, the electric field \( E(\omega, t_3 = t_1 + T) \) has an opposite sign and therefore the sign of the Lorentz force \( F_L \) also reverses. Now, the wave function is shifted closer to the lower barrier. If we now consider the relaxation of electrons by scattering on impurities or phonons, the difference in the overlap of the wave function with, e.g. the \( \delta \)-layer, causes an asymmetry in the scattering rate for \( t_2 \) and \( t_3 \). This asymmetry is expressed in Eq. (45). As a result, the imbalance of the electrons with velocity in positive \( y \)- and negative \( y \)-direction results in an electric current.

The electric current originating from the orbital effect can be written as:

\[ j_{\text{orb}} = -2e \sum_k v_k f_k, \quad (46) \]
where $v_k = \hbar k/m^*$ is the electron velocity and $f_k$ the electron distribution function. This electron distribution function can be derived from the Boltzmann equation:

$$G_k - \sum_{k'} [W_{kk'}f_{k'}(1 - f_k) - W_{k'k}f_k(1 - f_{k'})] = 0,$$

(47)

where the generation term $G_k$ describes the electron gas heating by the linear polarized terahertz radiation. From Eq. (45), it can be seen that the scattering rate contains an asymmetrical part proportional to $w_{\text{SIA}}B$. Therefore, also the distribution function $f_k$ contains an asymmetrical part and, hence, the orbital photocurrent $j_{\text{orb}}$ is linearly coupled with the external magnetic field and proportional to the degree of SIA (and/or BIA):

$$j_{\text{orb}} \propto w_{\text{SIA}}B$$

(48)

This linear behavior is restricted to the width of the quantum well. For large enough magnetic field strengths, Eq. (48) is not valid any more. However, a rough estimation for the quantum wells used in the experiments gives a maximum magnetic field strength until which the orbital photocurrent $j_{\text{orb}}$ remains linear in $B$ [25, 88]:

$$B \approx \frac{\pi^2 \hbar c}{eL^2_W}.$$  

(49)

For well widths of $L_w \approx 20$ nm and 30 nm, this is much larger than the fields used in our setup.

Both mechanisms, the spin-dependent and the orbital, contribute to the total photocurrents measured in the experiments. The measured currents are the sum of the spin and non-spin mechanism:

$$j_y = j_{\text{spin}} + j_{\text{orb}}.$$  

(50)

The total photocurrent contains the magnetic field dependences from Eq. (39) together with Eq. (42) and (48), and can therefore be fitted to the experimental data by using the functions $j_{\text{spin}} = a \cdot s(B)$ and $j_{\text{orb}} = b · B$, where
$a$ and $b$ are fitting parameters. Combining spin and non-spin mechanism and assuming they have opposite signs, it is possible to reproduce the experimental data, and in particular the reversal of the photocurrent direction. Thereby, we used a Landé factor of $g_0 = -25$ and an exchange interaction parameter of $g^{**} = -30$ (obtained in InSb QWs similar to our structures by magnetotransport measurements [79]), the estimated electron temperature $T_e$ from the photoconductivity measurements and scaled the strengths of both mechanisms via $a$ and $b$. By this, we can well describe the data for the low radiation power measurements in Fig. 19, as well as the high-power photocurrents in Fig. 20 and 21. The different dependence of both mechanisms on the magnetic field strength reveals that in the low field, linear range the orbital mechanism is dominant. The nonlinear increase of the average spin with $B$ due to the exchange interaction (see Fig. 24) causes an enhancement of the spin-related LMPGE, which becomes the major origin in the high-field range.

Both contributions follow the identical phenomenological equations (17) and (18) in chapter 2 [25, 88, 90]. It is therefore not possible to separate them by means of the dependence on the radiation’s polarization or the direction of the magnetic field relative to the crystallographic axis. The consideration above shows, however, that the different behavior of the photocurrent upon variation of the magnetic field strength allows to distinguish between these two mechanisms. The determination of the parameters $a$ and $b$ also shows that the spin and orbital effect yield photocurrents of comparable strength. The strong spin-orbit coupling of InSb and its huge magnetic properties, in particular the large $g^*$-factor, suggest the assumption that the spin-related mechanism should be dominant. However, the orbital mechanism is inverse proportional to the effective mass of the carriers [25, 88]. In InSb-based quantum well structures with an effective mass much smaller than in other III-V semiconductor materials, the orbital contribution is therefore also strongly enhanced.
5.2 Circular MPGE

While in the first part of this chapter, the observation of magnetic field induced photocurrents due to the excitation with linearly polarized radiation was presented, in this section it will be demonstrated that illumination of InSb QWs with circularly polarized light yields an helicity-dependent photocurrent. The behavior of this current upon a variation of the magnetic field strength will be studied for different wavelengths. Similar to the LMPGE, the signals due to the CMPGE are finally discussed in terms of a spin-related and an orbital mechanism of this effect.

5.2.1 Experimental results

For the investigation of the CMPGE, the linear polarization of the THz radiation was transformed into circular polarized light by a $\lambda/4$ plate and the magnetic field is aligned along the $x$-axis. Like in the previous section, the current is detected both parallel ($J_x$) and perpendicular ($J_y$) to $B_x$. For a non-zero magnetic field $B_x$, we observed a current in both directions, which varies with the rotation of the angle $\varphi$. This angle defines the polarization state of the THz radiation, which is illustrated on the top of Fig. 26 for various $\varphi$. Similar to the variation of the linear polarization of the LMPGE, the dependence of the photocurrent on the angle $\varphi$ can be described via the Stokes parameters introduced in chapter 3. The transverse photocurrent $J_y$ traces the function $J_y = J_1 + (J_2/2) \cdot \cos(4\varphi)$ (not shown). In particularly for right- and left-handed circular polarization at $\varphi = 45^\circ$ and $135^\circ$, respectively, this transverse current vanishes and is only non-zero for linearly or elliptically polarized light. Like for the LMPGE, the current induced in this experiments consists of a polarization-independent contribution $J_1$ and a contribution which is sensitive to the degree of linear polarization. These two contributions are identical to the transverse currents observed in the LMPGE experiments.

The polarization dependence of the photocurrent $J_x$ parallel to the external field $B_x$ and normalized by the radiation power $P$ is depicted in Fig. 26 for different polarization states and a fixed magnetic field $B_x = -6$ T. This longitudinal current at non-zero magnetic field can be well described by the following
Figure 26: Helicity dependence of the photocurrent $J_x$ normalized by the radiation power $P$ for $B_x = -6$ T and $\lambda = 280$ µm with subtracted offset $\xi$. The inset shows the experimental setup. The ellipse on the top illustrate the polarization states for various $\phi$.

equation: $J_x = (J_3/2) \cdot \sin(4\phi) + J_C \cdot \sin(2\phi) + \xi$. The total current consists of different contributions. The first term proportional to $J_3$ stems again from the current’s dependence on the orientation of the linear polarization and is identical to the $J_3$-term of the LMPGE. Similar to the $J_2$-term of the transverse current, this $J_3$-term vanishes for circularly polarized radiation. However, in the parallel current $J_x$ an additional term $J_C$ occurs. This contribution is proportional to the light’s helicity $P_{\text{circ}} = \sin(2\phi)$. By changing the helicity of the radiation from left- to right-handed circular polarization, $P_{\text{circ}}$ switches from -1 to +1 and the photocurrent changes its sign. In Fig. 26, this sign reversion for opposite helicity is indicated by arrows at 45° and 135°. The last term of the photocurrent’s function, $\xi$, represents a polarization-independent offset. Since $\xi$ is in all measurements much smaller than the other two contributions $J_3$ and $J_C$, we subtracted it from the data shown in Fig. 26.
From the functions for the transverse and parallel photoresponses, it is obvious that only the term $J_C$ of $J_x$ is sensitive to the helicity of the light. Hence, we focus only on this contribution and eliminate all other terms by:

$$J_C = \frac{[J_x(\sigma^+) - J_x(\sigma^-)]}{2}. \quad (51)$$

The photocurrent term $J_C$ normalized by the radiation power $P$ is depicted in Fig. 27 as a function of the external magnetic field $B_x$ for the 20 nm QW structures and different wavelengths. The helicity sensitive signal increases with rising magnetic field strength and changes its sign by reversing the direction of the external field. In particular, the current $J_C$ is linear in $B_x$ in the whole magnetic field range from -7 up to +7 T. Furthermore, for a fixed magnetic field, the magnitude of the current increases for longer wavelengths by more than one order of magnitude. The same purely linear magnetic field de-
dependence of an helicity-dependent photocurrent is also obtained for the 30 nm QW samples.

5.2.2 Discussion

In the analysis of the experimental data, two remarkable characteristics become evident. On the one hand, the current changes its sign for opposite magnetic field directions, and on the other hand, the photocurrent reverses by switching the light’s helicity. These are typical fingerprints of the spin-galvanic effect [63] (in the following termed as the spin-dependent mechanism of the CMPGE). Considering the phenomenological equation (23) from chapter 2 and the $C_{2v}$ point group symmetry of the zinc blende structure investigated here, this effect is only allowed for a component of the average spin in the plane of the 2DEG. This is achieved by initial spin-orientation along the $z$-axis and subsequent precession of the spin about an in-plane magnetic field. The resulting photocurrent is proportional to the in-plane spin-component and can therefore be written as [63]:

$$J_{x}^{\text{spin}} \propto -\frac{\omega_L \tau_{s\perp}}{1 + (\omega_L \tau_s)} S_{0z}, \quad (52)$$

where $\tau_s = \sqrt{\tau_{s\parallel} \tau_{s\perp}}$ and $\tau_{s\parallel}$, $\tau_{s\perp}$ are the longitudinal and transverse electron spin relaxation times, $\omega_L = g^* \mu_B B_x / \hbar$ the Larmor frequency, and $S_{0z} = \tau_{s\parallel} \dot{S}_z$ is the steady-state electron spin-polarization in the absence of the magnetic field. The dependence of $J_{x}^{\text{spin}}$ is a result of the rotating spin and represents the Hanle effect [91]. The in-plane component $S_y$ and consequently the current rises with increasing magnetic field and reaches its maximum for $\omega_L \tau_s \approx 1$. By a further increase of the external magnetic field, and consequently larger $\omega_L \tau_s$, the current decreases and finally vanishes as it follows from the Hanle law. This dependence of the spin-dependent CMPGE has already been observed in wider gap materials like, e.g., GaAs low-dimensional structures and is determined by $g^*$ and $\tau_s$ [63]. The spin-relaxation time of our InSb QWs has been obtained by other groups applying circularly polarized pump probe technique [68, 92]. These studies determined a value of $\tau_s \approx 0.1$ ps. Considering in addition a Landé factor of $g^* = -45$, the maximum of the photocurrent is expected for
$B_x \approx 2.5$ T. However, Fig. 27 obviously shows a purely linear dependence on $B_x$, and in particular no maximum or any nonlinearity. Hence, the spin-dependent CMPGE does not contribute to the observed photocurrent behavior.

Similar to the orbital contribution to the LMPGE presented in section 5.1, a microscopic mechanism describing the orbital motion of the electrons also yields an helicity driven photocurrent [25, 88]. The irradiation of circularly polarized radiation causes the free electrons to perform cyclic motions. The in-plane magnetic field combined with SIA/BIA of the underlying structure forces the carriers to flow predominately along the direction of $B$. This asymmetry in the scattering is again a result from the $B$-dependent corrections to the scattering probability given in Eq. (45). The underlying process is based on the Lorentz force acting on the moving electrons. One important aspect in the current formation of the orbital CMPGE is the retardation between the rotating electric field of the radiation and the electron velocity. Therefore, it reaches a maximum at $\omega \tau \approx 1$ (here, $\omega = 2\pi f$ is the radiation angular frequency and $\tau$ the scattering time), and vanishes for much lower or higher frequencies. Just as the spin-dependent mechanism, this orbital photocurrent is sensitive to the sign of the radiation’s helicity as well as the direction of the magnetic field. In general, it can be described by the following equation:

$$J_{\alpha}^{\text{orb}} = P_{\text{circ}}|E_0|^2 \sum_{\gamma} R_{\alpha\gamma} B_{\gamma}.$$  \hspace{1cm} (53)

Here, the second rank pseudotensor $R$ has the same space symmetry properties as the pseudotensor $Q$ from Eq. (23), which describes the spin-dependent CMPGE [90]. It follows again from Eq. (49) that for the QW widths of our structures, the orbital CMPGE is linear in $B$ in the magnetic field range used in the experiments. Thus, the observed linear magnetic field behavior leads to the conclusion: the CMPGE in InSb-based QWs is dominated by the orbital mechanism. This follows from the fact that the magnetic field dependence of the CMPGE shows only a linear behavior in the field range up to $\pm 7$ T, and in particular features no maximum current as it would be expected from a spin-dependent mechanism, which follows a Hanle curve. Similar to the orbital effect of the LMPGE, the orbital CMPGE is also inverse proportional to the electron’s effective mass [88], and is therefore stronger in narrow gap materials.
5.3 Summary

As a result, the dominance of the orbital contribution can be attributed to the small band gap of InSb.

5.3 Summary

The linear and the circular MPGE in InSb-based QWs were demonstrated by illumination with THz radiation in the presence of an in-plane magnetic field. A comparison of the experimental results with data from other III-V materials reveals that the narrow energy gap, the strong magnetic properties and the strong spin-orbit coupling substantially enhance the MPGE. The magnetic field dependences of both effects feature a contradictory behavior: while the LMPGE is strongly nonlinear, the CMPGE is linear in the whole field range. Both dependences can be explained by the contribution of a spin and an orbital mechanism. The nonlinear behavior of the LMPGE is caused by the nonlinearity of the Zeeman spin splitting and supports recent conclusions on high polarization-dependent spin susceptibility of a two-dimensional electron gas in InSb-based QWs [79,80]. For this effect, the spin and orbital mechanism have comparable strength. In contrast, the pure linear dependence of the CMPGE demonstrates that this effect is in InSb-based QW structures dominated by the orbital mechanism due to the small energy band gap and the associated small electron effective mass.
6 Photocurrents under cyclotron resonance conditions

In this chapter, THz induced photocurrents under cyclotron resonance conditions are presented. It is demonstrated that the illumination of InSb QW structures under oblique incidence of radiation onto the sample surface and the application of a magnetic field normal to the 2DEG leads to resonantly enhanced photovoltage signals. The voltage signals are studied parallel and perpendicular to the radiation beam. Furthermore, the radiation induced photovoltages are analyzed for various polarization states, wavelengths and temperatures. In addition, optical transmission experiments are performed and compared to the photovoltage signals. In the second part of this chapter, a theoretical model is developed based on the Boltzmann kinetic equation in the presence of a static normal magnetic field. The model takes into account the deflection of the photocurrent as a result of the Lorentz force and the enhanced radiation absorption at the cyclotron resonance position.

6.1 Experimental results

In order to investigate terahertz radiation induced currents under cyclotron resonance conditions, the magnetic field is applied along the growth direction and normal to the 2DEG. The photocurrents are detected via the voltage drop $U_{x,y}$ across the sample. Since the results of chapter 4 indicated a reduced symmetry of the 20 nm wide QWs (type A), we focus the investigations in this chapter to the 30 nm QW samples. The clear knowledge of the structure’s symmetry simplifies the analysis of the resonant signals presented below.

As a first step, the 30 nm wide QW structure (type B) is irradiated under normal incidence of the laser beam. In this configuration, no signal is detected for any polarization in the whole magnetic field range from -7 up to +7 T (not shown). This observation is in accordance with the results presented in chapter 4 and 5.

As a further step, the THz beam is tilted by an angle $\theta'$ with respect to the sample normal and consequently hits the sample surface under oblique inci-
6.1 Experimental results

Figure 28: Transverse photovoltage signal $U_y$ normalized on the radiation power $P$ as a function of the magnetic field $B_z$ normal to the 30 nm wide QW structure. The signal is induced by radiation with a frequency of 2.54 THz (118.8 µm) from the $cw$ laser system at $T = 80$ K. The linear polarization is aligned in the plane of oblique incidence ($p$-polarization). The inset on the right side illustrates the geometrical setup. The left inset shows the dependence of $U_y/P$ for left-handed ($\sigma^-$) and right-handed ($\sigma^+$) circular polarization.

dence. The radiation beam now lies in the $xz$-plane (see inset of Fig. 28 and 29). Also the linear polarization is oriented in this plane and the electric field vector $E$ possesses a component in $z$-direction ($E_z \neq 0$). The configuration with the tilted radiation beam allows to define the measured signals $U_x$ (parallel) and $U_y$ (perpendicular) by their orientation relative to the plane of oblique incidence.

Figure 28 shows the normalized transverse signal $U_y/P$ as a function of the magnetic field $B_z$. The sample was excited with a frequency of 2.54 THz (118.8 µm) from the $cw$ laser system at $T = 80$ K. A sweep of the magnetic field up to +4 T yields a strong resonant photo signal at $B_c \approx +2.3$ T. The
resonance can be well fitted by a Lorentzian function. For higher fields up to +7 T, the signal almost vanishes again and no further resonances are detected. At the resonance position, the signal is strongly enhanced and the amplitudes at $B_c$ and in the vicinity of zero magnetic field differ by more than two orders of magnitude. Characteristic for the transverse voltage signal is that a reversal of the $B$-field’s direction yields a resonance in the photovoltage $U_y$ at a corresponding negative field position but with opposite sign of $U_y$. Thus, the signal $U_y$ can be described by an odd function of the magnetic field $B_z$.

A similar behavior is observed for circular polarization. Illumination with circularly polarized light, converted from linearly polarized light by $\lambda/4$-plates, demonstrates that the resonant signals are sensitive to the radiation’s helicity. The magnetic field dependence for this polarization is illustrated in the left inset of Fig. 28. The photovoltage is again strongly enhanced at the resonance positions $\pm B_c$ for both helicities of light. However, for each polarization state, the signal $U_y$ is increased or decreased for one specific field direction.

Figure 29 depicts the magnetic field dependence of the photo signal $U_x$ parallel to the plane of oblique incidence. Similar to the transverse signal, also $U_x$ is strongly enhanced and resonances in the signal occur. The resonances are again positioned at $B_c \approx \pm 2.3$ T, but now the sign of the resonant signal is negative for both polarities of $B_z$ and therefore $U_x$ describes an even function of the magnetic field. Finally, a comparison of the width of the parallel and the transverse Lorentzian-shaped signals reveals that both resonances are similarly wide broaden.

A remarkable observation concerns the orientation of the linear polarization. It turns out that both magnetic field dependences presented above are almost insensitive to the orientation of the radiation’s electric field vector $E$. Figure 28 and 29 show the signals for a non-zero component of $E$ along $z$ ($p$-polarization). A rotation of the polarization vector by a $\lambda/2$-plate in the $xy$-plane results in $E_z = 0$ ($s$-polarization), but only causes a small variation in the magnitude of the resonances. In particular, the resonant signals in $U_y$ and $U_x$ are present for any orientation of $E$.

In order to analyze the influence of the absorption on the photovoltage signals, the transmission through the sample was investigated under variation
Figure 29: Parallel photovoltage signal $U_x$ normalized on the radiation power $P$ as a function of the magnetic field $B_z$ for a frequency of 2.54 THZ (118.8 µm) at $T = 80$ K in the 30 nm QW structure ($p$-polarization). The inset in the center illustrates the geometrical setup.

of the applied magnetic field. The power of the THz radiation, which passes parallel to the growth direction through the structure, was measured by a Golay cell detector. The normalized transmission $T(B_z)/T(B_z=0)$ is depicted in Fig. 30 for various polarization states and 2.54 THz, the same frequency as in Fig. 28 and 29. All transmission measurements show clearly resolved resonances, whose position coincide with that of the photovoltage experiments. The transmission possess sharp dips down to 45% of the initial signal at $B_c \approx \pm 2.3$ T, in particular the same position as for the photovoltage response. For circular polarization, the resonant signal is detected only for one polarity of $B_z$. This helicity dependence corresponds to that of the photovoltage. However, in contrast to the transmission, the photovoltage signal does not vanish completely for one specific helicity. Applying linearly polarized light, the decrease is half as large as for $\sigma^\pm$ and appears for both magnetic field directions $\pm B_c$. This behavior is due to the fact that linearly polarized light is the su-
Figure 30: Transmission \( T(B_z) \) normalized on the transmission at \( B_z = 0 \) in dependence on the applied magnetic field \( B_z \). The transmission is detected for a frequency of 2.54 THz (118.8 \( \mu \)m) for different polarization states and at normal incidence of light in the 30 nm QW structure at \( T = 4.2 \) K. The inset compares the transmission for 1.63 and 2.54 THz.

Perposition of \( \sigma^+ \) and \( \sigma^- \) photons [93]. The same observation is apparent in the photovoltage measurements, where the signals for \( \pm B_c \) are almost equal in magnitude (see Fig. 28 and 29). The inset in Fig. 30 shows the transmission for different radiation frequencies. It can be seen that for 1.63 THz, the resonance shifts to a smaller magnetic field position \( B_c \approx 1.4 \) T. The transmission experiments were also carried out for oblique incidence of the beam under an angle of \( \theta' \approx 20^\circ \) (not shown) similar to the setup of the photovoltage experiments. For this configuration, the resonances were detected at the same position \( B_c \) and show the same helicity-sensitive behavior as for normal incidence. Finally, one should note that in all transmission measurements, the resonances were only present at 4.2 K and rapidly vanished for higher temperatures. In particu-
Figure 31: Magnetic field dependence of the transverse signal $U_y/P$ for 2.54 THz and different temperatures. The data for each $T$ is shifted by +0.1 mV/W.
ular, these signals are much more sensitive for elevated temperatures than the photovoltages.

Figure 28 and 29 showed the resonant photo response for a fixed temperature of $T = 80$ K. For higher temperatures, the amplitudes of the resonances decrease and vanish for $T > 100$ K. Figure 31 illustrates the behavior of the resonant signal for decreasing $T$ down to liquid helium temperature. A resonant photovoltage was observed down to 25 K. Thereby, the maximum amplitude increases by about four times, while the resonant magnetic field position $B_c$ remains unchanged. For even lower $T$, the signal $U_y$ shows clearly pronounced oscillations, which start at about 0.7 T and are stronger for higher fields. The spacing between the maximum and minimum positions increases with $B_z$, meaning that the oscillation frequency decreases with $B_z$. Due to the predominating oscillating photovoltage, the resonant character of the signal is not clearly resolved anymore. The oscillations occur transversal as well as in the direction parallel to the plane of oblique incidence for linearly and circularly polarized light.

In order to analyze the oscillations in the photovoltage signal, the inverse magnetic field positions of the maximums $1/B_{max}$ were plotted as a function of an index $N$, where $N \in \mathbb{N}$ is an integer. For 4.2 K, Fig. 32 shows a clear linear dependence between $1/B_{max}$ and $N$, which indicates that the photo signal $U_y$ oscillates with a constant frequency on a $1/B_z$-scale. Additionally, Shubnikov de Haas measurements were performed. The resistance of the sample was measured in dependence of the magnetic field $B_z$ without illumination. At a temperature of 4.2 K, a constant current of 1 $\mu$A was used and the longitudinal resistance $R_{xx}$ was measured via the voltage drop $U_{xx}$. The data are shown in the inset of Fig. 32. The longitudinal resistance shows a huge rising signal with increasing $B_z$ and a small oscillating behavior in the high-field range above 2 T. The huge background signal is ascribed to a parallel conductance in our structure. Such a parallel transport has also been observed for similar InSb QW structures by other groups and stems from a channel parallel to the QW within the $\delta$-doping plane of the AlInSb barrier [18,94]. Nevertheless, there are still oscillations apparent in the high-field range. The inverse magnetic field positions of the maximums in $R_{xx}$ are also plotted in Fig. 32 and can be again
6.1 Experimental results
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**Figure 32:** Maximums of the photovoltage signal (at 4.2 K in Fig. 31) and the longitudinal resistance $R_{xx}$ on a $1/B_z$-scale as a function of an integer $N$. The inset shows the longitudinal resistance $R_{xx}$ as a function of $B_z$ measured with a constant current of 1 $\mu$A.

The data presented above showed a resonant photo signal at a magnetic field position of $B_c \approx 2.3$ T for a fixed frequency of 2.54 THz induced by the $cw$ laser system. The excitation with the pulsed laser system offers an expanded set of laser lines. An illumination with this laser system in the same geometrical setup resulted in qualitatively the same behavior as for the photovoltages shown in Fig. 28 and 29. The inset of Fig. 33 compares the resonances of the photo signals for different frequencies of 1.07, 2.03 and 3.31 THz from the pulsed laser and 2.54 THz from the $cw$ laser system. The parallel signals $U_x$ are normalized on the maximum detected signals $U_{x,max}$ and were induced by right-handed circularly polarized light. The comparison clearly demonstrates

fitted by a linear function. A comparison of $1/B_{max}$ from the photo signal with that from the longitudinal resistance reveals that their slopes differ by a factor of about two.
that similar to the transmission experiments, the maximum amplitude of the resonant signals shifts for higher frequencies to larger magnetic fields $B_c$. Figure 33 illustrates this behavior and shows the resonant magnetic field positions as a function of the single photon energies $E_{ph}$. The figure demonstrates that $B_c$ increases linearly with increasing photon energy.
6.2 Discussion and comparison with theoretical model

The observation of the giant enhanced photo signals in the presence of a magnetic field applied normal to the 2DEG can be described in the framework of terahertz induced photocurrents under cyclotron resonance conditions. The coincidence of the transmission experiments with the photovoltage data supports this microscopic approach and demonstrates the influence of the enhanced absorption on the radiation induced currents. Furthermore, the shift of the resonances of the photo signals and the transmission with increasing photon energy to higher fields is characteristic for cyclotron resonance absorption.

For normal incidence of the laser radiation, no signal is detected. This observation is in accordance with the results for the 30 nm wide InSb QW shown in chapter 4. As this structure belongs to the $C_{2v}$ symmetry group, photocurrents are forbidden for a normally incident beam and consequently, no resonances are present at $B_c$. The experimental results reveal that the resonant photovoltages are only detected for an oblique incidence of the beam. Photocurrents, which are only allowed for a tilted beam in structures of $C_{2v}$ symmetry, may stem from the linear (LPGE) or circular (CPGE) photogalvanic effect [51, 95–97]. In contrast to the MPGEs presented in the previous chapter, these two effects do not require any external magnetic field. The CPGE has already been demonstrated in InSb QWs by using interband absorption of circularly polarized light [20]. For the LPGE excited with linearly polarized radiation, the point-group symmetry of the InSb QWs imposes some additional restrictions regarding the orientation of the radiation’s electric field. These restrictions are expressed in the phenomenological equations. The LPGE’s current for an asymmetrically doped InSb QW structure follows from Eq. (12) and can be written as [51]:

$$j_{x^{LPGE}} = \chi_{xxx} (E_x E_x^* + E_z E_x^*)$$  \hspace{1cm} (54)

$$j_{y^{LPGE}} = \chi_{yyz} (E_y E_y^* + E_z E_y^*)$$  \hspace{1cm} (55)

where $\chi_{xxx}$ and $\chi_{yyz}$ are the components of a third-rank tensor. From Eq. (54) and (55) it is obvious that both, the photocurrent in $x$- and in $y$-direction require a non-zero component ($E_z \neq 0$) of the radiation’s electric field $E$ in $z$-direction. This implies that the LPGE current is only present for a tilted beam.
and, in addition, the incident radiation must be $p$-polarized. However, the experimental results demonstrate that the observed resonant signals are almost independent of the orientation of the linear polarization and, in particular, were present for $s$- as well as $p$-polarization in both $x$- and $y$-direction. This observation demonstrates that the LPGE is not the origin of the observed resonant signals.

Another effect, which may cause a photocurrent for an oblique incidence of light, is the photon drag effect. This effect is based on the momentum transfer of the photons to free carriers and is allowed for noncentrosymmetric as well as for centrosymmetric materials. The photon drag effect has been observed in many bulk materials like Ge, Si or GaP [98–101], in two-dimensional systems like GaAs and InAs QWs [97, 102, 103] and recently in graphene [104, 105]. Similar to the LPGE in InSb QWs, the photon drag effect vanishes for normal incidence of the radiation beam. The reason here is that this effect requires an in-plane component of the light’s wave-vector $q$. The drag current can be derived by solving the Boltzmann kinetic equation. This approach is analogous to the microscopic model of the photon drag effect in a two-dimensional graphene sheet in [105], but now takes into account the additionally applied static magnetic field along the growth direction of the quantum well. In CGS-units, the Boltzmann kinetic equation can be written as:

$$\frac{\partial f}{\partial t} + \mathbf{v} \frac{\partial f}{\partial \mathbf{r}} + \frac{e}{\hbar} \left( \mathbf{E} \||\| (t) + \frac{1}{c} [\mathbf{v} \times \mathbf{B}] \right) \frac{\partial f}{\partial \mathbf{k}} = \text{St} [f(\mathbf{k}, \mathbf{r}, t)],$$

(56)

where $\mathbf{r}$ is the in-plane coordinate, $\mathbf{E} \||\| (t) = \mathbf{E} \||\|,0 e^{i\mathbf{q}\mathbf{r} - i\omega t} + c.c.$ the in-plane component of the electric field, $\mathbf{B} = \mathbf{B}_0 + \mathbf{B}_1 e^{i\mathbf{q}\mathbf{r} - i\omega t} + c.c.$ the magnetic field perpendicular to the plane of the quantum well, $f$ the electron distribution function and $\mathbf{v} = \frac{\hbar}{k} \frac{\partial E}{\partial k} \frac{\partial E}{\partial \mathbf{k}}$ the electron’s velocity. The collision integral $\text{St} [f(\mathbf{k}, \mathbf{r}, t)]$ can be described in terms of momentum relaxation times $\tau_m$ ($m = 1, 2 \ldots$) by a decomposition of the distribution function $f(\mathbf{k}, \mathbf{r}, t)$ into frequency, angular and spatial harmonics. The equations for the currents follow from: $\mathbf{j} = 2e \sum_k \mathbf{v}_k f(\mathbf{k})$, where the factor 2 accounts for the spin degeneracy. In the calculations of $\mathbf{j}$, the energy dispersion was assumed to be parabolic and $\tau_m$ and $m_c = m^*$ were kept constant.
At zero magnetic field $B_z = 0$, a non-zero current is found:

$$j_0 = -\frac{1}{2\pi} \frac{E_F e^2}{\hbar^2} \frac{q_\parallel}{m^* \omega} q_\parallel. \quad (57)$$

Here, $\omega$ is the radiation frequency, $E_F$ the electron Fermi energy and $q_\parallel = q \cos \theta$ the in-plane component of the light wave-vector. Equation (57) represents the longitudinal photon drag effect, where the current is parallel to the in-plane component of the wave-vector $q$ and confined in the plane of the QW. Additionally to the longitudinal photon drag effect, there is also a transverse effect. This effect is usually much weaker than the longitudinal one and is therefore neglected in our calculations [106]. For a non-zero magnetic field $B_z \neq 0$, the parallel current $j_{gen}^x$ and the transverse component $j_{gen}^y$ derived from the Boltzmann kinetic equation are:

$$j_{gen}^x = j_0 \sin^2 \theta \frac{1}{1 + \omega_c^2 \tau_p^2} \left( \frac{1}{1 + (\omega - \omega_c)^2 \tau_p^2} + \frac{1}{1 + (\omega + \omega_c)^2 \tau_p^2} \right), \quad (58)$$

$$j_{gen}^y = -j_0 \sin^2 \theta \frac{\omega_c \tau_p}{1 + \omega_c^2 \tau_p^2} \left( \frac{1}{1 + (\omega - \omega_c)^2 \tau_p^2} + \frac{1}{1 + (\omega + \omega_c)^2 \tau_p^2} \right), \quad (59)$$

where $\omega_c = eB_z/(c m^*)$ is the cyclotron frequency and $\theta = 90^\circ - \theta'$. Equations (58) and (59) describe the current of the photon drag effect in the presence of a normal magnetic field for a $p$-polarized incident laser beam, where the electric field components of the radiation are $E_x = E \sin \theta$ and $E_y = 0$. For the linear polarization oriented in the plane of the QW ($E_x = 0$, $E_y = E$, $s$-polarization), the factor $\sin^2 \theta$ is equal to 1.

The radiation induced current $j_0$ generated by the photon drag effect is deflected by the normal field and enhanced due to the cyclotron resonance absorption. As a result, a current $\mathbf{j}^{gen}$ with components in $x$- and $y$-direction arises. Due to the open-circuit configuration in the cw laser setup, the photocurrent $\mathbf{j}^{gen}$ induces in the sample a static electric field $\mathbf{e}$, while the net electric current in the circuit is vanishingly small. The electric field $\mathbf{e}$ in turn induces a drift current $\mathbf{j}^{dr}$, which compensates the photocurrent $\mathbf{j}^{gen}$, so that the full
current at the edges and perpendicular to the border is zero. The components of the drift current are given by:

\[ j_{\alpha}^{dr} = \sum_{\beta} \sigma_{\alpha\beta} \epsilon_{\beta}, \]  

(60)

where \( \sigma_{\alpha\beta} \) are the conductivity tensor components in the presence of a static magnetic field, which can be written as:

\[ \sigma_{xx} = \sigma_{yy} = \frac{\sigma}{1 + (\omega_c \tau_p)^2}, \]  

(61)

\[ \sigma_{xy} = -\sigma_{yx} = \frac{\sigma \omega_c \tau_p}{1 + (\omega_c \tau_p)^2}, \]  

(62)

with \( \sigma = \frac{n_e e^2 \tau_p}{m^*} \).

Here, \( \sigma \) stands for the conductivity at zero magnetic field. The resulting current-induced electric field \( \epsilon_{x,y} \), which is proportional to the detected photovoltage \( U_{x,y} \), can be obtained via the Maxwell and the continuity equations. Thereby, it is assumed that the laser beam irradiates only the center of the sample and the contacts have a finite size. The parallel signal \( U_x \) and the transverse signal \( U_y \) resulting from Eqs. (57)-(63) are shown in Fig. 34 and 35 as a function of the applied magnetic field \( B_z \) for s- and p-polarized radiation.

The microscopic model based on the photon drag effect in the presence of a static magnetic field describes the essential observations of the experiments. Similar to the measured data, the calculations feature clearly resolved Lorentzian-shaped resonances with opposite parity for the parallel and transverse signal. At \( B_z = 0 \), a non-zero signal is only present parallel to the oblique incidence, which results from the longitudinal photon drag current \( j_0 \). The application of a magnetic field \( B_z \) causes, due to the Lorentz force, a deflection of the initially along \( x \) directed current \( j_0 \), and a non-zero component \( U_y \) rises with increasing \( B_z \). By a further increase of the magnetic field, both signals, \( U_x \) and \( U_y \), are strongly enhanced at \( B_z = B_c \). The enhancement at this field strength stems from the increased radiation absorption at the cyclotron resonance position and is described by the last factor in Eq. (58) and (59).

The transverse and parallel signals feature different symmetries with respect to \( B_z \). This is in agreement with the experiments: the signal \( U_y \) perpendicular
6.2 Discussion and comparison with theoretical model

to the plane of oblique incidence represents an odd function of the magnetic field, while the parallel signal $U_x$ is even in $B_z$. These two opposed parities are also present in the data shown in Fig. 28 and 29. Via the momentum relaxation time $\tau_p$ and the electron’s effective mass $m^*$, both theoretical curves can be fitted to the measured data. These two parameters mainly influence the resonances: $\tau_p$ is inversely proportional to the width and $m^*$ defines the position of the resonant signals.

Figure 34: Calculated transverse photovoltage $U_y$ in dependence of $B_z$ for different orientations of the linear polarization. The left inset shows the geometrical configuration with $s$- (blue) and $p$-polarized (red) radiation.

The experimental method to identify the longitudinal photon drag effect and the distinction from other effects, in particular from the LPGE, is not so obvious. As the drag current in Eq. (57) is proportional to the in-plane component $q_\parallel$ of the light’s wave-vector, the drag current changes its sign by reversing the angle of incidence $+\theta' \rightarrow -\theta'$. However, this sign-inversion is also present for the LPGE and follows from Eq. (54) and (55). An additional way to distinguish between both effects is the comparison of the polarization dependence of the
photon drag effect and the LPGE. The calculations presented above additionally reveal the dependence of the signals on the orientation of the radiation’s electric field $E$. A comparison of the photovoltages for $s$- and $p$-polarization shows that there is only a small difference in the amplitude of the resonances. In particular, the enhanced photon drag signals are present in both directions independently of the orientation of the linear polarization in or out of the QW-plane. This behavior describes very well the observations in the experiment and is contrary to the behavior of the photogalvanic effect, where the signal should completely vanish for $s$-polarized light. Consequently, the calculations demonstrate that the origin of the observed signals is the longitudinal photon drag effect.

![Figure 35](image_url)

**Figure 35**: Calculated parallel photovoltage $U_x$ in dependence of $B_z$ for $s$- (blue) and $p$-polarized (red) radiation.

By fitting the calculated photovoltage dependences to the experimental data, it is possible to obtain the electron’s effective mass $m^*$ from the cyclotron resonance position $B_c$. Figure 33 illustrates the experimental obtained positions $B_c$ for the different photon energies $E_{ph}$ of the laser lines. The linear
dependence between \(E_{\text{ph}}\) and \(B_c\) is described by the condition for cyclotron resonance absorption, where \(\omega_c = \omega\), and hence:

\[
E_{\text{ph}} = \frac{\hbar e}{m^* c} B_c.
\]

(64)

Following this relation, an effective mass of \(m^* \approx 0.023 m_e\) is determined. This value coincides well with values reported by other groups for similar InSb QWs (typically in the range of 0.018 - 0.026 \(m_e\)) \[19,42,79,87\]. The reason for the differences in \(m^*\) is its energy dependence, which results from the strong nonparabolicity in InSb. For larger energies, it follows from Eq. (5) that the effective mass increases compared to its value at the bulk InSb band edge \(0.014 m_e\) \[12\]. Thus, \(m^*\) depends on parameters like the well width, carrier density and thereby on the Fermi level \(E_F\).

The resonantly enhanced photocurrents for temperatures \(T > 25\, \text{K}\) can be well described by the photon drag effect, deflected by the Lorentz force and strongly increased at the cyclotron resonance position. However, for lower temperatures this approach fails, because the resonances get more and more overlapped by oscillations. The comparison of the oscillations in the photo signal with that in a conventional Shubnikov de Haas experiment revealed that the oscillating behavior of the radiation induced signal is more clear resolved than in the longitudinal resistance of the transport measurements. Furthermore, the oscillations appear for the photo signal at much smaller magnetic field strengths than in \(R_{xx}\), where oscillations are overlapped by a huge background signal. In general, the distances of the maximums in \(R_{xx}\) on a \(1/B\)-scale allow to determine the electron density \(n_e\) of the structure \[43\]. Theses distances are given by the slope in Fig. 32. It turns out that the slope of the photo signal maximums is by a factor of 2 larger than the slope of the resistance maximums. The reason for this difference is not apparent from the model developed above and hence, further studies of the oscillating photo signal are required.
6.3 Summary

In this chapter, the observation of resonantly enhanced photovoltage signals in InSb QWs under cyclotron resonance conditions was presented. It was shown that an oblique incidence of THz radiation on the sample in combination with a normally applied magnetic field yields resonant photo signals. Additionally performed transmission experiments coincide with the photovoltage resonances. The experimental studies together with the theoretical considerations demonstrated that the origin of the signals is the longitudinal photon drag effect, which is deflected by the Lorentz force and strongly enhanced due to cyclotron resonance absorption. The drag current is a consequence of the momentum transfer of the photon on the free electrons in the 2DEG. A theoretical model based on the Boltzmann kinetic equation was developed and describes very well the experimental observations. Below 25 K, the signals oscillate with the magnetic field. The origin of these oscillations can’t be explained in the framework of the developed model and is a task for future investigations.
7 Conclusion

In conclusion, in this work magnetic-field-induced photocurrents were studied in InSb quantum well structures under THz laser excitation. In particular the linear and circular magnetogyrotropic photogalvanic effect (MPGE) have been observed in this material. The detailed study of the photo-induced currents together with the theoretical considerations reveals that in InSb-based low-dimensional structures, not only the spin-related origin of the MPGE is of importance, but also mechanisms based on the orbital motion of the carriers give a substantial contribution to the photocurrent. The fact that spin-based mechanisms are enhanced seems reasonable, particularly when taking into account that InSb QWs are characterized by a strong spin-orbit coupling and huge magnetic properties. Orbital effects, however, are also enhanced, as these effects increase with a lower electron effective mass, which is also characteristic for narrow-gap semiconductors. It is shown that the detailed study of the MPGE in InSb-based low-dimensional structures is an additional effective approach to distinguish between these qualitatively different mechanisms.

In the first part of this work, the linear MPGE was investigated in InSb structures in the presence of an in-plane magnetic field. The experimental results show that the photocurrents are caused by asymmetric relaxation processes in the momentum space. Furthermore, it is demonstrated that the spin-related and the orbital mechanism contribute with comparable strength to the total photocurrent. The spin-based effect reveals by means of its nonlinear magnetic field dependence a strong nonlinearity of the Zeeman spin splitting, and thereby supports recent conclusions on the high polarization-dependent spin susceptibility of a two-dimensional electron gas in InSb-based quantum wells [79, 80]. The Zeeman spin splitting is enhanced by the exchange interaction between polarized electrons, which in turn leads to an enhancement of the spin-mechanism. In addition, the circular MPGE has been observed by excitation with circularly polarized THz light. This effect manifests itself in a helicity-dependent photocurrent, which changes its sign by switching from left-handed to right-handed circular polarization. The analysis of this helicity-sensitive effect reveals that here, solely the action of the Lorentz force on the orbital motion of the electrons plays an important role. Finally, the investiga-
tion of the linear and the circular MPGE in InSb quantum wells demonstrates that in narrow gap materials, despite the strong spin-orbit coupling and consequent huge magnetic properties, also orbital roots of magnetic-field-induced photocurrents have to be taken into account.

The second part of this work was aimed to investigate THz radiation-induced photocurrents under cyclotron resonance conditions. A detailed study of the resonantly enhanced photo responses demonstrated that the observed signals are caused by the deflection of a photo-induced current and a strong enhancement due to the cyclotron resonance absorption. A microscopic model based on the photon drag effect was developed in this work, and describes all fundamental observations of the experiments. The experimental study of these resonant photo signals together with the theoretical considerations unveiled a novel opto-electronic approach to obtain information about the band structure of InSb and the dynamics of carriers. The microscopic theory, however, can not explain the oscillating behavior of the photo signal for low temperatures. A further exploration of this oscillating phenomenon may provide an additional access to the understanding and application of narrow-gap semiconductor nanostructures.
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