We report the experimental observation of Fabry-Pérot interference in the conductance of a gate-defined cavity in a dual-gated bilayer graphene device. The high quality of the bilayer graphene flake, combined with the device’s electrical robustness provided by the encapsulation between two hexagonal boron nitride layers, allows us to observe ballistic phase-coherent transport through a 1-μm-long cavity. We confirm the origin of the observed interference pattern by comparing to tight-binding calculations accounting for the gate-tunable band gap. The good agreement between experiment and theory, free of tuning parameters, further verifies that a gap opens in our device. The gap is shown to destroy the perfect reflection for electrons traversing the barrier with normal incidence (anti-Klein tunneling). The broken anti-Klein tunneling implies that the Berry phase, which is found to vary with the gate voltages, is always involved in the Fabry-Pérot oscillations regardless of the magnetic field, in sharp contrast with single-layer graphene.
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Our device consists of three areas: two outer areas (denoted as \( L \) and \( R \), of length \( \ell_1 = \ell_2 = 0.95 \text{ µm} \)) simultaneously tuned by the voltage \( V_{\text{BG}} \), and the central area (denoted as \( C \), \( \ell_C = 1.1 \text{ µm} \)) which is tuned by both top and back gate \((V_{\text{TG}}, V_{\text{BG}})\). The two-dimensional map presented in Fig. 1(d) shows the conductance of the device measured as a function of both \( V_{\text{TG}} \) and \( V_{\text{BG}} \). Depending on the applied voltages, four different polarity combinations are possible: two with same polarities \((pp'p \text{ and } nn'n)\)—the prime referring to region \( C \) and two with opposite ones \((np'n \text{ and } np'p)\). The charge neutrality point of the dual-gated area evolves along the so-called displacement field \( \tilde{D} \) axis. While increasing \( |\tilde{D}| \), the conductance at the charge neutrality point decreases because a gap is opened. This band gap has been characterized with temperature-dependent measurements, which provided the activated gap size of \( E_{\text{gap}} = 2 \text{ meV} \) at \( V_{\text{BG}} = 28 \text{ V} \) (corresponding to \( \tilde{D} = 1.1 \text{ V/µm} \)). As previously reported \((27–30), \text{ transport in the gap is dominated by hopping, preventing the experimental determination of the real gap size.}

Our calculations for the gate-dependent conductance use a Green’s function formalism \((13,31)\) based on the nearest-neighbor tight-binding model for BLG \((32,33)\) with the on-site energy profile extracted from the gate-modulated carrier density. To relate the carrier density to the gate voltages in the respective areas, we adopt a parallel-plate capacitance model \((34)\). In area \( X \) \((X = L, C, R)\), the carrier density \( n_X(n_{X}(V_{\text{TG}}, V_{\text{BG}})) \) is composed of top-gate contribution \( n_{X}^{\text{bg}} \) (only for \( X = C \)), back-gate contribution \( n_{X}^{\text{bg}} \), and intrinsic doping contribution \( n_X^{\text{np}} \). Following the tight-binding theory of the gap \((24)\), the inputs of \( n_{X}^{\text{bg}}, n_{X}^{\text{bg}}, n_X^{\text{np}} \) allow us to compute the asymmetry parameters \( U_X(V_{\text{TG}}, V_{\text{BG}}) \) \((34)\). Finally, with \( n_X \) and \( U_X \), the band offset for region \( X \) to be added to the diagonal matrix elements (on-site energy) of the tight-binding Hamiltonian \( V_X^{\text{gb}} \) is calculated (see \((34)\) for the expression of \( V_X^{\text{gb}} \)); this fixes the global Fermi level at energy \( E = 0 \) where linear-response transport occurs.

As an example illustrating the model, the band diagram at gate voltages \((V_{\text{TG}}, V_{\text{BG}}) = (5, -35) \text{ V} \) is sketched in Fig. 1(f), where the band offset level \( V_X \) takes as inputs \( n_X \) and \( U_X \). To keep the model as simple as possible, we neglect stray fields of the top gate and assume the potential profile to be ideally flat and sharp. We focus on the transport property of the dual-gated region, modeling \( L \) and \( R \) as semi-infinite leads and regarding \( C \) as the scattering region \((\text{with the only exception in Fig. 3(e)}; \text{ see below})\). Such a simplified model taking into account the ideal band gap \((24)\) turns out to work surprisingly well, as the main features of the measured conductance map \((\text{Fig. 1(d)})\) are well captured by our calculation shown in Fig. 1(e). Note that different from Ref. \((13)\), throughout this work we will not worry about mode counting, and will concentrate only on the normalized conductance \( g \) (with maximum of 2 due to valley degeneracy).

We now focus on the \( pn'p \) regime: Fig. 2(a) depicts the normalized transconductance, showing a pronounced oscillatory behavior (already visible in the conductance \((34)\)).
to the dual-gated part. In Fig. 2(b), an example of a transconductance trace taken at Fig. 2(a) as a black line], indicating that they are related to frequency \(\omega\) axis, the discrete Fourier transforms from the displayed density axis, which exhibit a sharp peak at frequency \(\omega = 2.2 \mu m\), which is precisely twice the cavity length \(2\ell_C\).

These oscillations evolve parallel to the \(\tilde{D}\) axis [for comparison, the slope of the \(D\) axis is shown in Fig. 2(a) as a black line], indicating that they are related to the dual-gated part. In Fig. 2(b), an example of a transconductance trace taken at \(V_{BG} = -26.7\) V is shown. To confirm the origin of the oscillatory signal, we analyze the oscillation frequency of Fig. 2(b) by first projecting the transconductance from the displayed density axis, \(n_C\), onto the wave-vector axis, \(k = \sqrt{\pi n_C}\), and then performing the discrete Fourier transform from \(k\) to frequency \(\omega\) space. Since the main contribution to the FP interference is given by phase difference \(\Delta \Phi = k2\ell_C\), the oscillation frequency is expected to be \(2\ell_C = 2.2 \mu m\), which is in agreement with our observations in Fig. 2(c). Similar behavior has been observed for different density ranges in the \(pn\) regime, indicating the robustness of the phenomenon [34].

Figures 2(d)–2(f) are the theory counterparts of experimental Figs. 2(a)–2(c), except that the theoretical analysis is done from the normalized conductance (the calculation is ideally ballistic and therefore leads to a clear-enough visibility). We emphasize that the calculation was done based on the simplified model illustrated in Fig. 1(f), free of any tuning parameters. In Fig. 2(f), additionally to the main peak, higher harmonics are visible at integer multiples of the fundamental period. The agreement between our theory and experiment is satisfactory, confirming the ballistic origin of the fringes reported in Fig. 2(a) as FP interference in the dual-gated area \(C\).

To further understand the FP interference in BLG, we performed magnetotransport measurements and calculations in the low \(B\)-field regime, where the feature of the conductance is still dominated by FP interference without entering the quantum Hall regime. Figure 3 shows the measured gate-field map of \(dG/dV_{TG}\) (a) and the calculated one of \(g\) (b). Despite some differences in the \(B\)-field dependence of the FP fringes in the two maps for the field range of \([|B_z| \lesssim 20\ mT]\), (i) the number of oscillation periods and (ii) the field dependence for the range \(20\ mT < |B_z| < 60\ mT\), are consistent. The former can be directly counted (both 17 stripes), while the latter can be more clearly seen by comparing Figs. 3(c) and 3(d) that are zoom-in plots from Figs. 3(a) and 3(b), respectively, indicated by the dashed boxes therein.

To elucidate the peculiar field behavior observed only in the experimental map of Fig. 3(a) at \(|B_z| \lesssim 20\ mT\), we investigate the accumulated phases for a closed loop in the dual-gated cavity \(C\) given by a classical trajectory encircling, arising from backscattering at the interfaces, the area \(\delta A\), as sketched in the inset of Fig. 3(b). The total phase can be decomposed into a kinetic part \(\Phi_{WKB}\), the
Aharonov-Bohm phase $\Phi_{AB} = eB_0A/\hbar$, and the Berry phase $\Phi_{Berry}$. Based on the phase difference between a transmitted and a reflected electron wave, we get the FP resonance condition

$$\Phi_{WKB} + \Phi_{AB} + \Phi_{Berry} = 2\pi j, \quad j \in \mathbb{Z},$$

(1)

where the $B$-field dependence only enters through the first two terms. As shown in more detail in [34], our computation of the Berry phase of BLG shows that it is only $2\pi$ for vanishing asymmetry $U_C$ and can generally take values between 0 and $2\pi$ depending on the carrier density $n_C$ and layer asymmetry $U_C$. For the bipolar region presented in Fig. 2(a), $\Phi_{Berry}$ is nearly constant, ranging between $1.22\pi$ and $1.46\pi$ [34]. By numerically solving Eq. (1), we find a set of resonance contours well matching the periodicity of the FP fringes and being located quite closely to the conductance maxima [see black dashed contours in Fig. 3(b)]. Furthermore, neglecting $\Phi_{Berry}$ in Eq. (1) leads to the red dashed contours, which do not coincide with the positions of constructive interference. We therefore conclude that an effect of the Berry phase exists in the transport calculation, and is always involved independent of $B_z$. This is in sharp contrast to the case of SLG, where the Berry phase effect requires a weak $B$ field in order to overcome the perfect transmission of Klein tunneling [20].

The experimentally observed phase jump of $\pi$ in SLG [10] was previously reproduced by two of us [31] based on the same method.

From the above discussion, the Berry phase can be ruled out as a possible reason for the peculiar $B$-field behavior observed for $|B_z| \lesssim 20$ mT in the experiment in Fig. 3(a). We next suspect that the effect originates from the outer areas $L$ and $R$. While the fringes reported in Fig. 2(a) have been confirmed to arise from FP interference in the $C$ area, the $L$ and $R$ areas that are independent of $V_{TG}$ and slightly shorter than $C$ may exhibit FP interference as well. Indeed, by a closer look at Fig. 2(a), one can identify a few horizontal patterns (see gray arrows) that are independent of $V_{TG}$ and may be attributed to FP interference in the outer regions $L$ and $R$. Taking the cavity length of $\ell_L = \ell_R = 0.95 \mu$m, we estimate the expected voltage spacing to be around $0.6$ V consistent with those horizontal patterns observable in Fig. 2(a). By performing a ballistic calculation taking into account the total $3 \mu$m length of the $L$, $C$, $R$ areas, we show in Fig. 3(e) a gate-field map focusing on a smaller $V_{TG}$ range. The peculiar behavior at low field close to zero is indeed recovered, supporting the idea that the outer areas are the main cause. The interplay between the different field dependencies of the FP interference in the $L$, $C$, $R$ cavities is, however, beyond the scope of the present discussion.

We now focus on the experimental bias dependence of the FP-modulated signal shown in Fig. 4(a). The oscillations undergo a linear shift as a function of the source-drain bias. On top of this, their amplitude is modulated. To highlight this modulation, we calculate, at each bias value, the standard deviation from the mean of the signal [Fig. 4(b)]. A modulation is seen, with two minima at $\sim \pm 0.6$ mV. This dependence reflects the energy averaging effect of the bias voltage. We may understand the situation by considering the oscillating transmission as a function of energy within the bias window $eV_{bias}$: each time the window encloses an integer number of oscillation periods, a minimum is reached in the signal.

Finally, we analyze the experimental effect of temperature $T$ on the FP interference in Fig. 4(c) with the range $1.37 \, \text{K} \leq T \leq 17.5 \, \text{K}$. We can distinguish two regimes: at low $T$, the effect of the temperature on the oscillation amplitude is strong; however, at higher $T$, the effect seems to saturate with some persistent oscillations. These almost temperature-independent features are not of coherent origin and we therefore subtract their contribution from the oscillations for the following analysis. We then convolute the lowest temperature curve with the derivative of the Fermi-Dirac distribution for the whole range of available temperatures to understand the behavior of the amplitude of the oscillations as a function of $T$ [34]. We find that the behavior is well described by thermal damping of the oscillations: $dG/dV_{TG} \sim A_\xi \text{csch}(\xi)$, with $A$ being a scaling parameter, $\xi = 2\pi^2 k_B T/\Delta E$ and $\Delta E = 1.2$ meV being the averaged spacing of the oscillations in the studied interval.

In conclusion, we observed Fabry-Pérot oscillations in a 1-$\mu$m-long gapped BLG cavity. We characterized the origin of these oscillations studying their density, $B$-field, bias, and temperature dependencies. Our calculations were able to reproduce our observation and therefore demonstrated the importance of the tunable band gap, which leads to a
lifting of anti-Klein tunneling. This allowed us to confirm the ballistic phase-coherent nature of transport through the dual-gated region. Our work combined with the recent advances in the quality of sandwiched structures [36] is a step towards future electron optics experiments in gapped BLG.
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[34] See Supplemental Material at http://link.aps.org/supplemental/10.1103/PhysRevLett.113.116601 for details of the electrostatic model, gate dependence of the asymmetry parameter and the Berry phase for the device, as well as more supporting experimental data. It includes Ref. [35].