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Preface

“Nature isn’t classical, dammit, and if you want to make a simulation of nature, you’d better make it quantum mechanical, and by golly it’s a wonderful problem, because it doesn’t look so easy.” This is how Richard Feynman concluded his 1981 speech on *Simulating Physics with Computers* [1]. He would certainly rejoice in the progress that has been made since then, but simulating nature on the computer continues to be a fascinating challenge.

This dissertation is an account of what I have learned about simulating physics on the computer, applied to a set of material systems in the field of spintronics. I have tried to not only present the usual problem-method-results scheme, but also to provide a broader—and sometimes interdisciplinary—context to bolster the hard facts. While this work is certainly intended to present research results, it was very important to me that this thesis provide introductory reading for my successors in our research group, or for anyone who is interested in *ab initio* calculations of solid-state optics. It was written with that goal in mind.

The material systems investigated in this study are hydrogenated graphene and the Fe/GaAs(001) heterostructure. Both systems are of great interest to semiconductor spintronics. While Fe/GaAs(001) is a prototypical spin injection device, hydrogenated graphene offers a reversibly tunable band gap, allowing for its use in novel spin manipulation devices. Learning more about hydrogenated graphene thus contributes to the second pillar of spintronics (spin manipulation), whereas understanding Fe/GaAs(001) advances the first and the third pillar (spin injection and spin detection).

These systems have been studied previously, with a focus on the anisotropic transport properties of Fe/GaAs(001), and the structural, electronic, and thermodynamic properties of hydrogenated graphene. However, a systematic study of their optical properties was missing. Optical methods are often ideal tools
Preface

for investigating solid-state systems. They are usually non-invasive, allowing for samples to be studied in situ, well understood, very accurate, and they can often be implemented as relatively simple and cheap setups.

One of the main ideas leading to this work was to motivate and facilitate the use of optical methods in the experimental study of hydrogenated graphene and Fe/GaAs(001). The results presented here cover a large photon energy range, providing guidelines for selecting the energy at which the samples should be probed. I genuinely hope that experimentalists will find the results of this thesis interesting, and that they devise experiments that put them to fruitful use.

The challenges in calculating optical properties from scratch (ab initio) are manifold. First, one has to select suitable model systems that can be calculated with reasonable effort. They have to be represented as a periodically repeated unit cell, if possible with optimized structure. Next, the right method (code package) needs to be chosen. Then the electronic band structure is obtained from the self-consistent electron density. The optical properties are calculated on top of that. Most importantly, all these results must be converged, which is possibly the biggest challenge, especially when it comes to optics. However, the obtained results are timely and can help advance semiconductor spintronics, which certainly outweighs the effort.

Finally, let me describe how this thesis is organized. The first chapter shows how the scientific trinity of theory, experiment, and simulation continues to push back the frontiers of our knowledge. Ab initio material calculations are introduced as a particular type of simulation. Chapter 2 is a pedagogical account of theoretical and practical aspects of density functional theory methods for the solid state. Theoretical background on the optical properties of solids is given in the third chapter, along with the formalism used to interpret the specific results for the optical conductivity of hydrogenated graphene (Ch. 4), and the anisotropic polar magneto-optical Kerr effect of Fe/GaAs (Ch. 5). Major parts of Chapter 4 and 5 are based on the references [2] and [3], respectively.

Regensburg, April 2014

Sebastian Putz
The Study of Structure

Humans are strange creatures. As naked apes with feeble arms and voices, lacking claws and fangs, we have become thinkers and tinkers in a continuous endeavor to extend our minds and bodies. Applying the few biological assets we have—hands, brains, and larynx—humans have developed language and tools in an unprecedented co-evolution of cognitive and motor abilities. The purest of our languages is mathematics, and the scientific method our sharpest tool.

The biological evolution of our bodies operates on a timescale orders of magnitude longer than a lifetime, which is why the evolution of modern humans for the last 10,000 years has been an evolution of ideas. Ideas are structured sets of information capable of interaction, reproduction and evolution—just like genes—for which the term memes was coined [4]. While genes are encoded in the structure of a complex biomolecule, memes are abstract entities encoded in the interaction of neurons. In that sense, genes and memes are just two instances of the same abstraction: information encoded in structure.

To form ideas we need information, but our biological sensors provide only narrow channels for information input. We see only a tiny fraction of the electromagnetic spectrum, we hear only a very limited range of acoustic frequencies, we can smell and taste only a small portion of molecules, and all that with poor resolution. Given this limited sensory input and the average physical size of our bodies, it is not surprising that the human brain cannot deal comfortably with small and large scales. The way we overcome this mediocrity is by extending
our phenotype [5], by building tools that widen our information channels to include smaller and larger orders of magnitude: microscopes and telescopes.

The information gathered with these instruments does not have any inherent structure, and the massive amount of information flowing in through our artificially widened input channels needs to be analyzed, structured, and interpreted. After many useless or outright destructive approaches, including superstition and religion, the scientific method—essentially a formalized version of childlike curiosity—has prevailed as the only system of thought that takes reality seriously. It is the knife with which we carve models of reality out of randomness by falsification. These models are then cast into the language of mathematics, which is our universal way of describing structure, to spark new ideas and to aid in the development of new tools, eventually leading to the formation of new models in a possibly infinite cycle of discovery, description, and development.

What can we learn from that? The first important conclusion is that structure encodes information relevant to higher levels of the structural hierarchy, as Philip Anderson has so famously observed in his seminal 1972 paper *More Is Different* [6]. Electrons and quarks are “not aware” that they form atoms, atoms are not aware that they form molecules, molecules that they form cells, cells that they form multicellular organisms capable of composing a symphony or killing each other—they simply interact with entities of the same type without regard for the function of the structure they form, and yet they contribute to the emergence of phenomena one level higher. This means that to understand a system we need go at least one level deeper in our investigations.

The second conclusion, in the words of Francis Crick, is that in order to understand function, we need to study structure [7] (and that is exactly what he did). Indeed, structured information, encoded in physical entities and their interactions, is a universal, cosmic idea. Physics, the ultimate fundamental science, is in essence the study of structure and interaction.
1.1 Simulation – Computing Reality

The scientific method is the way scientific inquiry is put into practice. Observations of inexplicable natural phenomena or the pursuit of a technological goal demand a scientific answer to the question of why a particular phenomenon occurred, or how a goal can be achieved. Based on current knowledge, a hypothesis is formed that provides a possible answer, and that can be used to make testable predictions. The hypothesis is then tested in experiments in order to falsify those predictions under reproducible, controlled conditions.

If the hypothesis is found to be false it has to be modified and the cycle starts over. In case the hypothesis has not been falsified after several independent repetitions of an experiment it can be considered established knowledge. If they refer to related subjects, many such hypotheses form a scientific theory, which is an elaborate set of accumulated knowledge about a specific trait of nature.

Over the last centuries the natural sciences have evolved in a process of differentiation and specialization. The division of labor makes scientific research more efficient: theoretical research focuses on forming hypotheses and analyzing results, while experimental research performs experiments and makes new observations. All this assumes that we are able to describe our subject of inquiry theoretically, and that we can devise a suitable experiment. But what if the system is too complex for theoretical treatment, too big, intricate, or costly for experimental study? With the ever-increasing computational power available to us, a third branch of science continues to thrive: simulation.

The human brain is the most complex system known. With only about 10 watts of power consumption it can perform between $10^{13}$ and $10^{16}$ synaptic operations per second [8]. Its strength lies in connecting information, processing it collectively, and finding patterns in it. However, it performs poorly when it
comes to bulk logical operations, lacking both speed and memory. Computers complement and extend our brains, and enable us to deal with amounts of information orders of magnitude larger than what all human brains together could ever process. They are the simulation tool we use to cope with systems too complex for purely theoretical and experimental study. The relationship of theory, experiment, and simulation is best illustrated by the Landau Triangle \[9, 10\].\(^1\)

![Landau Triangle](image)

**Figure 1.2** – The Landau Triangle illustrates how theoretical, experimental, and computational science interact to decrease our ignorance about nature.

We have learned that in order to understand a phenomenon on one level of the structural hierarchy, we need to go one level deeper and study the components of the system and their interactions. What does that mean for simulation, which is basically a virtual experiment? It means that we need to describe the components and interactions of the system at hand as accurately as we can because their collective behavior results in the effects we seek to study one hierarchical level higher. That reveals the twofold purpose of simulations: On one hand, if we understand the components of a complex system very well, we can use a simulation to predict the behavior of the system with confidence. On the other hand, by comparing the simulation of a system to reality, we can test how well we understand the components of the system.

---

\(^1\) Many things in physics are named after Lev Davidovich Landau, but the Landau Triangle was established by David P. Landau, professor of physics at the University of Georgia.
Solid state physics is a good example. Solids are collections of vast numbers of atoms in various degrees of ordering. The properties and effects on the level of the solid can only be understood by investigating how the components of the solid—electrons and nuclei—interact with each other or with external perturbations. If we have sufficient understanding of those components and how they interact to form a solid, and if we can translate this to a format a computer can handle, we can simulate solids and predict their properties. This is where *ab initio* calculations enter the stage.

### 1.2 The Purest of Calculations

The Latin term *ab initio* translates to “from the beginning.” This means that an *ab initio* calculation is an attempt to describe a system *in its entirety* using existing theories only, ignoring all empirical knowledge about it, except the best currently known values of physical constants. An *ab initio* calculation in its purest form is free of parameters and includes all theoretical models of nature down to the level of quarks. However, it is impossible (at least so far) but also unnecessary to include quantum chromodynamics or other quantum field theories in the *ab initio* calculation of a solid.

Fortunately, physical theories on different scales decouple, and an entity studied by one theory can be treated as a black box by another theory one level higher in the structural hierarchy. For solids, this generally means we consider electrons and unstructured nuclei, interacting only through electromagnetism, and non-relativistic\(^2\) quantum mechanics as the theoretical framework for *ab initio* calculations.

Such a pure form of *ab initio* calculation has never been seen in the wild, as a variety of simplifications and approximations on different levels are necessary to make *ab initio* calculations computationally feasible. We will focus on the most common and widespread approach for solids: *ab initio* density functional theory (DFT; see Chapter 2).

---

\(^2\) In some cases relativistic effects have to be included even for solids, in particular when spin-orbit coupling effects play a role. This is especially important for the field of spintronics.
1.3 Computational Materials Science

The technological progress of our civilization has been a sequence of increasingly advanced and impactful material technologies. It is no surprise that we label entire eras, like the Stone, Bronze, Iron, and Silicon Age, by the materials that dominated them. Today, we are beginning to understand enough about materials to move away from traditional trial-and-error materials design towards the computer-aided development of highly optimized compounds.

Computational materials science seeks to advance our abilities to interpret experiments, and to understand and predict material properties. Since material properties are relevant over many length scales, ranging from the tiniest transistors to the longest bridges, computational materials science must span many orders of magnitude (see Fig. 1.3). Moreover, the goal of high-throughput materials design is obstructed by two major problems: First, predicting the most stable crystal structure of a given material is an intricate problem, and all other properties crucially depend on it. Second, the need for multi-parameter optimization, often involving quantum mechanics, is still very expensive.

Developing a unified multi-scale framework for materials design is a fascinating challenge. The development of many technologies could benefit from the computational optimization of the underlying materials, including batteries, photovoltaics, hydrogen storage, medical applications, automotive and aerospace, microelectronics, and many more. With this work we contribute a computational study of two different systems that is intended to help determine if they are suited for applications in novel material technologies.

![Figure 1.3](length_scale_diagram.png)

*Figure 1.3* – Materials modelling on different length scales is governed by different scientific disciplines and computational methods. Developing a new framework for unified multi-scale modelling remains a challenge.
1.4 The Future of Computational Science

Computers are the result of scientific research, and they have aided scientific research ever since. This is a positive feedback cycle resulting in an exponential growth of computational power. That observation was first popularized by Gordon Moore at Fairchild Semiconductor in 1965 and is widely known as Moore’s law \[1\]. It states that the complexity of integrated circuits, which is a measure of computational power, roughly doubles every 18 months. The physical limits of miniaturization are natural boundaries for the validity of Moore’s law, but inevitably new technology will increase computational power in the same way miniaturization did—and Moore’s law is likely to remain valid.

For computational science this means that raw power is not the limiting factor anymore. Instead, we will be constrained by our ability to envision and predict. We will face increasingly data-rich problems, such as real-time streaming of volumetric data, analyzing the signals of vast sensor arrays, simulating climate and weather, predicting the consequences of natural or man-made disasters, estimating the costs and benefits of large industrial projects, distinguishing causative and correlative relations in huge datasets, and many more.

Most of these problems are ill-posed and require significant interdisciplinary effort. There will soon be a need for “multi-scale intellectuals” and data scientists who try to answer questions outside of any given specialty and comfort zone. In politics, and for society in general, simulations already have great potential to influence high-leverage decisions. Making such predictions will become increasingly simple, but it is the consequences of those predictions that matter.

Future computational science must be approached from the viewpoint of the entire ecosystem, taking all factors and resources into account. Are we ready for exaflop systems processing massive datasets on the yottabyte scale, with a power consumption of megawatts and costs of $100 million per calculation?\[3\] We need to make sure that our algorithms are ready to exploit such expensive systems with short lifetimes.

Most important of all, we need to ensure that we learn something that is commensurate with the investment. If we solve those problems, the continuous increase in computational power will soon allow simulations at an unprecedented scale, laying the ground for new discoveries.

---

3 These are actual numbers brought forward by the US National Nuclear Security Administration in 2012.
Density Functional Theory

Many-body systems are a fundamental challenge to theoretical physics. While quantum mechanics provides a sophisticated framework for the non-relativistic description of matter, there are only very few systems that can be solved exactly, like the hydrogen atom or the harmonic oscillator. Basically every system of three or more interacting particles escapes exact quantum mechanical treatment and needs to be caught with approximations. Those usually rely on separating the many-body wave function that describes the system as a whole into a combination of single-particle wave functions that describe either interacting particles or non-interacting particles in an effective potential. This is a reasonable approach for small systems, but it does not scale very well.

Macroscopic chunks of matter contain a number of electrons on the order of the Avogadro constant $N_A \approx 6 \times 10^{23}$. With four coordinates assigned to each electron (three space coordinates and one spin coordinate), the many-body wave function $\Psi$ of such a system depends on about $24 \times 10^{23}$ variables—it is impossible to solve the corresponding many-body Schrödinger equation. Separating the problem into an astronomical number of single-particle wave functions is no less complex. Clearly, we need a different approach.
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2.1 Solids as Many-Body Systems

Attempting to solve the Schrödinger equation for large systems kept many luminous minds busy for the best part of the last century. A prominent result of that endeavor is density functional theory (DFT), an elegant way of treating large interacting many-body systems such as solids. Built up only from electrons and about one hundred different kinds of atomic nuclei, solids form the vast variety of materials that surrounds us. Computational materials science makes use of the practical aspects of DFT to simulate solids, predict their properties, and motivate their use in technological applications. As we will see, three fundamental approximations to the exact quantum mechanical description of solids are necessary to reach that goal.

We start with a collection of electrons and point-like atomic nuclei in vacuum, subject to the Coulomb interaction only. The system is non-relativistic, there are no external electric or magnetic fields, and the total electric charge of the system is zero. We can then express the Hamiltonian $\hat{H}$ of this system as follows:

$$\hat{H} = \hat{T}_N + \hat{T}_e + \hat{V}_{eN} + \hat{V}_{ ee} + \hat{V}_{NN}. \quad (2.1)$$

The first two terms of that sum are the kinetic energy operators $\hat{T}$ for the nuclei (N) and the electrons (e), while the last three terms are the interaction potential operators $\hat{V}$ for the different combinations of particle types.

In computational materials science it is common to use atomic units to simplify the notation. We choose Hartree atomic units for the purposes of this exposition:\(^1\)

Hartree atomic units: \[ m_e = e = \hbar = \frac{1}{4\pi\epsilon_0} = 1. \quad (2.2) \]

We can now give explicit expressions for the different terms of the Hamiltonian in (2.1). Let $Z_i$ denote the charge and $M_i$ the mass of nucleus $i$, and let $\mathbf{R}_i$ and $\mathbf{r}_j$ be the positions of nucleus $i$ and electron $j$, respectively. Then the components of the Hamiltonian read

---

\(^1\) These units lead to formally dimensionless values. Quantities that do have a dimension in SI units are indicated by the formal unit symbol a.u. for “atomic units.”
The observation that the proton mass is about 1836 times the electron mass motivates the first fundamental approximation: In typical solids, the electron dynamics happens on a scale four to five orders of magnitude faster than the dynamics of the nuclei. From the viewpoint of the electronic system the nuclei can thus be considered fixed. This is called the Born-Oppenheimer approximation. Applying that to the Hamiltonian in (2.1) we can drop the kinetic term \( \hat{T}_N \). Also, the interaction potential operator \( \hat{V}_{NN} \) reduces to a constant \( E_{NN} \) that we will ignore in the following.

The positions of the nuclei \( \{ \mathbf{R}_1, \ldots, \mathbf{R}_M \} \), with \( M \) being the total number of nuclei, enter the system properties as parameters. For example, they define the adiabatic total energy surface \( E_{\text{tot}}(\mathbf{R}_1, \ldots, \mathbf{R}_M) \). It is therefore possible to find the ideal atomic structure of a solid by minimizing its total energy with respect to these parameters. Similarly, all other system properties depend parametrically on the atomic positions. After this first approximation the Hamiltonian of a solid can be written as

\[
\hat{H} = -\frac{1}{2} \sum_i \nabla_{\mathbf{r}_i}^2 - \sum_{i,j} \frac{Z_i}{|\mathbf{R}_i - \mathbf{r}_j|} + \frac{1}{2} \sum_{i \neq j} \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|}.
\]  

(2.8)

In principle, we can determine the many-body wave function of this system by solving the corresponding Schrödinger equation

\[
i \frac{\partial}{\partial t} \Psi(\{\mathbf{r}_i\}, t) = \hat{H} \Psi(\{\mathbf{r}_i\}, t),
\]

(2.9)
where \{\mathbf{r}_i\} is a shorthand notation for the spatial coordinates \(\mathbf{r}_1, \ldots, \mathbf{r}_m\) of all \(m\) electrons of the system.\(^2\) Since the Hamiltonian \(\hat{H}\) is not explicitly time-dependent we can assume the time evolution of the wave function as

\[
\Psi(\{\mathbf{r}_i\}, t) = \Psi(\{\mathbf{r}_i\}) e^{-iEt} \tag{2.10}
\]

and the problem reduces to the following time-independent Schrödinger equation:

\[
\left(-\frac{1}{2} \sum_i \nabla^2_{\mathbf{r}_i} - \sum_{i,j} \frac{Z_i}{|\mathbf{R}_i - \mathbf{r}_j|} + \frac{1}{2} \sum_{i \neq j} \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|}\right) \Psi(\{\mathbf{r}_i\}) = E \Psi(\{\mathbf{r}_i\}). \tag{2.11}
\]

The many-body wave function \(\Psi(\{\mathbf{r}_i\})\) is a complex, scalar function in a multidimensional configuration space that is very difficult to calculate in general. Computational methods focussing on the wave function give excellent results only for small molecules. In order to reach “chemical accuracy” (that means accurate values for chemical bond lengths and cohesive energies) these methods are limited to systems with a number of chemically active electrons on the order of 10. For larger systems, wave function centered methods encounter a forbidding exponential wall of computational and storage cost.

In fact, Walter Kohn—Nobel laureate and one of the founding fathers of modern DFT—argues that for systems with more than, say, 1000 electrons the many-body wave function is not a legitimate scientific concept anymore. Illegitimacy in this context means that such a wave function cannot be calculated with sufficient accuracy, nor can it be recorded for later retrieval in its entirety. This so called van Vleck catastrophe is discussed in detail in Walter Kohn’s Nobel lecture [12].

The search for a more manageable quantity to describe large many-body systems began in 1927, just one year after Erwin Schrödinger had published his famous equation [13–16], and brought forth Thomas-Fermi density functional theory [17, 18], which was later modified by Dirac [19]. Indeed, it was the first attempt to express the energy of many-body systems as a functional of the density (hence the name), a real and scalar quantity in three-dimensional real space.

---

\(^2\) For the moment we do not consider the electron spin, as it has no relevance for the formal derivation of density functional theory other than enforcing a fermionic wave function that is antisymmetric under exchange of spatial coordinates.
2.2 Thomas-Fermi-Dirac Theory

The total energy of the homogeneous electron gas is a function of the electron density, which completely specifies the system. The basic idea behind Thomas-Fermi-Dirac theory (TFD) is to apply concepts of the homogeneous electron gas to inhomogeneous systems. In such systems the electron density \( n(r) \) is a spatially varying quantity, and the components of the total energy of a system can be expressed as functionals of it. Enrico Fermi and Llewellyn Thomas\(^3\) independently derived a functional expression for the total energy of an inhomogeneous many-body system [17,18]. Their original 1927 model did not include correlation or exchange, but Paul Dirac amended it in 1930 by adding an expression for exchange [19]:

\[
E_{\text{TFD}}[n(r)] = T_e[n(r)] + E_{eN}[n(r)] + E_{ee}[n(r)] + E_x[n(r)].
\] (2.12)

The component functionals are the kinetic energy of the electrons \( T_e \), the interaction energy of electrons and nuclei \( E_{eN} \), the interaction energy of the electron density \( E_{ee} \) (the Hartree energy), and the Slater-Dirac exchange energy \( E_x \). They are explicitly given by

\[
T_e[n(r)] = \frac{3}{10} (3\pi^2)^{\frac{2}{3}} \int \! \! n(r)^{\frac{5}{3}},
\] (2.13)

\[
E_{eN}[n(r)] = \int \! \! dr \, v_{\text{ext}}(r) \, n(r),
\] (2.14)

\[
E_{ee}[n(r)] = \frac{1}{2} \int \! \! dr \, dr' \, \frac{n(r) \, n(r')}{|r - r'|},
\] (2.15)

\[
E_x[n(r)] = -\frac{3}{4} \left( \frac{3}{\pi} \right)^{\frac{1}{3}} \int \! \! dr \, n(r)^{\frac{4}{3}}.
\] (2.16)

Here, the term (2.14) includes the external potential \( v_{\text{ext}}(r) \) created by the nuclei or an arbitrarily distributed background charge. To ensure self-consistency of the density \( n(r) \) we need to impose the constraint of a constant total number of electrons \( N \):

---

\(^3\) Llewellyn Thomas is said to have abandoned physics later in his life, bewildered by the intricacies of quantum mechanics. He turned to computer science instead.
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\[ \int d\mathbf{r} n(\mathbf{r}) = N. \]  

(2.17)

This optimization problem can be solved with the method of Lagrange multipliers. The stationary solutions of the corresponding Lagrange functional with the constant Lagrange multiplier \( \mu \) have to fulfill

\[ \frac{\delta}{\delta n(\mathbf{r})} \left\{ E_{\text{TFD}}[n(\mathbf{r})] - \mu \left( \int d\mathbf{r} n(\mathbf{r}) - N \right) \right\} = 0, \]  

(2.18)

which leads to the Thomas-Fermi equation

\[ \frac{1}{2} \left( 3\pi^2 \right)^\frac{2}{3} n(\mathbf{r})^\frac{2}{3} + \int d\mathbf{r}' \frac{n(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} - \left( \frac{3}{\pi^\frac{1}{3}} \right) n(\mathbf{r})^\frac{1}{3} = \mu - \nu_{\text{ext}}(\mathbf{r}). \]  

(2.19)

Given an external potential \( \nu_{\text{ext}}(\mathbf{r}) \), this equation can be solved directly for the ground state density \( n(\mathbf{r}) \).

In general, Thomas-Fermi-Dirac theory is too inaccurate for most applications. Crudely approximating the kinetic energy and the exchange interaction, neglecting electron correlation altogether, it fails to predict chemical bonding and misses essential physics. Nonetheless, it is considered as the predecessor to modern density functional theory.

From equation (2.19) we see that the electron density \( n(\mathbf{r}) \) uniquely determines the external potential \( \nu_{\text{ext}}(\mathbf{r}) \) up to a constant \( \mu \). This observation inspired Pierre Hohenberg and Walter Kohn to generalize that idea in their famous Hohenberg-Kohn theorems.

2.3 The Hohenberg-Kohn Theorems

The central tenet of density functional theory is that a many-particle system is completely and exactly specified by its particle density. While Thomas-Fermi-Dirac theory hinted at it early on, it took a few more decades for that idea to mature. Eventually, it culminated in the formulation of the Hohenberg-Kohn theorems in 1964 [20].
The Hohenberg-Kohn Theorems

2.3

Theorem I
For any system of interacting particles in an external potential $v_{\text{ext}}(\mathbf{r})$, the ground state particle density $n_0(\mathbf{r})$ uniquely determines the external potential $v_{\text{ext}}(\mathbf{r})$ up to a constant.

Given the ground state density, the external potential and thus the Hamiltonian of the system are fully determined, except for a constant energy shift. This means that also the many-body wave functions for the ground state and for all excited states are determined. Therefore, all properties of the system are completely determined by the ground state density, but how do we obtain it?

Theorem II
For any system of interacting particles in an external potential $v_{\text{ext}}(\mathbf{r})$, there exists a universal density functional for the total energy $E_{\text{tot}}[n(\mathbf{r})]$ whose global minimum value is the exact ground state energy $E_0$ at the exact ground state density $n_0(\mathbf{r})$: $E_0 = E_{\text{tot}}[n_0(\mathbf{r})]$.

All this holds true both for systems with non-degenerate, but also with degenerate ground states, as Kohn showed in 1985 [21]. On the technical side, it should be noted that the considered densities $n(\mathbf{r})$ must be $\nu$-representable, meaning that they are “well-behaved” (continuous, differentiable), integrate to an integer $N > 0$, and correspond to some external potential $v_{\text{ext}}(\mathbf{r})$. The $\nu$-representability of densities $n(\mathbf{r})$ is still a matter of ongoing research, and well-behaved densities that are not $\nu$-representable do exist [22], but these cases are rather factitious. Fortunately, the densities of practically relevant systems are all $\nu$-representable, and this possible limitation has never been an issue in the DFT community.

While the Hohenberg-Kohn theorems are surprisingly simple to prove, their implications are tremendous: All the information that can be derived from the Hamiltonian by the solution of the Schrödinger equation is implicitly contained in the ground state density! The density is presented as a quantity of extraordinary richness, and the theorems point in the right direction as to the derivation of the density for arbitrary systems. However, we still lack a recipe for constructing the functional $E_{\text{tot}}[n(\mathbf{r})]$ to obtain the ground state density $n_0$. 
Theorem I states that all system properties, such as all partial energies, can be expressed as a functional of the density \( n(r) \). Therefore the Hohenberg-Kohn (HK) total energy functional can be cast into the form

\[
E_{\text{HK}}^{\text{tot}}[n(r)] = T[n(r)] + E_{\text{int}}[n(r)] + \int dr \nu_{\text{ext}}(r)n(r),
\]

but the exact expressions for the interacting kinetic energy functional \( T[n(r)] \) and the interaction energy functional \( E_{\text{int}}[n(r)] \) are unknown. At this point, Hohenberg-Kohn density functional theory is merely an exact reformulation of the many-body Schrödinger equation from the viewpoint of the particle density. It would be of little practical use if it were not for the formalism introduced by Walter Kohn and Lu Sham in 1965 [23], which enables us to find approximate total energy functionals to replace Eq. (2.20).

### 2.4 The Kohn-Sham Formalism

The basic idea of the Kohn-Sham formalism is to replace the original interacting many-body system with a supplementary system of independent particles and interacting density that has the same ground state density as the original system. This assumes the existence of such a supplementary system for each many-body system we consider—a property called non-interacting-\( v \)-representability. No rigorous proof has been given yet for its validity in real systems, but decades of experience suggest that it is an assumption we are safe to make [24].

For the sake of simplicity we require that the particles of the supplementary system move in a local, spin-dependent effective potential \( \nu_{\text{eff}}^\sigma(r) \), so that the effective single-particle Hamiltonian reads

\[
\hat{H}_{\text{eff}}^\sigma = -\frac{1}{2} \nabla^2 + \nu_{\text{eff}}^\sigma(r).
\]

We consider a system of \( N = N^\uparrow + N^\downarrow \) electrons (the arrows \( \sigma = \uparrow, \downarrow \) indicate spin-up and spin-down electrons) that can be described by the above Hamiltonian. To account for the Pauli exclusion principle we assume that in the ground state each orbital \( \psi_i^\sigma(r) \) of the \( N \) lowest energy eigenvalues \( \varepsilon_i^\sigma \) is occupied with one electron. The density \( n(r) = n^\uparrow(r) + n^\downarrow(r) \) of the supplementary system is thus given by
The kinetic energy of the independent particles can be expressed as

$$T_s[\{\psi^\sigma_i(r)\}] = -\frac{1}{2} \sum_\sigma N_\sigma \sum_{i=1} \int dr \, \psi^\sigma_i(r) (\nabla^2 \psi^\sigma_i(r)).$$  

(2.23)

which is an explicit functional of the orbitals $\psi^\sigma_i(r)$. However, Theorem I of Section 2.3 tells us that it can also be viewed as a density functional $T_s[n(r)]$ (in fact, it must be one). The interaction of the electron density with itself is described by the Hartree energy

$$E_{\text{Hartree}}[n(r)] = \frac{1}{2} \int dr \, dr' \, \frac{n(r)n(r')}{|r-r'|}. $$  

(2.24)

Note that the above terms for the kinetic energy and the Hartree energy do not include exchange or correlation. The brilliance of the Kohn-Sham approach is to separate out all effects of exchange and correlation into an exchange-correlation functional $E_{\text{xc}}[n(r)]$, for which we can find reasonable approximations—all other terms are exactly known. We can now rewrite the Hohenberg-Kohn functional (2.20) to obtain the Kohn-Sham total energy functional:

$$E^{\text{KS}}_{\text{tot}}[n(r)] = T_s[n(r)] + \int dr \, \nu_{\text{ext}}(r) n(r) + E_{\text{Hartree}}[n(r)] + E_{\text{xc}}[n(r)].$$  

(2.25)

Here, $\nu_{\text{ext}}(r)$ is again the external potential of the nuclei, whose interaction energy $E_{\text{NN}}$ enters as a constant that can be neglected. To illustrate the significance of the exchange-correlation energy functional $E_{\text{xc}}[n(r)]$ we write it as

$$E_{\text{xc}}[n(r)] = T[n(r)] - T_s[n(r)] + E_{\text{int}}[n(r)] - E_{\text{Hartree}}[n(r)].$$  

(2.26)

This shows that the exchange-correlation term incorporates the kinetic part of the correlation energy, as well as the effects of exchange and correlation of the electron-electron interaction that are not covered by the Hartree term. In that sense, the Kohn-Sham formalism can be viewed as the formal exactification of the Hartree method.
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To obtain the ground state energy \( E_0 \) and the ground state density \( n_0(r) \) for the effective Hamiltonian \((2.21)\), which we assumed to be an equivalent description of the original interacting many-body system, we minimize the Kohn-Sham functional \((2.25)\) subject to the constraint of orthonormal orbitals

\[
\int \text{d}r \psi^\sigma_i(r) \psi^{\sigma^*}_j(r) = \delta_{i,j}.
\]  

(2.27)

Using the method of Lagrange multipliers we obtain the variational equation

\[
\frac{\delta}{\delta \psi^\sigma_i(r)} \left\{ T_s[\{\psi^\sigma_i(r)\}] + v^\sigma_{\text{eff}}(r) \delta n(r,\sigma) - \epsilon_i \left( \int \text{d}r \psi^\sigma_i(r) \psi^{\sigma^*}_i(r) - 1 \right) \right\} = 0,
\]  

(2.28)

where \( \epsilon_i \) is a Lagrange multiplier and \( v^\sigma_{\text{eff}}(r) \) is the effective potential given by

\[
v^\sigma_{\text{eff}}(r) = v_{\text{ext}}(r) + \frac{\delta E_{\text{Hartree}}[n(r)]}{\delta n(r,\sigma)} + \frac{\delta E_{\text{xc}}[n(r,\sigma)]}{\delta n(r,\sigma)}
\]  

(2.29)

\[
= v_{\text{ext}}(r) + v_{\text{Hartree}}(r) + v_{\text{xc}}(r).
\]  

(2.30)

From Eqs. \((2.22)\) and \((2.23)\) we obtain

\[
\frac{\delta n(r,\sigma)}{\delta \psi^\sigma_i(r)} = \psi^\sigma_i(r) \quad \text{and}
\]  

(2.31)

\[
\frac{\delta T_s[\{\psi^\sigma_i(r)\}]}{\delta \psi^\sigma_i(r)} = -\frac{1}{2} \nabla^2 \psi^\sigma_i(r),
\]  

(2.32)

which we insert into \((2.28)\). This yields

\[
\left( -\frac{1}{2} \nabla^2 + v^\sigma_{\text{eff}}(r) \right) \psi^\sigma_i(r) = \epsilon_i \psi^\sigma_i(r),
\]  

(2.33)

which is a Schrödinger-like single-particle equation for an effective Hamiltonian that looks exactly like \((2.21)\). This leads to the following conclusion:
The ground state of any system of interacting particles in an external potential $v_{\text{ext}}(\mathbf{r})$ is equivalent to the ground state of a system of non-interacting quasiparticles $\psi_i^\sigma(\mathbf{r})$ of energy $\varepsilon_i^\sigma$ in an effective Kohn-Sham potential $v_{\text{KS}}^\sigma(\mathbf{r})$. The solutions of the set of Schrödinger-like single-particle Kohn-Sham equations

$$\hat{H}_{\text{KS}}^\sigma \psi_i^\sigma(\mathbf{r}) = \left( -\frac{1}{2} \nabla^2 + v_{\text{KS}}^\sigma(\mathbf{r}) \right) \psi_i^\sigma(\mathbf{r}) = \varepsilon_i^\sigma \psi_i^\sigma(\mathbf{r}) \quad (2.34)$$

describe the ground state density $n_0(\mathbf{r})$ according to (2.22). The effective potential $v_{\text{KS}}^\sigma(\mathbf{r})$ is given by

$$v_{\text{KS}}^\sigma(\mathbf{r}) = v_{\text{ext}}(\mathbf{r}) + v_{\text{Hartree}}(\mathbf{r}) + v_{\text{xc}}^\sigma(\mathbf{r}), \quad (2.35)$$

where $v_{\text{xc}}^\sigma(\mathbf{r}) = \frac{\partial E_{\text{xc}}[n(\mathbf{r},\sigma)]}{\partial n(\mathbf{r},\sigma)}$ is the exchange-correlation potential, which contains all exchange and correlation effects for which the exact analytical form is unknown. In practice one works with approximate terms for the exchange-correlation energy $E_{\text{xc}}[n(\mathbf{r},\sigma)]$, whose design has become its own field of research.

It is important to note that neither the Kohn-Sham orbitals $\psi_i^\sigma$ nor the energies $\varepsilon_i^\sigma$ have any physical meaning. The only connection to the real, physical world is through Eq. (2.22) and the fact that the highest occupied state $\varepsilon_i^\sigma$, relative to the vacuum, equals the first ionization energy of the system. Other than that, the $\varepsilon_i^\sigma$ are just Lagrange multipliers and the $\psi_i^\sigma$ are quasiparticles that by construction reproduce the ground state density $n_0(\mathbf{r})$ of the original system. It is the ground state density that connects these quantities, which have a well-defined meaning only within the Kohn-Sham theory, to all other physical properties of the system.

Unfortunately, the detour via the Kohn-Sham orbitals is necessary to obtain the ground state density. It is entirely possible that there is a practical way to derive the density directly from the Hamiltonian, but it has not been found yet. Nonetheless, the Kohn-Sham formalism and the Hohenberg-Kohn theorems provide an exact, density-centered reformulation of the interacting many-body problem with profound consequences.
First, the Hohenberg-Kohn formulation of DFT replaces the virtually unsolvable problem of the many-body Schrödinger equation with the minimization of a density functional of the energy. Second, the Kohn-Sham formalism shows that we can minimize that functional by solving a set of independent single-particle equations involving an effective potential. That potential in turn is structured such that all terms whose exact analytical form is unknown are separated out into a local or nearly local exchange-correlation potential for which we can find practical approximations. It is this reformulation of the original problem on many levels that makes the numerical treatment of interacting many-body systems feasible.

2.5 Exchange-Correlation Functionals

The pivotal entity of density functional theory is the exchange-correlation functional $E_{\text{xc}}[n(r)]$, whose existence is guaranteed by the Hohenberg-Kohn theorems. Any DFT calculation is only as good as the approximation it uses for that functional. The growing success of DFT over the last decades was nurtured by rapidly advancing computational prowess and the development of sufficiently accurate and versatile approximations to the exact exchange-correlation functional. While the Born-Oppenheimer approximation was the first fundamental approximation to the exact solid-state Hamiltonian on our way towards a numerical treatment, the approximation of the exchange-correlation energy functional in DFT is the second one.

Nowadays, a vast zoo of functionals is available for all kinds of applications and classes of materials. Each functional has its idiosyncrasies, and some are applicable to a wide range of materials, while others should only be used for the special cases in which they excel. Exchange-correlation functionals can be classified by their locality properties, the amount and type of information they take into account, their degree of empiricism, and the constraints they satisfy.

There are two basic approaches to constructing an exchange-correlation functional: nonempirical constraint satisfaction and semiempirical fitting [25]. The first approach tries to construct parameter-free (except for fundamental constants) functionals that conform to formal properties of the exact exchange-correlation energy, such as scaling laws and asymptotic behavior. The second approach tends to disregard those formal constraints and fits the functionals to large empirical datasets gathered from experiments or accurate many-body calculations.
Nonempirical constraint satisfaction is a scientifically sound, prescriptive way to construct a hierarchy of exchange-correlation functionals with systematically increasing accuracy. The resulting functionals are universal by design and can be applied to a wide range of materials. In contrast, semiempirical functionals are descriptive. They typically involve many empirical parameters and produce accurate results only for systems not too different from the ones used for fitting the functionals. Many such functionals violate the formal constraints imposed by the exact exchange-correlation energy and fail to correctly describe even the one case where they could be exact: the homogeneous electron gas.

Semiempirical functionals are especially popular in quantum chemistry, which deals with molecular, localized systems, while solid state physics deals with extended, periodic systems, which require more universal, nonempirical functionals. This has caused many a controversy over which type of functional should be favored. In the solid state DFT community, philosophical and practical preference is given to nonempirical functionals.

John Perdew illustrated the classification of nonempirical functionals with his Jacob’s Ladder\(^4\) of exchange-correlation functionals [26] that leads from the inaccurate “Hartree world” to the “heaven of chemical accuracy”\(^5\) (see Fig. 2.1). Users of DFT can ascend or descend along its rungs depending on their accuracy needs and the computational price they are willing to pay.

Climbing the ladder, the accuracy of the functionals increases with each rung. So does the computational cost and the conceptual complexity involved. Just like Russian matryoshka dolls, the functionals on each rung encompass the functionals on all lower rungs. By taking more information into account with each rung, more formal constraints imposed by the exact exchange-correlation energy can be satisfied. This produces a cadence of nonempirical functionals with systematically increasing complexity, accuracy and nonlocality.

The simplest approximation (the first rung) is to assume that the effects of exchange and correlation are purely local and can be described by the exchange-correlation energy of a homogeneous electron gas with a specific density. This is called the local spin density approximation (LSDA) [23]:

\[
E_{\text{LSDA}}^{\text{xc}}[n(r,\sigma)] = \int d\mathbf{r} n(r,\sigma) e_{\text{xc}}^{\text{hom}}(n(r,\sigma)).
\]

\(^4\) In Christian mythology, Jacob betrayed his older brother Esau of his birthright. During his escape, Jacob dreams of a ladder from earth to heaven, on which angels are ascending and descending.

\(^5\) Chemical accuracy means that we can accurately describe the rates of chemical reactions. This translates to an energy error on the order of \(\Delta E \lesssim 1 \text{ kcal/mol} = 0.0434 \text{ eV}\).
Here, $e_{\text{hom}}^{\text{xc}}(n(r, \sigma))$ is the exchange-correlation energy per particle of a homogeneous electron gas of density $n(r, \sigma)$. The spin quantization axis is assumed to be the same over the whole space.

LSDA assumes that a solid can locally be described by a homogeneous electron gas, which turns out to be a remarkably good approximation in many cases, even for solids with rapid electron density variations. This is because LSDA inherits the exact properties of the homogeneous electron gas and satisfies many of the general constraints on the exchange-correlation energy. Owing to its reasonable description of solids without long-range correlation effects, LSDA is still a widely used functional in solid state DFT. However, although it produces reasonably accurate bond lengths, it is less useful for molecular systems as it greatly overestimates binding energies.

This flaw can be mitigated by taking not only the local density, but also the local density gradient into account (second rung of the ladder). This requires knowledge of the density in a single point of space and in an infinitesimal re-
region around that point, resulting in a class of semilocal functionals collectively called generalized gradient approximation (GGA) [27–29]. All GGA exchange-correlation energy functionals have the general form

\[ E^{\text{GGA}}_{\text{xc}}[n(r,\sigma)] = \int dr \, n(r) \epsilon^{\text{GGA}}_{\text{xc}}(n(r,\sigma), \nabla n(r,\sigma)), \]  

(2.37)

where the exchange-correlation energy per particle \( \epsilon^{\text{GGA}}_{\text{xc}} \) depends on the spin-resolved density and density gradient. Naively one would think that for slowly varying densities the simple second-order gradient expansion (GE2),

\[ E^{\text{GE2}}_{\text{xc}}[n_\uparrow, n_\downarrow] = \int dr \left[ n \epsilon^{\text{hom}}_{\text{xc}}(n_\uparrow, n_\downarrow) + \sum_{\sigma,\sigma'} C^{\sigma\sigma'}_{\text{xc}}(n_\uparrow, n_\downarrow) \frac{\nabla n_\sigma \cdot \nabla n_{\sigma'}}{n_\sigma^{2/3} n_{\sigma'}^{2/3}} \right], \]  

(2.38)

is an improvement over LSDA. However, that expression violates an exact sum rule and performs worse than LSDA for many realistic systems [30]. The inadequacy of GE2 demonstrates precisely why it is so important to satisfy the constraints imposed by the exact exchange-correlation energy. The widely used and recommended GGA of John Perdew, Kieron Burke, and Matthias Ernzerhof (PBE) [27] is entirely nonempirical and honors all constraints that can be satisfied on the second rung of the ladder. It was used for all calculations presented in this work.

Meta-GGAs form the third rung of the ladder and take the kinetic energy densities \( \tau_\sigma(r) \) of all occupied Kohn-Sham orbitals into account, where

\[ \tau_\sigma(r) = \frac{1}{Z} \sum_{i}^{\text{occ.}} |\nabla \psi_i^\sigma(r)|^2. \]  

(2.39)

The kinetic energy densities \( \tau_\sigma(r) \) are implicit functionals of the density and allow for the satisfaction of more constraints than the Laplacians \( \nabla^2 n_\sigma(r) \), which they contain in the limit of slowly varying density.

So far, there is only one nonempirical meta-GGA, developed by Tao, Perdew, Staroverov, and Scuseria (TPSS) [31], which is of the form

\[ E^{\text{TPSS}}_{\text{xc}}[n(r,\sigma)] = \int dr \, n(r) \epsilon^{\text{TPSS}}_{\text{xc}}(n(r,\sigma), \nabla n(r,\sigma), \tau_\sigma(r)). \]  

(2.40)
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TPSS does not satisfy all possible rung-three constraints, but it easily keeps pace with semiempirical functionals and greatly improves on PBE when it comes to molecular atomization energies and solid surface energies (see [25] and references therein).

On the fourth rung of the ladder, the exact exchange energy density $\epsilon_x^\sigma (r)$, which is a fully non-local functional of the Kohn-Sham orbitals $\psi^\sigma_i (r)$, is added as an ingredient. Here we find hybrid functionals that mix some exact exchange into meta-GGA or GGA exchange-correlation [32], like

$$E_{\text{hybrid}} = E_{\text{xc}}^{(\text{meta-})\text{GGA}} + a\left(E_{\text{exact}} - E_{\text{xc}}^{(\text{meta-})\text{GGA}}\right),$$

(2.41)

where $0 \leq a \leq 1$ with an optimal choice of $a = 1/4$. Other rung-four functionals are hyper-GGAs, which use exact exchange and compatible correlation constructed from meta-GGA ingredients [26]. Compatible means that the correlation part must be fully non-local at least in the occupied Kohn-Sham orbitals, like the exact exchange part. Popular semiempirical functionals like B3LYP [28,29] are found on this level, while comparable nonempirical functionals are in development [33].

The fifth and final rung comprises functionals that combine exact exchange with a partially summated perturbation expansion of the correlation [26]. They are fully non-local functionals of the occupied as well as the unoccupied Kohn-Sham orbitals. On this level, there are no functionals for general use yet.

2.6 Self-Consistency

Choosing a suitable approximation to the exchange-correlation functional is not enough to set up and solve the Kohn-Sham equations. In order to construct the effective potential $\nu_{\text{KS}}^\sigma (r)$ of (2.35) we need the density $n(r)$, and to obtain the density we need to solve the Kohn-Sham equations. Only an iterative approach can break this circle and reach approximate self-consistency of the density (or the effective potential, which is equivalent).

This approach is called the self-consistent field cycle (SCF cycle) and is illustrated in Fig. 2.2. We start with an initial estimate of the input density, which is typically a superposition of the atomic densities of the system. From that we construct the effective potential and set up the Kohn-Sham equations. What follows is the computationally most expensive step of solving the Kohn-Sham equations
for a given basis set (see Section 2.7) to obtain the Kohn-Sham orbitals and energies. A new output density can then be calculated from those orbitals according to (2.22). That output density is necessarily different from any estimated, non-self-consistent input density.

**Figure 2.2** – Schematic prescription for an iterative, self-consistent solution of the Kohn-Sham equations.
The key to reaching self-consistency fast is to mix the output density with the input density of the same iteration in a clever way to generate the input density for the next iteration. This problem is more complicated than it seems. Simply using the output density as the new input density fails badly in many ways, and linear schemes to update the density (linear mixing), such as

\[ n_{i+1}^{\text{in}} = n_i^{\text{in}} + \alpha \left( n_i^{\text{out}} - n_i^{\text{in}} \right), \tag{2.42} \]

where \( i \) is the iteration index and \( 0 \leq \alpha \leq 1 \) is the mixing factor, are very inefficient and not practical.

Methods involving the Jacobian or Hessian matrix prove to be more efficient than linear mixing. The family of Broyden mixing methods [36–41] take not only numerical details, but also algorithmic complexity into account, and update the inverse Jacobian successively with each iteration. Their efficiency has lead to the widespread use of Broyden-type mixing in contemporary Kohn-Sham solvers. Even more efficient and versatile, but also more complex mixing schemes are available in most DFT implementations today.

For real systems it is impossible to find the exact self-consistent density with numerical methods, but we can come arbitrarily close. Given an adequate mixing scheme, the input and output densities of the SCF cycle will differ less and less with each iteration, until finally a judiciously chosen convergence criterion is reached. The density distance \( d_n \) is such a criterion:

\[ d_n = \frac{1}{\Omega_{\text{cell}}} \int_{\Omega_{\text{cell}}} \text{d} \mathbf{r} \left( n_{\text{out}}(\mathbf{r}) - n_{\text{in}}(\mathbf{r}) \right)^2 \leq d_n^{\text{conv}}. \tag{2.43} \]

Here, \( \Omega_{\text{cell}} \) is the real-space unit cell volume, and convergence is reached when at the end of an SCF iteration the density distance is smaller than \( d_n^{\text{conv}} \). In a similar fashion, the difference of input and output values of many quantities derivable from the Kohn-Sham Hamiltonian can serve as a convergence criterion. Examples are the charge distance \( d_Q = -ed_n \) (\( e \) is the positive elementary charge) or the total energy \( E_{\text{tot}} \) per unit cell.

In practice, the ground state density \( n_0(\mathbf{r}) \) itself is seldom the quantity of interest. Most DFT calculations involve finding the ground state density as the initial step, whose output is then processed to obtain other properties of the system, such as its electronic, mechanical, or optical properties. Post-processing a converged

\[^{6}\text{The reason for this is the behavior of the pre-self-consistent Kohn-Sham density near the minimum of the Kohn-Sham total energy functional, an excellent account of which is given by Refs. [34, 35].}\]
density does not necessarily lead to an equally well converged quantity in each case. For this reason, any candid calculation must ensure the convergence of both density and target quantity.

2.7 The LAPW Basis Set

Solving the Kohn-Sham equations (2.34) on a computer necessarily means that we have to deal with limited resources. The Kohn-Sham orbitals \( \psi_i \) (the spin index is suppressed for simplicity) belong to a function space of infinite dimension, which is why they have to be projected on a finite basis set \( \{ \varphi_p \} \) of size \( P \) to be processed numerically:

\[
\psi_i = \sum_{p=1}^{P} c_i^p \varphi_p. \tag{2.44}
\]

Finding an appropriate basis set is the third fundamental approximation to solving the many-body Schrödinger equation of the solid-state Hamiltonian. An ideal basis set is both efficient (in other words, \( P \) is small) and describes the Kohn-Sham states accurately without being biased towards certain systems, which ensures general applicability. Given such a basis set, the solution of the Kohn-Sham equations (2.34) reduces to an eigenvalue problem of the form

\[
\begin{bmatrix}
\vdots & \cdots & \cdots & \cdots \\
\langle \varphi_m | \hat{H}_{\text{KS}} | \varphi_n \rangle - \varepsilon_i \langle \varphi_m | \varphi_n \rangle & \vdots & \cdots & \cdots \\
\vdots & \cdots & \cdots & \cdots \\
\vdots & \cdots & \cdots & \cdots \\
\end{bmatrix}
\begin{bmatrix}
c_i^1 \\
\vdots \\
c_i^P \\
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
\vdots \\
0 \\
\end{bmatrix}. \tag{2.45}
\]

Diagonalization of the Hamiltonian matrix \( (\hat{H}_{\text{KS}})_{mn} \) leads to \( P \) eigenvalues \( \varepsilon_i \) and \( P \) eigenvectors \( (c_i^1, \ldots, c_i^P)^T \), which describe the Kohn-Sham orbitals \( \psi_i \).

The most accurate basis set available today is the Linearized Augmented Plane Wave (LAPW) basis set [42, 43]. LAPW follows the classic divide and conquer approach, in that it divides the unit cell into spherical regions centered at the nuclei and the interstitial region between those spheres (see Fig. 2.3). Inside the spheres, the rapidly varying, atomic-like features of the wave function are represented by atomic orbitals. The smoothly varying wave functions in the interstitial are described by plane waves, which explains the term augmented plane wave (APW) [44, 45]. At the surfaces of the spheres, the atomic orbitals and the plane waves are made to match both in value and in slope.
Figure 2.3 – Schematic view of how the LAPW method divides the unit cell into spheres around the nuclei and an interstitial region. The nomenclature used in Eq. (2.46) is also given. This two-dimensional projection inspired a rather picturesque name for a whole class of methods: *muffin tin* methods.

For a periodic crystal, the index $i$ of the Kohn-Sham state $\psi_i$ represents the quantum numbers $n$ (the band index) and $k$ (the crystal momentum, or a point in the first Brillouin zone), which label the solutions of the Hamiltonian $\hat{H}_{KS}$ (again, the spin index $\sigma$ is suppressed for simplicity of presentation). Typically, the first Brillouin zone of the system is sampled by a discrete $k$-point mesh. At each point $k$ of that mesh, the solutions $\psi_{nk}$ are determined for each band index $n$ by solving (2.45) for the coefficients $c_{nk}^p$. Note that advanced basis sets such as LAPW are $k$-dependent.

Let $I$ be the interstitial region and $S_\alpha$ the sphere around atom $\alpha$, then the functions of the LAPW basis set have the energy-independent form

$$
\psi^k_K(r) = \begin{cases} 
\frac{1}{\sqrt{V}} e^{i(k+K)r} & r \in I, \\
\sum_{\ell,m} \left[ A_{\ell m}^{\sigma,k+K} u_{\ell}^{\sigma}(r',E_{\ell}^\alpha) + B_{\ell m}^{\sigma,k+K} \tilde{u}_{\ell}^{\sigma}(r',E_{\ell}^\alpha) \right] Y_{m}^{\ell}(\tilde{r}') & r \in S_\alpha.
\end{cases}
$$

(2.46)
Here, \( \mathbf{K} \) is a reciprocal lattice vector, and \( V \) is the volume of the unit cell. The position inside the sphere \( S_\alpha \) is given by \( \mathbf{r}' = \mathbf{r} - \mathbf{r}_\alpha \) (see Fig. 2.3), where \( \mathbf{r}' \) denotes a unit vector and \( r' = |\mathbf{r}'| \). The summation indices \( \ell \) and \( m \) are the orbital and the magnetic quantum number, respectively. The \( Y_{\ell m} \) are spherical harmonics, and the parameters \( A_{\ell m}^{\alpha, \mathbf{k} + \mathbf{K}} \) and \( B_{\ell m}^{\alpha, \mathbf{k} + \mathbf{K}} \) are determined by the condition that the basis function and its derivative be continuous at the boundaries of the spheres \( S_\alpha \). Furthermore, \( u_{\ell}^{\alpha}(r', E_{\ell}^{\alpha}) \) is a solution of the radial Schrödinger equation for the free atom \( \alpha \) with energy \( E_{\ell}^{\alpha} \), which is an atom- and orbital-dependent linearization energy, whereas \( \dot{u}_{\ell}^{\alpha}(r', E_{\ell}^{\alpha}) \) is its energy derivative.

If it were not for this linearization, the atomic orbital part of the augmented plane waves would be energy-dependent through \( u_{\ell}^{\alpha}(r', E) \). This introduces additional computational complexity that renders the corresponding non-linear APW method, a predecessor of LAPW, impractical. The LAPW method replaces \( u_{\ell}^{\alpha}(r', E) \) by a linear combination of \( u_{\ell}^{\alpha}(r', E_{\text{lin}}) \) and its energy derivative \( \dot{u}_{\ell}^{\alpha}(r', E_{\text{lin}}) \), evaluated at the linearization energy \( E_{\text{lin}} \), which can be chosen atom- and orbital-dependent for greater accuracy. This leads to an efficient basis set suitable for describing electron states in an energy window \( \Delta E \) around \( E_{\text{lin}} \).

The resulting wave functions are correct to first order in \( \Delta E \), while energies are correct to \( (\Delta E)^2 \).

The size \( P \) of the LAPW basis set is determined by a cutoff \( K_{\text{max}} \) for the reciprocal lattice vectors \( \mathbf{K} \), as well as an upper limit \( \ell_{\text{max}} \) for the orbital expansion. It can be shown that the overall accuracy of the LAPW basis set is determined by the quantity \( R_{\alpha}^{\min} K_{\text{max}} \) (or simply \( R K_{\text{max}} \)), which is the product of the smallest atomic sphere radius and \( K_{\text{max}} \), the reciprocal lattice vector cutoff. Practical values for \( R K_{\text{max}} \) lie in the range of 7–9.

The \textit{ab initio} code package WIEN2k [46–48], which has been used for most of the calculations presented in this work, implements a modern variant of the LAPW method.
2.8 Perspectives on DFT

Computational materials science has come a long way since Douglas Hartree and his father worked out the electronic structure of atoms with a desk calculator [49]. Hartree was not only a theoretical physicist, he also became a pioneer of computer science who built a differential analyzer and developed numerical methods. Both fields were as intertwined in his person as they are today, especially in computational materials science. Indeed, the theoretical foundations of density functional theory presented in this chapter are only half the story. Much of the success of DFT is rooted in its adequacy for computational treatment.

In their 1965 paper [23], Kohn and Sham presented the local density approximation to the exchange-correlation functional and emphasized that they “do not expect an accurate description of chemical binding.” Luckily, they were wrong. DFT came to be the standard framework for a vast array of accurate numerical methods in quantum chemistry and solid state physics. More than 20,000 DFT-related publications appear each year.\(^7\) In fact, the impact of DFT on electronic structure research was so strong that Walter Kohn and John Pople were awarded the 1998 Nobel prize in chemistry; Kohn for his development of density functional theory, and Pople for his work on wave function methods in computational chemistry. It was the first time the Nobel committee honored the development of numerical methods.

According to Walter Kohn [12], density functional theory has made two important contributions to the study of electronic structure. First, it greatly simplifies our view on the problem. By taking the vantage point of the electron density we are able to visualize and describe a many-body system in terms of a three-dimensional quantity in real space, rather than an abstract wave function in a high-dimensional Hilbert space. The second contribution is a practical one. DFT recasts the interacting many-body problem as a set of independent-particle equations with an easily approximable effective potential that contains all many-body effects.

Nowadays, DFT implementations are abundant. All the different exchange-correlation functionals, mixers, basis sets, integration techniques, and pseudopotentials result in countless combinations of methods, which may be compatible with each other or not. Therefore, in order to put DFT to fruitful use, it is essential to understand the quirks of each method and their intricate interplay.

\(^7\) On April 18, 2014, Thomson Reuters’ Web of Science returned 26,847 results for “density functional theory” and the publication year 2013.
It is no surprise that early DFT was ridiculed by many quantum chemists and decried as a “dark art” by confused outsiders. Moreover, the apparent ease of use of many DFT implementations attracts many amateurs. Indeed, it is very easy to produce results with established DFT code packages, but it is just as easy to produce results completely void of physical content [50].

It takes insight, methodological skill, and, above all, experience to use a given DFT code not just as a “black box,” but as a sharp tool to predict material properties. Having said that, it is important to note that any DFT calculation should only be interpreted within the boundaries set by the method. In many cases, DFT calculations have to be regarded as model calculations for a given system, mostly because DFT also has limitations that have not been addressed so far.

Density functional theory is inherently a ground state theory. It does not capture electronic excited states, nor does it include any temperature-related phenomena, such as phonons in solids. Investigating excited states or finite-temperature phenomena on top of a pure DFT calculation invariably means extrapolating the theory to something it was not designed for. Although experience shows that this stretch is often justified—for example in this work—this should be kept in mind.

DFT also fails badly at the description of phenomena involving any kind of long-range correlation, such as van der Waals forces between atoms and molecules, or strongly correlated materials [51]. The reason for this is that most established exchange-correlation functionals model their correlation part as local or semi-local functionals of the density or other quantities, which is bound to misrepresent long-range correlation. An efficient, fully non-local treatment of correlation capturing such effects continues to be elusive.
Our visual perception of the world is determined by the optical properties of the things that surround us. Using light to probe the properties of an object is a natural process for any animal equipped with a visual sense. However, being restricted by our anatomy and physiology, we can see only a narrow range of wavelengths and determine only macroscopic properties of an object, such as position, shape, color, luster, and surface roughness. It is the scientific study of optical properties that greatly extends our visual horizon.

Electromagnetic radiation is arguably the most versatile scientific tool, whose domain spans all relevant orders of magnitude. We can use it to study small-scale, microscopic properties such as the energy band structure of a solid, or measure the largest cosmic distances by using type Ia supernovae as standard candles [52]. The finiteness of the speed of light allows us to look back in time and study the era of inflation shortly after the big bang by analyzing fluctuations of intensity and polarization in the cosmic background radiation [53, 54].

Appreciating the richness of the scientific use of optics we focus on the optical properties of solids. This chapter outlines the connection between observable optical quantities and the microscopic properties of crystalline solids, and shows how those quantities can be obtained from ab initio calculations.
3.1 Interaction of Light and Matter

One of the fundamental questions of solid state optics is how the experimental observation of an optical quantity relates to the energy band structure of the solid. In general, there are two processes that contribute to an optical observable. On one hand, *intraband* processes are mediated by the electronic conduction of free charge carriers within the same energy band, which is relevant only in metallic solids. They can be described classically by the Drude model or by Boltzmann transport theory, or quantum mechanically by the density matrix formalism. On the other hand, *interband* transitions involve the absorption of a photon by an electron in an occupied state below the Fermi level, which then transitions to an unoccupied state above the Fermi level, thus involving two different energy bands. This is an intrinsically quantum mechanical process and needs to be described as such.

In practice it is common to restrict the analysis of intraband and interband processes to a small set of bands or to certain regions of the Brillouin zone that are responsible for dominant contributions to the optical quantity of interest. However, for *ab initio* calculations there is evidently no need to do so, as they are limited only by the efficiency and accuracy of their numerical methods and the available computing power. Irrelevant of the approach we choose, the collective effect of all intraband and interband processes is expressed by two equivalent, fundamental quantities: the dielectric function \( \varepsilon \) and the conductivity \( \sigma \). They connect the microscopic interaction of light and matter to macroscopic observables such as reflectivity, absorption, or magneto-optical phenomena.

The interatomic distances in solids are on the order of \( 10^{-10} \) m. Since we are concerned with electromagnetic radiation in the near infrared, visible, and near ultraviolet range (which means wavelengths on the order of at least \( 10^{-8} \) m), it is justified to use Maxwell’s equations for a macroscopic description of electromagnetic radiation in matter. Assuming a medium free of electric charges and using CGS-Gaussian units\(^1\) we can express them as

\[
\begin{align*}
\nabla \cdot \mathbf{D} &= 0, \quad (3.1) \\
\nabla \times \mathbf{H} &= \frac{1}{c} \frac{\partial \mathbf{D}}{\partial t} + \frac{4\pi}{c} \mathbf{j}, \quad (3.3) \\
\n\nabla \cdot \mathbf{B} &= 0, \quad (3.2) \\
\n\nabla \times \mathbf{E} &= -\frac{1}{c} \frac{\partial \mathbf{B}}{\partial t}, \quad (3.4)
\end{align*}
\]

\( ^1 \) Although the use of non-SI units is generally discouraged, we employ CGS-Gaussian units for the sake of consistency with the calculation results presented later.
where \( c \) is the speed of light in vacuum. The electric displacement field \( \mathbf{D} \), the electric field \( \mathbf{E} \), the magnetic induction \( \mathbf{B} \), the magnetic field \( \mathbf{H} \), and the current density \( \mathbf{j} \) are related by the material equations

\[
\mathbf{D} = \varepsilon \cdot \mathbf{E}, \quad (3.5)
\]
\[
\mathbf{B} = \mu \cdot \mathbf{H}, \quad (3.6)
\]
\[
\mathbf{j} = \sigma \cdot \mathbf{E}. \quad (3.7)
\]

For non-magnetic media, the dielectric function \( \varepsilon \), the magnetic permeability \( \mu \), and the conductivity \( \sigma \) are complex and symmetric rank-2 tensors. Note that these equations capture only effects linear in \( \mathbf{E} \) and \( \mathbf{H} \). To study non-linear optics one has to include terms of higher order. In the most general case of a medium inhomogeneous in space and time, Eq. (3.5) takes the form

\[
\mathbf{D}(\mathbf{r}, t) = \int d\mathbf{r}' \int dt' \varepsilon(\mathbf{r} - \mathbf{r}'; t - t') \cdot \mathbf{E}(\mathbf{r}', t'), \quad (3.8)
\]

where we assume the origin of the space and time coordinates to be irrelevant. Similar relations hold for the other two material equations. Note that all electromagnetic quantities involved here are in general complex.

Later we will describe monochromatic light in vacuum as an electric plane wave field with wave vector \( \mathbf{k} \) and angular frequency \( \omega \). It is thus favorable to work with the material equations in reciprocal space. The electric field of light in an inhomogeneous medium can be expressed as a Fourier integral of the form

\[
\mathbf{E}(\mathbf{r}, t) = \frac{1}{(2\pi)^4} \int d\mathbf{k}' \int d\omega' \mathbf{E}(\mathbf{k}', \omega') e^{i(\mathbf{k}' \cdot \mathbf{r} - \omega' t)}, \quad (3.9)
\]

which reduces to a plane wave if \( \mathbf{E}(\mathbf{k}', \omega') = (2\pi)^4 \mathbf{E}_0 \delta(\mathbf{k}' - \mathbf{k}) \delta(\omega' - \omega) \) for monochromatic light in vacuum:

\[
\mathbf{E}(\mathbf{r}, t) = \mathbf{E}_0 e^{i(\mathbf{k} \cdot \mathbf{r} - \omega t)}. \quad (3.10)
\]

The corresponding Fourier transformation of Eq. (3.8) leads to

\[
\mathbf{D}(\mathbf{k}, \omega) = \varepsilon(\mathbf{k}, \omega) \cdot \mathbf{E}(\mathbf{k}, \omega). \quad (3.11)
\]
Every medium is inhomogeneous on an atomic scale. However, from our previous observation that relevant wavelengths $\lambda$ are much larger than any microscopic material length scales we conclude that the medium can be considered homogeneous. In fact, since $|k| = 2\pi / \lambda$, we can work in the limit $k \to 0$ and assume the reciprocal space quantities to depend only on the frequency $\omega$.

It has been shown that the complex magnetic permeability tensor $\mu(\omega) = 1$ for optical frequencies, where $1$ is the $3 \times 3$ unit matrix $[55, 56]$. Since that is true even for metallic ferromagnets, we conclude that the interaction of electromagnetic radiation with matter at optical frequencies is dominated by the electric response. The complex tensor of the dielectric function $\varepsilon(\omega)$ and the complex optical conductivity tensor $\sigma(\omega)$ are related by $[57]

$$\varepsilon(\omega) = 1 + \frac{4\pi}{\omega} \sigma(\omega). \quad (3.12)$$

From this equation it follows that $\varepsilon(\omega)$ and $\sigma(\omega)$ are equivalent; they contain the same information. In fact, their real or imaginary parts alone contain the same information because they are related by Kramers-Kronig relations $[58, 59]$. For the optical conductivity $\sigma(\omega)$ they read

$$\text{Re} \left[ \sigma_{\alpha\beta}(\omega) \right] = \frac{2}{\pi} \mathcal{P} \int_0^\infty d\omega' \frac{\omega'}{\omega'^2 - \omega^2} \text{Im} \left[ \sigma_{\alpha\beta}(\omega') \right], \quad (3.13)$$

$$\text{Im} \left[ \sigma_{\alpha\beta}(\omega) \right] = -\frac{2}{\pi} \mathcal{P} \int_0^\infty d\omega' \frac{\omega}{\omega'^2 - \omega^2} \text{Re} \left[ \sigma_{\alpha\beta}(\omega') \right], \quad (3.14)$$

where $\mathcal{P}$ denotes Cauchy’s principal value and $\sigma_{\alpha\beta}(\omega)$ represents the $\alpha\beta$ component of $\sigma(\omega)$. Similar relations hold for $\varepsilon(\omega)$.

The Maxwell equations (3.1)–(3.4) together with the material equations (3.5)–(3.7) completely determine the propagation of light in a given medium. Thus, the consequence of Eqs. (3.12)–(3.14) is that either the real or the imaginary part of either $\varepsilon(\omega)$ or $\sigma(\omega)$ is sufficient to determine all macroscopic optical properties of the material at hand, which is exactly what we want. But how do we obtain $\varepsilon(\omega)$ or $\sigma(\omega)$ from the microscopic properties of the medium, such as its energy band structure?

---

2 The term optical conductivity refers to the ac conductivity at optical frequencies.
Since we are interested in an \textit{ab initio} description of optical material properties, the expressions used to calculate those quantities must be compatible with the numerical method used. The primary computational tool of this study, the DFT code package WIEN2k [47], implements the following random phase approximation formula for the imaginary part of $\varepsilon(\omega)$, which is compatible with the LAPW method [60]:

\[
\text{Im}[\varepsilon_{\alpha\beta}(\omega)] = \frac{\hbar^2 e^2}{\pi n^2 e \omega^2} \sum_{n \neq n'} d^2k \Pi_{nn',k}^\alpha \Pi_{n'n,k}^\beta \\
\times [f(\varepsilon_{n,k}) - f(\varepsilon_{n',k})] \delta(\varepsilon_{n',k} - \varepsilon_{n,k} - \hbar \omega),
\] (3.15)

where $\Pi_{nn',k}^\alpha = \langle n', k | \hat{p}_\alpha | n, k \rangle$ is the transition matrix element of the $\alpha$ component of the momentum operator for a direct interband transition ($n \neq n'$) from the initial Kohn-Sham state $| n, k \rangle$ with energy $\varepsilon_{n,k}$ into the final state $| n', k \rangle$ with energy $\varepsilon_{n',k}$. The Fermi-Dirac distribution function evaluated at energy $\varepsilon_{n,k}$ is given by $f(\varepsilon_{n,k})$, and $m_e$ denotes the electron mass.

Using Eq. (3.15) on top of a converged Kohn-Sham eigensystem obtained by a preceding \textit{ab initio} DFT calculation, we can obtain $\varepsilon(\omega)$ and $\sigma(\omega)$ from the microscopic properties of the material. In the following we describe how those quantities influence the propagation of light in the medium and how we can calculate macroscopic optical properties from that. We again consider the plane wave given by Eq. (3.10) and define the refractive index $n = c k / \omega$ as the speed of light in vacuum divided by the phase velocity of light in the material. The light wave in the material is thus given by

\[
E(r, t) = E_0 \cdot \exp \left[ i \left( \frac{\omega}{c} n \cdot r - \omega t \right) \right].
\] (3.16)

Combining that with the Maxwell equations and the material equations we arrive at the \textit{Fresnel equation}

\[
\left( \varepsilon(\omega) + n_j \otimes n_j - n_j^2 \mathbf{1} \right) \cdot E_{0,j} = 0,
\] (3.17)

which in general has two solutions for the normalized eigenmodes $E_{0,j}$ and the corresponding refractive indices $n_j$ ($j = 1, 2$). The dielectric tensor $\varepsilon(\omega)$ thus completely determines the propagation of light in the medium, and consequently all macroscopic optical quantities, such as the magneto-optical Kerr effect.
Figure 3.1 – Light that undergoes MOKE becomes elliptically polarized; the electric field vector $E(r, t)$ describes an ellipse. MOKE is quantitatively expressed by the Kerr rotation angle $\theta_K$ between the semimajor axis $a$ of the ellipse and a given reference direction ($x$), and by the Kerr ellipticity angle $\epsilon_K$, which represents the axis ratio $b/a$.

3.2 The Magneto-Optical Kerr Effect

When linearly polarized light is reflected from a magnetized medium it becomes elliptically polarized (see Fig. 3.1). This is called the magneto-optical Kerr effect (MOKE), after John Kerr, who discovered the effect in 1877 while experimenting with polarized light reflected from the poles of a magnet [61]. From then on MOKE has been developed into an essential tool of magnetism research.

MOKE allows for relatively simple experimental setups and provides a contact-free method of studying various properties of magnetic materials in situ. Among them are magnetic domains, which are directly observable using a Kerr microscope, and magnetization curves. MOKE was also used to study spin injection into semiconductors [62–65], which is of particular interest in semiconductor spintronics. Because of its high spatial, temporal, and in-depth resolution [66], MOKE can be used to study magnetization dynamics and buried magnetic layers. Those properties also make it an ideal readout technique for magneto-optical data storage devices [67], such as MiniDiscs, which were especially popular in Japan in the 1990s and early 2000s.

The origin of the MOKE ellipse can be understood from a simple classical picture. In Fig. 3.2, the incoming beam is linearly polarized along $x$. This causes the electrons in the medium to oscillate along the $x$ direction. However, since the medium is magnetized along $z$, the electrons start to move on an elliptic orbit in the $xy$ plane under the influence of the Lorentz force acting along $y$. 
The emitted radiation is thus elliptically polarized. This argument is similar for media magnetized along $x$ or $y$, which is why there are three basic MOKE configurations: *longitudinal*, *transverse*, and *polar* MOKE (see Fig. 3.3). This study deals only with polar MOKE (P-MOKE).

A more elaborate macroscopic picture involves decomposing the linearly polarized incoming beam into a left-handed circularly polarized and a right-handed circularly polarized beam, each being affected by a different complex refractive index. That means the beams experience different dispersion, which causes a phase shift and thus the rotation of the main polarization plane, and also different absorption, which causes the ellipticity. Below we will develop a quantitative theory of MOKE based on this macroscopic description.

The true microscopic origin of MOKE is of quantum mechanical nature and is related to an interplay of exchange splitting and spin-orbit coupling. Any material with an exchange-split band structure in the presence of spin-orbit coupling will exhibit a dielectric tensor that gives rise to magneto-optical effects. This suggests that MOKE can be used to study spin-orbit coupling effects in magnetized materials. By carefully choosing the probing wavelength it should even be possible to address specific interband transitions and probe the effective spin-orbit coupling fields of selected energy bands.

Together with the similar Faraday effect [68], which is measured in transmission instead of reflection, the Kerr effect is a founding member of a whole family of magneto-optical phenomena exploited in experimental magnetism research.
3.3 Isotropic P-MOKE

We consider normal-incidence polar MOKE of a thin\(^3\) film in the xy plane that is isotropic in that plane and magnetized along z. The presence of a magnetization \(\mathbf{M}\) gives rise to off-diagonal components of the dielectric tensor that are at least linear (odd) in \(\mathbf{M}\). Magneto-optical effects on the diagonal components are at least quadratic (even) in \(\mathbf{M}\) and are neglected in the following discussion. The magnetization along z causes a tetragonal distortion of the structure, which is why the dielectric tensor component along z is different from those in the xy plane. Hence, the dielectric tensor takes the form\(^4\) \([56,70]\)

\[
\mathbf{\varepsilon} = \begin{pmatrix}
\varepsilon_{xx} & \varepsilon_{xy} & 0 \\
-\varepsilon_{xy} & \varepsilon_{xx} & 0 \\
0 & 0 & \varepsilon_{zz}
\end{pmatrix}.
\] (3.18)

The antisymmetry of the off-diagonal components \(\varepsilon_{xy}\) follows from the Onsager relations \([55]\). Reversing the magnetization of the system \(\mathbf{M} \rightarrow -\mathbf{M}\) simply corresponds to a sign change \(\varepsilon_{xy} \rightarrow -\varepsilon_{xy}\). Note that this tensor has \(C_\infty\) symmetry in

---

\(^3\) Thin, yet thick enough to show no effects of reflection by the bottom surface. To include such effects, for example in multilayer structures, one has to follow different approaches, such as Yeh’s formalism \([69]\).

\(^4\) The explicit dependence on \(\omega\) is suppressed to simplify the notation.
the \( xy \) plane. Thus, changing the polarization direction of the linearly polarized incoming beam has no effect on the MOKE rotation or ellipticity. This is why we speak of \textit{isotropic} P-MOKE.

First we solve the Fresnel equation to obtain the normalized eigenmodes and the associated refractive indices in the material. Inserting (3.18) into (3.17) and defining the vector of refractive indices as \( \mathbf{n}_j = (0,0,n_j)^T \), we obtain

\[
\begin{align*}
n_j^2 &= \varepsilon_{xx} \pm i \varepsilon_{xy}, \quad (3.19) \\
\mathbf{E}_{0,j} &= \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ \pm i \end{pmatrix}, \quad (3.20)
\end{align*}
\]

where \( j = 1,2 \). The normalized eigenmode \( \mathbf{E}_{0,j} \) is expressed as a two-dimensional Jones vector \cite{71} describing its polarization state.

The eigenmodes are thus left-handed circularly polarized and right-handed circularly polarized, each affected by a different complex refractive index. The difference in dispersion and absorption for the eigenmodes is directly given by the complex off-diagonal dielectric tensor component \( \varepsilon_{xy} \).

In order to deduce the MOKE rotation and ellipticity angles, we have to compare the polarization state of the incoming partial beam \( \mathbf{E}_j \) to that of the reflected beam \( \mathbf{E}'_j \). The reflection is described by the complex reflection coefficient \( r_j \) defined by \( \mathbf{E}'_j = r_j \cdot \mathbf{E}_j \), which is given by the Fresnel formula for normal incidence \cite{72}:

\[
\begin{align*}
r_j &= \frac{n_j - 1}{n_j + 1}, \quad (3.21)
\end{align*}
\]

The coefficient \( r_j \) contains the information about the MOKE angles, and by writing \( r_j = |r_j| \cdot e^{i\alpha_j} \) we find that

\[
\frac{|r_2|}{|r_1|} e^{i(\alpha_2 - \alpha_1)} = \frac{1 + n_1}{1 - n_1} \frac{1 - n_2}{1 + n_2}. \quad (3.22)
\]

The Kerr rotation angle \( \theta_K \) is given by the phase difference of the normal modes in the material caused by the reflection,
The Kerr ellipticity angle $\epsilon_K$ is the quotient of the minor and the major axis of the resulting polarization ellipse:

$$\tan \epsilon_K = \frac{|r_2| - |r_1|}{|r_2| + |r_1|},$$

which can be rewritten as

$$\frac{|r_2|}{|r_1|} = \frac{1 + \tan \epsilon_K}{1 - \tan \epsilon_K}.$$  \hspace{1cm} (3.25)

Inserting (3.23) and (3.25) into (3.22) we obtain the following exact expression for normal-incidence isotropic P-MOKE:

$$\frac{1 + \tan \epsilon_K}{1 - \tan \epsilon_K} e^{-2i\theta_K} = \frac{1 + n_1}{1 - n_1} \frac{1 - n_2}{1 + n_2}.$$  \hspace{1cm} (3.26)

Since Kerr rotations and ellipticities are usually smaller than 1° [73], we can expand (3.26) in $\theta_K$ and $\epsilon_K$. This yields the following approximation for the complex Kerr angle $\Phi_K$:

$$\Phi_K = \theta_K + i\epsilon_K \approx i \frac{n_2 - n_1}{n_1 n_2 - 1} = \frac{-\varepsilon_{xy}}{(1 - \varepsilon_{xx})\sqrt{\varepsilon_{xx}}},$$

where we have used (3.19) to obtain an expression in terms of the components of the dielectric tensor $\varepsilon$.

Equivalently, using (3.12), one can express $\Phi_K$ in terms of the optical conductivity:

$$\Phi_K = \theta_K + i\epsilon_K \approx \frac{\sigma_{xy}}{\sigma_{xx} \sqrt{1 + \frac{4\pi i}{\omega} \sigma_{xx}}}.$$  \hspace{1cm} (3.28)

Note that the complex Kerr angle $\Phi_K$, just like all other quantities derived from $\varepsilon(\omega)$ or $\sigma(\omega)$, is dependent on the angular frequency $\omega$ of the incoming beam. The above expressions are valid for the vast majority of isotropic materials with a dielectric tensor of the form (3.18) in the given configuration. In the following we will generalize the theory to anisotropic materials.
3.4 Anisotropic P-MOKE

Now we consider a sample in the same configuration (normal incidence, magnetization along \(z\)) that is anisotropic in the \(xy\) plane. As we will see, this is the case for the Fe/GaAs(001) heterostructure, which is one of the subjects of this study. Given the anisotropy of the sample, the dielectric tensor takes a slightly different form [56,70,74]:

\[
\varepsilon = \begin{pmatrix}
\varepsilon_{xx} & \varepsilon_{xy} & 0 \\
-\varepsilon_{xy} & \varepsilon_{yy} & 0 \\
0 & 0 & \varepsilon_{zz}
\end{pmatrix} = \begin{pmatrix}
\varepsilon_{xx} & \varepsilon_{xy} & 0 \\
-\varepsilon_{xy} & \varepsilon_{xx} + \delta & 0 \\
0 & 0 & \varepsilon_{zz}
\end{pmatrix},
\]

(3.29)

where \(\delta = \varepsilon_{yy} - \varepsilon_{xx}\) is a measure of the intrinsic anisotropy in the \(xy\) plane. The anisotropy of the dielectric tensor must be reflected in the magneto-optical Kerr effect, too. Thus, we should see changes in the MOKE angles when we rotate the polarization plane of the incoming linearly polarized beam. This is what we call anisotropic polar MOKE (AP-MOKE).

Just like in the isotropic case, we use the Fresnel equation to derive the normalized eigenmodes and the associated indices of refraction in the material. Inserting (3.29) into (3.17) yields

\[
n_j^2 = \bar{\varepsilon} \pm \varepsilon_{xy} \sqrt{\tau^2 - 1},
\]

(3.30)

\[
E_{0,j} = \left(\frac{1}{\sqrt{1 + \left|\frac{\tau \pm \sqrt{\tau^2 - 1}}{\tau} - 1\right|^2}}\right)^{-1} \left(\frac{1}{\tau \pm \sqrt{\tau^2 - 1}}\right),
\]

(3.31)

where \(\bar{\varepsilon} = (\varepsilon_{xx} + \varepsilon_{yy})/2\) is the average dielectric tensor component of the \(x\) and \(y\) direction, \(\tau = \delta / (2\varepsilon_{xy})\) characterizes the intrinsic anisotropy and the magneto-optical activity of the system, and \(j = 1,2\).

In the case of a system with negligible anisotropy, that is for \(\delta \ll \varepsilon_{xy}\) or \(\tau \to 0\), this reduces to the solution for an isotropic system given in Eqs. (3.19) and (3.20). That means the observed rotation and the ellipticity of the reflected beam contain only purely magneto-optical contributions. On the other hand, if the magneto-optical activity of the material is much smaller than its intrinsic anisotropy, namely \(\delta \gg \varepsilon_{xy}\) or \(\tau \to \infty\), we obtain
In that latter case the rotation and the ellipticity of the reflected beam are caused by the intrinsic anisotropy of the system and contains no magneto-optical contributions. However, the general case involves a superposition of both effects.

The Jones vector formalism [71] provides a simple way of describing a reflection in terms of a reflection matrix $\rho$. If $\mathbf{E}$ denotes the incoming beam and $\mathbf{E}'$ the reflected beam, we can write

$$
\begin{pmatrix}
E'_x \\
E'_y
\end{pmatrix} =
\begin{pmatrix}
\rho_{xx} & \rho_{xy} \\
\rho_{yx} & \rho_{yy}
\end{pmatrix}
\begin{pmatrix}
E_x \\
E_y
\end{pmatrix}.
$$

(3.36)

Given that the material has the refractive indices $n_j$ of (3.30) and that the surrounding medium has a refractive index of $n = 1$, we can use the boundary conditions of electromagnetism to derive [75]

$$
\rho_{xx} = \frac{E'_x}{E_x} = \frac{\beta_2(1 - n_1)(1 + n_2) - \beta_1(1 + n_1)(1 - n_2)}{(\beta_2 - \beta_1)(1 + n_1)(1 + n_2)},
$$

(3.37)

$$
\rho_{xy} = \frac{E'_y}{E_x} = \frac{-2(n_2 - n_1)}{(\beta_2 - \beta_1)(1 + n_1)(1 + n_2)},
$$

(3.38)

$$
\rho_{yx} = \frac{E'_y}{E_x} = \frac{2\beta_1\beta_2(n_2 - n_1)}{(\beta_2 - \beta_1)(1 + n_1)(1 + n_2)},
$$

(3.39)

$$
\rho_{yy} = \frac{E'_y}{E_y} = \frac{\beta_2(1 + n_1)(1 - n_2) - \beta_1(1 - n_1)(1 + n_2)}{(\beta_2 - \beta_1)(1 + n_1)(1 + n_2)}.
$$

(3.40)

Here, the parameter $\beta_j$ ($j = 1, 2$) describes the eigenmodes $\mathbf{E}_{0,j}$ in the material and is defined as

$$
\beta_j = \frac{E_{0,j,y}}{E_{0,j,x}} = \tau \pm \sqrt{\tau^2 - 1}.
$$

(3.41)
Finally, for an incoming beam polarized along the $x$ direction, we can derive the following general expressions for the total observed rotation $\theta_{\text{tot}}$ and ellipticity $\epsilon_{\text{tot}}$ [75]:

$$\tan(2\theta_{\text{tot}}) = -2 \frac{\text{Re}[\rho_{xx} \bar{\rho}_{yx}]}{|\rho_{xx}|^2 - |\rho_{yx}|^2},$$  \hspace{1cm} (3.42)
$$\sin(2\epsilon_{\text{tot}}) = -2 \frac{\text{Im}[\rho_{xx} \bar{\rho}_{yx}]}{|\rho_{xx}|^2 + |\rho_{yx}|^2}.$$  \hspace{1cm} (3.43)

Note that $\theta_{\text{tot}}$ and $\epsilon_{\text{tot}}$ include both intrinsic and magneto-optical contributions. The intrinsic contribution by the diagonal components of the dielectric tensor is even in the magnetization $M$, while the magneto-optical contribution by the off-diagonal components is odd in $M$ [55, 56, 76]. We can use that to extract the pure magneto-optical contribution to the total rotation and ellipticity, which we call AP-MOKE. The expansion

$$\theta_{\text{tot}}(M) = \theta_K(M) + \theta_{\text{diag}}(M^2),$$  \hspace{1cm} (3.44)
$$\epsilon_{\text{tot}}(M) = \epsilon_K(M) + \epsilon_{\text{diag}}(M^2),$$  \hspace{1cm} (3.45)

where the index $K$ indicates a magneto-optical Kerr effect quantity, “diag” refers to the intrinsic contribution of the diagonal components of $\epsilon$, and $M$ is the value of the magnetization along $z$, leads to

$$\theta_K(M) = \frac{1}{2}(\theta_{\text{tot}}(M) - \theta_{\text{tot}}(-M)),$$  \hspace{1cm} (3.46)
$$\epsilon_K(M) = \frac{1}{2}(\epsilon_{\text{tot}}(M) - \epsilon_{\text{tot}}(-M)).$$  \hspace{1cm} (3.47)

The expressions (3.42) and (3.43) are valid only if the polarization of the incoming beam is along the $x$ direction. However, the goal is to show the anisotropy of P-MOKE in materials that have an intrinsic anisotropy of the form (3.29). For that reason we have to consider rotations of the polarization plane of the incoming beam around the $z$ axis.
We can use the above expressions for arbitrary polarization directions if we keep the polarization of the incoming beam fixed along the $x$ direction while we rotate the sample in the $xy$ plane in the opposite direction. A rotation of the polarization direction by an angle $\phi$ with respect to the $x$ axis thus corresponds to a rotation of the sample by an angle $-\phi$. In terms of the dielectric tensor of the sample, this can be expressed as

$$
\varepsilon(-\phi) = R_z(-\phi)\varepsilon R_z^T(-\phi) = \begin{pmatrix}
\varepsilon_{xx}(-\phi) & \varepsilon_{xy}(-\phi) & 0 \\
\varepsilon_{yx}(-\phi) & \varepsilon_{yy}(-\phi) & 0 \\
0 & 0 & \varepsilon_{zz}
\end{pmatrix},
$$

(3.48)

where the superscript $T$ denotes the transpose. The rotation around the $z$ axis by an angle $-\phi$ is given by the rotation matrix

$$
R_z(-\phi) = \begin{pmatrix}
\cos \phi & \sin \phi & 0 \\
-\sin \phi & \cos \phi & 0 \\
0 & 0 & 1
\end{pmatrix}.
$$

(3.49)

The transformed components of the dielectric tensor then read

$$
\varepsilon_{xx}(-\phi) = \varepsilon_{xx} + \frac{1}{2}(\delta - \delta \cos(2\phi)),
$$

(3.50)

$$
\varepsilon_{yy}(-\phi) = \varepsilon_{xx} + \frac{1}{2}(\delta + \delta \cos(2\phi)),
$$

(3.51)

$$
\varepsilon_{xy}(-\phi) = \varepsilon_{xy} + \delta \cos \phi \sin \phi,
$$

(3.52)

$$
\varepsilon_{yx}(-\phi) = -\varepsilon_{xy} + \delta \cos \phi \sin \phi.
$$

(3.53)

Taking into account that $\bar{\varepsilon}(-\phi) = (\varepsilon_{xx}(-\phi) + \varepsilon_{yy}(-\phi))/2 = (\varepsilon_{xx} + \varepsilon_{yy})/2 = \bar{\varepsilon}$ is invariant under rotation and that $\tau$ transforms according to

$$
\tau(-\phi) = \frac{\delta}{2(\varepsilon_{xy} + \delta \cos \phi \sin \phi)},
$$

(3.54)

we can obtain angle-dependent versions of Eqs. (3.30) and (3.31). We are now in a position to calculate the angle-dependent Kerr rotation $\theta_K(\phi)$ and the Kerr ellipticity $\epsilon_K(\phi)$ of an anisotropic sample for arbitrary angles $\phi$ of linear
polarization of the incoming beam. All we need is data for the dielectric tensor components, which are the result of an \textit{ab initio} optics calculation. In the following chapters we make use of the theory developed in this exposition to analyze selected optical properties of hydrogenated graphene and an Fe/GaAs(001) model system, such as the optical conductivity and AP-MOKE.
Hydrogenated Graphene

The discovery of graphene in 2004 came as a surprise [77]. Not only because of the stunning simplicity of the Scotch tape exfoliation method, but also because the existence of a two-dimensional material seemed to defy fundamental principles. That was the beginning of an unprecedented materials science success story [78].

Historically, it has taken about 40 years for newly designed materials to evolve from mere lab curiosities to standard components of consumer products. Graphene is poised to do that in just ten. Virtually all of its properties are exceptional [79], which makes graphene an extremely attractive material for science and technology, and myriads of applications have been proposed.

In 2013 the European Union launched its Graphene Flagship, loaded with one billion euros to support academic and industrial graphene research for the next decade. Furthermore, Korean scientists recently announced the wafer-scale growth of single-crystal monolayer graphene [80]. It is this sort of international effort that could establish graphene as an everyday material in the near future.

Indeed, graphene is likely to cause a paradigm shift [81, 82]. It could enable flexible displays, wearables, biosensors, efficient solar cells, high-performance batteries, etc., and applications we have not yet conceived. This could make it possible to embed digital devices almost everywhere, and thus greatly enhance the quality and extent of a future internet of things.
Graphene is a two-dimensional honeycomb lattice of carbon atoms and was first studied as a theoretical model in the middle of the 20th century [83–85]. Decades later, yet before its discovery, it was realized that graphene can serve as a model system for quantum electrodynamics in $(2 + 1)$ dimensions [86–88]. Indeed, once graphene could be fabricated, its charge carriers were found to behave like massless Dirac fermions with a Fermi velocity (which corresponds to the speed of light) of about $v_F \approx 10^6 \text{ m/s}$ [89]. This allows for studying relativistic phenomena like the Klein paradox [90] or zitterbewegung [91] in condensed matter experiments while they are unobservable in particle physics.

The stability of graphene at elevated temperatures seems to defy the Mermin-Wagner theorem that states the instability of two-dimensional crystals at finite temperature [92]. Yet graphene is not strictly flat: It exhibits a rippled structure on a scale much larger than a single unit cell, which can be interpreted as a metastable state [93]. Eventually, stable graphene flakes could be isolated by repeatedly sticking Scotch tape on a sheet of graphite and peeling it off. This simple technique greatly benefits from the remarkably high optical absorption of graphene, which is about 2.3% in the visible spectrum [94], because the resulting graphene flakes on the Scotch tape can be observed with an optical microscope.

Its hexagonal structure is the cause of the quasi-relativistic nature of the charge carriers in graphene—a property that is characteristic for a whole new class of two-dimensional graphene-like materials [95]. The energy-momentum dispersion in graphene is linear for low energies, and its band structure exhibits a formation called the Dirac cone at the inequivalent $K$ and $K'$ points at the corners of the two-dimensional hexagonal Brillouin zone. Graphene can thus be viewed as a zero-gap semiconductor, or equivalently as a zero-overlap semimetal.

Harder than diamond, stronger than steel, excellent thermal and electronic conductivity—the list goes on. Roughly two dozen material property superlatives are attributed to graphene, most of which make it the proclaimed wonder material for many technological applications. The transport properties of graphene would make it an ideal material for nanoelectronic devices, if only it had a band gap…
4.2 Chemical Functionalization

Quite some effort has gone into the search for a controlled way of creating and tuning a band gap in graphene. Such a method could pave the way to novel devices that combine the assets of graphene and modern semiconductor technology [96]. We know that restricting its size [97, 98] or placing it on special substrates [99] can induce a band gap in graphene, but these approaches are irreversible, difficult to implement in devices, and result in fragile band gaps.

Chemical functionalization of graphene is more promising [100–104]. The decoration of graphene with adsorbates or adatoms is a viable and reversible method to induce robust, tunable band gaps. The adatoms are likely to self-organize into periodic structures on top of graphene, and they can be removed without leaving a trace simply by heating. If it were possible to selectively cover parts of a graphene sample with adatoms, one could induce local chemical alterations, and create confined metallic or semiconducting regions: A whole integrated circuit could be fabricated from a single graphene sheet.

Since graphene is pure surface without bulk, chemically induced changes are very strong, and decoration with adatoms such as oxygen [105], fluorine [106, 107], or hydrogen [108–112] alters the properties of graphene significantly. In some cases, such a modification causes graphene to transition to another class of material.

Fully hydrogenated graphene (one carbon sublattice is covered on one side, the other carbon sublattice is covered on the other side) is commonly called graphane. It is a nonmagnetic, direct wide-gap semiconductor that was predicted in 2007 from first-principles calculations [113] and demonstrated in the laboratory two years later [114].

Semihydrogenation, in contrast, produces the ferromagnetic, indirect narrow-gap semiconductor graphone [115]. Here, only one carbon sublattice is covered on only one side, which corresponds to 50% single-side hydrogenation (SSH). This modification of graphene has not yet been synthesized, but the transition from graphene to graphone and graphane with increasing degree of hydrogenation shows that the amount of adatom coverage is decisive for the properties of the resulting graphene derivate.

The presence of magnetic moments is such a property. Several studies suggest that graphene indeed becomes magnetic for certain degrees of hydrogenation [116–121], which is of particular importance to graphene spintronics [122–124].
Chapter 4 | HYDROGENATED GRAPHENE

The dependence of the exchange-split band structure of hydrogenated graphene on the hydrogen coverage can be studied by optical spectroscopy, which allows us to determine if its ground state is magnetic or not.

The optical properties of graphene itself continue to inspire many possible applications of the material in the field of optoelectronics and photonics [125–128]. Consequently, the optical conductivity of graphene is another property that has been investigated both theoretically and experimentally for many graphene-based systems, including single [129–133] and few layer graphene [134, 135], graphite [136–138], and carbon nanotubes [139].

In this work we use first-principles density functional theory to investigate how hydrogenation of graphene influences its optical conductivity spectrum. We consider four graphene model systems with different degrees of uniform single-side hydrogenation, 50%, 12.5%, 2%, and 0% (pristine graphene), and compare their calculated optical conductivity spectra.

4.3 Method

We use graphene supercells of different size, each containing a single additional hydrogen atom, to represent different degrees of single-side hydrogenation (SSH; see Fig. 4.1). Graphone (50% SSH graphene) is modeled by a standard graphene unit cell consisting of two carbon atoms and one hydrogen atom. The hydrogenation degrees of 12.5% and 2% are represented by a 2 × 2 and a 5 × 5 supercell, respectively. The former contains one hydrogen atom and eight carbon atoms, while the latter consists of one hydrogen atom and fifty carbon atoms. Pristine graphene (0% SSH) is given by its standard unit cell. A vertical distance between the graphene sheets of 15 Å is chosen to suppress interlayer coupling.

To ensure structural soundness, the atomic positions of the three hydrogenated graphene cells are optimized using Quantum Espresso [140], a DFT code which implements the plane wave pseudopotential method and a quasi-newton algorithm for atomic force relaxation. Ultrasoft carbon and hydrogen pseudopotentials [141] are used together with the Perdew-Burke-Ernzerhof variant of the generalized gradient approximation (PBE-GGA) [27] for the exchange-correlation functional.

Quantum Espresso is a reasonable choice for the structural optimization of large supercells because plane wave basis sets are computationally efficient and independent of atom positions and species. The calculated total forces are
Figure 4.1 – Comparison of the four different model systems investigated in this study using Quantum Espresso structure optimization data. The unit cell of graphene (a) contains 2C + 1H atoms and has a single-side hydrogen coverage of 50%. The larger 2×2 (b) and 5×5 (c) supercells contain 8C + 1H and 50C + 1H atoms, respectively, accounting for 12.5% and 2% of hydrogen coverage. Pristine graphene (d) with two C atoms per unit cell corresponds to 0% hydrogen coverage. The lattice constant $a$ is given for each system.

Thus true Hellman-Feynman forces [142] and do not require Pulay basis-set corrections [143]. For the self-consistent structural optimization we choose a kinetic energy cutoff for the wave functions of 30 Ry. We use a Monkhorst-Pack [144] grid of $(30 \times 30 \times 1)$ $k$ points in the full first Brillouin zone of graphene, which corresponds to $(15 \times 15 \times 1)$ and $(8 \times 8 \times 1)$ $k$ points in the case of the 2×2 and the 5×5 supercell, respectively. A total energy difference smaller than $10^{-8}$ Ry and a force difference smaller than $10^{-3}$ a.u. for subsequent iterations serve as convergence criteria. With this choice of parameters we obtain relaxed structures that exhibit well-converged optical properties.

The optimized structural parameters of each system are given in Table 4.1, where the quantity $\Delta/d_{CC}$ represents the tetragonal out-of-plane distortion (rippling). It increases with decreasing hydrogen coverage, because each C-H bond effectively removes an electron from the graphene plane, which weakens the C-C bonds of the hydrogenated carbon atoms and expands the structure. That expansion becomes less pronounced for decreasing densities of hydrogenated carbon atoms, while their vertical distance to the graphene plane increases.
Table 4.1 – Structural parameters of the investigated hydrogenated graphene systems after relaxation. The in-plane supercell edge length is denoted by $a$ (the vertical edge length $c = 15 \text{ Å}$ for each supercell), while the C-H bond length and the C-C distance between the carbon atoms surrounding a hydrogenated carbon site are given by $d_H$ and $d_{CC}$, respectively. The parameter $\Delta$ describes the vertical distance between a hydrogenated carbon atom and its neighbors, with the ratio $\Delta / d_{CC}$ being a measure for the out-of-plane distortion induced by hydrogenation. All lengths are given in angstroms (Å).

<table>
<thead>
<tr>
<th>System</th>
<th>SSH</th>
<th>$a$</th>
<th>$d_H$</th>
<th>$d_{CC}$</th>
<th>$\Delta$</th>
<th>$\Delta / d_{CC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graphone 50%</td>
<td></td>
<td>2.54</td>
<td>1.158</td>
<td>2.537</td>
<td>0.322</td>
<td>12.9%</td>
</tr>
<tr>
<td>2×2</td>
<td>12.5%</td>
<td>4.92</td>
<td>1.131</td>
<td>2.500</td>
<td>0.344</td>
<td>13.8%</td>
</tr>
<tr>
<td>5×5</td>
<td>2%</td>
<td>12.30</td>
<td>1.128</td>
<td>2.516</td>
<td>0.363</td>
<td>14.4%</td>
</tr>
</tbody>
</table>

In the next step we calculate the electronic band structure and the total density of states (DOS) for each SSH graphene model system using the full-potential linearized augmented plane wave [42,43] code WIEN2k [47]. Again, we choose PBE-GGA as the exchange-correlation functional and obtain the self-consistent electronic ground state density for each system. We require that the charge distance between two consecutive iterations of the self-consistent field cycle, integrated over the unit cell, be smaller than $10^{-5} e$, where $e$ is the positive value of the elementary charge.

The irreducible Brillouin zone is sampled with $(9 \times 9 \times 1)$ Monkhorst-Pack $k$ points for the $5 \times 5$ supercell, and at least $(15 \times 15 \times 1)$ $k$ points for the other systems. The effect of adatom-induced magnetic moments on the optical properties of hydrogenated graphene can be studied by performing both nonmagnetic (the calculation explicitly disregards the electron spin) and spin-polarized calculations for each system. For pristine graphene we perform only a nonmagnetic reference calculation.

Having obtained the converged Kohn-Sham eigenenergies and eigenstates, we calculate the imaginary part of the complex dielectric function according to Eq. (3.15). Since the calculation of optical properties requires very dense $k$-point meshes, we choose a sampling of $(45 \times 45 \times 1)$ $k$ points for the $5 \times 5$ supercell and at least $(51 \times 51 \times 1)$ $k$ points for the other supercells. The integration in $k$ space follows the Blöchl tetrahedron method [145], and we only take into account direct interband transitions from occupied to unoccupied bands up to an energy of 20 eV above the Fermi energy.

Finally, we use Eq. (3.12) to calculate the real part of the complex optical conductivity from the imaginary part of the dielectric function. Note that this results in the optical conductivity associated with a three-dimensional slab...
supercells, rather than an essentially two-dimensional hydrogenated graphene film. To obtain the desired value of the optical conductivity associated with the two-dimensional system, we have to multiply the result of the three-dimensional case by the interlayer spacing of 15 Å. Furthermore, we normalize the calculated spectra to the universal ac optical conductivity of graphene [94,146–148], which is given by $\sigma_0 = e^2/(4\hbar)$. This facilitates interpreting the results and comparing them to existing theoretical and experimental work.

4.4 Results

In pristine graphene, each carbon atom is $sp^2$ hybridized and covalently bonded to its three neighbors, while the hydrogenated carbon atoms in hydrogenated graphene are closer to an $sp^3$-hybridized tetrahedral conformation with the C-H bond axis oriented perpendicular to the graphene layer. The carbon atoms carrying a hydrogen atom are thus shifted out of plane, which leads to a buckling of the graphene sheet in the vicinity of hydrogenated carbon sites.

In the dilute limit of hydrogenation, an isolated hydrogen adatom alters the properties of graphene only locally, whereas a high degree of hydrogen coverage significantly changes its atomic and electronic structure. For instance, each additional isolated hydrogen atom contributes a magnetic moment of $1 \mu_B$.

To study the influence of those magnetic moments on the electronic band structure and the optical conductivity of hydrogenated graphene, we perform a spin-polarized and a non-spin-polarized (nonmagnetic) calculation for each model system. Moreover, with the help of the calculated electronic band structure and the total DOS presented in Figs. 4.2–4.5, we identify those direct interband transitions that significantly contribute to the pronounced features of the optical conductivity spectra shown in Fig. 4.7.

Arrows and capital letters in Figs. 4.2–4.5 mark transitions representative of all transitions that can occur between a given pair of bands at different values of $k$. Those transitions match the features identified with the same capital letters in Fig. 4.7. A summary of the calculated band gap widths at high-symmetry points and the exchange splittings at the Fermi energy is given by Table 4.2. The exchange splittings have been derived by determining the distance between corresponding characteristic peaks in the spin-resolved total DOS (see the bottom right panels of Figs. 4.2–4.4).
Electronic Structure

The Dirac cone at the $K$ point is absent in the spin-polarized and the nonmagnetic case of graphone (see Fig. 4.2). A band gap opens, and a relatively flat midgap state, which is exchange split in the spin-polarized case, appears close to the Fermi level. In the nonmagnetic case, that midgap state crosses the Fermi level, resulting in a metallic band structure. Its exchange-split equivalent in the spin-polarized case results in an indirect band gap of about 0.47 eV between the valence band maximum along the $K\Gamma$ high-symmetry line and the conduction band minimum at the $\Gamma$ point. These bands are responsible for the characteristic features of the optical conductivity spectra at energies $\lesssim 5$ eV. Owing to their high DOS they provide the initial or final states for many transitions.

The 12.5 % SSH graphene case (see Fig. 4.3) is similar to the previous case, but shows a smaller exchange splitting of the bands in the spin-polarized calculation (see Table 4.2). The midgap states are flatter and their smaller splitting leads to a narrower indirect band gap of about 0.39 eV in the spin-polarized case, whereas the nonmagnetic case is metallic. This is consistent with the smaller areal density of magnetic moments in the $2 \times 2$ supercell as compared to the small cell of graphone, which illustrates the decreased influence of the magnetic moments in this case of intermediate hydrogen coverage. Another observation is that the $K$ point states of the neighboring bands (or exchange-split band pairs) above and below the midgap states are closer to the Fermi energy than for graphone.

In the dilute limit of 2% SSH graphene (see Fig. 4.4) the exchange splitting is even smaller than in the previous cases, aligning the spin-polarized with the nonmagnetic band structure. This is because the magnetic moments contributed by the hydrogen adatoms are distributed over the fifty carbon atoms of the $5 \times 5$ supercell. The midgap states are almost completely flat, and the neighboring bands above and below the midgap states approach each other at the $K$ points. If the hydrogen coverage were reduced below 2%, a Dirac cone would eventually reform. The reference calculation for pristine graphene is given in Fig. 4.5.

### Table 4.2 — Band gaps at the $\Gamma$ and $K$ point (non-magnetic case), and exchange splitting at the Fermi energy (spin-polarized case), given in electron volts (eV).

<table>
<thead>
<tr>
<th>System</th>
<th>SSH</th>
<th>$\Gamma$ gap</th>
<th>$K$ gap</th>
<th>Exchange splitting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graphone</td>
<td>50%</td>
<td>3.93</td>
<td>8.20</td>
<td>2.01</td>
</tr>
<tr>
<td>$2 \times 2$</td>
<td>12.5%</td>
<td>1.87</td>
<td>2.63</td>
<td>0.80</td>
</tr>
<tr>
<td>$5 \times 5$</td>
<td>2%</td>
<td>1.27</td>
<td>0.62</td>
<td>0.27</td>
</tr>
</tbody>
</table>
Figure 4.2 – Calculated electronic band structure along high-symmetry lines in the first Brillouin zone (left panels) and broadened total DOS per unit cell (right panels) for the nonmagnetic (a) and the spin-polarized (b) 50% SSH case (graphone). In the spin-polarized case the spin-resolved total DOS is shown; quantities associated with spin up (down) are shown as solid red (dashed blue) lines. Energies are given relative to the Fermi energy $E_F$. Labeled arrows indicate direct interband transitions corresponding to pronounced features in the optical conductivity spectra (see Fig. 4.7).
Figure 4.3 – See caption of Fig. 4.2, but for the 12.5% SSH case (2 × 2 supercell).
Figure 4.4 – See caption of Fig. 4.2, but for the 2% SSH case (5×5 supercell).
Figure 4.5 – See caption of Fig. 4.2, but for nonmagnetic pristine graphene.

Figure 4.6 – Calculated real part of the complex optical conductivity $\sigma$ in units of the universal ac optical conductivity $\sigma_0$ of graphene for 50% SSH graphene, comparing the nonmagnetic, the spin-polarized, and another spin-polarized but unrelaxed flat case, in which all carbon atoms are restricted to the same plane.
Influence of Structure and Magnetic Moments

In order to determine how strongly the presence of magnetic moments, or of different structural characteristics, influences the optical conductivity spectrum of hydrogenated graphene, we compare the spectra of 50% SSH graphene for the following three cases: the nonmagnetic case, the spin-polarized case, and an artificially flat spin-polarized case in which all carbon atoms are restricted to the same plane. The results are shown in Fig. 4.6, which is equivalent to Fig. 4.7a, except for the additional curve of the flat spin-polarized case.

The spectrum of the flat spin-polarized case is shifted towards higher energies with respect to the nonmagnetic case, but the overall shape is similar and both cases have their most pronounced spectral features in common. In contrast, the result for the relaxed (buckled) spin-polarized case is very different (as discussed above). This indicates that magnetism in the flat case is quenched. Hence, we conclude that the out-of-plane distortion of the hydrogenated carbon atom is a structural characteristic that is crucial to the optical properties of hydrogenated graphene within the PBE-GGA framework.

The influence of magnetic moments, if present, is also considerable, which is why we expect an optical measurement to be able to detect the presence of magnetic moments in real hydrogenated graphene samples. However, it should be noted that Casolo et al. [149] demonstrated that the quenching of magnetism in the flat hydrogenated graphene system is due to the self-interaction error afflicting GGA functionals such as PBE, and thus not physical, and that magnetism in the flat system is recovered in calculations employing hybrid functionals such as PBE0, which mixes PBE exchange with Hartree-Fock exchange.
Figure 4.7 – Calculated real part of the complex optical conductivity $\sigma$ for 50% (a), 12.5% (b), and 2% (c) SSH graphene, as well as pristine graphene (d), given in units of the universal ac optical conductivity $\sigma_0$ of graphene. Pronounced features of the spectra are labeled in concordance with the arrows in Figs. 4.2–4.5, indicating the most important transitions contributing to them.
Optical Conductivity

The optical conductivity spectra for all four systems are calculated for photon energies ranging from 0.3 to 20 eV with a resolution of 1.36 meV, comprising the infrared, visible, and ultraviolet (IR-VIS-UV) parts of the electromagnetic spectrum. To account for finite-lifetime effects a Lorentzian broadening of 50 meV is applied. Figure 4.7 presents the results of both the spin-polarized and the nonmagnetic calculation for each hydrogenated system. In the following, we will refer to the labels used in Figs. 4.2–4.7 by capital letters in parentheses, such as (A).

Within the energy range covered by our calculation, graphene (see Fig. 4.7a) is transparent for photon energies below 5 eV, except for a small peak (A) at 3.9 eV. The most prominent feature is a broad peak at about 12.1 eV (D). For energies between 4 and 10 eV the spectra of the nonmagnetic and the spin-polarized case differ considerably, as the spin-split band structure of the latter gives rise to two new peaks at 4.6 eV (B) and 6.6 eV (C), while the spectra are similar for energies above 10 eV. This indicates that for 50% single-side hydrogenation the optical conductivity spectrum is significantly influenced by magnetic moments for photon energies below 10 eV.

The 12.5% SSH graphene case shows an interesting feature (see Fig. 4.7b). By coincidence, the transitions to and from the midgap state (or the exchange-split midgap states in the spin-polarized case) are of the same energy, and both contribute to a pronounced peak at 2.5 eV (E) or 2.8 eV (F) in the visible part of the electromagnetic spectrum between 1.5 and 3 eV. The center of the broad peak similar to that in the 50% SSH case is shifted to higher energies and is centered at 13.6 eV (G).

The dilute 2% hydrogenation case (see Fig. 4.7c) shows many features in the low-energy region from 0.3 to 5 eV, the most important of which are the absorption peaks at 0.7 eV (H), 1.1 eV (I), and 4.2 eV (J). The broad peak centered at 13.9 eV is shifted to higher energies compared to the previous two cases. The spectra for the nonmagnetic and the spin-polarized case hardly differ, which is consistent with the low areal density of magnetic moments in the 2% SSH case (1 \( \mu_B \) per 50 carbon atoms). The overall shape of the spectrum is approaching the reference spectrum of pure graphene (see Fig. 4.7d), whose most pronounced features are the peaks at 4.1 eV (K) and 13.9 eV (L).
4.5 Conclusions

We studied the influence of hydrogenation on the optical conductivity of hydrogenated graphene from first-principles calculations. Different degrees of hydrogenation were simulated by optimized-geometry graphene supercells of different size, each containing an additional hydrogen atom. Performing both an explicitly nonmagnetic and a spin-polarized calculation for each supercell, we obtained the electronic band structure and total density of states for 50%, 12.5%, 2%, and 0% hydrogenated graphene. These results were used to calculate the corresponding optical conductivity spectra in linear response over the IR-VIS-UV range of the electromagnetic spectrum.

While the dense hydrogenation in the 50% SSH case exhibited a spectrum distinct from that of pure graphene, the influence of the local tetrahedral conformation of the hydrogenated carbon atoms and the resulting magnetic moments degraded with decreasing hydrogenation density. For intermediate values of hydrogenation we observed the coincidental appearance of a pronounced peak in the optical conductivity in the visible part of the spectrum.

Since the influence of hydrogenation on the optical conductivity was found to be significant, one could employ optical measurement techniques (for example an absorption measurement) to monitor the hydrogenation process, or one could tailor the optical conductivity of graphene by reversible hydrogenation. Furthermore, our results suggest that an optical measurement could determine if the ground state of hydrogen-functionalized graphene is magnetic or not.

Finally, a comparison of three different calculations of the 50% SSH case showed that, within the PBE generalized gradient approximation to the exchange-correlation functional, structural changes induced by hydrogen adatoms are ultimately responsible for additional magnetic moments and hydrogenation-dependent optical conductivity spectra.

Going beyond Kohn-Sham DFT with a GW calculation, the electronic structure of hydrogenated graphene exhibits larger band gaps [150–152], leading to a shift in energy of the characteristic optical conductivity peaks of the spectra presented in this work. Although quantitatively different, the linear response spectra derived from a GW calculation should remain qualitatively unchanged. We thus expect our main results to be valid beyond standard DFT.
The vast majority of modern computers follow the Von Neumann architecture [153]. They consist of a central processing unit (CPU), a memory unit that stores both data and instructions, external mass storage, as well as input and output devices. The CPU fetches either data or instructions from memory alternatingly; they share a common bus. However, memory and CPU speeds have become increasingly disparate, and modern CPUs can process data much faster than it can be fetched from memory. The performance of computers is often limited by this Von Neumann bottleneck, which is aggravated by the inherent inertia of permanent mass storage.

This problem follows from the different subsystems using entirely different material technologies. The information processing subsystem (the CPU and memory) is based on semiconductor technology (CMOS), which relies on switching between logical “0” and “1” states by moving small amounts of charge, while permanent information storage and retrieval operates by reorienting magnetic domains in magnetic materials. We need hybrid devices that can fill both roles within the same technology.

That technology could be semiconductor spintronics [122, 123]. Spintronics is an attempt to generalize conventional electronics by exploiting the electron spin in addition to the electron charge. The goal is to design nanoelectronic devices that exploit spin effects [154–156], and whose fabrication can ideally be integrated into the existing CMOS infrastructure. Whereas conventional charge-based devices are limited by high switching energies and low switching
speeds, spin-based devices are fast, energy-efficient, and provide non-volatile storage. It might well be possible that a spin-enabled device eliminates the Von Neumann bottleneck by providing both information processing and non-volatile storage.

Fundamental research in semiconductor spintronics rests on three pillars: spin injection, spin manipulation, and spin detection. First, a non-equilibrium spin distribution needs to be created, for example by spin injection from a ferromagnet into a semiconductor. Exploiting spin-orbit coupling (SOC) effects in the material, the spin can then be manipulated by magnetic or electric fields before the resulting spin distribution is eventually detected.

5.1 Fe/GaAs

The Fe/GaAs heterostructure was the first system in which room-temperature spin injection from a ferromagnet into a semiconductor was achieved [157]. It is an ideal model system for spin injection: Iron contributes its high Curie temperature and spin moment, and gallium arsenide its high carrier mobility and its long spin lifetime. Moreover, the lattice mismatch of these materials is rather small [158]. That allows for the epitaxial growth of unstrained Fe/GaAs interfaces, whose preparation is cheap and has been demonstrated repeatedly [159–161].

Although the Fe/GaAs(001) interface quality is known to be limited by various surface reconstructions and possible interdiffusion processes, it is easier to prepare than the Fe/GaAs(110) variant [162,163]. It is thus the more widely studied system. The interface structure crucially determines the electronic structure of the system, such as the spin-polarization at the Fermi level and the magnetic moments. It has been found that arsenic termination of the Fe/GaAs(001) interface limits diffusion processes and favors a flat interface [164,165]. Consequently, an As-terminated flat interface was chosen as the basic structure for the model calculations presented in the following.

The microscopic structure of the Fe/GaAs(001) interface exhibits $C_{2v}$ symmetry [123], which manifests itself in many properties of the system. For example, the in-plane magneto-crystalline anisotropy of thin Fe layers on GaAs(001) has a dominant uniaxial contribution [166–171]. Furthermore, Fe/GaAs(001) shows a small but very robust tunneling anisotropic magneto-resistance effect, which was demonstrated by Moser et al. in 2007 [172]. The tunneling anisotropic
magneto-thermopower and spin Seebeck effects are similar phenomena that have been predicted for this system \cite{173,174}. All these anisotropic effects can be directly attributed to the \( C_{2v} \) symmetry of the effective SOC magnetic field at the Fe/GaAs(001) interface \cite{175–177}, which includes both Bychkov-Rashba \cite{178} and Dresselhaus \cite{179} contributions that stem from the structure inversion asymmetry and the bulk inversion asymmetry of the system, respectively.

Our goal is to investigate the influence of the anisotropic interface SOC fields on the optical properties of the Fe/GaAs(001) heterostructure by means of density functional theory model calculations. While we find the direction of magnetization of the Fe layer to have a negligible effect on the optical properties, the intrinsic (or crystallographic) optical anisotropy is significant. We show that it is manifest in an anisotropic optical conductivity as well as an anisotropic polar magneto-optical Kerr effect (AP-MOKE). The latter means that the Kerr angles (rotation and ellipticity) at normal incidence of the probing beam depend on its direction of linear polarization, thus reflecting the underlying anisotropy of the optical constants of the material (see Section 3.4).

We find the AP-MOKE of our Fe/GaAs(001) model system to have the same \( C_{2v} \) symmetry as the SOC fields at the interface. The anisotropy that we observe in the optical conductivity of our \( C_{2v} \) structure is to be contrasted with the absence of anisotropy in the Boltzmann dc conductivity \cite{180} of a two-dimensional electron gas with Bychkov-Rashba and Dresselhaus spin-orbit interactions.

\section{5.2 Method}

We choose a slab supercell of 15 atoms (see Fig. 5.1) to model an Fe/GaAs(001) interface consisting of 9 monolayers of GaAs(001) and 3 monolayers of Fe. The interface is As-terminated and flat, and the vacuum distance between neighboring slabs is 6 Å. The structure is not relaxed, but experimental values for the lattice constants and interatomic distances are chosen. Passivation of the structure with hydrogen is not necessary since an explicit calculation shows that the SOC contribution of the As atoms at the bottom of the structure to the optical properties is negligible.

The linearized augmented plane wave method, as implemented in the DFT code package WIEN2k, is used to calculate the electronic structure of the system for various directions of the magnetization in the Fe layer. Here, a Monkhorst-Pack mesh of \((12 \times 12 \times 1)\) \( k \) points in the full first Brillouin zone is used, and an
accuracy of $10^{-7}$ Ry in the total energy is chosen as the convergence criterion. We again use the Perdew-Burke-Ernzerhof variant of the generalized gradient approximation for the exchange-correlation functional. Spin-orbit coupling is included in all calculations and for all atoms of the supercell using the method of second diagonalization native to WIEN2k. To study the magnetization-induced anisotropy of the system, the calculations are performed for the magnetization $\mathbf{M}$ oriented along $x$, $y$, and $z$ as well as selected intermediate directions in the $x\ y$ plane. The mapping of Cartesian to crystallographic axes is given in Fig. 5.1.

On top of the converged electronic densities of the previous step we calculate the dielectric function and the optical conductivity in linear response. Here, a much denser Monkhorst-Pack mesh consisting of at least $(70 \times 70 \times 1)$ $k$ points is used. The obtained results are converged for all practical purposes. The WIEN2k optics package makes use of Eq. (3.15) to calculate the imaginary part of the complex dielectric tensor from the converged Kohn-Sham eigensystem.
The $k$-space integration uses the Blöchl tetrahedron method and only direct interband transitions from occupied to unoccupied bands up to an energy of 20 eV above the Fermi level are taken into account. An energy resolution of 13.6 meV is chosen for the photon energy $\hbar \omega$, and a Lorentzian broadening of 100 meV is applied to account for finite-lifetime effects. Since that broadening distorts the results unphysically for energies on the same order, results for energies smaller than 300 meV are not shown.

The real part of the optical conductivity is obtained from the imaginary part of the dielectric function by Eq. (3.12). The imaginary part of the optical conductivity is then calculated according to the Kramers-Kronig transformation (3.14).

Finally, the AP-MOKE rotation and ellipticity angles, which depend both on the photon energy $\hbar \omega$ and the polarization state of the probing light beam at normal incidence, are calculated according to the procedure described in Section 3.4.
5.3 Results

In order to study the anisotropy of our model system with respect to the direction of the magnetization $\mathbf{M}$, we calculate the total energy per supercell $E_{\text{tot}}$ and the real and imaginary part of $\sigma_{xx}$ for $\mathbf{M}$ oriented along $x$, $y$, and $z$, as well as selected intermediate directions in the $xy$ plane. The total energy $E_{\text{tot}}$ exhibits a $C_{2v}$-symmetric anisotropy of about 88 $\mu$eV (see Fig. 5.2), with a minimum of $E_{\text{tot}}^{\text{min}} = -53437.34893468$ Ry for $\mathbf{M}$ oriented along $x$, and a maximum of $E_{\text{tot}}^{\text{max}} = -53437.34892822$ Ry for $\mathbf{M}$ oriented along $y$.

In contrast, the anisotropy of the diagonal components of $\sigma$ with respect to the orientation of $\mathbf{M}$ is found to be negligible over the whole calculated energy range (not shown). Note that all subsequent results are obtained for $\mathbf{M}$ oriented along $z$, and that $\sigma$ is given in CGS-Gaussian units.
Results

5.3

Figure 5.3 – Real part of $\sigma_{xx}$ (solid blue line) and $\sigma_{yy}$ (dashed green line) with respect to the photon energy. The inset shows the relative intrinsic anisotropy $A_{xy}^{\text{Re}}$ (solid red line) with respect to the photon energy.

Intrinsic Anisotropy

In contrast to its negligible magnetization-induced anisotropy, the Fe/GaAs(001) model system exhibits a significant intrinsic anisotropy. Figure 5.3 shows the differing real parts of $\sigma_{xx}$ and $\sigma_{yy}$. Both components show pronounced peaks of different height centered at 0.5 eV ($\sigma_{yy}$) and 0.65 eV ($\sigma_{xx}$), and an asymptotic decrease to zero for high energies. The $\sigma_{yy}$ component shows three intermediate peaks where the relative deviation of the two components is largest. The inset of Fig. 5.3 presents that relative intrinsic anisotropy $A_{xy}^{\text{Re}}$ of the real parts of $\sigma_{xx}$ and $\sigma_{yy}$ calculated according to

$$A_{xy}^{\text{Re}} = \frac{\text{Re}[\sigma_{yy}] - \text{Re}[\sigma_{xx}]}{\text{Re}[\sigma_{xx}]}.$$  (5.1)

While $A_{xy}^{\text{Re}}$ is on the order of tens of percent in the visible range of the electromagnetic spectrum, it reaches values above 100% and 400% for 3.9 and 9.6 eV, respectively. Equivalent results for the imaginary part of the optical conductivity are presented in Fig. 5.4. The corresponding relative intrinsic anisotropy $A_{xy}^{\text{Im}}$, given by
Figure 5.4 – See the caption of Fig. 5.3, but for the imaginary part.

\[ A^\text{Im}_{xy} = \frac{\text{Im}[\sigma_{yy}] - \text{Im}[\sigma_{xx}]}{\text{Im}[\sigma_{xx}]} \]  

(5.2)

is shown in the inset of Fig. 5.4. It is on the order of tens of percent for the most of the calculated energy range, with pronounced extrema at energies of 3.7, 9.3, and 10.2 eV. The divergence at 0.6 eV is a consequence of \( \text{Im}[\sigma_{xx}] \) crossing zero at that energy.

Well converged off-diagonal components of the optical conductivity tensor and the dielectric tensor are crucial for the calculation of magneto-optical quantities such as the Kerr rotation \( \theta_K \) or the Kerr ellipticity \( \epsilon_K \). Figure 5.5 shows the result for the off-diagonal component \( \sigma_{xy} \), which is found to be sufficiently converged at 8100 \( k \) points in the full first Brillouin zone. Note that it is an order of magnitude smaller than the diagonal components.
Anisotropic Polar MOKE

The AP-MOKE rotation and ellipticity are obtained according to the procedure described in Section 3.4. Figure 5.6 shows the Kerr rotations for incoming beams polarized along $x$ and $y$ at normal incidence along $-z$. Their absolute values are smaller than 1° over the whole calculated energy range, with the largest deviation at an energy of about 10 eV. The inset shows the absolute difference in Kerr rotation for the $x$- and $y$-polarized incoming beams with respect to an experimentally relevant wavelength range. The absolute value of that difference does not exceed 0.1° in the given wavelength range.

Analogous results for the Kerr ellipticity are presented in Fig. 5.7. The absolute value of the ellipticity is smaller than 0.5° for energies smaller than 8 eV, while it is on the order of 1° for higher energies. The largest deviation in Kerr ellipticity for an $x$- and $y$-polarized incoming beam occurs at about 9 eV. The inset shows the absolute difference in Kerr ellipticity for the $x$- and $y$-polarized case with respect to the wavelength. It is bounded by ±0.1° over the given wavelength range.

The AP-MOKE for arbitrary linear polarization angles of the incoming beam is illustrated by the polar plots in Figs. 5.8–5.11. The azimuth in those plots corresponds to the angle $\varphi$ (see Sect. 3.4) between the direction of linear polarization of the incoming beam and the $x$ direction, which corresponds to the crystallographic [110] direction (see Fig. 5.1). The photon energy or the wavelength are given along the radial direction, and the color scale indicates the respective magneto-optical quantity.

These plots serve to visualize the $C_{2v}$ symmetry of AP-MOKE (with the two mirror axes along $x$ and $y$), which is a manifestation of the underlying effective
SOC field symmetry at the Fe/GaAs interface. Depending on its initial polarization state, the reflection of the incoming beam is governed by a transformed dielectric tensor or optical conductivity tensor, which results in an anisotropy of the calculated magneto-optical quantities.

5.4 Conclusions

We studied the anisotropic optical properties of an Fe/GaAs(001) model system from first-principles calculations. While the anisotropy of the optical conductivity with respect to the direction of magnetization in the Fe layer is found to be negligible, the intrinsic anisotropy is significant. The relative intrinsic anisotropy of the real and imaginary part of the optical conductivity in the infrared, visible, and ultraviolet spectrum is on the order of tens of percent, with maxima of up to 100% and 400% at certain energies.

In addition to the optical conductivity, the anisotropic polar magneto-optical Kerr effect was studied for arbitrary linear polarization directions of the probing
beam at normal incidence. The resulting anisotropic Kerr rotation and Kerr ellipticity reach values up to about ±1° and reflect the underlying $C_{2v}$ symmetry of the Fe/GaAs(001) interface.

While interface imperfections and protective capping layers [181,182] might lead to quantitatively different experimental results, the qualitative results presented here are expected to be observable in high-quality samples using state-of-the-art optical setups.

In conclusion, our results suggest that the effects of the $C_{2v}$-symmetric effective SOC fields at the Fe/GaAs(001) interface can be studied by purely optical means in experimentally relevant samples. Interfacial effects, including lowering of the planar symmetry along the interface, play an increasingly important role in the electronic transport and the optics of nanostructures. By controlling the interface electrically, for example, one could also control the spin-orbit fields and thus modify the electric and optical properties of the connected electronic system (in our case ferromagnetic iron).
Figure 5.8 – Kerr rotation of a probing beam incident along \(-z\) with respect to the photon energy. The azimuth indicates the angle between the \(x\) axis and the direction of linear polarization of the probing beam.

Figure 5.9 – Kerr rotation of a probing beam incident along \(-z\), relative to the Kerr rotation of a probing beam polarized along the \(x\) direction, with respect to the wavelength. The azimuth indicates the angle between the \(x\) axis and the direction of linear polarization of the probing beam.
Figure 5.10 – See the caption of Fig. 5.8, but for the Kerr ellipticity.

Figure 5.11 – See the caption of Fig. 5.9, but for the Kerr ellipticity.
Hydrogenated graphene and Fe/GaAs(001) are candidate systems for novel graphene- and semiconductor-based spintronics devices. However, before they can enter the technology stage, a substantial amount of fundamental research needs to be facilitated and conducted. In this work we have investigated the optical properties of these systems from first-principles DFT calculations. One of our goals was to motivate the use of optical methods in the experimental study of hydrogenated graphene and Fe/GaAs(001).

Indeed, our results suggest that optical methods can be used to study important properties of these systems, such as the effects of the spin-orbit coupling fields at the Fe/GaAs interface. A better understanding of those can help advance the design of efficient spin injection devices. Other interesting properties that can be studied by optical methods are the hydrogenation-induced band gap and magnetism in graphene. Eventually, this could lead to graphene-based spin manipulation devices such as graphene transistors. In the case of hydrogenated graphene, the optical properties themselves are interesting in terms of possible applications involving graphene-based optical elements or sensors.

The model systems investigated in this work were chosen particularly with regard to experimental applicability. Furthermore, our results provide certain design guidelines for possible experiments, for example as to the hydrogen concentration, the structure of the Fe/GaAs interface, and the optimum probing wavelengths. Although we do not claim to have produced quantitatively accurate results (limiting factors are abundant), their semiquantitative character can simplify the design of relevant experiments involving optical methods.

Note that we use carefully chosen model systems to make semiquantitative predictions limited by the accuracy of the employed methods and the available computing power. Our choice of DFT methods for the electronic structure
Outlook

calculations, and linear response methods for the optics, was a trade-off between accuracy, applicability, efficiency, ease of use, reproducibility, and passed-down experience in our group. Certainly there are methods that outperform our chosen methods in one or more of these criteria, but they would not have been optimal.

We hope that this work not only produced results that will eventually help advance the study and design of spintronics devices, but also that it provides useful introductory material to newcomers in the field of solid-state ab initio calculations, with a particular focus on optical properties. This twofold purpose has been an important goal from the beginning.

Future work seeking to complement the results presented here should consider accurate electronic structure methods such as GW. Going beyond linear response, such a study should make use of more advanced optics methods based on the Bethe-Salpeter equation or on time-dependent DFT, which will become increasingly feasible for large supercells.

Hydrogenated graphene and Fe/GaAs(001) are just two systems that could be used in spintronics applications; there are many more. The potential of spintronics is too intriguing not to advance this field rapidly, and it is very likely that within a decade or so we will witness the advent of generic spintronics devices.

Recent advances have brought spintronics into the scope of not only academic, but also industrial research, which will further accelerate its development. Moreover, large multinational funding projects like the European graphene flagship are likely to result in substantial progress in graphene technology. Material technologies have shaped entire eras—promoting them is a wise decision.
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