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Abstract

Vortex structures in confined geometries are currently under close scrutiny due
to their unique properties associated with their spatial confinement and the non-
uniform distribution of the magnetization. The magnetic vortex is characterized
by two boolean topological quantities: circulation (clockwise or counterclockwise
c = ± 1) of the in-plane magnetization and polarity (up or down, p = ± 1) of
the vortex core. These four degenerate states are quite stable and can accelerate
the development of more compact and high performance magnetic memory devices.
Thus an understanding of their dynamical behavior and a way to electrically de-
tect these states is a major requirement for their development. Progress can be
achieved by combining theoretical calculations, micromagnetic simulations and ex-
perimental approaches. The phenomenon of spin transfer torque is exploited to
excite the lowest frequency (gyro) mode of the vortex core confined in a submicron
magnetic (Permalloy - Ni81Fe19) element. The gyrotropic motion of the vortex core
leads to a periodic change in the magnetization and hence its resistance: due to
the anisotropic magnetoresistance (AMR) effect. This periodic change in resistance
combines with the excitation current and generates a periodic homodyne voltage
signal. An external static magnetic field is applied to break the symmetry and
to rectify the homodyne voltage signal which we measure in a nanovoltmeter. It
is found that the sign of the rectified AMR signal depends upon the handedness
(cp) of the vortex structure. Micromagnetic simulations provide better understand-
ing and are in good agreement with our experimental results. Additionally, vortex
dynamics in these samples is investigated in a Scanning Transmission X-ray Mi-
croscope (STXM) with a temporal (< 100 ps) and spatial (6 30 nm) resolution
which allows us to verify the resonance frequency of the magnetic element as well
as the power range to excite the vortex core. The AMR based technique thus can
be used to detect the circulation and the polarity of the vortex state electrically and
could open a route to implement magnetic vortex elements in memory and storage
hierarchies.

The phenomenon of Spin Motive Force (SMF) has also been studied by mi-
cromagnetic simulations. It is found that, in a particular configuration, the SMF
signal shows a phase difference of 180 degrees for two polarities of the vortex core,
when the voltage probe contacts are located parallel to the excitation rf field di-
rection. No phase shift is observed in the perpendicular case. In addition, a 180
degree phase difference is observed for different circulations of the vortex structure.



Therefore, this could also be a possible way to determine polarity and circulation of
the magnetic vortex by carefully examining the phase relation of the SMF generated
voltage signals. An attempt has also been made to measure the SMF experimen-
tally. However, due to the small expected signal unambiguous detection of SMF
was not successful so far.
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Chapter 1

Introduction

An electron, along with the charge, is a carrier of the spin degree of freedom which
has been studied intensely in the last century. Spins are the fundamental magnetic
entities in solids, and what determines a material’s magnetic state is how electron
spins are arranged. If most of the spins point in the same direction, the material is
ferromagnetic, like a refrigerator magnet. If half the spins point one way and half
the opposite, the material is antiferromagnetic, with no effective magnetization. For
many decades, studies of different magnetic systems have become of large interest,
in particular with respect to industrial applications [1, 2]. Metallic magnetism has
a long history because there have been continuous discoveries of many intriguing
phenomena and difficulties in their theoretical description. In the field of magnetic
materials, a rapidly expanding area of study concerns stable nanometer scale spin
arrangements in metals [3]. In recent decades there is a considerable interest in
research and development in the field of nanoscale magnetism, which is one of the
most prospective fields in today’s science and ground for new branches of high-tech
industry [4, 5, 6, 7]. The intensive research based on spin-polarized and spin depen-
dent transport processes in low dimensional nanoscale systems have promoted con-
siderable progress in technological applications in new generation microelectronics
devices with powerful functionality, and fast processing speed. Nanoscale magnetic
materials have already found applications in various areas such as information tech-
nology, magnetosensors, electronics, data storage, magnetic read heads of computer
hard disks, single electron devices, microwave electronic devices, advanced filters
for telecommunications etc. [1, 2, 4, 6, 8].

For about ten years now, tiny magnetic structures measuring a few millionths of a
millimeter have met with growing interest from the worlds of science and technology,
particularly on account of their potential applications in magnetic data storage [1,
2, 7]. The evolution of digital electronics is a story of miniaturization and each
generation of circuitry requiring less space and energy to perform the same tasks.
Even high speed processors move into hand-held smart phones, though current data
storage technology has a functional limit. With the continuing miniaturization,
the interaction between neighbouring bits increases due to magnetic stray fields



which can lead to loss of data. In addition, small magnetic bits are less stable
against thermal fluctuations which is also called the super-paramagnetic limit [9].
Therefore, the increase of the data storage capacity (decreasing the magnetic unit
dimensions down to micro- or nano-meters) and the decrease of the access times (of
nanoseconds and sub nanoseconds for MRAM devices), are the major challenges of
current research work. To mobilize this emerging technology, we must understand
the fundamentals of magnetization dynamics in micro and nano scale structures
and learn how to manipulate bits of magnetic information as a reliable carrier of
computer code.

In recent years, artificial mesoscopic magnetic systems with a confined struc-
ture have had a great impact in research area because of their possible applications
in magnetic data storage and information processing [5, 7, 10], single magnetic
nanoparticle sensing and trapping [8, 11], microwave-frequency oscillators [12, 13],
or frequency multiplication [14]. Another reason is the very rich physics of these
systems, originating from the competition between the exchange and dipolar in-
teractions, the effect of which is increased by the minute size of the systems. A
fascinating phenomenon that occurs in these confined magnetic structures is the so
called vortex state, which has been predicted in theory long ago, but was experimen-
tally observed in the last decade only [15, 16]. While considerable attention has been
devoted to their transport properties, the radio frequency (RF) response of these
systems has garnered interest as well. This research contribution has concentrated
on the study of confined magnetic structures in the vortex state, especially, on fab-
rication, characterization, physics behind the unique properties of these structures
and device design. As a result of this research, it is possible to obtain guidelines for
the realization of a technology for manipulating the states of magnetic information
media with extremely low power consumption. We have studied vortex dynamics
excited by rf magnetic fields and currents in great detail with special emphasis on
the detection of the vortex state electrically exploiting a well known effect, the so
called Anisotropic Magnetoresistance (AMR) effect and the newly discovered Spin
Motive Force (SMF) phenomenon.

This thesis is organised in the following way:
Chapter-2 describes theoretical background of magnetization dynamics excited

with magnetic fields and with electrical currents as well. Theory will be extended
to describe the dynamics in confined magnetic structures in the vortex state. Con-
trolling the vortex states and effective switching of the vortex core polarity will
be explained. Some of the pioneering research work in this field performed earlier
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Chapter 1. Introduction

in our research group will also be included in this chapter. Addionally for com-
pleteness, it is intended to address spin waves in magnetic systems and spin wave
assisted switching in the vortex structures.

Chapter-3 presents different methods to investigate the magnetization state
and its dynamics in nanoscale magnetic systems. A short summary of some of the
time - and space - resolved microscopic imaging techniques used to visualize and
characterize the magnetization and its dynamics in nanostructures will be provided
along with their capability and limitations. Special emphasis will be given to the
STXM technique which is more relevant to this work and used to investigate vortex
dynamics. Apart from the imaging techniques, we will focus on electrical deter-
mination of the vortex state by Anisotropic Magnetoresistance (AMR) and Spin
Motive Force (SMF) which have been studied during the course of this research
work. A theoretical background of these two effects will be presented to under-
stand the origin and importance of these effects. It explains basic concepts needed
to understand the results presented in this thesis. Micromagnetic modelling and
simulations based on the Landau-Lifshitz-Gilbert equation of motion of magneti-
zation are also discussed, highlighting how the micromagnetic computer simulation
approach contributes to an understanding of spin dynamics of nanomagnetism and
considering some of the merits of numerical simulation studies. Some results of the
micromagnetic simulations performed on magnetic vortex structures will also be
presented to get better understanding of the AMR and SMF effects and to support
and validate our experimental results.

Chapter-4 gives a detailed description of different techniques and processes
involved to prepare samples during my research work. Optical and elecron-beam-
lithography techniques used to pattern structures on the micro - and nano - scale
will be described in detail. Methods of thin film preparation using different Physical
Vapour Deposition (PVD) techniques will be described along with its benefit and
precautions in choosing a suitable method. Afterwards, the device fabrication will
be described step by step. The chapter will end up with a description of different
types of samples prepared for several other projects in collaboration with other
groups.

Chapter-5 describes different measurement techniques used to perform exper-
iments during the experimental work presented in this thesis. A summary of Scan-
ning Transmission X-ray Microscopy, along with the instrumentation and measure-
ment setup at MAXYMUS endstation of BESSY II will be presented. The contrast
mechanism XMCD used to image our magnetic structures will be described and the
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different configurations used to measure in-plane and out-of-plane magnetization in
the sample will also be explained. The measurement setup, at the University Re-
gensburg, used to investigate magnetic vortices electrically utilizing AMR and SMF
phenomenon will be described in detail. The functioning of different rf-components
will also be mentioned whenever it is required.

Chapter-6 reports on the results obtained from the experiments performed
during this research work and the comparison with our micromagnetic simulations.
The vortex structures are first characterised, by directly looking at their magneti-
zation and dynamics in STXM. The response of the vortex structure and its core
to external magnetic fields and rf currents is measured which is used later on for
electrical measurements. The results obtained from AMR measurements on vor-
tex structures are presented and prove that the vortex state can be determined by
these measurements. Here we also took advantage of micromagnetic simulations
to explain our experimental results and many features e.g. the shift in resonance
frequency of the vortex core with increasing external magnetic fields. In the last
section of this chapter, a summary of the experiments and obtained results for
different samples will be presented.

Chapter-7 concludes this thesis with a short summary of this work.
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Chapter 2

Theoretical Background

2.1 Magnetization Dynamics

Each magnetic system is characterized by its equilibrium and metastable magnetic
states, corresponding to respective local minima in the total energy of the mag-
netic system. The transition of the magnetization from one state to another, under
the influence of an external magnetic field, temperature or a spin polarized cur-
rent is a dynamic process, called magnetization dynamics, whose characteristics
depends upon the type of excitation, the material parameters as well as the spatial
dimensions of the magnetic system [3]. In order to describe the dynamics of the
magnetization processes Landau and Lifshitz were the first to derive a mathemati-
cal expression in the form of a differential equation [17]. It has later been extended
by Gilbert and the corresponding equation of motion for the magnetization ( ~M)
dynamics induced by an effective magnetic field ( ~Heff ) is nowadays known as the
Landau-Lifshitz-Gilbert equation [18]:

d ~M

dt
= −|γ| ~M × ~Heff +

α

Ms

~M × d ~M

dt
(2.1)

The so-called LLG equation describes the dynamics of individual magnetic mo-
ments interacting with each other through exchange interaction, dipolar coupling,
magnetocrystalline anisotropy and Zeeman field. The first term on the right hand
side corresponds to the precession of the magnetization around the effective mag-
netic field (see Fig. 2.1). This term conserves the energy of the system. The
precession rate is proportional to the field ~Heff , with a proportionality factor γ -
the gyromagnetic ratio which is given by:

γ =
µ0ge

2me

(2.2)

where g ≈ 2, is the Landé g - factor, µ0 is the permeability of free space, e
and me are the charge and mass of the electron, respectively. The second term in
eq - [2.1] is the damping term which is of a purely phenomenological origin and



2.1. Magnetization Dynamics

Figure 2.1: The terms of the Landau
Lifshitz Gilbert equation: precession
(red) and damping (blue). The tra-
jectory of the magnetization (dotted
spiral) is drawn under the simplify-
ing assumption that the effective field
( ~Heff ) is constant.

describes the energy loss during magnetiza-
tion precession, attributed to the magnon -
phonon coupling and the generation of eddy
currents. These are simply modelled as a
dissipation term proportional to the preces-
sion rate, with an empirical dimensionless
proportionality factor “α” called damping
parameter which determines how fast the
magnetization relaxes towards the direction
of ~Heff . The damping parameter can be de-
termined experimentally e.g. from the fer-
romagnetic resonance (FMR) linewidth. We
note that the LLG equation is a non-linear
equation and thus one may expect compli-
cated dynamics in some range of dynamic
parameters.

We can transform the LLG equation in
an alternative form in terms of different
types of fields governing the magnetization dynamics as following [19]:

Assuming the length of the magnetization vector is not changing during the
precessional motion i.e. | ~M | = Ms = constant or ~M · ~M = M2

s = constant,

⇒ dM2
s

dt
= 0

Then, we can write

~M×

(
~M × d ~M

dt

)
= ~M

(
~M · d

~M

dt

)
−M2

s

d ~M

dt
= ~M

(
1

2

dM2
s

dt

)
−M2

s

d ~M

dt
= −M2

s

d ~M

dt

⇒ d ~M

dt
= − 1

M2
s

~M ×

(
~M × d ~M

dt

)
substituting the left hand side of equation - [2.1] by the above expression, we get

− 1

M2
s

~M ×

(
~M × d ~M

dt

)
= −|γ| ~M × ~Heff +

α

Ms

~M × d ~M

dt

⇒ |γ| ~M ×

[
~Heff −

1

|γ|M2
s

(
~M × d ~M

dt

)
− α

|γ|Ms

d ~M

dt

]
= 0
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Thus we can write the LLG equation as

|γ| ~M ×
(
~Heff + ~Hg + ~Hd

)
= 0 (2.3)

where ~Hg and ~Hd are named gyrotropic field and damping field, respectively,
defined as 

~Hg = − 1
|γ|M2

s

(
~M × d ~M

dt

)
,

~Hd = − α
|γ|Ms

d ~M
dt

(2.4)

equation - [2.3] holds if

~Heff + ~Hg + ~Hd = 0 (2.5)

Note that the effective field has contributions from both the external and internal
fields, such as the demagnetizing field, the effective exchange field and the effective
magnetocrystalline anisotropy field.

Recent research on magnetic nanostructures has shown that effects caused by an
electric current flowing across a nanostructure may dominate over the effects due
to the field generated by the same current. The spin polarized current, a flow of
electron spin angular momentum that arises when there is an imbalance between a
flow of up and down oriented electron spins, carries a net spin angular momentum
which can be transferred to the local magnetization if the polarization direction
differs from the spin quantization (magnetization) direction in the ferromagnet.
This phenomenon is known as the spin-transfer-torque (STT) effect [20] predicted
by Sloncwezski and Berger [21, 22]. This torque is a result of an interaction
between itinerant electrons that are spin polarized (spin polarized current) and the
local magnetization. The spin-transfer-torque effect can be understood as follows,
see Fig. 2.2. The electron spins (ŝ) flowing through a ferromagnet and non-collinear
with respect to the magnetization direction, are not eigenstates of the ferromagnet,
but can be described as a coherent linear combination of majority (↑) and minority
(↓) spins as following:

|ŝ〉 =
1√
2

(| ↑〉 ± | ↓〉) (2.6)

An electron flowing through the ferromagnet interacts with the local magnetic
moment and this interaction results in a reorientation of the electron spin on trans-
mission through (or reflection from) the ferromagnetic layer, Fig. 2.2 (a). By conser-
vation of angular momentum, a change in the direction of an electron’s spin angular

16



2.1. Magnetization Dynamics

(a)

(b)

Figure 2.2: Sketch to understand spin-transfer-torque effect (a) and the magnetiza-
tion dynamics (domain wall motion) due to this effect.

momentum leads to a torque on the magnetization of the ferromagnet which can
either be in the plane of the incoming and outgoing electron spin direction or per-
pendicular to that plane. The former is often called the in-plane (or adiabatic)
spin transfer torque and the latter is known as the perpendicular torque (or non-
adiabatic or field like torque). The relative importance and magnitude of the two
spin transfer torques depends on the material and the device structure and is criti-
cal to applications in that they determine the threshold currents for magnetization
switching and magnetization precession frequencies.

Spin transfer torques are not only important in magnetic multilayer systems
where the magnetization is uniform within each magnet, but also in systems where
the magnetization gradually changes its direction e.g. in domain walls (DW), a
boundary between two domains having different magnetization directions. The
width of a DW is in the range of 10 to 100 nm and is determined by the competition
between the exchange stiffness that aligns spins and the anisotropy energy that
orients spins in energetically favoured directions. Consider spin-polarized itinerant
electrons passing through a DW, Fig. 2.2 (b). As the electrons traverse the DW, as
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Chapter 2. Theoretical Background

a result of the exchange interaction with the localized moments, the spin of itinerant
electrons rotate and change direction following the direction of the local magnetic
moments. The conservation of angular momentum dictates that the change of
angular momentum of the traversing electrons is transferred to the local moments
and thus exerts a torque on it. This torque changes the direction of local moments
which results in a displacement of the DW and this phenomena is called current
induced domain wall motion [23, 24, 25]. Thus the magnetization dynamics can
be excited through the spin-transfer-torque effect by flowing current through a
magnetic stack or magnetic texture [26, 27]. It provides a smart alternative for
exciting and switching the magnetization without applying an external magnetic
field. This effect has already been applied in magnetic random access memories
(MRAM) and is the basis for the spin-transfer-torque oscillators that are envisaged
for applications in communication technology.

Some additional terms are required in the LLG equation in order to include
the action of a spin polarized current on the magnetization dynamics. The time
evolution of the magnetization ( ~M ), excited by the spin-transfer-torque effect, can
thus be described by the extended Landau − Lifshitz − Gilbert (LLG) equation
including STT terms [28, 25].

~̇m = −|γ|~m× ~Heff + α~m× ~̇m

− (~u · ~5)~m+ β ~m× [(~u · ~5)~m] (2.7)

Here ~m is a unit vector in the direction of ~M , ~u is a vector having units of
velocity and directed along the direction of electron motion having magnitude
u = jPgµB/2eMs with current density j, polarization P of the conduction elec-
trons, µB the Bohr magneton, e the electron charge and Ms the saturation magne-
tization. The first two terms of the above equation have already been described in
equation 2.1. The last two terms describe the magnetization dynamics due to STT
effect induced by a current density ~j [29]. Here β is the non-adiabatic parameter the
published values of which vary over a wide range [30, 31, 32, 33] and its exact value
is still under debate in the magnetism research community. The results appear to
depend strongly on the geometry, the microstructure and the pinning potential due
to imperfections in the structures which strongly contribute to the large span of
reported values of β. Theory predicts that both the velocity of a domain wall and
the critical current for domain wall movement depend on β [25]. Thus, the exact
determination of this parameter is crucial for the optimization of material systems
for technological purposes.
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2.2. Vortices in Magnetic Microstructures and their Dynamics

Figure 2.3: Nomenclature of magnetic vortices in micron and submicron magnetic
platelets. The magnetic moments away from the center of the structure are aligned
parallel to the surface, either clockwise or counterclockwise. The magnetic moments
in the core of the vortex point out of the plane, either up or down. The four degen-
erate magnetic ground states exist in such micromagnets.

2.2 Vortices in Magnetic Microstructures and their
Dynamics

The magnetic vortex [34, 15, 16, 35] is a typical ground state configuration of mi-
cron and sub-micron sized soft ferromagnetic thin film structures. Such elements are
magnetized in-plane because of the predominant influence of the stray field energy
(shape anisotropy). Surface charges at the boundary of the sample are avoided by
aligning the magnetic moments parallel to the edges and due to exchange interac-
tions neighboring spins in the inner region are aligned parallel to those in the outer
region resulting in a flux-closure pattern. The sense of the in-plane flux closure is
called the circulation c and could take two possible values: c = +1 (counterclock-
wise orientation) and c = −1 (clockwise orientation). As we approach the center of
the magnetic element neighboring spins would inevitably align antiparallel which
will cost energy to the magnetic system. In order to avoid a singularity in the center
of the structure and to minimize the exchange energy, the magnetization tilts out of
the plane of the film in a small region forming the vortex core (VC) pointing either
up (p = +1) or down (p = −1) termed as the polarity of the vortex core. The
combination of circulation and polarity also gives the vortex a handedness (right-
handed for cp = +1 and left-handed for cp = −1). Even though the vortex core
has a radius of about 5 - 10 nm [36, 37] only, it plays an important role in the
magnetization dynamics of such structures and consequently has been intensively
studied in the last decade.

The vortex element has four energetically equivalent ground states (Fig. 2.3),
corresponding to left or right circularities and up or down polarities. These magnetic
states are highly stable against thermal fluctuations. A high static magnetic field of
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about 0.5 Tesla is required to reverse the polarity. Additionally, due to the dipole
free configuration, these structures prevent cross talk among the adjacent vortices
and thus have high magnetic stability and can be placed closer to each other. These
characteristics make magnetic vortices a possible candidate for more stable and high
density magnetic data storage devices [38, 39]. However, if these micromagnets are
to be used in technology, a way must be found to combat the enormous stability to
control all four states independently and detect them electrically [40, 41] as well. A
magnetic vortex exhibits a rich variety of phenomena e.g. it interacts with magnetic
fields, transport currents, temperature gradients, samples surfaces and defects. An
understanding and the control of vortex dynamics at the mesoscopic scale may make
electronic devices based on the control of vortex dynamics possible, as well as the
exploration of fundamental physical processes.

2.2.1 Vortices in an External Static Field

In absence of any external field, the vortex core is located in the center of the
sample. When such a vortex element is suddenly placed in an in-plane external
static magnetic field its core is displaced away from the center following a spiral
trajectory about its new equilibrium position which depends upon the direction and
strength of the external magnetic field. Due to topology, the static displacement
of the vortex core is perpendicular to the direction of the external magnetic field
and depends upon the chirality but is independent of the vortex core polarity. With
increasing external field strength, the vortex core moves away from the center of the
magnetic element and is expelled if the magnetic field is strong enough. If we move
the vortex core away from its equilibrium position by applying an in-plane external
dc magnetic field and then turn the field off abruptly, the vortex core gyrates back to
its equilibrium position following a spiral trajectory with its characteristic resonance
frequency [42, 43, 44]. The resonance frequency is in first order linear as a function of
the aspect ratio (thickness/lateral dimension). Smaller lateral sizes and/or thicker
structures will result in a higher resonance frequency. Nevertheless, caution is
needed in extrapolating these results. A limit will be reached for too low and too
high aspect ratios where a single vortex state is no longer stable. The direction of
spiralling motion of the vortex core depends on its polarity and the pitch depends
upon the damping parameter of the material.
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2.2.2 Field Induced Vortex Dynamics

As described in the above section, due to damping the vortex core relaxes to its
equilibrium position in absence of external forces. If we supply a certain amount of
energy continuously to the system either by an in-plane oscillating magnetic field
or current, the vortex core gyrates on a stationary orbit where the damping force
is counterbalanced by the supplied energy. This dynamic mode is called gyrotropic
mode [44, 45, 46] the frequency of which is equal to that of the excitation source
(field or current). The gyrotropic mode has a well defined eigenfrequency that lies
typically in the sub-GHz range for such vortex structures and has a linewidth in
the order of tens of MHz. The eigenfrequency is determined entirely by the size and
shape of the nanostructure and by the saturation magnetization. In the limit of thin
nanostructures this frequency scales with the saturation magnetization and with
the thickness of the structure, and inversely with the lateral size of the structure.
For small amplitudes of the harmonic excitations, the core moves on an elliptical
trajectory in the steady state and the trajectory becomes circular at resonance. This
gyrotropic motion can be described similar to that of a forced harmonic oscillator
when a parabolic potential is assumed [47]. The approach (see appendix.1) to
describe the vortex gyrotropic mode is based on Thiele’s formalism [19, 48] of the
dynamics of magnetic domains. In his paper, Thiele introduces two integrals (eq.
- A1.12) over quadratic functions of the spatial derivatives of the magnetization
to simplify calculations of the dynamic properties of magnetic structures. The key
assumption is that the magnetic structure does not change its shape when it is
moving, thus the time derivative of the magnetization can be written as the spatial
derivative of the magnetization times the velocity of the domain wall motion (eq.
- A1.6). Then the torque equation of the local magnetization can be written as a
force equation for the whole magnetic structure.

~Feff + ~F g + ~F d = ~Feff + ~G× ~v + ~D · ~v = 0 (2.8)

This is the force balance equation [19, 48] originally described by Thiele in his
paper to describe the dynamics of the domain wall as a rigid particle. For a thin
film geometry the total gyrotropic vector “ ~G” is perpendicular to the film plane, i.e.
~G = Gẑ, if we put the film in (x, y) plane. The gyroconstant is G = 2πpqtfMs/γ

with tf the thickness of the film, the topological charge q = ±1,±2, ... and the
vortex core polarity p.

A vortex is approximately described as a particle moving about the system,
endowed with an effective mass acted upon by a variety of forces (eq. - 2.8). Clas-
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sically, the vortex has an inter-vortex potential energy giving a Coulomb like force
(~Feff ), and a gyrotropic force (~Fg) - behaving as a self-induced Lorentz force, whose
direction depends on both topological indices p and q. When the local magnetiza-
tion configuration shows only small deformation, the quasi-particle ansatz by Thiele
together with the parabolic potential can be employed to described the dynamics to
the vortex core. The energy function is an even function of the vortex core position
around the equilibrium position. For small displacements ~X from the equilibrium,
it can thus be given by a parabolic function of the vortex core position X(x, y, 0)

i.e. U( ~X) = 1
2
kX2, where the restoring force constant k is related to the initial

susceptibility. If we pump more energy into the magnetic system, the vortex core
is excited to gyrate on rather large trajectories and the local magnetization config-
uration shows distinct deformations [49] which put the assumption of a rigid object
into question. Fortunately it turns out that although approaching the limit of the
extended Thiele model, it is still applicable for large amplitudes of the excitation
by assuming a non-linear potential. Non-linear oscillators change their oscillation
frequencies as well as their phases between response and excitation which depends
upon the amplitude of the excitation. Investigations of non-linear vortex motion
are necessary to achieve a comprehensive picture of vortex motion. Above a certain
limit of the excitation power the core switches its orientation which is parametrized
by the polarization of the vortex core.

2.2.3 Current Induced Vortex Dynamics

It is possible to drive the oscillatory motion of the vortex core directly with an
electrical current [50, 51]. Currents flowing through the vortex structure pump
energy into the gyrotropic motion of the vortex core via the spin transfer torque
effect. The field-induced and current-induced dynamics are very similar and the
main difference between these two kinds of excitation is a 90 degree phase shift in
the response of the vortex dynamics. Consequently, many results obtained from the
field induced excitation can be generalized to the current induced excitation. The
excitation of the gyrotropic motion of the vortex core by a spin-polarized current is
conventionally described by extending the Thiele equation with a spin torque term
as following:

~Feff + ~G× (~v − ~u) +D(α~v − β~u) = 0 (2.9)

The STT induced excitation of the vortex core is achieved by electrical currents
(charge transport) flowing through the magnetic element and therefore unavoidably
accompanied by Oersted fields. Time dependent magnetic fields have been shown to
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give rise to the excitation of the vortex state, and thus in the presence of oscillating
currents, one expects a combined effect of the STT and the Oe field [52, 53].

2.2.4 Vortex Core Switching

The polarity of the vortex core can be switched by means of a strong (around half
a Tesla) [54, 55, 56] external static magnetic field acting in a direction opposite to
the vortex core polarization but practical devices can not tolerate such strong fields.
This stability has the advantage that magnetic storage of this type would be stable
against interfering magnetic fields but also turns into a disadvantage because it is
more difficult to reverse the vortex core by static fields and thus to process data.
Technological applications require to switch the magnetization states faster and in
much more energy efficient ways. An elegant solution has been found to reverse the
vortex core polarity much more easily with a mechanism called the dynamic reversal
of the vortex core [57, 58, 59]. Previous research work in our group has revealed that
instead of an out-of-plane static field, an in-plane oscillating magnetic field with a
frequency near to the resonance frequency of the vortex core and with a magnitude
of only a few Oe is sufficient to nudge the vortex core out of its equilibrium position
and eventually switch the vortex core polarity on a time scale of ns [60, 61, 62].

The switching process is shown in detail in Fig. 2.4. The mechanism of the
vortex switching by either magnetic field or current is essentially the same in all
systems [55, 63, 64]. Initially the vortex core is situated in the center of the vortex
structure (Fig. 2.4 a)). When excited with either in plane oscillating magnetic fields
or rf currents, the core is pushed away from the equilibrium position and the vortex
structure is stimulated to execute a collective spin movement. The moving vortex is
followed by a dip with magnetization opposite to that of the vortex core and situated
towards the structure center, see Fig. 2.4 (b). When the vortex moves away from
the center, its velocity increases and the amplitude of the dip increases as well, see
Fig. 2.4 (c). When the amplitude of the out-of-plane dip reaches its maximum a
pair of a new vortex and antivortex is created, see Fig. 2.4 (d) - (e). These three
objects move following complicated trajectories and the new born vortex tears off
his partner antivortex due to topological reasons. The gyroscopic force depends
on the total topological charge q. Therefore, it produces a clockwise motion for
the original vortex and the new born antivortex, while the new born vortex moves
in the counterclockwise direction. As a result, the new vortex separates from the
vortex-antivortex pair, see Fig. 2.4 (f). The attractive force between the original
vortex (q = 1) and the antivortex (q = −1) facilitates a binding and subsequent
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Figure 2.4: Schematic representation of different steps during the switching process
of the vortex core polarization. The arrows represent the in-plane magnetization
components, and the coloured dot at the centre and the coloured rings around it
represent the out-of-plane component (blue, up; red, down). A detailed description
is given in the text and in reference [63].

annihilation of the vortex-antivortex pair, see Fig. 2.4 (g), followed by an emission
of spin waves [65, 66]. This results in a new vortex with polarity opposite to that of
the original vortex core, see Fig. 2.4 (h). A threshold exists for the field amplitude
above which uncontrollable switching processes occur. This threshold will differ
from the type of in-plane excitation e.g. pulse [67, 68], burst [63], or continuous
excitation that is applied to the structure, and at least is still a factor of about 100
lower than the switching threshold with a static perpendicular field.

2.2.5 Polarization Selective Switching

In-plane uniaxial excitations, like linear oscillating fields, do not break the sym-
metry of mirror-symmetric structures such as squares or disks, and would result
in symmetric dynamics for vortices of opposite polarities. Therefore, the resulting
switching process is also symmetric - the excitations simply toggle the polarity back
and forth and thus the final state depends on both the amplitude and the duration
of excitation. In contrast to the linear excitation, which excites the vortex structure
irrespective of its polarity, a co-rotating in-plane magnetic field or current couples
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differently to the two polarities of the vortex core and hence leads to an asymmetric
switching behaviour [61, 69, 70, 71, 72].

The clockwise (CW) and counterclockwise (CCW) circular-rotational motions
of a magnetic vortex core in a soft magnetic circular nanodot are the elementary
eigenmodes existing in the gyrotropic motion with respect to the corresponding
CW and CCW circular-rotational-field eigenbasis. The oppositely rotating eigen-
modes show an asymmetric resonance behaviour, i.e., for the up - core orientation
the CCW eigenmode shows a strong resonance at the frequency equal to the vortex
eigenfrequency, but the other CW eigenmode shows no resonance. This asymmetric
resonance effect is reversed by changing the vortex core polarization. The orbital
radius amplitudes and phases of the two circular eigenmodes vary with the polar-
ization and chirality of the given vortex state as well as the frequency. The overall
linear-regime steady-state vortex gyrotropic motions driven by arbitrarily polarized
oscillating in-plane magnetic fields in the linear regime can be clearly understood
by considering it to be the superposition of CW and CCW circular rotational eigen-
modes and also considering their asymmetric resonance behaviour.

Hccw =
1

2
H0[cos(ωHt)x̂+ sin(ωHt)ŷ] (2.10)

Hcw =
1

2
H0[− cos(ωHt)x̂+ sin(ωHt)ŷ] (2.11)

If the natural gyration sense of the vortex core matches with that of the ro-
tating magnetic field, the vortex core is accelerated to a larger orbit and if the
excitation amplitude is sufficient, the core polarization switches and now the vor-
tex core decelerates and spirals back towards the equilibrium position and only a
small clockwise gyration remains. Measurements on squares and circular elements
further showed that there is no significant influence of the sample geometry on the
selective coupling of the rotating magnetic field with the vortex structure. These
observations indicate that the core can be unidirectionally switched using rotating
fields: an up vortex and a down vortex can be reversed by, respectively, a CCW
and a CW rotating field of sufficient amplitude. When the core polarization has
switched, the rotating field can no longer excite the vortex core of the other polarity
to the threshold velocity required for switching unless the rotation sense of the field
is reversed as well.
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Figure 2.5: Illustration of a spin wave or magnon.

2.3 Spin Waves

Spin waves are small amplitude propagating disturbances in the ordering of mag-
netic materials [73, 74, 75, 76, 77]. In quantum calculations, such collective exci-
tations are treated like particles (quasiparticles) in the wave particle duality limit
and the spin wave quanta (magnons) are similar to the quanta of light (photon) or
those of acoustic waves (phonons) except that their dispersion relation is quadratic
in the wave vector ~k.

If we place a ferromagnet in a sufficiently strong external magnetic field all mag-
netic moments will align parallel to the external field direction. Now the magneti-
zation orientation of individual spins can be diverted from the equilibrium state by
various perturbations such as temperature, pressure, magnetic field, spin-polarized
current or electromagnetic waves. If we deflect one or a few of the magnetic mo-
ments from their equilibrium position the surrounding moments will also feel this
perturbation as they are coupled via dipolar and exchange interactions. The de-
flected spins do not just return into their initial equilibrium position but precess
around the direction of the external magnetic field. In this way a collective exci-
tation of magnetic moments forms and a wave of deflected magnetic moments is
produced, a so called spin-wave. In a spin wave the magnetic moments at each site
precess about their individual equilibrium directions. Since the spins are coupled
with one another through exchange and dipolar interactions, spin wave excitations
are the eigenmodes of the magnetic system and are characterized by frequency and
wavelength. The frequency of a spin wave may depend on the exchange coupling
between spins as well as other effective fields caused by for example anisotropies
and magnetoelastic effects. These interactions will not only affect the frequency of
precession but also the relative phase of precession between spins at neighbouring
lattice sites, see Fig. 2.5.

The frequency with which the spins precess is an important property of a spin
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wave. This precession does not last forever, after a certain time the precessing
spins cause the atoms they are attached to, to vibrate on their lattice site. The
vibration of atoms in a crystalline lattice is perceived as heat. In this way spin
waves decay into heat after a certain time. These collective excitations are key
features for magnetization dynamics and their control allows for deeper insights
into the fundamental processes for magnetization reversal. Exciting spin waves in
nanostructures is not just an elegant way to characterize the structure but it also
enables a better control over the magnetization reversal processes. It has been
observed that magnetization (vortex core) switching is even easier and faster when
assisted by spin waves [78, 79, 80]. In ferromagnetic systems such as Fe, Co and Ni
the lowest spin wave frequencies are typically of the order of 10 GHz. These are long
wavelength excitations and can be studied using FMR and BLS techniques. The
lowest mode is the uniform mode, where all spins precess in phase. This uniform
mode can be accessed by FMR experiments and is determined by the key properties
such as the anisotropy and the saturation magnetization.

Spin waves describe small amplitude deviations of the spins from the equilib-
rium orientation. If the angle of magnetization precession is small, the spin wave
dispersion relation can be obtained as a plane wave solution of the LLG equation
if nonlinearity is neglected. For an infinitely extended magnetic crystal, the spin
wave dispersion relation is given by the Herring-Kittel formula [73, 76].

ω
(
~k
)

= γ

[(
H +

2A

Ms

k2
)(

H + 4πMs sin2 θ~k +
2A

Ms

k2
)]1/2

(2.12)

where A is the exchange stiffness constant, H is the magnetic field acting parallel
to the easy axis, ~k is the wave vector and θ~k is the angle between the direction of
the wave vector and the magnetization.

The spin wave modes of an infinite ferromagnetic film, magnetized parallel to its
surface, were studied by Damon and Eshbach [81]. The dispersion relation for such
bulk spin waves is described by equation 2.12, for details see Ref. [82]. They em-
ployed the magnetostatic approximation, in which the exchange stiffness parameter
A is set to zero. These spin waves have frequencies, which ranges from γH for prop-
agation parallel to both the surface and the magnetization, to γ[H (H + 4πMs)]

1/2

for propagation in plane but perpendicular to the static magnetization. The Damon-
Eshbach (DE) surface spin wave modes exist only when the magnetization is parallel
to the surface. These magnetostatic spin waves (modes) have sufficiently long wave-
length that exchange may be ignored in their description.

Figure 2.6 shows a typology for different orientations between the in-plane wave
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Figure 2.6: Typology of magnetostatic spin-wave modes for different directions of
the magnetization, ~M , and the in-plane wave vector, ~k. MSSW: magnetostatic
surface spin waves; FVMSW: forward-volume magnetostatic spin waves; BVMSW:
backward-volume magnetostatic spin waves. (Taken from reference [82])

vector (~k) and the magnetization ( ~M). If ~k and ~M are both in the film plane
and if ~k is perpendicular to ~M , the so-called magnetostatic surface wave (MSSW)
exists. In this DE geometry ( ~M ⊥ ~k), the phase velocity (ω/k) and group velocity
(dω/dk) have the same sign and thus DE waves are also called forward waves.
If ~k and ~M are collinear in the film plane, a mode with negative dispersion, the
so-called backward-volume magnetostatic spin-wave (BVMSW) mode exists with
the group velocity antiparallel to the wave vector. For the magnetization pointing
perpendicular to the film plane, the existing modes are the so-called forward-volume
magnetostatic spin-wave (FVMSW) modes. In this case spin wave propagation does
not depend on the direction of the in-plane wave vector.

2.3.1 Spin Waves in Magnetic Vortex Structures

Besides the low frequency gyrotropic mode (described earlier in this chapter), higher
frequency eigenmodes of the vortex structures have also been observed experimen-
tally [44, 83, 84]. Mainly magnon modes of two kinds are excited in this system:
radial (symmetrical) and azimuthal ones. The azimuthal mode is caused by the
influence of the in-plane field and the radial one by the effective out-of-plane field.
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Figure 2.7: Spin waves in magnetic vortex structures. Images of the eigenmodes
for a disk with R = 3µm and d = 20nm. The top row shows the absolute value
of the Fourier amplitude at resonance, the bottom row the phase. The modal maps
are composed from two half-images: the left from the micromagnetic simulation; the
right from the experiment. (a)-(c): Axially symmetric modes showing concentric
nodes (n = 1, 2, 3,m = 0). (a) 2.80 GHz. (b) 3.91 GHz. (c) 4.49 GHz. (d), (e):
These modes have nodal lines going across the image. (d) 2.08 GHz, one azimuthal
node (1,1). (e) 1.69 GHz, two azimuthal nodes (1,2). Notice that across the nodal
lines the phase changes by 180. (Taken from reference [88])

The magneto-static spin wave modes [85, 86] can be characterized by a radial mode
number n (positive integer values starting with 1) and an azimuthal mode num-
ber m (integer values), with n and |2m| being the number of nodes in the radial
r̂ and azimuthal φ̂ direction. The sign of m denotes the rotation sense of the az-
imuthal wave [counterclockwise (CCW): m positive, clockwise (CW): m negative].
Recently, such spin wave modes in micron size magnetic disks have been excited
by a perpendicularly oriented magentic field pulse and imaged using time resolved
magneto-optic Kerr microscopy [87, 88]. Figure 2.7 shows the amplitude (top) and
the phase (bottom) at resonance for various eigenmodes where the left-hand side
of each image shows the result of micromagnetic calculations and the right hand
side is the result obtained from the experiment. One can recognize two types of
modes: radial and azimuthal modes. Figure 2.7 (a) - (c) shows three low-lying
axially symmetric (radial) modes which are organised into concentric rings with
circular nodes. The nonaxially symmetric (azimuthal) modes Fig. 2.7 (d) and (e),
however, have one and two diametric nodes, respectively. The modes can be clas-
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Figure 2.8: Dispersion relation for magnons in a FM disk. The mode frequencies
are normalized to the aspect ratio (radius/thickness) as indicated in the figure.
(Taken from reference [88])

sified according to the number of nodes in radial and azimuthal directions. The
experimental dispersion relations f vs (n, m=0) (radial modes) and f vs (n=1, m)
(azimuthal modes) was constructed which is shown in Fig. 2.8. We can notice a
positive dispersion (monotonically increasing) for the axially symmetric mode with
m = 0 and a negative dispersion [88] (monotonically decreasing) for the modes
m 6= 0.

Recently is has been discovered that these higher frequency modes can be used
to switch a vortex core at least 20 times faster than was previously the case, i.e.
within around 200 picoseconds [89, 90, 91]. The observed effect has the further
advantage in addition to its higher switching speed that the vortex core remains
almost stationary when switching is performed with spin waves. When switched
more slowly with frequencies in the Megahertz range, as was the case with the
mechanism discovered a few years ago, on the other hand, it had to be moved far
from its equilibrium position. This meant that a storage bit required more space.
The new mechanism thus makes further miniaturisation possible if data storage
media which operate according to this principle are to be developed in the future.
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Detection Methods and
Micromagnetic Simulations

A range of available techniques provide many options to experimentalists for the
study of magnetic properties at the nanoscale. The ferromagnetic resonance (FMR)
technique has been one of the most often used techniques to study magnetization
dynamics. However, the frequency of the vortex motion is generally too low (sub-
GHz) to be detected by means of standard ferromagnetic resonance techniques. The
dynamic properties of magnetic vortices can also be probed using a vector network
analyser in the microwave reflection mode [92], giving quantitative information but
no spatial information. This chapter includes some of the techniques to visualize
the vortex state and its dynamics and also to investigate it electrically.

3.1 Imaging Methods

Although, the structure of the magnetic vortex has been predicted long before in
theory, the experimental observations have been possible only recently. First obser-
vations of the magnetic vortex core are done in square and circular dots of Permal-
loy [15, 16]. In these experiments, the authors used magnetic force microscopy
(MFM) to detect the core of the magnetic vortex. As the core has a perpendic-
ular magnetization and the magnetization vector in regions away from the center
is parallel to the plane, the force between the cantilever tip and the surface of the
core is different from the force between the cantilever tip and the surface of an
out-of-core region. Thus the vortex core is imaged by mapping the force all over
the disk sample.

Many spectroscopic techniques are used to investigate magnetic properties. These
techniques involve the use of electrons and photons which are easily available probes
to investigate matter. In a typical spectroscopic experiment, an electron or a pho-
ton has a well defined state (energy, direction of propagation, polarization etc.).
Today, several such techniques exist to image the magnetization with high spa-
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tial resolution, like Scanning Tunneling Microscopy (STM), Scanning Electron Mi-
croscopy with Polarization Analysis (SEMPA) and Lorentz Transmission Electron
Microscopy (TEM) etc. These techniques have already been successfully deployed
to image small magnetization features like domains and vortex cores. Typically,
these techniques do not provide temporal information and can thus only be used to
explore static configurations but time-resolved techniques exist as well.

Great progress has been made recently with the possibility to observe high fre-
quency dynamic properties of magnetic dots in the vortex state by Brillouin Light
Scattering (BLS) of spin waves, time resolved Kerr microscopy, phase sensitive
Fourier transformation techniques and X-ray imaging techniques. Three main in-
gredients are needed for the imaging of time resolved magnetization dynamics: a
pulsed light source, a synchronized fast magnetic field pulse (or alternating magnetic
field), and a variable time delay. Only for a few time-resolved imaging techniques
the aforementioned ingredients have been implemented successfully. Some of the
most popular time or frequency resolved techniques are briefly addressed in the
following section.

Brillouin Light Scattering (BLS) technique can be employed to study magenti-
zation dynamics in patterned structures such as arrays of ferromagnetic wires and
arrays of magnetic dots with vortex structures [93]. This technique is a spectroscopic
method to investigate inelastic excitations with frequencies in the GHz range [94].
Basically, a light beam is sent from a frequency-stabilized laser to focus it onto
the sample using an objective lens. The light scattered from the sample (elastic
and inelastic contributions) is then collected and sent through a spatial filter to
suppress background noise before it enters a Fabry-Perot interferometer. Vortex
dynamics observed by BLS have relatively high frequencies and can be interpreted
as quantized spin waves in restricted geometries. BLS, however, does not permit
the detection of eigen-frequencies in sub-GHz range.

The excitation and relaxation processes in ferromagnetic structures can also
be imaged by means of Time-Resolved Magneto-Optical-Kerr (TR-MOKE) mi-
croscopy [87, 88], in which the combined picosecond temporal and submicrometer
spatial resolutions allow to study the time dependence of magnetic excitations and
to acquire magnetic maps of the sample. The optical measurements performed with
this technique have been performed using a femtosecond or picosecond laser. The
polar or transverse Kerr rotation is monitored by a polarizing beam-splitter and
by using a differential diode detection scheme, which measures the linear MOKE
signal. The lateral resolution is limited by optical diffraction effects and may reach
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values of about 300 nm. The time resolution is given by the width of the laser pulses
and the jitter of the synchronization. Solid state lasers and fast laser diodes deliver
pulses in the 10 ps range. Shorter pulses of the order of 50 - 100 fs are obtained when
using a mode-locked Ti-sapphire oscillator. Although the time resolution is amply
sufficient to resolve the gyrotropic mode in structures with micron and sub-micron
size, the lateral resolution of the MOKE techniques is limited by the wavelength of
the used light (typically λ > 200 nm) which is insufficient to study the details of
the gyrotropic motion or to image a vortex core (VC) of only 20 nm in diameter.

Time-resolved x-ray microscopy, on the other hand, is capable of combining a
good time resolution with the necessary lateral resolution. A lateral resolution of
about 20 - 40 nm is achieved using X-ray based imaging techniques. The time
resolution is given by the width of the photon flashes and is about 70 - 100 ps.
Scanning Transmission X-ray Microsopy (STXM) [63] techniques that utilize X-
ray Magnetic Circular Dichroism (XMCD) [95] to obtain the magnetic contrast are
emerging as one of the premier probes. The vortex core dynamics induced by a
pulsed magnetic field has also recently been detected in STXM [68, 91]. We have
utilized this technique in our experimental work, the detailed description of which
will be presented in following chapters.

3.2 Electrical Detection

Electrical detection of the vortex state is a useful tool not only for understanding the
underlying physics related to vortex dynamics but for future technological applica-
tions as well. With this aim, we studied two ways to electrically detect the polarity
and/or circulation of the vortex state in soft ferromagnetic elements of micron size.
In spintronics research the ability to generate detectable electrical voltages due to
time dependent magnetic textures has been addressed recently [96, 97, 98]. Among
the methods discussed in the literature are effects due to spin pumping [99, 100],
the anisotropic magnetoresistance (AMR) effect [96] and, more recently, due to the
so called spin motive force (SMF). We will explore AMR and SMF effects in vor-
tex structures to understand its origin and how to use these phenomenon for the
detection of the vortex state.

3.2.1 AMR in Vortex Structures

When a current flows through a ferromagnetic conductor the charge transport is
affected by the global spin alignment in the material and so is the corresponding
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Figure 3.1: The resistance states of the vortex element when the vortex core is
displaced in different directions with respect to the current flow direction.

electrical resistivity. This effect is called the Anisotropic Magnetoresistance (AMR)
effect [101, 102, 103, 104, 105]. The microscopic origin of the AMR lies in the fixed
spin orientation in ferromagnetic materials which breaks the otherwise spherical
symmetry of the electrons’ atomic orbitals around the magnetization axis. Con-
sequently the scattering cross section of the electrons, which is defined by their
orbitals, is different for current parallel and perpendicular to the magnetization di-
rection and so is the corresponding electrical resistivity. The resistivity collinear to
the magnetization is usually higher than that for perpendicular alignment to the
magnetization e.g in the case of Permalloy.

In this section, we present a conceptually simple technique to determine the vor-
tex state electrically by exploiting the Anisotropic Magnetoresistance effect where
measurements can be made with straightforward four point transport measure-
ments. The magnetic response measured with such measurements is basically a
bulk response and thus we expect this method to be free from many of the surface-
related problems of the aforementioned imaging techniques. When an rf current
[I = I0 cos(ωt)] flows through the vortex structure (or magnetic texture), as a re-
sult of the spin-transfer-torque exerted on the local magnetic moments, the vortex
core starts to gyrate around its equilibrium position. Consequently, the magne-
tization configuration of the sample changes periodically with the position of the
vortex core (see Fig. 3.1). Since the resistance of the ferromagnetic sample de-
pends upon the contribution of the sample magnetization along (or perpendicular
to) the current flow direction, the gyrotropic motion of the vortex core is followed
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by a periodic change in the resistance of the magnetic sample. As the vortex
core moves symmetrically around the center of the magnetic element, its resistance
[R = R0 + ∆R cos(2ωt+ φ)] changes with twice the frequency of the excitation cur-
rent [106, 107]. This can simply be explained by the sketch shown in Fig. 3.1. If we
move the vortex core along the current flow direction, the effective magnetization
of the sample is perpendicular to the direction of the current flow. Thus, these
two states have low resistance. In the other case, when the vortex core is displaced
perpendicular to the current flow direction, the effective magnetization is along the
current flow and thus these two states have high resistance. Therefore, over a period
of gyration, the resistance of the sample goes through high and low resistance states
twice which means the periodicity of the resistance change is twice to that of the
excitation current. This periodic change in resistance combined with the excitation
current gives rise to a homodyne voltage signal (signify that the reference mixing
signal is derived from the same source as the original signal which has the advantage
of being insensitive to the fluctuations in the frequency of the original signal) which
can be understood simply by following Ohm’s law:

V = I ×R
= I cos(ωt)× [R0 + ∆R cos(2ωt+ φ)]

= IR0 cos(ωt) +
I∆R

2
{cos(ωt+ φ) + cos(3ωt+ φ)} (3.1)

This homodyne signal can be measured e.g. in an oscilloscope and the vortex
dynamics can be investigated. However, we are interested in the rectification of this
homodyne voltage signal to measure the dc response because in electronic circuits
it is easy to deal with dc signals compared to the rf signals which is more significant
for device applications. To obtain the rectified voltage signal, we need to break
the symmetry of the magnetic configuration to be able to generate a component
in the oscillating resistance which is changing with the frequency of the excitation
current. This can be achieved either by creating a defect in the magnetic element or
by moving the vortex core away from the center of the magnetic element by applying
an external static magnetic field. In this case the resistance can be expressed as:

R = R0 + ∆R
∑
n6=0

An cos(nωt+ φ) (3.2)

Here A′ns are constant coefficients. This means that the oscillating resistance has a
component at the excitation frequency [∆R A1 cos(ωt + φ)] which mixes with the
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rf current and generate a dc voltage signal as following:

V = IR

= V0 [B1 cos(φ) +
∑
n6=0

Bn cos(nωt+ φ]

= Vdc + Vac (3.3)

Here B′ns are the constant coefficients. The rectified component of this voltage
signal (Vdc = B1 cos(φ)) can simply be measured e.g. in a nanovoltmeter. Here
we notice that the rectified signal is accompanied by the phase factor cos(φ). As
described earlier, there is a phase difference of 180 degrees for the two polarities of
the vortex core and thus we expect a sign reversal of the rectified signal for the two
polarities while keeping the other parameters unchanged.

3.2.2 Micromagnetic Simulations (AMR)

Micromagnetic simulations have proven to be a useful tool allowing us to predict
the magnetization dynamics in magnetic nanostructures and to follow dynamic
processes occurring on time-scales of nanoseconds or less. Currently, a number of
packages, with their strengths and weaknesses, are available for solving the LLG
equation which describes the time evolution of the magnetization under several
forces as explained in Chapter-1. To solve the complex LLG equation, discretiza-
tion in both space and time is necessary. The spatial discretization needs to be
fine, since features as small as domain walls and the vortex core need to be re-
solved. Consequently, a large number of computational cells are often needed. The
temporal discretization also needs to be very small compared to the time scale of
the excitation modes, so a very large number of time steps is also usually needed.
There we should choose a simulation package that can fulfill our requirements and
is more efficient. In this research work, simulations are performed with the recently
developed open source code MuMax, based on a finite difference method includ-
ing the adiabatic as well as the non-adiabatic spin-transfer-torque and the Oersted
field arising from the current distribution in the sample under investigation, where
a spatially homogeneous current distribution is considered.

For the micromagnetic modelling we use a device geometry similar to that used
in our experiments - a square of edge length 1.6 µm and 50 nm thickness. In our
work we investigate the soft ferromagnet Permalloy (an alloy with about 81% Ni
and 19% Fe) which has a high saturation magnetization and a low coercivity. It is
widely used, e.g. in magnetic sensors. Therefore, the magnetic parameters for mi-
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cromagnetic simulations are chosen to replicate Permalloy as following: saturation
magnetization Ms = 800 × 103A/m, damping constant α = 0.006 and exchange
parameter A = 1.3 × 10−11J/m. To study the dynamics of the vortex core which
has a size of the order of 10 - 20 nm, a cell size of 3.125 nm (less than the size of the
exchange length of Permalloy ∼ 5 nm) in plane and only one cell in the out of plane
dimension was used. Thus, the ferromagnetic particle is subdivided into smaller
computational cells and the magnetization is assumed to be uniform within each
cell. In many situations, the exact formulation of the damping does not matter.
Firstly, static properties like magnetic ground states and hysteresis behaviour do
not depend on damping. As long as there is some mechanism for the system to
evolve towards the lowest energy state, such properties are calculated correctly. In
such simulations, an unphysically high damping is commonly used to speed up the
relaxation processes. Secondly, many dynamic processes, like vortex core switching,
are too fast for the damping to have a large effect on the relevant time scales. Even
when the damping does play a significant role, like during the relaxation of the
vortex gyrotropic mode, scaling the damping parameter α is usually sufficient to fit
the experimental observations.

Initially to obtain the ground state configuration, the damping constant is set to
be 1 to assure rapid convergence. The magnetization distribution is simulated for
different applied in-plane static magnetic fields as per our requirements. Simulations
shows that for the chosen material (Permalloy) and geometry a single vortex state
is energetically favorable. The vortex structure is excited with an rf current to
make the vortex core to gyrate in a stable orbit around its equilibrium position
in a particular applied field. Now eight phases per period for the magnetization
distribution in the sample are stored for several periods of oscillations. In order
to calculate the dc voltage caused by the anisotropic magneto resistance effect
from the simulated magnetization configurations in a square, we make the following
simplifying assumption: the AMR effect changes the resistance only slightly (on the
order of a few percent) and therefore we assume that the electric current does not
change due to the magnetization configuration. Especially for the square sample we
assume that the current is homogeneously flowing in one direction, the x-direction.
The resistance in a single cell, indexed by i, j is then given by:

Ri,j = R0;i,j(1 + δ(~mi,j · ~Ii,j)2) = R0;i,j(1 + δm2
x;i,j) (3.4)

where R0;i,j is the resistance of the cell without taking AMR into account, δ is the
relative resistance change, I the current through the cell and ~mi,j the normalized
magnetization vector in the cell. When the relative change in resistance is small
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(a) c = +1

p = +1

(b) c = +1

p = −1
(c) c = −1

p = −1
(d) c = −1

p = +1

Figure 3.2: Micromagnetic simulation results for the AMR contribution to the DC
homodyne signal in a square element. Simulations are performed for the four pos-
sible configurations of polarity (p) and chirality (c) of the vortex structure.

δ << 1 then we can use a Taylor expansion to easily calculate the total resistance.

R ≈ R0 + δ
∑
i,j

m2
x;i,j (3.5)

where R0 is the total resistance of the element without taking AMR into account.
An ac-current that excites the magnetization to periodic precession through spin
transfer torques therefore leads to a periodically changing resistance and causes a
measurable change in the voltage across the element. The voltage V = R ·I consists
of a dc part due to rectification with the ac-current:

Vdc = Vω=0 =
1

2
Rω · Iω (3.6)

where Rω and Iω are the frequency components of the resistance and the current
respectively. From equation 3.5 and 3.6 we can see that the magnetization dynamics
contributes to Vdc only whenm2

x;i,j oscillates with the driving frequency ω. For small
perturbations dϕ at frequency ω of the equilibrium magnetization lying in the plane
of the element this is maximum when the oscillations are around the equilibrium
magnetization angle ϕ of 45◦ to the current.

mx ∝ sin(ϕ)⇒ d sin(ϕ)2

dϕ
= sin(2ϕ) (3.7)

The above strategy is used in each cell and the resulting voltage signal is cal-
culated. Figure 3.2 shows the spatially resolved contribution to the rectified AMR
signal all over the sample for a bias field of 10 mT, an rf current of amplitude 10
mA and an excitation frequency of 220 MHz. The red region shows the positive
signal, the blue region shows the negative signal and the green region zero signal.
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Figure 3.3: Micromagnetic simulations of the rectified AMR signal for various bias
fields obtained on the square shaped sample. The sign of the AMR signal changes
when the vortex core polarity is reversed as shown for the case of 10 mT, where
both cases p = +1 and p = −1 are shown. We do not observe any AMR signal for
zero magnetic field due to symmetry reasons and for fields (30 mT) large enough to
expel the VC from the sample.

Here we notice that the main contribution is concentrated in the region where the
vortex core gyrates and the magnetization direction changes periodically following
the vortex gyrotropic motion. Also note that there is a contribution in the lines
connecting the vortex core with the four corners of the square where the average
magnetization direction can be assumed to be at 45 degrees to the current flow
direction. In these regions the magnetization direction changes periodically which
leads to a periodic change in resistance of the sample. Now we sum up the signal all
over the sample which gives us the total rectified signal for the specific parameters
(bias field, excitation frequency and amplitude). This signal is calculated for sev-
eral frequencies of rf current and bias fields. Fig. 3.3 shows resonance curves for the
AMR signal at different bias fields. For 0 mT external field there is no resonance
line as expected due to symmetry reasons as explained earlier and as seen directly
in the spatial contribution images. For 0 mT bias field the vortex core gyrates in
the center of the square and in this case the positive (red) and negative (blue) con-
tributions are equal which will add up to zero for the whole sample. For an external
bias of 5 and 10 mT there are resonance curves which show a large signal around a
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frequency of 230 MHz. For a bias field of 30 mT, the magnetic element is not in the
vortex state anymore and therefore the AMR signal vanishes. If the polarity of the
vortex core is reversed, the vortex core gyrates in the opposite sense and therefore
there is a phase (φ) change of 180 degrees which results in a change of the sign of
the AMR signal, following equation-3.3. As we can see in Fig. 3.2 (b), if we change
the polarity of the vortex core, the positive (red) and negative (blue) contributions
exchange as compare to Fig. 3.2 (a). Therefore the total rectified signal will also
change sign which is shown in Fig. 3.3 for a bias field of 10 mT where the shape of
the resonance line is reversed for the two polarities of the vortex core. Additionally,
if we reverse the circulation of the vortex structure or the direction of the bias field,
the vortex core will gyrate near the opposite edge of the square element due to
topological reasons. In this case, the positive (red) and negative (blue) regions will
expand or shrink as can be visualized by comparing the spatial contributions in
Fig. 3.2 (b) and Fig. 3.2 (c). In this case also we will get a sign reversal in the total
rectified voltage signals for the two circulations of the vortex structure.

3.2.3 Spin Motive Force

Another technique to detect the vortex state electrically is utilizing the phenomenon
of Spin Motive Force (SMF) [108, 109], which reflects the conversion of the mag-
netic energy of a ferromagnetic system into the electrical energy of the conduction
electrons via their mutual exchange interaction. When the spin quantization axis of
conduction electrons flowing in a ferromagnetic sample does not coincide with the
spin quantization axis of local moments in a magnetic texture (e.g. a domain wall
or a vortex structure), the interaction of the spin polarized current with the texture
can cause e.g. domain wall motion. This effect is known as spin transfer torque as
described earlier. Onsager’s reciprocity relations dictate that the inverse effect must
exist as well. Thus, a moving magnetic texture must lead to an induced voltage
(or current) [110, 111], referred to as spin motive force. In a ferromagnet the spin
of conduction electrons couples to the local magnetization via the exchange inter-
action which tends to align the spins parallel to each other. In a moving magnetic
texture, the conduction electrons are affected by a spin dependent force due to this
interaction. It drives majority-spin and minority-spin electrons in mutually oppo-
site directions and produces a spin current which is followed by a charge current as
a ferromagnet has unequal number of majority and minority spin electrons. Thus,
the origin of this phenomenon is a misalignment between the conduction electrons
spin and the local magnetization. Therefore, SMF can occur in magnetic systems
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with strongly non collinear magnetic textures such as magnetic domain walls or
magnetic vortices and is given by (for detailed description see Appendix-2) [109]

〈fi〉↑↓ = ±~
2

(m× ∂tm) · ∇im (3.8)

From Eq. (3.8), one expects a large SMF signal when fast dynamics is induced on
the magnetic structure. It has already been shown theoretically and experimentally
that the diameter of the vortex core is of the order of 10 nm and the velocity of
the core dynamics is in the range of 100 m/s. Furthermore, switching occurs on a
time scale of picoseconds. These conditions give us a possibility of observing a large
spin motive force signal in vortex structures. On the basis of numerical work, a
continuous ac spin motive force is predicted to accompany the gyrotropic motion of
a magnetic vortex core and has also been detected in nanoscale magnetic elements
recently [110, 111, 112].

Here we summarize how to calculate the spin-motive force. First, we have to
know the magnetization dynamics by solving the LLG equation. Then, the spin
dependent force acting upon an electron at each time and space can be calculated
by Eq. (3.8). The spin-motive force can be obtained by the spatial difference of the
electric potential, which is given by the Poisson equation P

−e∇ · 〈f〉↑ = ∆V . Here,
e and P are the elementary charge and the spin polarization of the conduction
electrons, respectively.

3.2.4 Micromagnetic Simulations (SMF)

Micromagnetic simulations for the spin motive force signal are performed for a disk
of diameter 1.6 µm and thickness 50 nm. Other simulation parameters are chosen
the same as those for the AMR simulations. The resonance frequency for this
geometry is calculated to be 256 MHz. We focus on the dynamics of the magnetic
vortex core excited with a linear in-plane oscillating magnetic field [hrfcos(2πft)]

along the x-direction with an amplitude hrf (2.5 Oe) and a frequency of 255 MHz.
Simulations are run for a period of 20 ns to let the vortex core gyrate into a stable
orbit. In this case, the vortex core starts to gyrate around its equilibrium position
on an orbit with a radius of about 140 nm. The magnetization distributions are
recorded at a time interval of 1 ps which are used to calculate different product and
derivative terms to solve Eq. (3.8) numerically which gives the spin-dependent force
acting on the conduction electrons. Thereafter, the local potential is calculated
using the Poisson equation as described in the previous section. Thus we obtained
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Figure 3.4: The spatial distribution of the SMF generated voltage signal is shown for
three different combinations of circulation (c) and polarization (p). The snapshots
are taken at four phases during a complete cycle. Last two columns show the sketch
of the expected SMF signal when the signal is measured along the excitation field
direction (column-X) and perpendicular to it (column-Y). We can notice that there
is a phase change of 180 degree for the two polarities if the signal is measured
along the field direction and no phase shift if measured in perpendicular direction.
Also there is a phase change of 180 degree for the two circulation directions in both
configurations.

the potential distribution all over the magnetic disk due to the SMF acting on the
conduction electrons.

Figure 3.4 shows four phases of these SMF generated voltage landscapes for
three different combinations of the circulation and polatization of the vortex state.
The snapshots are taken at times t = 0, T/4, T/2 and 3T/4, where T is the time
period. Here we notice that at t = 0 when the excitation field is maximum, the
position of the vortex core is along the field direction but at opposite sides of
the centre of the disk for different circulation/polarization of the vortex state. In
other words we can say that the phase of the vortex core motion depends upon
the handedness (cp) of the vortex state. From these four phases we can draw a
sketch of the nature of the SMF signal as shown in the last two columns of Fig. 3.4.
Here column-X means the signal along a line collinear with the direction of the
excitation field and similarly column-Y means the signal along a line perpendicular
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Figure 3.5: The SMF signals derived from micromagnetic simulations are shown
for two polarities and for two directions of the probing contacts. Here position of
one contact (R1) is fixed at 600 nm and the SMF signal is calculated by changing
the position of the other contact (R2). The excitation field is considerd to be in
x−direction. The images are marked with X_cp or Y_cp, where X and Y indicates,
in which direction the probing contacts are considered. Here we can see that the SMF
signal has a phase shift of 180 degree for the two polarities when the signal is probed
in x−direction and no phase shift in other case.

to the field direction. The sketches in column-X indicates that if we place voltage
probes along the field direction, the voltage signal will have a phase shift of 180
degree for different handedness and if we place the probes perpendicular to the field
direction there is a phase shift of 180 degree in the SMF signal only if the circulation
direction is reversed.

Next we calculated the periodic SMF signal while varying the position of one
probe contact (R2) and the position of the other contact (R1) remains near to
the circumference of the disk. This can be achieved by recording a number of
magnetization distributions over a complete gyration of the vortex core, which will
be a time consuming process. Alternatively, we used one of the potential distribution
shown in Fig. 3.4 and calculated the SMF signal by rotating the position of the
probe contact i.e. in the rest frame of the vortex core. Figure 3.5 shows spectra
of the simulated SMF signal for the two polarities of the vortex core when the

43



Chapter 3. Detection Methods and Micromagnetic Simulations

probe contacts are placed parallel (X) and perpendicular (Y) to the excitation field
direction (x). Here we can see a phase shift of 180 degree for the two polarities of
the vortex core for the parallel case and no phase shift for the perpendicular case.

3.3 Exchange Bias

The forementioned micromagnetic simulation results show, for example, that the
sign of the AMR signal depends upon the handedness (cp) of the vortex structure.
Thus two out of the four possible configurations (c and p) of the vortex state will
generate a positive AMR signal and the other two will generate a negative signal
for the same excitation parameters and bias field. Thus we need to distinguish all
four states independently which can be done by utilizing in-plane exchange bias in
such vortex structures [113, 114]. It has been shown that it is possible to imprint
well defined nonuniform magnetization states, such as a magnetic vortex, into the
antiferromagnet by bringing the two in contact and treating the stack with heat
and magnetic fields. The exchange bias can be represented as an additional posi-
tion dependent magnetic field the direction of which is defined by the magnetization
direction in the ferromagnetic layer that is imprinted into the antiferromagnet. Mi-
cromagnetic simulations carried out by Heinonen et. al. [115] have shown that the
resonance frequency of the vortex core increases with the magnitude of exchange
bias considering that the exchange bias field follows the direction of the magneti-
zation in the ferromagnetic layer. We have performed similar micromagnetic sim-
ulations and found that if we keep the direction of the exchange bias and change
the circulation of the vortex structure, there is a splitting of the resonance frequen-
cies for the two circulations of the vortex state irrespective of its polarity. When
the direction of the exchange bias field follows the magnetization direction of the
vortex structure, the effective saturation magnetization of the ferromagnetic layer
increases and thus the resonance frequency is higher (202 MHz) and it is lower (119
MHz) if the exchange bias field direction is opposite to that of the magnetization in
the vortex structure compared to the one in absence of exchange bias (161 MHz).
Thus exploiting exchange bias in vortex structures we expect to obtain positive and
negative AMR signals for the two polarities of the vortex core at higher frequency
in the case of one circulation and similar signals at lower frequency for the other
circulation. We note that the circulation can be switched selectively by applica-
tion of a magnetic field when slight asymmetries in the shape of the vortex state
elements are introduced [116, 117].
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Sample Preparation

Sample preparation is a matter of great importance as it is a critical determinant for
the success of an experiment and thus the device fabrication requires sophisticated
and demanding approaches [118]. A proper experimental model and careful sam-
ple preparation is crucial in research and has to be carefully considered to obtain
significant and trustworthy results. The fabrication of submicron microelectronic
devices requires a wide variety of physical and chemical processes performed on
a substrate e.g., silicon and GaAs. In general, the fabrication of the devices mea-
sured during this research work was a multistep process utilizing different techniques
which will be described in detail throughout this chapter. We will discuss strategies
and methodologies of sample preparation, and experimental demands for these pro-
cesses. Additionally, different types of samples prepared for several other research
projects will also be presented.

The University of Regensburg houses all necessary equipment and other neces-
sary utensils required to prepare devices investigated during the course of this thesis
work. Patterning of our nanostructured devices is done in a clean room. The sup-
porting infrastructure consists of a water purification system, a pure gas installation,
a photo resist coating system (spinner), an UV-exposure system using Hg-lamp, in-
spection optical microscopes, an ion etching system, a wire bonder, pre/post bake
heater sources, developer solution, metal deposition chambers and a sonication bath
for substrate cleaning and easy lift off process with hard substrates. The device fab-
rication steps involved wafer preparation, writing of a specifically designed pattern
utilizing Electron-Beam-Lithography (EBL) and/or Optical-Lithography (OPL) fol-
lowed by metal deposition (sputtering, thermal and e-gun evaporation methods) on
the developed samples and a resist stripping step so called lift off process. All must
be carried out with a high degree of process control and spatial uniformity.
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4.1 Methods and Techniques

4.1.1 Optical Lithography

Fundamental of various processes used to fabricate an integrated circuit is the lithog-
raphy, i.e., the formation of a three-dimensional (3D) relief images on the substrate
for subsequent transfer of the pattern to the substrate. The word lithography comes
from the Greek words lithos - meaning stones and graphia - meaning to write. It
means quite literally writing on stones. In our case, our stones are substrate wafers
and our patterns are written with a light sensitive polymer called photoresist. Op-
tical lithography involves a complex photographic process in which electromagnetic
waves are incident on a photoresist which dynamically changes during illumina-
tion and forms a 3D relief image on the substrate after development in a suitable
chemical called developer. In general, the photoresist image has the exact shape of
the designed or intended pattern in the plane of the substrate, with vertical walls
through the thickness of the resist. Thus, the final resist pattern is binary: parts
of the substrate are covered with resist while other parts are completely uncov-
ered. This binary pattern is needed for pattern transfer by several mechanisms e.g.
etching, ion implantation, deposition and lift-off technique. A single iteration of
lithography is a sequential combination of several steps. The general sequence of
steps for a typical optical lithography process is described below.

Substrate Preparation: To facilitate the transmission of X-rays through the
magnetic element, the samples are grown on a high quality thin (100 nm) silicon
nitride (Si3N4) membrane window (lateral dimension of about 50 µm × 50 µm)
supported around its perimeter by a rigid silicon substrate of 200 µm thickness.
Therefore, much care needs to be taken throughout the sample fabrication process-
ing to finalize the device without breaking the membrane window. The very first
step of sample preparation is to clean the substrate. The degree and type of sub-
strate cleaning needed vary with the desired level of substrate cleanliness, and prior
processing of the substrate. If the deposited metal is to be used to make electri-
cal contact to the underlying substrate, ensuring that the substrate is clean before
processing is crucial. Wafer preparation involves cleaning with acetone (sonication
bath for hard substrates which must be avoided for our substrates with membrane
window), dip in iso-propanol and blow dry with N2 to get rid of dust, debris, con-
tamination or smudges on it. Dehydration bake at 150◦C can also be performed to
get rid of moisture on the substrate.

Resist Selection and Coating: In the next step the substrate is coated uni-
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Figure 4.1: Different processes during sample preparation are shown. (a) Photoresist
coated substrate is exposed to electromagnetic radiation through a mask. (b1 and B2)
The binary pattern after development of resist. (c1 and c2) The sample after metal
depostion. (d) Final structures on the substrate after lift-off process.

formly with a radiation sensitive layer, the so called resist. The dyed photoresist
versions are recommended to minimize notching and to maintain the linewidth con-
trol when processing on highly reflective substrates. For our device fabrication, we
used a positive photoresist “Microposit Shipley - 1805”, engineered to satisfy the
microelectronics industry’s requirements for advanced IC devices fabrication. The
last two digits of the resist number indicate the optimum thickness for that resist
concentration e.g. S1805 is optimized for a resist thickness of 0.5 µm.

To coat the resist, the substrate is placed into the spinner on a suitable chuck
and a viscous liquid solution of photoresist (S1805) is dispensed onto the wafer to
cover the substrate. The wafer is spun rapidly typically at 4500 rpm for 30 seconds
which produces a resist layer of thickness about 0.5 µm. The final thickness is
also determined by the evaporation rate of liquid solvents from the resist. For very
small and dense features, lower resist thicknesses ( e.g. 0.5 µm) are recommended
to avoid collapse effects at high aspect ratios - typical aspect ratio is 4:1. This
spin coating process produces a uniform layer, usually with uniformity of within 5
to 10 nanometres. This uniformity can be explained by detailed fluid mechanical
modeling, which shows that the resist moves much faster at the top of the layer
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than at the bottom where viscous forces bind the resist to the wafer surface. Thus,
the top layer of resist is quickly ejected from the wafer’s edge while the bottom
layer still creeps slowly radially along the wafer. In this way, any ’bump’ or ’ridge’
of resist is removed, leaving a very flat layer. The photoresist coated wafer is then
prebaked to drive off excess photoresist solvent, typically on a hot plate at 90◦C for
2 - 3 minutes.

Exposure: In this step the exposure of the resist through an optical mask is
performed, as shown in Fig. 4.1 (a). A commonly used mask substrate is transpar-
ent borosilicate glass or more recently used fused silica because of its lower thermal
expansion coefficient and higher transmission at lower wavelengths. Lithographic
photomasks are typically covered with a pattern defined with a chrome metal ab-
sorbing film. Photomasks are used at wavelengths of 365 nm, 248 nm, and 193 nm
and provide a good resolution in the range of 1 - 2 µm. In our case of UV-photo
lithography a mercury (Hg) arc lamp with a wavelength of 365 nm is used as the
exposure source. According to the desired pattern, absorbing and transparent re-
gions are present on the mask. Consequently, only some regions of the resist are
exposed by the UV radiation. The optimum exposure time depends on the resist
type, feature size and shape. For our devices and for the resist Shipley-1805, we
have used an exposure time of 45 sec.

Development and Post Processing: The next step is the development pro-
cess, see Fig. 4.2 (b). The exposed resist is removed by a suitable developer solution
and thus producing a resist pattern that is a replication of the mask pattern. In
the case of the optical resist “Shipley - 1805” the development process is done with
a developer named as M351, which is based on buffered NaOH and used in 1:4 dis-
solution (with deionised water). For proper development of the exposed resist, we
agitate the wafer in the developer for about 45 sec and then rinse it with deionized
water for 30 sec to remove the developer from the substrate and to stop further
developing process. Thereafter the sample was blown dry with nitrogen and in-
spected under the optical microscope to confirm a proper lithography process. A
post-exposure bake (at 90 to 120◦C ) was also used sometimes to remove side wall
roughness. Note that the developer etches away exposed part of the photoresist
much faster than the unexposed part, but the unexposed areas do also become
thinner. If you develop for too long, you can etch the unexposed areas too much
and render the photoresist mask layer useless.

Optical Lithography is a fast method to replicate big structures many times. The
fundamental limit of optical lithography is not determined by the optical system
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only but rather in an overall contribution from the optics, resist and developing
processes. To ensure a good lift-off, the metal on the surface of the wafer must
not be connected to the metal that is on top of the resist, see Fig. 4.1 (c) and
(d). Because of the need for the gap between the metal areas, conformal metal
deposition methods, such as atomic layer deposition (ALD) or sputtering are not
well suited to lift-off processes. Therefore, we need to be careful if we want to use
these deposition methods to grow our structures. In this case, it is good to have an
undercut in the resist layer which was done by giving a chlorobenzene treatment
to our samples. After exposure, the sample was dipped in chlorobenzene (CB) for
3 min. The sample was taken out of CB and blown dry with nitrogen. Now the
sample was baked at 90◦C for 3 min. It makes the surface of the resist harder
and thus it dissolves less in the developer solution compare to the bottom part and
produces an undercut [Fig. 4.1 (b2)] which makes the lift-off process easier.

4.1.2 Electron Beam Lithography

With the ability to pattern arbitrary two dimensional structures down to the nanome-
ter scale [119, 120], Electron beam lithography (EBL) is one of the specialized and
widely used techniques in nanofabrication. The basic idea behind electron beam
lithography is identical to optical or any other lithographies. The substrate is cov-
ered with an electron sensitive thin layer of e-resist (in analogy with photoresist for
optical lithography), which is chemically changed under exposure to the electron
beam. A beam of highly focused electrons is scanned in a well defined pattern
across the surface, thus depositing energy in the desired pattern in the resist film to
dramatically modify the solubility of a resist material during a subsequent develop-
ment step. The exposed structure can be developed in proper chemicals so that the
exposed/non-exposed areas can be dissolved in a specific solvent (positive/negative
lithography) and the pattern can be transferred to the substrate by etching or de-
position methods. In addition the electron beam can be applied for beam induced
deposition of material supplied by an injected precursor gas. The main attributes of
this technique are the very high resolution and the extraordinary flexibility which
can be applied to a broad variety of materials and an almost infinite number of
patterns. This technique also has some drawbacks e.g. it is slow, being one or
more orders of magnitude slower than optical lithography and it is expensive and
complicated electron beam lithography tools can cost many millions of dollars and
require frequent service to stay properly maintained.

A typical SEM microscope is composed of 1) a column, which is the most im-
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portant part of the microscope. It contains an electron gun (thermionic or field
emission), magnetic lenses, which focus and guide the beam, and a specimen cham-
ber. 2) a vacuum system which keeps the column and the specimen chamber at
high vacuum (10−4 Pa) and 3) the operation and display system which analyses the
signals and supplies the electronic signals that guide the electron optics and the
vacuum system. The source of the beam is the electron gun, which is positioned
at the top of the column. There are two basic types of electron guns: thermionic
and field emission sources. A thermionic source is basically a heated wire from
which electrons are given enough thermal energy to overcome the work function
of the source, combined with an electric potential to give the newly free electrons
direction and velocity. A field emission gun consists of a sharply pointed tungsten
tip held at several kilovolts negative potential relative to a nearby electrode, so that
there is a very high potential gradient at the surface of the tungsten tip. The result
of this is that the electrons can escape from the metal by tunnelling. Thermal field
emitters enhance the pure field emission effect by giving some thermal energy to
the electrons in the metal, so that the required tunnelling distance is shorter for
successful escape from the surface. The electron beam is then focused with several
magnetic lenses and finally the beam hits the sample. To convert a standard SEM
microscope into a basic electron beam lithography writer, only one modification is
absolutely necessary, that is to change the signal feed to the scanning coils (which
guide the beam over the sample surface) so that instead of drawing a square (like
a CRT) the coils will guide the beam to draw an arbitrary pattern.

4.1.2.1 EBL Recipes

The recipe and procedure of electron beam lithography used for our devices is
described below:

Substrate Selection: A substrate for electron beam lithography should be
relatively conductive to avoid building up an electric charge on it, which could de-
flect the electron beam and thus distort the drawn pattern. On the other hand
the base for electronic circuits should obviously be insulating otherwise the entire
circuit would be short circuited. Apparently a compromise must be made in sub-
strate selection - the substrate should be as close to insulating as possible without
distorting the drawn pattern. As we are using semiconducting “Si” substrate, there
is almost no charging effect in our case. Other possible substrates used for EBL
can be glass plates coated with metal (ITO, chrome on glass - widely used in mask
production), in this case the metal layer should be grounded before exposure. The
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substrate should also be cleaned as mentioned for optical lithography before further
processing.

Electron Beam Resist: To perform electron beam lithography we need a re-
sist, which changes chemically under the exposure of the electron beam. There is
quite a large amount of different resists with different properties, which require dif-
ferent chemicals for development and lift-off. One of the first materials developed
for e-beam lithography was polymethyl methacrylate (PMMA). It is the standard
positive e-beam resist and remains one of the highest resolution resists available.
PMMA is available in several molecular weight forms (50K to 950K), usually dis-
solved in chlorbenzene and currently also in anisol. Depending upon the thickness
of the structure to be deposited, different concentrations of PMMA-50K is used
and an additional layer of 950K-2% PMMA is used in a bilayer system to produce
an undercut which enables an easier lift-off process as mentioned earlier. The spin
coating recipe is as following:

“Spin a 3% (for structure thickness 50 nm or below) or 6% (for thickness between
50 nm and 150 nm) or 9% (for thickness between 150 nm and 300 nm) mixture of
50K-PMMA and chlorbenzene over the substrate at 3000 rpm for 5 sec, 8000 rpm
for 30 sec. Then place the substrate on a hotplate at 150◦C for 5 minutes for
evaporation of excess solvent. Repeat the same spin-coating process with 900K-2%
for a bilayer system and bake the sample for 10 min.”

As described earlier for an easy lift-off process, there should be a proper gap
between the metal layers on the substrate and on top of the resist. This then, is the
purpose of the double layer resist. The low weight PMMA is more sensitive than
the top layer with higher weight, so the resist develops with an enhanced undercut
of the lower resist. In effect, the upper layer is like a shadow mask and the lower
layer is a spacer holding the shadow mask off the wafer surface.

Patterning and Exposure: Electron beam lithography is a maskless technol-
ogy. The pattern is created directly from a digital representation on computer and
the electron beam is scanned in a defined pattern across the substrate. In our sys-
tem all realizations are based on the CAD layout editor (eDraw) for the structure
design and the eLitho control software for supervising the lithography process. The
software concept is based on the idea of a virtual counterpart to the real sample
on the main window of the program. This virtual sample is used to configure the
lithography processes to control its operation and to document the sessions. The
electron beam lithography uses a finely focussed electron beam scanned over the e-
resist coated substrate. Good focusing is necessary to minimize the e-beam spot size
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to get better resolution by adjusting stigmation and alignment of aperture. The
desired pattern is written as a series of interconnected dots with user adjustable
spacings. The e-beam breaks the polymer chains in the resist, making it soluble
into a suitable solvent. Most of the time the following parameters are used while
exposing our samples during EBL:

1. Accelerating voltage - 25 kV

2. Aperture - 20 µm

3. Working distance - 7 mm

4. Measured beam current - 135 pA

The Exposure dose depends upon the pattern size and substrate too. As there
are no backscattered electrons from the membrane area, a higher dose is required
compared to the hard substrate area. Typically a dose of 600 µC/cm2 is used for the
membrane area and a dose of 400 µC/cm2 outside the membrane. When exposed
to more than 10 times the optimal positive dose, PMMA will crosslink, forming a
negative resist which is hard to remove afterwards.

Development: For the e-beam resist the exposed parts can be subsequently
removed by developing in a suitable solvent. MIBK (methyl-isobuthyl-ketone) alone
is a strong developer and removes some of the unexposed resist also, that is the
reason a mixture of 1 part MIBK to 3 parts isopropanol is used to develop our
structures in a controlled way. The sample is dipped in a 1:3 solution of MIBK
(methyl-isobutyl-ketone) and IPA (2-propanol) for 15 sec, followed by rinsing in
pure IPA for 30 sec to stop the developing process and to avoid removal of e-
beam resist from unwanted areas. Then the sample is blown dry with nitrogen and
inspected under optical microscope.

Deposition and Lift-off: After the removal of the exposed resist the desired
thickness of the metal is deposited on the substrate. Some metals e.g. gold, does
not stick properly to the Si substrate, that is why an intermediate adhesion layer
e.g. Ti, Cr or Pt is required for better sticking. On the areas exposed to the
electron beam the deposited metal sticks to the substrate, while on the unexposed
areas the metal sticks to the resist surface. After metal deposition the substrate is
soaked in acetone for a couple of hours to dissolve the remaining or unexposed resist
(mild ultrasonic agitation is advised for hard substrates to remove the metal around
small features) and rinse it with isopropanol. The metal sticking to the resist looses
footing and so only the metal sticking to the substrate in desired patterns remains,
see Fig. 4.1(d).
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4.1.3 Metal Deposition Techniques

Deposition techniques can well be regarded as the major key to produce high qual-
ity thin film devices for fundamental research and technology as well. In many
instances the characteristics of a thin film can be quite different from the bulk ma-
terial properties, since thin films have a large surface area to volume ratio. The
devices prepared for this research work are grown by physical vapour deposition
(PVD) methods which are based on the evaporation or ejection of the material
from the source. The advantage of physical methods lay in dry processing, high pu-
rity and cleanliness, compatibility with semiconductor integrated circuit processing
and epitaxial film growth. However, there are certain disadvantages such as slow
deposition rates, difficult stoichiometry control, high temperature post deposition
annealing often required for crystallization and high capital expenditure. The three
deposition techniques used are sputtering, thermal evaporation and electron beam
evaporation. The evaporation system used to deposit normal metals like Au and Cu
has a base pressure of ∼ 10−6 mbar. The magnetic structures made of permalloy
(Ni81Fe19) were grown by a sputter deposition technique having a base pressure of
∼ 10−9 mbar and an electron beam evaporation technique is used to deposit heavy
metals e.g. Ti and Pt as a adhesion layer whenever it is required. The developed
chip is loaded into the evaporation chamber and material deposition is performed
on top of the sample. In general the deposition process takes place in the following
sequential steps:

1. The solid material to be deposited is physically converted to the vapour phase.

2. The vapour phase is transported from the source to the substrate through a
region of reduced pressure.

3. The vapour condenses on the substrate to form a thin film.

Although deceptively simple in principle, the skilled practitioner must be well versed
in vacuum physics, material science, mechanical and electrical engineering, as well
as in elements of thermodynamics, kinetic theory of gases, surface mobility and
condensation phenomena. The conversion from the solid to vapour phase is done
through physical dislodgement of surface atoms by addition of heat in the evapora-
tion deposition or by momentum transfer in sputter deposition. Evaporants cover
an extraordinary range of varying chemical reactivity and vapour pressures. The
variety leads to a large diversity of source components including resistance heated
filaments, electron beams, crucibles heated by conduction, radiation or rf-induction;
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arcs, exploding wires and lasers. Additional complications include source-container
interactions, requirements for high vacuum, precise substrate motion (to ensure uni-
formity) and the need for process monitoring and control. Considering these points,
we will briefly discuss the above mentioned three methods including the advantages
and disadvantages of each method.

Thermal Evaporation: Although the thermal evaporation is one of the oldest
technique used for deposition of thin films, it is still widely used in the laboratory
and in industry for deposition of metals and metal alloys. A large number of materi-
als can be evaporated easily by this technique. If the evaporation is undertaken in a
vacuum system, the evaporation temperature will be considerably reduced and the
amount of impurities in the growing layer will be minimized. In order to evaporate
materials in vacuum, a vapour source is required that support the evaporant and
supplies the heat of vaporization which allows the charge of the evaporant to reach
a temperature sufficiently high to produce the desired vapour pressure without re-
acting chemically with the evaporant. To avoid contamination of the evaporant and
hence of the growing film, the support material itself must have a negligible vapour
pressure. The rate of deposition is controlled by the amount of current supplied
through the crucible.

Sputtering: The electrode and gas-phase phenomena in various kinds of glow
discharges represents a rich source of processes used to deposit and etch thin films.
Creative exploitation of these phenomena has resulted in the development of many
useful processes for thin film deposition (as well as for etching). The most basic and
well known of these processes is sputtering, the ejection of surface atoms from the
electrode surface by momentum transfer from bombarding ions to surface atoms.
Since sputtering produces a vapour of electrode material, it is also (and more fre-
quently) used as a method of thin film deposition similar to thermal evaporation
technique. Sputter deposition is nothing more than the accumulation of the evap-
orative atoms which blasted off the target surface onto a nearby sample substrate.
During this process, a solid material electrode and substrate are positioned sepa-
rately within a vacuum system. A high-energy Argon ion plasma stream is targeted
at the material, resulting in the subject material being ejected and deposited onto
the substrate, creating a thin film.

This method has various advantages over normal evaporation techniques in
which no container contamination will occur. It is also possible to deposit alloy
films which retain the composition of the parent target material. As this is not
an evaporative process, the temperatures required for sputtering are lower than
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thermal evaporation methods. This makes it one of the most flexible deposition
processes and it is particularly useful for depositing materials with a high melting
point. A mixture of materials and compounds that may evaporate at different rates
can also be sputtered at the same rate. Certain processes will benefit from the
improved film adhesion due to the higher impact energy.

Electron Beam Evaporation: One way to exert a high degree of spatial and
temporal control over the energy input to any processing step is through the use of
directed energy beams which are created with both high energy selectivity and spa-
tial directionality. Ion beams, for example, have long been used to implant dopant
species with repeatable doses and specific depth profiles. The major advantages
of the beam assisted technologies are based on (i) the high dimensional resolution
capability (ii) the ability to perform low temperature process and to minimize the
thermal exposure of the substrate. Electron-beam evaporation is a physical vapour
deposition method for depositing thin films of metals, oxides and semiconductors in
a high vacuum environment. An ultra high purity coating material is placed inside
a vacuum chamber, typically as pellets in a crucible. The electron energy is used to
heat these pellets, causing the coating material to enter the gas phase. Due to the
vacuum environment, the evaporated particles can travel to the substrate without
colliding with foreign particles. They then condense on the substrate surface to
form a thin film. By this technique, high melting point materials can be deposited
at high deposition rates, making it a preferred process for refractory metals and
ceramic films.

4.1.4 Atomic Layer Deposition

Atomic Layer Deposition (ALD) involves the deposition of materials one monolayer
at a time and forms extremely uniform, conformal, pin-hole free coatings on high
aspect ratio structures. This is achieved by pulsing a precursor onto a hydroxy-
lated substrate. The precursor reacts with this surface but not with itself resulting
in a monolayer of material. The precursor is purged from the chamber and then
the surface is again hydroxylated with water vapour or oxygen followed by another
purge. These two steps are then repeated until the desired thickness of the mate-
rial is achieved. We have utilized this technique to deposit an insulating layer of
aluminium oxide (Al2O3) on our samples.
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4.2 Fabrication Steps and Samples for Different Ex-
periments

In this section we will explore the device fabrication process step by step and will
present different kinds of samples for different experiments. The fabrication of
our devices is a multistep process. Each of these steps involves the writing of a
specifically designed pattern using EBL or OPL as described previously followed by
metal deposition and lift-off. Each subsequent pattern, made of different materials,
being printed on the wafer is aligned to the previously formed patterns and built
up to form the final device. We have employed a bottom-up strategy to design and
fabricate our hierarchical structure which is described below.

(a) (b) (c)

Figure 4.2: Different steps during device fabrication. (a) Outer co-planer wave
guide by optical lithograpy. (b) Alignement markers using EBL and (c) different
structures of interest in the central part.

Coplanar Waveguide (CPW): In the very first step, the outermost coplanar
waveguide is defined by optical lithography (OPL) (Fig. 4.2 (a)). A metal film of
Au with thickness of 120 nm is deposited by thermal evaporation technique at a
base pressure of 4×10−6 mbar and with a deposition rate of 1 - 2 Å /s. To improve
the sticking of gold to the substrate a 10 nm adhesion layer of Ti is deposited in situ
by electron beam evaporation technique at a rate of about 0.6 Å /s. Figure 4.2 (a)
shows the central area of our CPW structure having multiple signal lines shown in
yellow and ground pads in blue. The small structures of our interest will be defined
in the empty space at the center of the structure.

Alignment Markers: The next fabrication step is to prepare some reference
structures. These structures are patterned by EBL and consist of four crosses fab-
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ricated as the corner of a rectangle in the central empty space, as shown in Fig. 4.2
(b). These markers are very important for alignment in subsequent fabrication steps
to get very well aligned structures in the center part of the device and to recognize
each device individually. For these markers, we deposited a Au layer with a thick-
ness of 80 nm and a Ti sticking layer of 10 nm under the conditions similar to that
for the CPW mentioned in the previous step. As per the requirement for the design
of our structures, the positions of these alignment markers can be changed as we
will see for the different kinds of samples mentioned below.

Magnetic Structures: The magnetic structures made of Permalloy are pat-
terned by EBL and grown by the sputter deposition method in a base pressure
of 1 × 10−9 mbar and at a rate of about 1 Å /s. A protection layer of Al-4 nm is
deposited at a rate of about 0.25 Å /s to avoid surface oxidation of Permalloy.

Samples for Different Experiments: The additional steps required to prepare
different types of samples, will be mentioned.

1. Anisotropic Magnetoresistance -

(a) Square (b) Disk

Figure 4.3: Samples for the AMR experiments to determine the vortex state electri-
cally.

The magnetic squares of edge length 1.6 µm and thickness of 50 nm are pre-
pared in the center of the empty region of outer CPW. These square elements
are connected to the outer CPW via two gold electrodes at opposite edges of
the element to flow an electric current in the plane of the sample, i.e. the elec-
trons traverse the Py element laterally when the two electrodes lie on unequal
electrical potentials. As we have an insulating layer of Al2O3 on top of the Py
layer, it is necessary to remove the insulating layer before the deposition of
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the metal to make a good electrical contact. Therefore prior to the deposition
of the metal contact, the Py surface is cleaned in situ by Ar-ion etching for
four minutes. This removes the insulating oxide layer at the contact area and
ensures a transparent electrical contact. We deposit a thick layer (typically
150 nm) of Au with an adhesion layer of Pt ( 5 nm ) to overcome the height
step of the CPW (120 nm). In this step the lift-off process has to be done
more carefully as the structures are small and the gaps are narrow. Typically
the sample is left in heated acetone for several hours.

2. Spin-Transfer-Torque -

(a) Top view (b) Side view

Figure 4.4: Sample to study vortex core switching assisted by spin-transfer-torque
effect. Four electrical contacts are attached to a magnetic disk to flow electrical
currents through the sample to generate a rotating current.

Figure 4.4 shows the sample prepared for a detailed study of vortex dynamics
in a disk sample of diameter 1.6 µm, excited with spin transfer torque effect
generated by rotating rf currents (similar to the rotating magnetic field de-
scribed in Chapter.2). The magnetic disk at the center is connected with four
Au contacts located symmetrically at the edge of the disk as shown in Fig. 4.4.
The contacts having an area of about 250nm×300nm, were patterned by EBL
and the metal deposition is done in the same manner as described above for
AMR samples. Some of these samples are also used for AMR measurements.

3. Magnetic Disk on Top or Below the Crossed Strip Lines -

Figure 4.5 show the sample design where we have a magnetic disk on top or
below the crossed strip-line. As most of the measurements on these samples
are performed in STXM, it is required to have a better transmission of X-rays
through the whole stack at the area under investigation. Therefore, for these
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(a) Top view (b) Side view

Figure 4.5: Magnetic disks are deposited on top or below the intersection area of the
two striplines. By sending oscillating currents through these striplines an in-plane
rotating magnetic field can be obtained in the intersection area.

samples the striplines are made of copper which is good conductor and is more
transparent to the X-rays. Disks of diameter 500 nm and 1.6 µm are prepared
on top of crossed stripline of width 1.5 µm and 2.5 µm at the narrowest
part, respectively. According to the demand of the experiment the thickness
of the disk varied from 10 nm to 100 nm, covered with a 4 nm protecting
layer of Al. The ALD technique is used to deposit an insulating layer of
Al2O3 ( 5 - 10 nm ) between the disk and stripline to avoid a direct contact
between the two. Additionally, some samples of this type are prepared with
an additional layer of out-of-plane magnetized GdFe over the Permalloy disk.
Here GdFe is deposited at the Max-Planck-Institute for Intelligent Systems,
Stuttgart. Several experiments are performed with these types of samples,
the experimental results of which will be presented briefly in Chapter.6.

4. Sample for the Spin-Motive-Force Measurements -

Figure 4.6 shows the sample for SMF measurements. This sample is similar to
the samples prepared on a crossed stripline. There are two additional bridge
contacts on the magnetic disk to measure the oscillating spin-motive-force
signal. These bridge contacts are prepared by EBL using two layer resist
where the bottom layer is less sensitive (hard) to the electron beam compare
to the top layer (soft). The exposure dose and developing time is chosen in
such a manner that only the top layer resist at the desired places is removed
after development and the bottom layer stays there. After metal deposition
and lift-off process, the bottom resist is removed and we end up with a bridge
like structure. Special attention has been paid to avoid shortening of disk and
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(a) Top view (b) Side view

Figure 4.6: Sample to investigate the SMF signal due to the gyrotropic motion of
the vortex core. The magnetic disk at the intersection area of the two striplines is
insulated by a 25 nm thin layer of Al2O3 deposited by the ALD method. Two bridge
like contacts of contact area diameter of about 100 and 150 nm are prepared over
the disk to measure the SMF signal.

bridge contacts with the striplines, by covering the crossed stripline with 25
nm of insulating Al2O3 layer by atomic layer deposition technique.

The two bridge contacts are at asymmetric position with respect to the center
of the disk. One contact is close to the edges of the disk while the other
one is closer to the centre of the disk (but not exactly at the centre). This
configuration on one hand ensure an asymmetric magnetic texture between
the contacts when the vortex is brought into orbit. On the other hand, by
placing the contacts outside the orbit of the gyrating vortex, we avoid pinning
induced by lithographic processes. The electric contacts are insulated from
the stripline and disk except for the small (∼ 75 - 150 nm diameter) contact
areas on the disk. This sample geometry allows us to detect induced voltages
in various configuration - linear and circular excitation fields, voltage probes
collinear and perpendicular to the linear excitation. Also the vortex core
polarity can be controlled by selective switching with co-rotating in-plane
magnetic fields.

5. Radial Spin Waves -

Figure 4.7 shows the next type of sample used to study radial spin wave modes
in thin Permalloy platelets in the vortex ground state. These samples are
not measured in STXM and do not require transmission of X-rays or election,
therefore, these samples are prepared on hard substrates and the CPW is made
completely out of gold metal. These samples consist of Permalloy disks of
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Figure 4.7: Sample to investigate radial spin waves in vortex structures.

varying diameter (1 - 3 µm) and thickness’s (10 - 50 nm), located on top and in
the gap of a gold coplanar waveguide (CPW). The disks were separated by at
least twice the diameter of the disk to avoid dipolar coupling. The structures
were created directly on a silicon substrate using thermal evaporation and
electron beam lithography. The entire sample was covered with a conformal
layer of aluminum oxide (7 nm) by Atomic Layer Deposition (ALD) to prevent
oxidation.

6. Antidot Lattice -

(a) (b)

Figure 4.8: Antidot lattice to study the propagation of spin waves in these structures.

Figure 4.8 shows the sample to investigate the anisotropic spin-wave propaga-
tion in a magnetic antidot lattice made of Permally [121]. The antidot lattice
is prepared by EBL and lift-off process. The diameter of the antidot is about
450 nm and the center to center distance between two neighbouring antidots
is 900 nm. The lattice is covered with an insulating layer of Al2O3 deposited
by ALD technique. A stripline of width 2 µm and made of Cu is prepared on
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Figure 4.9: The sample mounted and bonded on a holder with multiple rf connectors.

top to generate a magnetic field to excite spin waves in the lattice.

Inspection and Sample Mounting: As we have already seen, scanning
electron microscopy (SEM) images are taken to visualize the shape of the pre-
pared samples and to verify the lateral dimensions of these micro-structures.
Atomic Force Microscopy (AFM) was also utilized to investigate the rough-
ness and thickness of the deposited metal films. AFM imaging showed the
deposited Permalloy to have a random polycrystalline microstructure with the
grains of about 10 nm in size and a surface roughness of less than 1 nm. After
the processing is finished, the sample is glued onto a sample holder having
several rf-connectors and bonding wires are attached from the holder to the
bonding pads (outer CPW) on the sample, see Fig. 4.9.
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Instrumentation and Measurement
Techniques

In this chapter we will be acquainted with the measurement techniques and setup
utilized during the research work presented in this thesis. The measurements are
partially performed at “MAXYMUS endstation of beamline PGM II 46U, BESSY II,
Berlin” and mostly at University Regensburg. The basic circuits used for these mea-
surements and evaluation methods to obtain physical parameters will be presented
in the following sections. The circuits may be modified slightly to accommodate
special measurement requirements. The control programs employed to improve ex-
perimental possibilities and analyses will also be discussed in the course of this
chapter.

5.1 Scanning Transmission X-ray Microscopy

5.1.1 Synchrotron and Generation of X-rays

During the last decade, the dramatic improvements in the performance of the
new generation synchrotron radiation sources producing intense tunable monochro-
matized X-ray beam has opened up new possibilities in fundamental research. Syn-
chrotron radiation is a common light source for a variety of experiments ranging
from physics, chemistry, material science to bio-science research. A synchrotron
source basically consists of a storage ring with electrons circulating at GeV energies
which corresponds to a speed near to that of light. The electron beam travels in the
storage ring and is maintained by a strong magnetic field. The storage ring is not
actually circular, but a set of straight sections connected by strong magnets which
bend the electron beam.

BESSY II employs a TV-like device to generate a 70 keV electron beam. Before
injection in the main storage-ring the beam is accelerated over a microtron and a
synchrotron to its final energy of 1.7 GeV. The accelerating process takes 50 ms
and can be repeated with a repetition rate of 10 Hz. The total current of about
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300 mA in the storage ring can be obtained by successive injection of electrons,
accelerated in multiple accelerating cycles. High energy electrons moving with a
speed close to the speed of light, pass through a periodically arranged magnet
system, the so called “Undulator” which are installed in straight sections of the
storage ring. Such an undulator consists of a periodic arrangement of magnets
with relatively weak magnetic fields and induce a rotating magnetic field along
the electron beam. The electrons travelling through such undulators experience
acceleration motion and emit energy in the form of intense elliptically polarized
X-rays. These x-rays are channeled along “beamlines” - into laboratories where
they are used to analyse structures in extraordinary details. The energy loss of the
electron beam is compensated by oscillating radio frequency cavities in the ring.
The arrangement of the magnets in the undulator can be changed to generate X-
rays of desired energy and polarization, therefore, it is a perfect light source for
(magnetic) X-ray microscopy. The electrons in the storage ring are not distributed
uniformly but bunched in evenly spaced buckets and the circumference of the ring
has to be exactly a multiple of the bucket spacing. The distance between these
buckets at BESSY II is 60 cm which corresponds to the ring frequency:

fring =
c

60cm
' 499.654MHz (5.1)

which yields 400 buckets. Depending on parameters like temperature or the
exact steering of the beam orbit in the ring, the exact ring frequency in practice
may differ slightly from the value given in the above equation. Therefore, active
and continuous synchronization of the time base of dynamic experiments with the
ring frequency is required. The width of the electron bunch inside those buckets
is of the order of 25 - 100 ps, depending on the synchrotron as well as the beam
current. At BESSY II, a typical bunch width in normal operation is around 70
ps. The default operation mode of the synchrotron relevant to this work is called
multibunch mode where most buckets are filled with an average amount of current.

5.1.2 Contrast Mechanism: The XMCD Effect

Several techniques exist to measure the magnetic properties of materials. Most
of them are sensitive to the total magnetization of the measured system and can
not discern between the contributions of different atoms in an alloy or multilayer.
Moreover, the small quantity of material present in many technologically interest-
ing samples, like magnetic nanostructures, necessitates a very sensitive measuring
method. The contrast mechanism we used to image the magnetization dynamics

64



5.1. Scanning Transmission X-ray Microscopy

(a) (b)

Figure 5.1: (a) Schematic description of the XMCD effect at the L2,3 absorption
edges for 3d transitions metals. Absorption of left (right) circularly polarized x-rays
leads to excitation of spin up (down) electrons from 2p states to 3d states. (b) Ni
absorption spectra for left (red) and right (green) circularly polarized light. The
XMCD spectrum is shown in blue (Reference [122]).

is the X-ray Magnetic Circular Dichroism (XMCD) effect, the first experimental
proof of which is given by Schütz et al. in 1987 [95]. This is a quantum mechanical
effect that causes the absorption coefficient for circularly polarized monochromatic
X-rays of a magnetized medium to depend on the direction of the magnetization in a
ferromagnetic sample, see Fig. 5.1. The absorption coefficient (µ) can be described
by Fermi’s golden rule within first order perturbation theory:

µ(~ω) ∝
∑
f

|〈ψf |p ·A|ψi〉|2 δ(Ef − Ei − ~ω) (5.2)

Where ψf and ψi are the final and initial states with energies Ef and Ei, respec-
tively. The quantity p is the momentum operator and A is the vector potential of
the incident electromagnetic field.

In X-ray absorption, the atom absorbs a photon, giving rise to the transition
of a core electron to an empty state above the Fermi level obeying the selection
rule (∆ml = ±1). The absorption cross-sections are large, especially in the soft
X-ray range (500 - 2000 eV). The absorption edges have energies which are char-
acteristic for each element and, due to the dipole selection rules, final states with
different symmetries can be probed by choosing the initial state. Because the effect
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only occurs near an absorption edge, it is element specific and thus can also be
used to image the magnetization of different materials in a stack geometry. Since
the absorption depends only on the magnetization component along the photon
propagation direction, the XMCD effect is sensitive to one component of the mag-
netization, which can be chosen by varying the angle of incidence of the incoming
photon beam.

The properties of 3d transition metal elements Fe, Co and Ni are largely deter-
mined by the 3d valence electrons. Since X-ray absorption spectra are governed by
dipole selection rules, the d-shell properties are best probed by L-edge absorption
studies (2p → 3d transition). For these edges the transitions take place directly
to the empty 3d states, which are strongly polarized. The XMCD effect measured
at the L2,3 edges of these elements was found to be as large as 20% of the total
absorption [95, 122]. In the case of Fe, the dichroic contrast is as large as 40%. A
real explosion of the use of XMCD has followed the development of sum rules by
Thole et. al. [123]. These sum rules, applied to the total absorption and XMCD
spectra, allow to obtain direct values for the orbital and spin moment of the probed
atom.

5.1.3 STXM Setup

The observations of magnetic structures are accomplished by magnetic transmis-
sion soft X-ray microscopy with spatial resolution down to 25 nanometers, thanks in
part to the high quality X-ray optics provided by BESSY researchers. The scanning
transmission X-ray microscope (STXM) principle is a simple one, see Figs. 5.2 and
5.3. The elliptically polarized monochromatic photon beam provided by the undu-
lator beam line is focused to a small spot of less than 25 nm on the sample, using a
Fresnel zone plate lens in combination with an OSA (Order Sorting Aperture). An
image is constructed by scanning the sample in the focal plane of the zone plate in
the horizontal and vertical direction with a high accuracy translation stage while
the intensity of the transmitted photon flux is measured as a function of the sam-
ple position. To enable the separate detection of transmitted photons belonging to
different flashes, we use a fast Avalanche Photo Diode (APD). This type of detector
responds very fast to individual photons, and it gives well-separated output pulses
corresponding to each of the photon flashes. The lateral resolution of this technique
is limited by the size of the focus spot of the zone plate and is about 20 - 30 nm.
This resolution is well suited to image the magnetization state of nanostructures.
The XMCD effect is sensitive to the projection of the magnetization on the photon
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Figure 5.2: Sketch of scanning transmission X-ray microscopy technique using syn-
chrotron radiation.

propagation direction. The in-plane magnetization state or circulation direction
in our vortex structures can be imaged by tilting the plane of the sample at an
angle of 30 degree with respect to x-ray propagation direction. The resolution of
STXM even allows to image the out-of-plane magnetized vortex core itself. Here
we let the photon beam hit the sample perpendicularly, so that we only image the
z-component of the magnetization.

STXM not only offers an increase in lateral resolution by using soft X-rays,
but also the inherent pulsed time structure of synchrotron radiation sources makes
time dependent magnetic studies feasible. At BESSY-II, electron bunches with a
pulse length of each 70 ps and separated in time by 2 ns are circulating for several
hours in the storage ring. To study magneto-dynamics we have used a stroboscopic
pump-and-probe experiment triggered by the orbital clock of the storage ring. Note
that, in this timing structure, only very limited phases can be probed by the x-ray
pulses, thus the delay between the pump and the probe is often varied to study
more phases of the sample dynamics. Typically, the magnetization dynamics is
excited by a pump which is synchronized to the probe, the X-ray pulses. The pump
can be either pulses or continuous signals. The probe is the X-ray flash of the
synchrotron which is delayed with respect to the pump pulse to study the temporal
evolution of the magnetization. Thus, the development of time resolved X-ray

67



Chapter 5. Instrumentation and Measurement Techniques

Figure 5.3: STXM setup: The left image shows an outside view of the STXM cham-
ber at MAXYMUS. The right image shows an inside view with a sample mounted
between magnetic system. (1) Zone plate, (2) OSA, (3) Sample, (4) Detector and
(5) Magnet system.

imaging provides opportunities to study the vortex dynamics with high spatial and
temporal resolution.

5.2 Electrical Measurement Setup

5.2.1 AMR Setup

The set-up constructed for the electrical measurements of vortex dynamics is used
to perform experiments including AMR and SMF measurements. A sketch of the
electrical circuit is shown in Fig. 5.4 and some minor modifications are done when-
ever demanded. To inject high frequency signals into the sample, a broadband
microwave signal generator “Aeroflex IFR-3416” is used which covers a frequency
range from 250 KHz to 6 GHz. This frequency range is more than sufficient for our
experiments. In order to generate an in-plane rotating current to switch the vortex
core polarity selectively in the disk sample with four electrical contacts, the main
signal from the signal generator is split into four branches as depicted in Fig. 5.4(a).
Initially the signal is split into two branches via a 90 degree splitter [ZMSCQ-2-
180+ (120 - 180 MHz) or ZX10Q-2-3+ (220 - 470 MHz)]. The split signal passes
through a transfer switch “MTS-18-12B+” which operates at 12 V dc voltage supply
and allows the exchange of the output signal. These two output signals are then
split again via a 180 degree splitter “ZFSCJ-2-4+” which works in the frequency
range from 50 MHz to 1 GHz. Consequently, we obtained four signals (A1, A2, B1
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(a) Splitting of the rf signal

(b) Rotating excitation (c) Linear excitation

Figure 5.4: Sketch of the excitation schemes.

and B2) having the same amplitude and at fixed phase (0, 90, 180 and 270 degree).
Some additional rf components are also used to obtain experimental requirements.
Care has been taken to use rf cables of the same kind and of equal length in each
branch to maintain the symmetry to obtain output signals at the required phase.
The four output signals are inspected in an oscilloscope “Tektronix TDS 540B” and
mechanical phase shifters are used to adjust small phase differences if needed. Some
rf attenuators are also used to reduce the problem of impedance mismatch while
connecting different rf components. Broadband (5 MHz to 1.5 GHz) and low noise
(typically 1.2 dB) amplifiers “KU LNA BB 0515 A-SMA” are used to balance the
power loss due to the attenuators used in the electronic circuit and to increase the
power, sufficient enough to excite the vortex core dynamics and to switch the vortex
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Figure 5.5: The sample is located between the pole pieces of an electromagnet.

core.
The disk samples with four electrical contacts can be excited by rotating currents

by injecting these four signals in four contacts in a schematic manner as shown in
Fig. 5.4(b). To generate a rotating current at the sample, the rf signal in any two
consecutive contacts should have the same amplitude and a phase difference of 90
degree. By changing the phase of these signals, the rotation sense of the current can
easily be changed from counterclockwise (CCW) to clockwise (CW) or vice-versa
and in our circuit this is possible by interchanging the signals through a transfer
switch.

One pair of these outputs (either A1 - B1 or A2 - B2) is used to excite the
magnetic structure with linear current, as shown in Fig. 5.4(c). Figure 5.4(c) shows
the sketch of our experimental setup for the homodyne detection of the AMR signals
generated due to the gyrotropic motion of the vortex core. The sample is mounted
between the pole pieces of a water cooled electromagnet 5.5, used to apply an
external static magnetic field in the plane of the sample. This electromagnet can
produce a magnetic field of more than 100 mT, sufficient for our experimental
requirement to saturate the magnetic sample. Measurements are controlled by using
a GPIB interface to a computer running LabView which allows running sequences
of arbitrary measurements. The transmission rf lines which guide the rf signal from
the signal generator to the sample with minimal losses consist of semi-rigid coaxial
cables, CPW on the sample holder, the coplanar waveguide fabricated on chip and
the connections between them. Special care needs to be given to minimize the
reflection at these connections. A coplanar waveguide (CPW) is designed for the
sample holder and on the sample itself to match 50 Ohm characteristic impedance
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of the coax line to minimize the power loss due to reflections.
To separate the microwave current and DC lines without any disturbance, a bias-

tee “ZFBT-282-1.5A+” is used as shown in Fig. 5.4(c). Bias tees are passive coaxial
components primarily used in applications where you need to inject DC currents
or voltages into RF circuits [124]. The bias tee is a duplexer. Conceptually, the
bias tee can be viewed as an ideal capacitor that allows AC through but blocks
the DC bias and an ideal inductor that blocks AC but allows DC. Thus, the low
frequency port is used to set the bias; the high frequency port passes the radio
frequency signals but blocks the biasing levels; the combined port connects to the
device, which sees both the bias and RF. It is called a tee because the three ports
are often arranged in the shape of a “T”. The microwave current is injected into
the magnetic sample via the high frequency port of the bias-tee and the rectified
homodyne (DC) voltage signal is measured in a nanovoltmeter via the dc port of
the bias tee.

5.2.2 SMF Setup

Spin motive force measurements are performed for a disk sample of diameter 1.6 µm.
The vortex dynamics in these samples were excited with in-plane rf fields generated
by flowing rf currents in the striplines below the magnetic sample. The excitation
scheme is the same as described above for AMR measurements, see Figs. 5.4(a) and
(b). The four signals (A1, A2, B1 and B2) are injected into the crossed striplines [see
Fig. 5.6 (a)] to generate linear or rotating in-plane oscillating magnetic fields at the
intersection area of the striplines. The potential drop due to SMF is measured via
two bridge contacts (C1 and C2) fabricated over the disk as sketched in Fig. 5.6.
The rf signal picked up by two contacts is subtracted via a combiner “ZFSCJ-2-
4+”. A 3-dB attenuator is used to reduce the problem of impedance mismatch.
As the SMF generated voltage signal is very small, as mentioned in Chapter-3,
the subtracted signal is passed through a chain of amplifiers to increase its level
sufficiently to be measured in an oscilloscope “Tektronix TDS 540B”. The chain of
amplifiers is made by combining several amplifiers with other rf components, e.g.,
attenuators and limiters, to take into account the limitations of the used amplifiers.
Additional rf filters are used to decrease the noise level in the measured signal.
Similar to the AMR measurements, these samples are also mounted between the
pole pieces of the same electromagnet and measurements are performed with and
without external fields.
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(a)

(b)

Figure 5.6: Schematics of the Spin Motive Force measurements setup.
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Chapter 6

Results

The theoretical background of magnetic vortex dynamics and techniques to image
and detect it by electrical means is illustrated in the previous chapters. The results
obtained from the previously mentioned techniques will be presented throughout
this chapter. The time dependent spatial distribution of the magnetization was
imaged using a scanning transmission X-ray microscope. The results from the
stroboscopic technique, utilized to image the gyrotropic motion of the vortex core
excited with rf currents or magnetic fields will be presented. It will be followed by a
detailed description of the results obtained from measurements to detect the vortex
core by electrical means. The results obtained from some collaboration projects will
also be presented briefly.

6.1 STXM Measurements

6.1.1 Static Imaging

In-plane: This section focuses on the characterization of magnetic microstructures,
containing a single vortex in remanence, by imaging in a scanning transmission X-
ray microscope described in Chapter-5. We have imaged both the in-plane and out-
of-plane magnetization distribution in our samples. In order to visualize the spatial
distribution of the static in-plane magnetization ( ~M(r)), the sample has to be placed
under an oblique angle so that there is a contribution of the in-plane magnetization
along the photon propagation direction. Therefore, the sample was placed at an
angle of 30◦ with respect to the direction of propagation of X-ray photons. In this
configuration, the observed magnetic contrast is dominated by the contribution
from the in-plane magnetization and thus the orientation of in-plane magnetization
or circulation of the vortex structure can be determined. The elemental sensitivity
of X-rays allows us to isolate signals of the magnetic layer from other layers by
tuning the X-ray energy to the absorption edge of the element to be probed. As the
material (Permalloy) under investigation has a high concentration (81%) of nickel,
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Figure 6.1: X-ray absorption spectra on a
50 nm thick permalloy element.

the data were recorded at the L3 -
absorption edge (852.7 eV) of Ni, at
which the XMCD effect gives a strong
magnetic contrast (Fig. 5.1).

The transmission spectrum (as
shown in Fig. 6.1) through the
Permalloy sample was recorded to ad-
just the undulator to provide the en-
ergy of Ni L3−absorption edge and
the energy was set near to the min-
imum of this spectrum for further
imaging. The zone plate focuses the
monochromatic X-ray beam on to
the sample and the transmitted X-
ray intensity through the sample is
recorded pixel by pixel as the sample is scanned. Static images were deduced from
the X-ray transmission signals for right and left circular polarization of the X-rays.
The raw data obtained from the STXM is the transmitted intensity of X-rays at
each pixel separated by a distance of about 10 - 15 nm. The transmission intensity
is depicted as: darker area means less photons (more absorption) are transmitted
through the sample and brighter area means more photons (less absorption) are
transmitted. We scan the same sample area with positive (negative) polarization of
the X-rays and record the transmission images namely I+ (I−), as shown in Fig. 6.2
(a) and (b). The images recorded at opposite polarization are exploited to extract
“dichroic image” [Fig. 6.2 (c)], using the following expression pixel by pixel:

IXMCD =
I+

I−
(6.1)

All individual patterns show regions with bright and dark contrast and in addi-
tion regions with gray contrast in between. Images with both polarizations of light,
as expected, show an opposite magnetic contrast. As we can see from Fig. 6.2, the
magnetic contrast is weaker than the topography contrast, thus even a small drift
between images can cause artifacts in the dichroic images. To reduce the artifacts
caused by a slow thermal drift, image alignment is necessary to correct for the drifts
of the field of view. The alignment of images usually requires the existence of sharp
and static features in the scanned area. In our case, we scanned the whole sample
so that edges of the sample can be used to align the two images to get a dichroic
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(a) I+ (b) I− (c) I+/I−

Figure 6.2: STXM images of a disk (diameter- 1.6 µm) sample tilted at an angle of
30 degree to the photon propagation direction. The images are taken with positive
(a) and negative (b) polarizations of the X-rays. A dichroic image (c) is deduced by
dividing the two images.

image. This method improves the signal-to-noise-ratio, compared to the contrast
in the individual images. The common topography component is normalized out
and the magnetization component is enhanced. The black contrast reflects a par-
allel alignment between the magnetization direction and the photon propagation
direction, while a white contrast represents an antiparallel alignment. Thus, the
in-plane magnetization direction or circulation of the vortex structures can be de-
rived from the magnetic contrast of these images. Static magnetic images deduced
from X-ray transmission signals confirm a flux closed pattern of the inhomogeneous
magnetization in such micron size magnetic elements. The arrows in Fig. 6.2(c),
represents the magnetization direction which shows a CCW orientation of in-plane
magnetization.

(a) I+ (b) I− (c) I+/I−

Figure 6.3: STXM images of a disk sample of diameter 1.6 µm, mounted
perpendicular to the photon propagation direction. A dichroic image (c) is deduced
by dividing the two images taken with positive (a) and negative (b) polarization of
the X-rays. The vortex core is visible as a bright or dark spot at the center of the
disk.
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Out-of-plane: As only the out-of-plane magnetization contributes to the mag-
netic contrast, it is possible to image and derive the vortex core polarization directly
in static mode by mounting the sample perpendicular to the photon propagation
direction. Figure 6.3 shows the static magnetic configuration in a Permalloy disk
of diameter 1.6 µm and thickness of 50 nm, where we can visualize the polariza-
tion of the vortex core. Images were taken for positive (Fig. 6.3 (a)), and negative
(Fig.6.3 (b)) polarization of the X-rays. A dichroic image, shown in Fig. 6.3 (c),
was deduced from both images, using relation (6.1). The adopted method is hereby
sensitive only to the out-of-plane component of the magnetization. The image does
not reveal much contrast but the vortex core is visible as a bright (dark) spot at
the center of the disk.

6.1.2 Dynamic Imaging

The magnetic contrast depends also on the size of the magnetic feature due to
the convolution with the spatial profile of the X-ray spot. As the vortex core
has a size of about 10 - 20 nm only, it is not easy to detect the polarization of
the core in static images and also the visible contrast could be due to a defect
presented on that location. Therefore, imaging the dynamics of the vortex core is
a better alternative to visualize its polarization quickly and with more certainty.
We investigate the dynamics of a magnetic vortex confined in micron size magnetic
elements (disk and square) by employing time-resolved scanning transmission X-
ray microscopy. The presence of specific excitation modes in thin film magnetic

Figure 6.4: Pulse pattern.

structures with a single vortex was men-
tioned in Chapter-2. One of the modes
corresponding to the gyrotropic motion
of the vortex core was observed in re-
sponse to an in-plane oscillating mag-
netic field and current.

Pulse Excitation: We utilized a
pulsed excitation technique to deter-
mine the resonance frequency of the
magnetic element under investigation.
A magnetic vortex in a square element
of 1.6 µm edge length was excited by
the spin-transfer-torque effect. Accord-
ing to the micromagnetic simulations
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Figure 6.5: Displacement of the vortex core (VC) in x-direction is shown after the
pulse excitation.

the expected gyro-frequency for this element is about 200 MHz which corresponds
to a time period of 5 ns. For the exact determination of the gyro-frequency for this
element the vortex core dynamics is excited by monopolar current pulses (Fig. 6.4)
with pulse frequency of 19.33 MHz (time period of 50 ns) and width of 2 ns. The
time period of the pulse is sufficient to allow the vortex core to complete more than
one gyration around its equilibrium position before it encounters the next pulse.
When a current pulse reached the vortex core, it is pumped with energy for 2 ns
which displaces the vortex core away from the equilibrium position. After the pulse,
the vortex core moves on a spiral path around the equilibrium position with a pitch
depending on the damping of the material. The displacement of the vortex core in
x-direction is plotted with time in Fig. 6.5. The curve in Fig. 6.5 shows the typical
behaviour of a damped harmonic oscillator. Thus we can deduce the resonance
frequency by fitting this curve with the following equation:

y = y0 + Ae−krtcos(2πft+ ϕ) (6.2)

Here decay constant kr is related to the damping parameter of the material. The
resonance frequency comes out to be 209 MHz which is in good agreement with
that found by micromagnetic simulations, see AMR simulations in Chapter-3.

Continuous Harmonic Excitation: The vortex core dynamics can also be
induced by an in-plane oscillating magnetic field or current. In this case, the vortex
core gyrates on a fixed orbit with the frequency of the excitation. This gyrotropic
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(a) t = 0.00 ns (b) t = 0.54 ns (c) t = 1.08 ns (d) t = 1.62 ns (e) t = 2.16 ns

(f) t = 2.70 ns (g) t = 3.24 ns (h) t = 3.78 ns (i) t = 4.32 ns (j) t = 4.86 ns

Figure 6.6: Gyrotropic motion of the vortex core in a square of edge length 1.6 µm
excited with an rf current with a frequency of about 207 MHz and amplitude of 2.8
mA. STXM images of the inner part (300 nm × 300 nm) of the magnetic element
showing the position of the vortex core (blue) at different times.

motion can easily be induced with low excitation amplitude by tuning the excitation
frequency “f” near the resonance frequency of the vortex core. Figure 6.6 shows
the normalized images of a moving vortex at different times where the blue spots
represent the vortex core. The scanned area has a edge length of 300 nm. In
these images the sample is excited with an ac current with a frequency of 207
MHz, near to the resonance frequency determined by the pulse excitation method.
Our photon counting system distributes every other transmitted X-ray pulse to
different photon counters, so that we record snapshots of the sample magnetization
dynamics at equally distributed phases. In terms of time, these images are about
0.54 nanosecond apart. The magnetic images recorded by photon counters are
sorted to the right phase order. A movie made out of these images clearly shows
that the vortex core is gyrating in the clockwise direction on an orbit around the
equilibrium position.

The radius of gyration of the vortex core is determined from these dynamic
images. Figure 6.7 shows the gyrotropic radius calculated for different frequencies
of the excitation current. Here we can clearly see a resonance curve with resonance
frequency of about 207 MHz which is also in agreement with that measured with
pulsed excitation (Fig. 6.5).
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Figure 6.7: Resonance curve for a square element of edge 1.6 µm: The gyroradius
measured in STXM is plotted for several excitation frequencies of the rf current.

6.2 AMR Measurements

6.2.1 DC AMR

A four terminal transport measurement technique is used to characterize the dc
AMR behaviour of the sample by flowing a constant current of 50 µA through
the magnetic sample. An external in-plane dc magnetic field is varied between -80
mT and 80 mT and the voltage drop across the magnetic sample is measured in
a nanovoltmeter. AMR curves for a disk and square sample made of Permalloy
with lateral dimensions of 1.6 µm and 50 nm thickness are shown in Figs. 6.8(a),
(b) where the resistance (voltage drop across the sample divided by the current) is
plotted for different strengths of the external dc magnetic fields.

Initially, we applied a dc magnetic field of -80 mT along the X (Y) direction that
is sufficient to saturate the magnetic element to bring it in a single domain state
by aligning the individual magnetic moments along (perpendicular to) the current
flow direction. At higher magnetic fields, we can see that due to the AMR effect the
resistance of the sample is higher for magnetic field applied parallel to the current
flow direction (0 degree, H ‖ I, red line) compared to the perpendicular case (90
degree, H ⊥ I, black line). The Zeeman energy changes while varying the strength
of the external magnetic field. When the Zeeman energy becomes sufficiently small,
the magnetization curls along the edges of the microstructures to minimize stray
fields, leading to a flux closure arrangement. As the field strength is reduced the
resistance of the sample changes which indicates a change in magnetization state of
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(a) dc AMR - disk (b) dc AMR - square

(c) VC position (simulations)

Figure 6.8: Experimentally measured dc-AMR curves for a disk (a) and a square
shaped element (b). Micromagnetic simulation results for the position of the vortex
core as a function of an external applied dc magnetic field (c) which confirms the
annihilation fields of the vortex core for disk and square element as 45 mT and 25
mT, respectively.

the sample. At a magnetic field of about -14 mT in case of the disk and -5 mT in
case of the square, there is a small kink in the resistance owing to the nucleation of
the vortex core in the micro magnetic elements. The vortex core reaches the center
of the element at zero field resulting in a maxima/minima in the AMR curves. Now
increasing the field strength in the other direction moves the vortex core away from
the center of the element. After a certain value of the external field, indicated by
small but sharp jumps at positive fields (+45 mT for the disk and +25 mT for
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the square), the vortex core escapes from the samples at the so-called annihilation
field where the magnetic element transforms back into a single domain or into an
onion state. After this point, there is no significant change in the voltage signal
which indicates the saturation state in the other direction. The AMR curves show
almost reversible non-symmetric curves and different magnetization processes can
be investigated with these curves such as: the nucleation, the propagation and the
annihilation of the vortex core. If we sweep the magnetic field in a small range below
the annihilation field e.g. from -15 mT to +15 mT, the vortex core is displaced away
from the center of the sample symmetrically for positive and negative fields and the
observed signals are more symmetric around zero field as shown in the inset of
respective graphs in Fig. 6.8 a) and b). The annihilation fields are also confirmed
by micromagnetic simulations by calculating the position of the vortex core while
sweeping the external magnetic field at a rate of 1 Oe/ns, see Fig. 6.8 c). Here we
notice that the vortex state does not exist for field strengths larger than 25 mT for
square and 45 mT for disk shaped element.

6.2.2 Homodyne Detection

The measurements presented in this section are based on the previously mentioned
versatile and phase sensitive transport measurement technique the so called “Ho-
modyne detection technique”, in which the microwave current gets rectified due to
the symmetry breaking of the system by an externally applied static magnetic field.
By tuning the strength and direction of the externally applied dc-field we can move
the vortex core away from the center of the magnetic element. To protect the sam-
ple from rapid field jumps which could cause the switching of the vortex core and
could enhance the noise level, the magnetic field was increased in small steps (1 -
2 Oe) which provides a smooth transition from one field to the other. Contrary
to the other measurement techniques, the homodyne detection scheme does not
need any external DC source and the rectified signal can directly be measured in a
nanovoltmeter via the dc port of the bias-tee.

The rectified homodyne voltage signal, due the anisotropic magnetoresistance
in the magnetic element, is measured as a function of the excitation frequency
(f = ω/2π) in the vicinity of the resonance frequency of the vortex core. However
some care needs to be taken into account when dealing with microwave circuits. A
microwave is an electromagnetic wave which has difficulties to pass through junc-
tions because of impedance mismatch. In reality we can not avoid junctions in
our devices which could cause a problem to pass the microwave signal through the
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sample. The impedance mismatch induces problems specially for the frequency
sweep measurements as the intensity of the transmitted signal depends upon the

Figure 6.9: AMR spectra measured on a square
shaped sample for three different excitation
currents (1 mA in a) 2 mA in b) and 4 mA
in c)). The inset in c) shows the amplitude of
the AMR signal at 4 mA, as a function of bias
field.

frequency. Therefore a normal-
ization of the experimentally mea-
sured signal is necessary to reduce
the intrinsic noise and background
effects to get a better signal to
noise ratio. It has already been ex-
plained in Chapter-3 that due to
the symmetry there is no dc com-
ponent in the homodyne signal for
zero external applied dc-field. We
took advantage of this fact to nor-
malize the data by subtracting the
signal at zero field from the raw
data.

Figure 6.9 shows the measured
rectified resonance spectra of the
AMR signal generated from the gy-
rotropic motion of the VC as a
function of bias fields for three dif-
ferent excitation currents [1 mA in
(a), 2 mA in (b) and 4 mA in (c)].
We observe that a large AMR sig-
nal appears near 210 MHz which
corresponds to the resonance fre-
quency of the element as measured
in STXM, see Fig. 6.7. With in-
creasing external field the asym-
metry (e.g. of the Landau domain
structure) increases and hence the
amplitude of the AMR signal also
increases as shown in the inset
of Fig. 6.9(c). Moreover, some
other important phenomena are
observed by analyzing the homo-

82



6.2. AMR Measurements

dyne signals. Our power dependent measurements reveal that the dynamics of a
vortex core can also be affected by local pinning sites. We observe random varia-
tions in the resonance frequency with increase in the external bias field. The low
and nearly constant values of the resonance frequencies (fR) are actually the be-
haviour expected from the quasiharmonic magnetostatic geometric potential and
can also be well reproduced by micromagnetic simulations but random peaks in
fR are unexpected. The observed deviations of the resonance peak position as a
function of bias field can be attributed to local modifications of the magnetic prop-
erties of the sample since the gyrating vortex core is moved across the sample when
applying the external magnetic field, see ref. [125, 126, 127]. These modifications
could arise from surface roughness or from local pinning sites and defects present in
the sample. The randomness in resonance frequencies is more pronounced for low
excitation power, as we can see in (Fig. 6.9). With increasing power the gyro-radius
increases and the effect of random local deviations thus averages out on the longer
gyro-trajectory. Thus the gyrating VC can be effectively used to investigate the
magnetic inhomogeneity of the samples [125, 126].

In order to be able to investigate the AMR signal for the two polarities of the
vortex core a disk shaped sample of 1.6 µm diameter and 50 nm thickness with four
symmetric contacts is used (Fig. 6.10). In this configuration, the VC polarity can
be switched selectively to the up (down) state by a counter-clockwise (clockwise)
rotating current. The vortex core with up (p = +1) polarity rotates in the counter-
clockwise direction and the VC with down (p = −1) polarity in the clockwise
direction. Therefore, a phase difference of 180◦ occurs between the dynamics of the
VC with the two opposite polarities which results in a sign change of the homodyne
voltage signal as described in Chapter-3. Figures 6.10(a) and (b) clearly shows a
sign reversal in the AMR spectra for the two polarities of the vortex core and also the
observed fine structures in the spectra remain unchanged when the VC polarity is
reversed. Additionally, we notice a significant shift of the resonance frequency with
bias fields [128] which is not so pronounced in the case of the square element. This
indicates that the magnetization in the disk shaped sample is becoming stiffer with
increasing external field. Our micromagnetic simulations confirm such an increase
in the resonance frequency, see Fig. 6.11(a). The vortex core gyrates around an
equilibrium position, which shifts through the disk as the magnetic field is swept.
The shifting of the vortex core position is connected to the change in curvature of
the potential in which the vortex core moves. This change in curvature reflects in
the observed frequency shift with applied magnetic field.
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Figure 6.10: AMR spectra measured on a disk shaped sample for a) up (p = +1)
and b) down (p = -1) polarization of the vortex core for an excitation current of 1.2
mA. By applying a rotating current (counterclockwise or clockwise) the VC polarity
can be switched selectively to up or down. A sign change of the AMR voltage signal
can be observed for the two polarities. Note that a significant shift of the resonance
frequency to higher frequencies as we increase the bias field. Also note that the fine
structure observed in the spectra does not depend on the VC polarity.

We have performed more micromagnetic simulations to understand this shift
in the resonance frequency in more detail. As the minimum energy state of such
elements in the vortex state is when the vortex core lies at the center of the element,
the displacement of the vortex core away from the center causes an increase in
energy of the magnetic system. An in-plane external dc magnetic field is applied to
move the vortex core away from the center of the magnetic element and the energy
(excluding the Zeeman energy) in the magnetic element is calculated for different
positions of the vortex core. In Fig. 6.11 (b) we have plotted the average energy of
the magnetic system normalized with that in zero external magnetic field. As we
can see, the average energy of the magnetic element increases with the displacement
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Figure 6.11: Micromagnetic simulation results for a disk and square element. (a)
Resonance frequencies calculated directly by exciting the vortex core by a magnetic
field pulse at different values of the bias fields. (b) Normalized average energy of
the sample and (c) the resonance frequencies proportional to the double derivative
of the average energy as a function of the displacement of the vortex core.

of the vortex core away from the center. Now we fit this energy curve with a
fourth order polynomial and calculated its double derivative which is proportional
to the resonance frequency of the vortex core. Figure 6.11 (c) shows the normalized
frequency plotted for different positions of the vortex core and confirms an increase
in resonance frequency as a result of the increase in magnetostatic energy with the
position of the vortex core (or with external magnetic field). This increase in energy
can be attributed to the formation (in the case of a disk) and/or sharpening (in
the case of a square) of the domain walls as shown in Fig. 6.12. In the case of a
square element (see Fig. 6.12 (e - h)), domain walls already exist and therefore the
increase in energy is less than that in the case of a disk [Fig. 6.11 (a)].
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(a) 0 mT (b) 10 mT (c) 20 mT (d) 30 mT

(e) 0 mT (f) 10 mT (g) 20 mT (h) 24 mT

Figure 6.12: Energy distribution for different positions of the vortex core. Blue -
high energy density; Red - low energy density.

6.3 Other Experiments

As described in chapter-4, several types of samples are prepared for different exper-
iments. The results of those experiments are summarized below.

• Spin-Transfer-Torque Induced Vortex Dynamics: The magnetization
dynamics in a disk sample (Fig. 4.4) was excited with rotating rf currents
with frequencies in sub-GHz and multi-GHz range. It has been found that,
similar to the excitations with rotating magnetic fields [61, 69, 70, 71, 72],
the vortex core polarity can be switched selectively by STT excitations due to
rotating electrical currents (frequency: sub-GHz) when the sense of rotation
(CW or CCW) of the vortex core is matched with that of the rotating current.
Also for the VC switching with multi-GHz rotating currents, not only the
eigenfrequency but also the sense of rotation have to be matched with the
specific spin wave eigenmode. (Experiments have been performed by Markus
Sproll [78]).

• Interaction Between the Vortex Gyromode and Azimuthal Spin
Waves: A different approach is used to reverse the vortex core polarity by
simultaneious excitation with (multi-GHz) azimuthal spin waves and the (sub-
GHz) vortex gyromode in a disk sample (Fig. 4.5). It is shown that an active
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dual frequency excitation of both the sub-GHz vortex gyromode and multi-
GHz spin waves considerably changes the frequency response of spin wave
mediated vortex core reversal. Besides additional minima in the switching
threshold, a significant broadband reduction of the switching amplitudes is
observed, which can be explained by non-linear interactions between the vor-
tex gyromode and the spin waves. (Experiments have been performed by
Markus Sproll [78, 80]).

• Unidirectional sub-100 ps Vortex Core Reversal with Short Mag-
netic Field Pulses: The vortex core, in a ferromagnetic disk of diameter
500 nm (Fig. 4.5), is excited with a sequence of two orthogonal monopolar
magnetic pulses, less than 100 ps in total duration. The fact that digital pulses
can be used for fast spin wave mediated switching instead of rotating fields is
an attractive aspect for potential technological applications. The phase dia-
gram of vortex core reversal is measured, i.e., the dependence of switching on
pulse amplitudes and their durations. A region of unidirectionality is found
to be rather large and thus robust against sample dimension variations. The
finding that the region of unidirectionality is larger than the corresponding re-
gion for rotating field bursts is a further important result. The measurements
indicate a fast switching time below 100 ps which is in agreement with the
micromagnetic simulations. The coupling between spin waves and the vortex
gyromode is identified as the origin of the asymmetric response of the mag-
netization to clockwise (CW) or counterclockwise (CCW) excitation which is
responsible for the unidirectionality in the vortex core reversal by this broad-
band orthogonal short pulse excitation. (Experiments have been performed
by Matthias Noske [91]).

• Coupled Magnetization Dynamics and Reversal in GdFe/Al/Py Stack:
Additional layers of Al and GdFe are grown on top of the permalloy disk
(Fig. 4.5). It is demostrated that GdFe with perpendicular anisotropy can
enhance the vortex core magnetization. It has been observed that switching
of the vortex core polarization of the permalloy layer causes a magnetization
reversal of the complete GdFe layer and thus significantly increases the mag-
nitude of switched magnetization. Therefore, GdFe magnifies the vortex core
polarization and thus could be measured easily e.g. by GMR sensors compare
to reading a single vortex core of the size of only about 10 - 20 nm in diameter.
(Experiments have been performed by Georg Dieterle).
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• Non-Linear Radial Spin Wave Modes in Thin Magnetic Disks: Figure
4.7 shows the sample used to study radial spin wave modes in thin Permalloy
platelets in vortex state. The thickness was kept thin so the onset of non-
linear behavior can be observed at relatively low excitation strengths, as it
was found from micromagnetic simulations. The spin wave amplitude was
measured using a frequency resolved magneto optical network analyser [129]
which allows us to record high resolution resonance curves. It was found that
with increasing excitation amplitude up to about 10 mT, the lowest order spin
wave mode behaves strongly non-linearly as the mode frequency red-shifts and
the resonance peak strongly deforms. At higher excitations, the spin waves are
transformed into a soliton by self-focusing and collapse onto the vortex core,
dispersing the energy in short-wavelength spin-waves. This process can also
lead to switching of the vortex polarization through the injection of a Bloch
point [64]. (Experiments have been performed by Mathias Helsen [84, 129]).

• Propagation of Spin Waves in an Antidot Lattice: Propagation of spin
waves in an antidot lattice (Fig. 4.8) is investigated by direct observation
in a STXM. The introduction of the artificial periodicity allows to alternate
the spin wave dispersion in the material and to form a spin wave guide or
filter. Magnon modes spanning from 250 MHz up to 8 GHz were resonantly
excited and the influence of a variable applied field was investigated. These
measurements allowed the direct observation of the individual modes, their
interaction with the antidot lattice, and their respective localisation within the
lattice. Furthermore, these measurements indicate that these mechanisms in
magnonic crystals can be exploited to focus magnons laterally. (Experiments
have been performed by Joachim Gräfe).
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Summary

Magnetization dynamics in ferromagnetic samples is discussed with special emphasis
on micron and submicron size platelets in the vortex ground state. Magnetization
dynamics in vortex structures has been investigated under the influence of mag-
netic fields and currents. It is shown that the vortex core starts to gyrate around
its equilibrium position if the system is continuously pumped with sufficient energy
via oscillating magnetic fields or currents. The magnetization distribution and dy-
namics in these vortex structures is directly observed in a spatial and time resolved
technique - scanning transmission X-ray microscopy. It is necessary to find a way
to read the four degenerate ground states of these structures for its implementation
in future technological devices. We have utilized a well known phenomenon the so
called anisotropic magnetoresistance effect to complete the task of reading these
vortex states electrically. Due to the gyrotropic motion of the vortex core, excited
with the spin-transfer-torque effect by flowing an rf current though it, the magneti-
zation and hence the resistance of the samples changes periodically. The frequency
of resistance oscillation is twice the frequency of the excitation current as the resis-
tance of the sample is same for the symmetric positions of the vortex core around
the center of the magnetic element which can be seen in dc AMR measurements,
Fig. 6.8. This periodic change in resistance together with the rf current gives rise
to a periodic homodyne voltage signal across the sample. This homodyne signal
has been rectified by introducing an asymmetry using an in-plane static magnetic
field. In this case the gyrotropic motion of the vortex core is not symmetric around
the center of the structure anymore. This gives rise to a resistance component
which oscillates with the frequency of the excitation current and gives us a rectified
homodyne voltage signal. This signal is measured for several frequencies of the ex-
citation current across the expected resonance frequency of the magnetic element.
The same signal is measured for the two polarities of the vortex core and it has
been observed that the sign of the signal changes with change of polarity. Thus
the polarization state of the vortex core can be determined by this technique. If
we change the direction of the bias field (or the circulation of the vortex structure)
the vortex core is displaced in the other direction and we observed a sign reversal
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of the measured AMR signal. Therefore, there is a sign reversal of the measured
voltage signal if we change either the polarization or the circulation of the vortex
structure. Alternatively and complementarily, micromagnetic simulations were also
conducted to study the AMR effect in these structures. The results of our mi-
cromagnetic simulations are in very good agreement with our experimental results
and thus support the validity of our technique. This technique can be a promising
method to detect the vortex states easily if the vortex structures are implemented
in future applications.

The phenomenon of spin-motive-force has also been investigated in the vortex
structures by micromagnetic simulations. It has been found that this effect can
also be utilized to determind the vortex state electrically but more care needs to
be taken in this case. It is shown that if we measure the oscillating voltage signal
generated due to the gyrotropic motion of the vortex core, there is a phase difference
of 180 degree for the two circulation directions. Additionally, if the voltage probes
are located along the direction of the excitation rf field, the phase of the SMF signal
for the two polarities of the vortex core also differs by 180 degrees. Thus we can
determine the vortex state by carefully examining the phase relation of the voltage
signal for different polarization and circulation of the vortex core. Recently, the
SMF signal generated due to the gyrotropic motion of the vortex core has been
measured experimentally [112]. However, this measured signal could be due to the
AMR effect (see eq. 3.1) which shows similar behaviour and produces a larger signal
compare to that due to the SMF effect, calculated with micromagnetic simulations.
An attempt has been made to measure the SMF signal experimentally but it has
not been successful so far.

The goal of this project/thesis was to find a way to detect the vortex state in
micromagnetic elements by electrical means so that these elements can be used in
future technology. Much remains to be done before the four value multibit becomes
practical. However these investigations have demonstrated the feasibility of these
measurement techniques and could pave the way towards the implementation of
magnetic vortices in future technological devices.
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Appendix A

Thiele Equation

For a rigid vortex, the magnetization distribution can be described by the vortex
core position ~X. Thiele used Cartesian coordinates under the assumption of a rigid
vortex under linear translations. The magnetization is then written as

~M(~x) = ~M0(~x− ~X) (A.1)

where ~x is the space coordinate and ~M0 is the magnetization distribution when
the vortex core is located at the origin (center of the magnetic element).

The work density done under a magnetic field is dw = ~H · d ~M . Since the
magnetization is a function of position, the equation can be written for the cartesian
coordinate as

dw = ~H
∂ ~M

∂Xi

dXi = fidXi (A.2)

for summation over i = x, y, z where the force density fi is given by

fi = ~H
∂ ~M

∂Xi

= − ~H ∂ ~M

∂xi
(A.3)

Thus, we can write the gyrotropic and damping force density as

f gi = − ~Hg ∂
~M

∂xi
=

1

|γ|M2
s

εlmnMl
∂Mm

∂xi

dMn

dt
(A.4)

fdi = − ~Hd∂
~M

∂xi
=

α

|γ|Ms

∂Mn

∂xi

dMn

dt
(A.5)

using the rigid vortex assumption we can write,

dMn

dt
=
∂Mn

∂Xj

dXj

dt
=
∂Mn

∂Xj

vj = −∂Mn

∂xj
vj (A.6)

We can use the equation above to simplify the expression for the gyroforce and
damping force as following

f gi =
1

|γ|M2
s

εlmnMl
∂Mm

∂xi

∂Mn

∂xj
vj = −εijkvjgk (A.7)



Appendix A. Thiele Equation

where gk is termed as the gyrocoupling vector given by

gk =
1

2|γ|M2
s

εijkεlmnMl
∂Mm

∂xi

∂Mn

∂xj
(A.8)

and
fdi = − α

|γ|Ms

∂Mn

∂xi

∂Mn

∂xj
vj = dijvj (A.9)

with the dissipation tensor

dij = − α

|γ|Ms

∂Mn

∂xi

∂Mn

∂xj
(A.10)

The total force Fi exerted on the vortex core is given by integrating the force
density fi over the volume V of the sample. Thus, the total force terms become

F g
i =

∫
f gi dV = −εijkGkvj,

F d
i =

∫
fdi dV = Dijvj

(A.11)

where the total gyrocoupling vector and the total dissipation tensor are given
by 

Gk =
∫
gkdV = 1

2|γ|M2
s
εijkεlmn

∫
Ml

∂Mm

∂xi

∂Mn

∂xj
dV,

Dij =
∫
dijdV = − α

|γ|Ms

∫
∂Mn

∂xi

∂Mn

∂xj
dV

(A.12)

The force from the effective field ~Heff originally appearing in the LLG equation
can simply be given by the magnetic potential as

~Feff = −∇U (A.13)

where the magnetic potential includes the exchange, anisotropy and magneto-
static energy and is given as a function of the vortex core position ~X. Now we can
convert the magnetic field equation-[2.5] into the force equation as

~Feff + ~F g + ~F d = ~Feff + ~G× ~v + ~D · ~v = 0 (A.14)

This is the force balance equation[19, 48, 83] originally described by Thiele in his
paper to describe the vortex dynamics as a rigid particle. For a thin film geometry
the total gyrotropic vector is perpendicular to the film plane, i.e. ~G = Gẑ if we put
the film in (x, y) plane. The gyroconstant is G = 2πpqtfMs/γ, tf is the thickness.
The topological charge q = ±1,±2, ... determines the direction of the vortex core
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rotation and its frequency. The vortex polarization p is determined by Mz, it is
ascribed to the assumption of the uniform magnetization across the thickness i.e.
∂M
∂z

= 0. From this assumption, the z-index components of the total dissipation
tensor ~D vanishes i.e. Dxz = Dyz = Dzz = Dzx = Dzy = 0. Together with this,
for the vortex structure, the off diagonal components of the total dissipation tensor
vanish i.e. Dxy = Dyx = 0 and the diagonal elements have the unique value i.e.
Dxx = Dyy = D due to symmetry. Thus the total dissipation force can be written
as ~F d = ~D · ~v = D~v where ~v lies in the (x, y) plane. The energy function is an
even function of the vortex core position around the equilibrium position. For small
displacements ~X from the equilibrium, it can be thus given by a parabolic function
of the vortex core position X(x, y, 0) i.e. U( ~X) = 1

2
kX2, where the restoring force

constant k is related to the initial susceptibility.
The gyrocoupling coefficient G and the dissipation coefficient D are constant

irrespective of the vortex position. The force equation can be written with the
vortex core position X(x, y, 0) as

G(ẋĵ − ẏî)− k(xî− yĵ) +D(ẋî− ẏĵ) = 0 (A.15)

decoupling the î and ĵ components results in
−Gẏ +Dx− kx = 0,

−Gẋ+Dy − ky = 0

(A.16)

eliminating y from the above coupled equations, we get

ẍ+ 2ηẋ+ ω2x = 0 (A.17)

which is equivalent to the equation of a damped harmonic oscillator with dissipation
coefficient and natural frequency given by

η = − kD
(G2+D2)

,

ω2
0 = k2

(G2+D2)

(A.18)

Thus, the experimental gyrotropic vortex core motion of the circular (or spiral)
rotation can be explained. As a direct result, the core will be free of inertia. When
covering vortex core switching, this assumption obviously becomes untrue, as a rigid
vortex core is not compatible with the model of vortex core switching by anti-vortex
vortex pair creation.
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SMF Equation

In a ferromagnet the electron spin interacts with the local magnetization (unit vector
m) via the exchange interaction and the corresponding interaction Hamiltonian is
given by

H =
p2

2me

− Jexσ ·m (x, t) , (B.1)

where p,me ,Jex and σ are the momentum operator, the electron mass, the exchange
coupling energy and the Pauli’s matrices, respectively. The equation of motion of
an electron can be obtained by the Heisenberg equation as

fi = mẍi

=
m

(i~)2
[[xi,H] ,H]

= Jex∇i (σ ·m) (B.2)

where xi and fi are the i-components (i = x, y, z) of the position and “force” oper-
ators for the electron, respectively. The net force acting upon the electron is

〈fi〉 = J 〈σ〉 · ∇im. (B.3)

Here 〈σ〉 is the unit vector of the electron spin direction. The magnetization m
dynamics can be well described by the earlier discussed phenomenological LLG
equation. The remaining work is to determine the electron spin 〈σ〉 dynamics, which
prefers to be parallel to the magnetizationm due to the strong exchange interaction
between them. In general, the electron spin 〈σ〉 is expressed as 〈σ〉 = am + bδm,
where δm is a unit vector perpendicular to m, and a and b are coefficients (|a| �
|b|). The component am does not contribute to the force (B.3), becausem ·∇im =

0. In other words, if the electron spin is exactly parallel to the magnetization at
every time and space, the electron’s energy is the same always and everywhere, and
the electron does not feel any force. This means that what causes the force is the
off-diagonal component of the electron spin with respect to the magnetization, i.e.,
the misalignment between them.
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According to the Heisenberg equation, the equation of motion of the electron
spin is

∂t 〈σ〉 =
Jex~

2
〈σ〉 ×m (x, t) . (B.4)

This expression shows the Larmor precession of the conduction electron spin around
the magnetization. Actually, in addition to the precession torque, the electron spin
feels a damping torque to the magnetization. To obtain an analytical form of
the electron spin dynamics without solving Eq. (B.4) in a straightforward man-
ner, let us consider the problem in a more convenient coordinate system in which
the magnetization is parallel to the z-axis at every time and space. Such an op-
eration is realized by a SU(2) local gauge transformation ψ 7→ Uψ, where U =

exp (iσyθ (x, t) /2) exp (iσzϕ (x, t) /2), θ and ϕ are defined by
m = (sin θ cosϕ, sin θ sinϕ, cos θ), and ψ is a two component spinor.

After performing the gauge transformation, the Hamiltonian in the rotational
frame is

H′ = UHU † − i~U
(
∂tU

†)
=

(
p− i~U

(
∇U †

))2
2m

− Jσz − i~U
(
∂tU

†)
=

(p− σxAx − σyAy − σzAz)
2

2m
− Jσz − i~U

(
∂tU

†)
=

p2 +A2
x +A2

y +A2
z

2m
− σ · (Jm′ + d′) ,

(B.5)

where

d′ =
~
2

(m× ∂tm)′

+
~ cos θ∂tϕ

2
m′ +

1

2m

 p ·Ax +Ax · p
p ·Ay +Ay · p
p ·Az +Az · p

 . (B.6)

The SU(2) pure gauge fields, i~U
(
∇U †

)
= σxAx +σyAy +σzAz and −i~U

(
∂tU

†),
arise as a result of the gauge transformation. The superscript ′ denotes a vector in
the rotational frame, for instance, m′ = (0, 0, 1).

Equation (B.5) indicates that when the magnetization depends upon time, the
electron spin feels the effective magnetic field Jm′ + d′ in the rotating frame.
Therefore, in reality, the electron spin precesses around the effective magnetic field
Jm′ + d′ rather than the magnetization Jm′. If the magnetic texture is smooth
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and slow enough, we can adopt an adiabatic approximation in which 〈σ〉 is approx-
imated to be parallel or antiparallel to the effective magnetic field at every time
and space; a normalized electron spin is

〈σ〉′↑↓ = ±m′ ± ~
2J

(m× ∂tm)′

±~ cos θ∂tϕ

2J
m′ ± 1

mJ

 Ax ·mv
Ay ·mv
Az ·mv

 , (B.7)

where ↑ (↓) stands for the majority (minority) spin with respect to the local
magnetization and corresponds to +(−) in the right-hand side. Here, we replace
p ·Ai + Ai · p by 2Ai · mv, where v is the averaged velocity vector of electrons.
The expression for 〈σ〉 in the laboratory frame is obtained by the O(3) rotation as

〈σ〉↑↓ =

 cos θ cosϕ − sinϕ sin θ cos θ

cos θ sinϕ cosϕ sin θ sinϕ

− sin θ 0 cos θ

 〈σ〉′↑↓
= ± (m+ d/J) . (B.8)

That is, the electron spin has the off-diagonal component with respect to the mag-
netization, d/J (FIG. ??).

By substituting Eq. (B.8) to Eq. (B.3), the force can be expressed only by the
magnetization dynamics as

〈fi〉↑↓ = ±~
2

(m× ∂tm) · ∇im− ev ×B↑↓, (B.9)

where
(B↑↓)i = ∓ ~

4e
εijkm · (∇jm×∇km) . (B.10)

The first term in Eq. (B.9) is a spin dependent driving force, which contributes
to the spin-motive force. On the other hand, the second term in Eq. (B.9) is
the Lorentz type force due to the spin dependent magnetic field B↑↓, produced
by the non-coplanar magnetization configuration as Eq. (B.10), and the transverse
conductivity appears, i.e., the anomalous Hall effect. From Eq. (B.9), one expects
a large SMF signal when fast dynamics is induced on the magnetic structure with
strong modulation. It has already been shown theoretically and experimentally
that the diameter of the vortex core is of the order of 10 nm and the velocity of the
core dynamics is in the range of 100 m/s. Furthermore, switching occurs on a time
scale of picoseconds. These conditions give us a possibility of observing a large spin
motive force signal in vortex structures.
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