Topological insulators in two dimensions have received much attention recently because they are theoretically expected to show properties that make them very attractive for spintronics applications. For example, they feature spin-momentum-locked edge states that are protected from elastic backscattering. However, current experiments are not able to unambiguously observe all of these predicted characteristics.

One big part of this thesis is dedicated to a better understanding of these experimental shortcomings from a theoretical perspective by studying an important model Hamiltonian which describes the currently most important realization of a two-dimensional topological insulator: quantum wells built from mercury telluride. To this end, the influence of disorder and external magnetic fields is considered. Moreover, the effects of phase-coherence breaking due to inelastic processes are quantitatively investigated and it is shown that they may provide an explanation for the experimentally observed on-edge backscattering.

In addition, the thesis contains a treatise on heterostructures of metallic systems and two-dimensional topological insulators, in which it is shown that such heterostructures generally give rise to perfectly conducting channels, which inherit the protection from backscattering from the topological insulator edge states.

The last part of the thesis deals with transmission-eigenvalue distributions of star-shaped diffusive many-lead devices. Here, it is shown that these distribution functions often feature a cutoff, i.e., a maximal transmission above which the probability of finding a transmission eigenvalue drops to zero. This makes this many-lead scenario very different from the well-known case of two-terminal diffusive transport. The cutoff is seen to be dependent on the geometry and on the total transmission through the device.
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Chapter 1

Introduction

The concept of topological insulators [1, 2] can be considered one of the landmark discoveries in the field of solid-state physics in the last decade. At the time of the discovery, it was quite surprising to many that there was still something new and unknown to be found in the classical band theory of solids: insulators with band structures that differ from band structures of common insulators in terms of topology (and hence the name). After all, band-structure theory has been and still is the work horse of condensed matter physics since its development almost a century ago, and it was thought to be already well understood.

When considering phase transitions between two such insulators that differ in their topology, for example between a topological insulator and a “normal” insulator, one encounters another surprising aspect about this new class of insulators: While in Landau’s classical theory [3], a phase transition usually goes hand in hand with the breaking of a symmetry of the system and a local order parameter that quantifies the degree of the symmetry breaking, this is entirely different for transitions between band insulators which differ in their topology. Not only does this phase transition leave the symmetry of the system unchanged (as was already noted for the phase transition between integer quantum Hall plateaus, which can be considered the first experimentally realized “topological insulators”): In many cases, band insulators with a “non-trivial topology” only exist if there is an underlying symmetry that protects them [4, 5]. If the symmetry is broken, many band insulators lose their distinction and it even turns out to be impossible to find topological insulators in one or three dimensions if there are no additional symmetries present. Also, it is not possible to characterize topological insulators by means of a local order parameter.

These newly discovered topologically different band insulators are first of all conceptually very interesting and, by now, they have triggered many theoretical developments even beyond solid-state physics (e.g., in optics and acoustics). More importantly, they also show properties that make them very promising for applications. This mainly has to do with the fact that even though topological insulators are bulk insulators, they feature conducting surface states that arise due to the topologically non-trivial nature of the band structure. In this way, they can be used to easily implement conducting systems of lower dimensionality. Additionally, depending on the symmetry that is behind
the protection of the topological insulator, these “surface states” may show very exotic properties ranging from perfect transmission as in the case of the integer quantum Hall states [6] to non-Abelian statistics as is found for surface states of topological superconductors [7]. The latter, which have some similarities to Majorana fermions and therefore are called Majorana bound states, are envisioned to become important on the road toward topological quantum computation, in which they may allow for relatively robust implementations of (some) quantum logic operations [8,9].

In this thesis, we will exclusively study topological insulators that are protected by time-reversal symmetry, a symmetry that is usually preserved in solid-state systems that are free of magnetic fields. This particular class of topological insulators exists in two and three dimensions and their surface states also show interesting properties. For example, they may feature surface band structures that can be approximated by single, i.e., non-degenerate, Dirac cones [10], a property that would be forbidden for true bulk systems due to the Fermion doubling theorem [11]. In addition, the surface states typically show a phenomenon that is known as “spin-momentum locking” meaning that the spin is uniquely linked to the propagation direction [12]. This makes them very appealing for spintronics [13], the attempt to implement digital electronics on the basis of the carrier spin polarization. Moreover, hybrid structures with such topological insulators and superconductors are another possible route to realize the abovementioned Majorana bound states [14–16].

However, in practice, there are still many impediments and puzzles, e.g., it is often difficult to produce truly bulk insulating samples, which is a particularly pressing problem for three-dimensional topological insulators. For two-dimensional systems, there are realizations like the HgTe/CdTe quantum wells that do not suffer from this but they are known to have other issues. For example, one experimentally observes edge-state backscattering [17] even though this is theoretically forbidden at very low temperatures [18]. This feature, which is also observed in InAs/GaSb quantum wells [19], another material system that realizes a two-dimensional topological insulator [20], is so far difficult to explain.

In one part of this thesis, we will focus on a better understanding of this “imperfection”. We find this particularly important as a better understanding of the observed backscattering may show up ways how to improve the experimental samples. Besides this, we also study other deviations from the clean elastic symmetry-preserving transport regime, in which one expects the edge to be perfectly conducting. For example, we investigate the effect of disorder in combination with an externally applied magnetic field to test the fragility of edge-state transport to mild symmetry breaking.

In addition to these studies that are closely related to current experiments, we also take a more conceptual point of view and generally explore transport in hybrid systems in which topological insulators are combined with non-insulating systems. As will be seen, this leads to the emergence of induced perfectly conducting channels in the metallic region.

At last, this thesis contains a study that deals with a more general aspect of mesoscopic transport in nanostructures which is not restricted to topological insulators: We investigate transport in diffusive systems with more than two leads with particular focus on the emerging transmission-eigenvalue distributions.
In the following, we will provide a short summary of the upcoming chapters and explain how they relate to the topic of this thesis: mesoscopic transport in topological insulators.

In Chapter 2, we introduce the concept of topological insulators, motivate why it leads to the emergence of surface states and how one can understand that the topological classification depends on the protecting symmetry. Then we specialize on time-reversal symmetry-protected topological insulators and show why they are expected to feature interesting transport properties. In the end, we will focus on a particular experimental realization of two-dimensional topological insulators that are protected by time-reversal symmetry: quantum-well systems made from HgTe and CdTe, which are not only the first but probably also the best-established realization of a two-dimensional topological insulator. We introduce the model Hamiltonian used to describe this material system, which will be studied throughout the thesis, and show some basic properties of the topological edge states arising from it.

This sets the stage for Chapter 3, in which we use this model for a numerical transport study of HgTe/CdTe quantum wells in the topological insulator phase. The main focus will be on the influence of disorder and an additionally applied perpendicular magnetic field [21]. This is interesting as it shows what to expect for the stability of edge transport under the influence of an explicit symmetry breaking. In the course of the chapter, we will see that while one-dimensional edge transport is surprisingly robust under the influence of magnetic fields and short range disorder, this drastically changes when long-range fluctuations of the electrostatic potential (so-called charge puddles) are considered. Such puddles give rise to strong backscattering with applied fields and we will see that their presence may be able to explain the measured results for the magnetoconductance in some samples.

Charge puddles will also be at the heart of Chapter 4, in which we study a scenario that might explain the experimentally observed temperature-independent backscattering of the topological edge states [22]. As this is incompatible with a coherent and fully elastic theory, we will study the effect of decoherence due to inelastic interactions. For this, we will use an effective model and also propose an extension to wave-packet transport algorithms, which allows for an explicit treatment of dephasing during the time propagation. In this way, we will be able to quantitatively estimate the influence of dephasing on HgTe/CdTe quantum-well edge transport.

In Chapter 5, we return to an elastic and fully coherent transport scenario and we try to go beyond the results obtained from charge puddles in Chapter 3 by turning more generally to the phenomena that arise in heterostructures of metals and topological insulators [23]. For this, we first consider a simple model from which we discover that such heterostructures generally feature perfectly conducting channels that are extended across the metallic regions. Later in the chapter, we show how these may be detected in experimental setups built from HgTe/CdTe quantum wells. In addition, we demonstrate that the emergence of perfectly conducting channels can be understood by means of an effective boundary condition, which mimics the proximity to a two-dimensional topological insulator. This will provide ideas how to induce perfectly conducting channels in other wave-guide structures even without the explicit presence of topological insulators.

During the study of experimental setups that allow for the detection of the induced perfectly conducting channels, we will also consider shot-noise measurements in multi-
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terminal devices. Here, we find that the transmission-eigenvalue distributions that arise in such devices are interesting and by far not as well understood as in the simpler case of only two terminals. This motivates the study in Chapter 6, in which we study transport in general diffusive multi-terminal devices. The chapter will be a small detour from the main theme of this thesis in the sense that we will not use or study any properties that are particular to topological insulators. Yet, we will be considering mesoscopic transport using similar methods as in the rest of the work. We consider star-shaped diffusive conductors with scattering-matrix models, which we later evaluate using numerical wave-transport calculations. From this, we are able to derive analytical expressions for the transmission-eigenvalue distributions of transmission matrices between pairs of leads in some limiting cases and propose the study of a novel observable that characterizes the splitting of eigenvectors across the leads of a multi-terminal structure.

At last, Chapter 7 will wrap up and relate the findings of the previous chapters and attempt an outlook toward future research directions.
Chapter 2

Topological insulators

2.1 Topology in solid-state physics

Topology, the discipline of mathematics that studies properties which are robust to “continuous” deformations, has been influential and inspiring to many fields of physics, ranging from the famous study of magnetic monopoles by Dirac [24] to general relativity and quantum field theory [25]. Though, its importance for solid-state physics had not been realized for a long time. It was only with the discovery of the integer quantum Hall effect in the 1980s, which could subsequently be interpreted in terms of a topological invariant by Thouless, Kohmoto, Nightingale, and den Nijs (TKNN) [26,27], that one found an example in which band structures of solids differed by their topology. However, it took another 20 years to realize the generality of this result. Then, Kane and Mele found a new example for a band insulator with a non-trivial band topology when studying graphene with intrinsic spin-orbit coupling [2,18]. Here, it was realized that the presence of symmetries, which in the particular case of graphene is the conservation of time-reversal symmetry, allows for a plethora of new topological phases. This opened up the new field of symmetry-protected topological insulators, which tries to classify these topological phases and studies their properties. Up to today, this field has grown and advanced a lot, and now it even covers topological phenomena in metallic phases, like Weyl [28,29] and Dirac semimetals [30], or extends to exotic symmetries, e.g., so-called statistical symmetries, which are only conserved on the average [31]. Also, the search for topological phenomena in band structures is no longer limited to electrons in solids but now extends to many other fields, like magnonic insulators [32], phonons in mechanically-coupled oscillators [33], acoustic waves in metamaterials [34], cold atoms [35,36], photonic quasicrystals [37], and periodically driven systems [38,39], just to mention a few.

In this work, we will not cover most of these more recent developments and we will stick to the class of systems that was originally proposed by Kane and Mele, i.e., topological insulators (TIs) that are protected by time-reversal (TR) symmetry. Even though these systems have been around for a few years by now, many of their properties are still subject to fundamental research, a few of which will be investigated in this thesis. Before we come to that, we try to give a brief introduction on the relation of topology and solid-state physics and add a little background information, which will help to better understand the
context of this work. However, this introduction will be limited to topological phenomena in insulating materials which can be treated by Fermi liquid theory, such that an effective single-electron band-structure description is meaningful. Even though topological order may in general also be very important for strongly correlated systems, they will not be treated in this thesis.

As the treatment in the following sections is meant as a concise introduction to all the concepts and results that we consider necessary for this work, it will be very brief and it will be lacking much of the mathematical rigor that one may wish for. Especially, it will almost be free of any formal mathematical proofs. For a more comprehensive introduction into the subject, we refer to current textbooks on the matter [40–42].

2.2 Topological insulators

2.2.1 Chern insulators and the integer quantum Hall effect

Viewing the band theory of solids from a mathematical perspective, the electronic properties of a material are fully described by a Hermitian operator $H(k)$, which continuously depends on a set of periodic parameters (the Bloch wave vectors which are periodic in the Brillouin zone of the lattice), in combination with an energy $E_F$ (the Fermi energy), which determines the energy below which all bands are occupied at low temperatures. A band insulator is characterized by a spectral gap of the operator $H(k)$ around $E_F$. The goal is to come up with a topological classification of band insulators, i.e., classify them in terms of “continuous” transformations. To be precise what is meant by “continuous” in this particular case, one may define the following topological classification scheme:

**Definition 2.1 (Chern insulator classification).** Two insulators, $\{H_1(k), E_F^1\}$ and $\{H_2(k), E_F^2\}$, (with the same number of filled bands) are topologically different if there is no “homotopy”, i.e., no continuous function $\{H(k,a), E_F(a)\}$ from the unit interval, $a \in [0, 1]$, to the space of Hamiltonians and Fermi energies that interpolates between the two insulators, $\{H(k,a = 0), E_F(a = 0)\} = \{H_1(k), E_F^1\}$ and $\{H(k,a = 1), E_F(a = 1)\} = \{H_2(k), E_F^2\}$, with the property that $\{H(k,a), E_F(a)\}$ is an insulator [has no state at $E_F(a)$] for all $a$.

At first glance, it is not obvious that this definition will allow any differences in insulator topology as it might just as well be that, given this scheme, all insulators turn out to be in the same topological equivalence class. To answer this question about the existence of different equivalence classes, one needs to solve the full mathematical problem which in this particular case boils down to the classification of maps from $n$-dimensional tori (the Brillouin zone) to the space of $N$-dimensional subspaces of $\mathbb{C}^{N \times M}$ (the so-called Grassmannian), with $N$ being the number of occupied and $M$ being the number of unoccupied bands [5]. From this, one finds that, given the above classification scheme, all insulators are in the same topological class if the dimension of space, $n$, is odd. If the spatial dimension is even (the two-dimensional case being physically the most relevant), however, one can show that different topological equivalence classes exist, i.e., that one can find insulators which differ in their topology. The number of such classes is infinite.
and can be labeled by an integer number, which is why one calls such insulators to be $\mathbb{Z}$ classifiable. Given a specific insulator $\{H(k), E_F\}$, one can conveniently work out the corresponding integer number, which specifies the topological class that it belongs to, by calculating the so-called total first Chern number, which in this context is also called the TKNN invariant (see above). For two-dimensional (2d) insulators, it takes the form

$$C_1 = \sum_{n: E_n(k) < E_F} \frac{-i}{2\pi} \int_{BZ} d^2k \left( \nabla \times \langle u_n(k) | \nabla u_n(k) \rangle \right) \cdot \hat{z},$$

(2.1)

with

$$H(k) | u_n(k) \rangle = E_n(k) | u_n(k) \rangle$$

(2.2)

if the insulator is positioned in the $xy$-plane. In other words, the Chern number is calculated as a sum over all occupied bands of the insulator (which is why the specification of the Fermi energy is important), in which one is summing up a Brillouin-zone integral for each band. The integrand is known from other contexts as the Berry curvature [44]. Mathematically, this makes this definition similar to the classification of closed orientable surfaces in three-dimensional space: There, one finds that the genus, an integer number that categorizes topologically different surfaces by counting the number of holes in the surface, can also be obtained by an integral over what is known as the Gauss curvature.

It is important to note that the classification of insulators is not merely an interesting mathematical feature. Instead, it can also be seen to be of relevance for physical observables as one can show from linear response theory that the Hall conductance of a two-dimensional insulator is given by [27,43,45]

$$\sigma_{xy} = \frac{e^2}{h} C_1,$$

(2.3)

and is thus directly proportional to the topological invariant. As this invariant only attains integer values, one can immediately understand the observed quantization of the Hall plateaus in the integer quantum Hall effect on the grounds of this topological argument. The quantization is also very stable as the invariant can only change if the band gap closes, thus small changes in the material parameters will not modify the Hall conductivity as long as they are weak enough to keep the band gap open. Notice that this argument so far does not include any effects due to strong disorder, which is out of scope of this band picture. Weak disorder which allows for a mean-field treatment or any other inclusion by effective band-structure parameters can be included though.

However, we will see in the next section that there are stronger arguments which guarantee the quantization of the Hall resistance also in the case of strong disorder, at least as long as the bulk material remains insulating.

### 2.2.2 Bulk-boundary correspondence

One may wonder how an insulating structure can give rise to a finite Hall conductance. The answer to this can also be traced back to topology. If one makes a heterostructure
between two insulators which differ in their Chern number, we know from Definition 2.1 that there can be no continuous interpolation between the two which leaves the band gap open. They are topologically distinct in a similar fashion as a sphere and a torus, which cannot be smoothly deformed into another, cf. Fig. 2.1(a). However, in a smooth heterostructure of the two insulators, as depicted in Fig. 2.1(b), we expect a continuous change of the Hamiltonian. Therefore, a gap closing is expected somewhere along the heterostructure. This leads to metallic states at the interface. For the specific case of Chern insulators, one can show that the number of edge states that one finds at such an interface is directly related to the difference of the Chern numbers of the adjacent insulators that make up the interface [46,47]. Moreover, for Chern insulators, these edge states are chiral, meaning that they all propagate in one direction at one interface. Therefore, transport along these edge states is free of backscattering as there are no counterpropagating states at the same edge. This explains why the observed quantum Hall plateaus are remarkably stable and show a very precise conductance quantization. In Fig. 2.1(b), the shown states are not chiral. The reason for this is that this is no property that is enforced by the simple topological argument that the band gap needs to close. In fact, the chiral transport is a peculiarity of Chern insulators, and, as we will see later, there are other TI classifications that enforce conducting interface states in heterostructures that can propagate both ways.

One should add that vacuum can also be viewed as a wide-band semiconductor, which can be fit into the scheme above, yielding \( C_1 = 0 \). In this way, insulators which have a topological invariant different from vacuum (\( C_1 \neq 0 \) for Chern insulators) will show edge states already at a simple lattice termination (a boundary to vacuum), which is why they are called “topologically non-trivial”. Insulators with the same classification as vacuum, on the other hand, are termed “topologically trivial”.

From an application perspective, heterostructures with insulators of non-trivial topology
are very appealing because they allow for an easy creation of conducting low-dimensional systems, which may, as in the case of Chern insulators, even show exotic transport properties. Here, it is important to note that the concept of obtaining a lower-dimensional metallic system from a heterostructure of two insulating systems that differ in their topology is quite general. It would, of course, also apply to heterostructures of insulators in three dimensions, which would yield a 2d metallic system at the interface. However, as we noticed in the last section, the classification according to Definition 2.1 does not allow for non-trivial topology in three (or one) dimensions. Yet, as we will see in the next section, there is a possibility to extend Definition 2.1 which opens up a whole new zoo of topological classifications in all dimensions.

Before this, let us stay with Chern insulators for a second. As we discussed, those are limited to two (or more generally even) dimensions. In addition, what is maybe more problematic from an applications point of view, non-trivial insulators can only be found when TR symmetry is broken. This is so because $\sigma_{xy}$, the Hall conductivity, which is directly linked to the topological invariant, cf. Eq. (2.3), is odd under time reversal$^1$, which implies $\sigma_{xy} = C_1 = 0$ for TR-symmetry-preserving systems. For a long time, one thought that such topologically non-trivial states can only be observed at high external magnetic fields as present in the observation of the integer quantum Hall effect. Very recently however, a quantum anomalous Hall insulator could be realized which is a material that shows a non-trivial Chern number (and therefore has chiral edge states) at zero external magnetic field [49]. In this case, TR-symmetry breaking was realized by an internal magnetic ordering. This is conceptually similar to the famous theoretical model by Haldane [50], which describes the observation of a quantized Hall conductance in a graphene-like system that is subject to a staggered magnetic field, which has equal magnitude but opposite sign on the two sublattices such that the overall magnetic field is zero.

### 2.2.3 Symmetry-protected topological insulators

Starting with the work of Kane and Mele [2, 18], who observed edge states in graphene when including the effect of intrinsic spin-orbit coupling, which could subsequently be interpreted by topological arguments [51], one found that there is a natural extension to the concept of insulator topology, Definition 2.1, in the case where the Hamiltonian has additional symmetries:

**Definition 2.2 (symmetry-protected topological insulator classification).** Two insulators, \{$H_1(k), E_F^1$\} and \{$H_2(k), E_F^2$\} (with the same number of filled bands), which both have a discrete symmetry, e.g., they commute with the (anti-)unitary operator $O$, are called “topologically different under the protection of the symmetry” if there is no “homotopy”, i.e., no continuous function \{H(k, a), E_F(a)\} from the unit interval, $a \in [0, 1]$, to the space of Hamiltonians and Fermi energies which interpolates between the two insulators, \{H(k, a = 0), E_F(a = 0)\} = \{H_1(k), E_F^1\} and \{H(k, a = 1), E_F(a = 1)\} = \{H_2(k), E_F^2\}, with the property that \{H(k, a), E_F(a)\} is an insulator [has no state at $E_F(a)$] and that $H(k, a)$ preserves the symmetry for all $a$.

$^1$see, e.g., Ref. [48]
Table 2.1: This table reproduces the results from the topological classification of Refs. [4,5]. The entries in the columns for the symmetries specify whether the symmetry is present and whether the respective (anti-)unitary operator squares to +1 or -1. The entries in the three rightmost columns show in which dimensions topologically non-trivial states can be found, given that one preserves the listed set of fundamental symmetries. It also shows whether one can expect an infinite number of topologically distinct phases (\(\mathbb{Z}\)) or whether there is just a finite number of at least 2 topologically different phases classified by a set of \(\mathbb{Z}_2\) integers.

<table>
<thead>
<tr>
<th>Altland-Zirnbauer name</th>
<th>Symmetries</th>
<th>Topological classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>AI</td>
<td>+1</td>
<td>no</td>
</tr>
<tr>
<td>AII</td>
<td>-1</td>
<td>no</td>
</tr>
<tr>
<td>AIII</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>BDI</td>
<td>+1</td>
<td>+1</td>
</tr>
<tr>
<td>CI</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>D</td>
<td>no</td>
<td>+1</td>
</tr>
<tr>
<td>C</td>
<td>no</td>
<td>-1</td>
</tr>
<tr>
<td>DIII</td>
<td>-1</td>
<td>+1</td>
</tr>
<tr>
<td>CI</td>
<td>+1</td>
<td>-1</td>
</tr>
</tbody>
</table>

This additional constraint of preserving the symmetry along the full path between the two systems has a strong influence on the mathematical classification and on the existence of possible topological equivalence classes in various dimensions. For example, we already learned in the last section that if one preserves TR symmetry, one cannot reach the non-trivial Chern insulator classes. From this, one might think that with the additional symmetry constraint in Definition 2.2, one cannot find any non-trivial topological states in two dimensions. However, this is not the case as it turns out that there are TR-symmetric insulators which are in the same equivalence class \((C_1 = 0)\) according to Definition 2.1 (they can be connected by a homotopy that breaks TR symmetry) but they remain disconnected when TR symmetry is enforced along the connection path. Therefore, they fall into different classes when using Definition 2.2. Thus, the limitation of the number of possible homotopies can also lead to the emergence of new topological phases, which are then said to be protected by the underlying symmetry as they lose their topological distinction when the symmetry is broken.

The full classification of all possible symmetry-protected TIs in all dimensions is still an ongoing project. However, for the important fundamental (Altland-Zirnbauer [52]) symmetry classes it has already been completed [4,5] and Table 2.1 shows the result of this classification. The listed fundamental symmetries according to which the classification is done are discussed in the following: *Time-reversal symmetry* (TRS), which is the existence of an anti-unitary operator \(\mathcal{T} = TK\), which commutes with \(H\), i.e.,

\[
\mathcal{T} H = H \mathcal{T},
\] (2.4)
with \( K \) meaning complex conjugation and a unitary operator \( T \). This in turn is equivalent to the following relation for the free bulk Hamiltonian \( H(\mathbf{k}) \):

\[
TH^*(-\mathbf{k})T^{-1} = H(\mathbf{k}).
\]  
(2.5)

The next symmetry used in the classification is *particle-hole symmetry* (PHS), which is again an anti-unitary symmetry, which in a similar fashion to before can be expressed as the existence of a unitary operator \( C \) such that

\[
CH^*(-\mathbf{k})C^{-1} = -H(\mathbf{k}).
\]  
(2.6)

The last symmetry in the table is the so-called *sublattice symmetry* (SLS), which is a (unitary) symmetry under the combined application of \( T \) and \( C \), i.e.,

\[
TCH(\mathbf{k})C^{-1}T^{-1} = -H(\mathbf{k}).
\]  
(2.7)

Whether the operators \( C \) and \( T \) square to +1 or -1 makes a difference in the symmetry classification. In this way, one finds the classes listed in Table 2.1, which have been named by Altland and Zirnbauer referring to Cartan’s classification of symmetric spaces [53,54]. The last three columns of the table show the result of the classification. \( \mathbb{Z} \) means that for this particular symmetry constraint and this dimensionality, there are countably infinitely many topologically distinct insulators, while \( \mathbb{Z}_2 \) means that there is only a finite number of topologically different insulators in this symmetry class, which are labeled by a set of \( \mathbb{Z}_2 \) numbers. There are also many combinations of symmetries and dimensionalities in which no non-trivial topological states can be found.

More recently, the program for the classification of topological states which are protected by a symmetry has been continued to include crystal symmetries like reflection [55,56] or rotation [57] symmetries. A good overview over the recent progress in the classification of insulators under various symmetries can be found in Ref. [58].

### 2.2.4 \( \mathbb{Z}_2 \) topological insulators and time-reversal symmetry

In this thesis, we will study transport in the class of TIs which are only protected by TR symmetry with the time-reversal operator \( \mathcal{T} \) squaring to minus one, \( \mathcal{T}^2 = -1 \), as expected for spin-\( \frac{1}{2} \) particles (Altland-Zirnbauer class AII). As we can read off from Table 2.1, this leads to a \( \mathbb{Z}_2 \) classification in two and three spatial dimensions. As symmetry-protected TIs of this class were the first discovered, one sometimes just refers to them as *topological insulators* or \( \mathbb{Z}_2 \) *topological insulators*. The fact that they are protected by a TR symmetry which squares to minus one has important consequences for their transport properties, which is why we will recapitulate some basic consequences of this symmetry in this section.

A Hamiltonian \( H \) that preserves TR symmetry, \( H\mathcal{T} = \mathcal{T}H \), with \( \mathcal{T}^2 = -1 \) has a doubly degenerate spectrum and the two degenerate states \( |\phi\rangle \) and \( |\psi\rangle \) are related to another by the TR operator, \( |\phi\rangle = |\mathcal{T}\psi\rangle \) (Kramers theorem) [59]. This is easily seen as the commutation relation obviously guarantees that if \( |\psi\rangle \) is an eigenstate of \( H \) with energy \( E \), \( |\mathcal{T}\psi\rangle \) is also an eigenstate with the same energy. For the overlap of the two
states, one obtains
\[ \langle \psi | T \psi \rangle = \langle T^2 \psi | T \psi \rangle = - \langle \psi | T \psi \rangle = 0, \tag{2.8} \]
in which we used the property that the TR operator $T$ is anti-unitary. Thus, the two states $|\psi\rangle$ and $|T\psi\rangle$ are orthogonal, meaning that there are really two degenerate states at this energy.

The degeneracy from Kramers theorem holds for all states of the Hamiltonian including edge states that might arise for topological reasons. Thus, if we consider a heterostructure of two TR-symmetric insulators with a different topological classification, the edge states that we will find—due to the continuity argument brought up in the context of topology for Chern insulators which guarantees a gap closing at the interface—will always come in pairs. This is in contrast to the Chern (integer quantum Hall) insulators discussed above. Also, the two degenerate edge states will be related to another by TR symmetry, which flips the momentum and the spin of the states,
\[ T |k, \uparrow\rangle = |-k, \downarrow\rangle. \tag{2.9} \]
Therefore, these states will have what is known as a helical spin texture meaning that states moving in one direction have the spin pointing opposite to the states which move in the other direction. If there are no more degeneracies of the states, this excludes a uniaxial alignment of the spins, and one will often observe spin-momentum locking, i.e., a fixed coupling of the spin and the propagation direction. However, there are certain momenta in the Brillouin zone of the material, the so-called time-reversal invariant momenta (TRIM), which are left unaffected by TR symmetry, e.g., $k = 0$ for which $k = -k$. At these single points, the spectrum will always be spin degenerate and we will see that these points will play an important role for the discussion of the surface band structure later.

There is one more consequence of TR symmetry that is closely related to Kramers theorem. This is the forbidden scattering between the Kramers degenerate states (the Kramers pair) $|\psi\rangle$ and $|T\psi\rangle$. It may be seen as follows: Suppose there is any perturbing Hamiltonian $H_1$ that causes scattering between states, e.g., a disorder potential, which however preserves TR symmetry, $H_1 T = T H_1$. Then, this Hamiltonian will never couple states of a Kramers pair,
\[ \langle \psi | H_1 T \psi \rangle = \langle T H_1 T \psi | T \psi \rangle = \langle H_1 T^2 \psi | T \psi \rangle = - \langle H_1 \psi | T \psi \rangle = - \langle \psi | H_1 T \psi \rangle = 0, \tag{2.10} \]
where we also used the anti-unitary property of $T$ and the Hermiticity of $H_1$. This forbidden backscattering will be particularly important when considering transport of 2d-TI edge states.

Equipped with this background knowledge, we are now in the position to get a clearer picture of the nature of the topologically non-trivial state in this symmetry class. As said before, we expect a $\mathbb{Z}_2$ classification and it turns out that in two dimensions there are indeed just two types of topologically different phases, one of the two being called the
non-trivial phase. In this phase, one finds that there is always an odd number of Kramers pairs of surface states at every energy [10]. While a perturbation that preserves TR symmetry can easily couple states from different Kramers pairs and open a gap, the two states of a pair cannot be coupled directly, cf. Eq. (2.10). This means that Kramers pairs cannot just disappear but each Kramers pair has to hybridize with another Kramers pair to gap out. This preserves the parity of the number of Kramers pairs of surface states, so an insulator with an odd number of (pairs of) surface states will always keep this odd number and will be topologically different from an insulator with an even number of (pairs of) surface states as the even number of surface states allows the surface bands to gap out completely.

Another way to see this in a band-structure picture is to look at an illustration that was brought up by Fu, Kane, and Mele [10], and which is shown in Fig. 2.2. In the panels (b)–(d), Fig. 2.2 shows possible band structures of a semi-infinite 2d insulator plane, which is sketched in panel (a), and for which the energies are plotted versus the longitudinal momentum $k$. There is just one free momentum in this case and the Brillouin zone is a one-dimensional line ranging from $k = -\pi a$ to $k = \pi a$, with $a$ being the lattice constant along the structure. Shaded in light green color, we see the bulk conduction and the bulk valence band. Also, the position of the Fermi energy is marked. In addition to the shown continuum of bulk states, there may be surface states, which usually come as a discrete set of states that are bound close to the insulator-vacuum interface. Those surface states are not necessarily found in the same energy window as the bulk states and may well form bands inside the insulating bulk gap. In Fig. 2.2(b)–(d), such possible sets of surface states are sketched in black as an illustration. Of course, the surface states, like the whole band structure, must respect TR symmetry and therefore the picture is mirror symmetric around $k = 0$ and there is an enforced degeneracy of states at the TRIM, i.e., at $k = 0$ and $k = \pm \frac{\pi}{a}$. Between these points, the states may well split up and they usually will because of spin-orbit coupling arising from the broken inversion symmetry at the interface (an effect known as structure-inversion asymmetry). Now, there are exactly two possible ways in which the surface state bands can connect between the TRIM: one, which is shown in Fig. 2.2(b), where both states originating at $k = 0$ rejoin at $k = \pm \frac{\pi}{a}$; or a situation that is shown in Fig 2.2(c), where the surface states change partners in between the two TRIM. In the former case, in which there will always be an even number of Kramers pairs at $E_F$, a surface potential could shift the surface bands up or down and could create a true gap. In the latter case however, there will obviously always be a conducting state crossing the Fermi energy for any value of $E_F$ inside the gap, making this the topologically non-trivial phase, in which also the number of Kramers pairs at the Fermi energy will always be odd. Here, the number of pairs is always one for illustration purposes but, as discussed before, one could add an arbitrary number of trivial surface bands, like the ones shown in Fig. 2.2(b), without destroying this protection and changing the topology. The surface bands may hybridize with the bulk bands, which is why they are only shown as dashed lines once their energy and momentum overlaps with the bulk continuum. For a topologically non-trivial situation as shown in Fig. 2.2(c), the fact that the surface bands change partners between the TRIM will usually allow one to approximate the surface band structure around such a crossing point by a linear dispersion, which is why the surface states of TR-protected TIs
Figure 2.2: This figure illustrates the possible surface band structures of a semi-infinite TR-symmetric insulator as sketched in panel (a) using a similar illustration as Ref. [10]. Due to TR symmetry, the resulting band structure is symmetric in the one-dimensional Brillouin zone. Possible surface band structures are shown in panels (b)–(d). At the TRIM, the surface bands are degenerate and the two states originating from one TRIM may connect to the same degenerate state at the other TRIM, as shown in (b), leading to a topologically trivial situation. Alternatively, they may change partners as in (c) or (d) where a non-trivial situation arises, which leads to an odd number of Kramers pairs at every energy in the gap. (d) illustrates that the surface band structure does not necessarily show a conical/linear dispersion in the topologically non-trivial case.

are usually said to show a relativistic (massless Dirac fermion-like) dispersion. However, even if this is often observed in experiment, one should keep in mind that this linear dispersion is not something that is protected by topological arguments. For example, in a situation shown in Fig. 2.2(d), in which the crossings of the surface bands at the TRIM are deeply buried in the valence and the conduction bands, where they may strongly hybridize with the bulk bands, the notion of a linear surface band dispersion or a Dirac cone may lose its experimental relevance.

All the arguments discussed in the previous paragraphs carry over to three-dimensional TR-protected TIs. Here, the surface Brillouin zone is two dimensional and one finds four TRIM, between which one can draw similar connectivity patterns as shown in Fig. 2.2. The bottom line of this analysis can be summarized as follows: The fact that the two-dimensional bands change partners at a single point can similarly be approximated by a two-dimensional linear dispersion (a Dirac cone) around the respective TRIM. With this, one can again distinguish two main classes of topologically different insulators: (i) Those which show an even number of non-spin degenerate Fermi surfaces (an even number of Dirac cones) at every physical surface of the three-dimensional material, which one
would consider topologically trivial. And (ii) another class which shows an odd number of Dirac cones at every surface, something that is stable against perturbations because the Dirac cones (similar to Kramers pairs) can only annihilate in pairs to open up a gap. Such a system is called a strong topological insulator\(^2\).

Similar as with the Chern insulators above, there is also a more mathematical formulation of this topological non-triviality and one can calculate an invariant from the bulk spectrum [similar to Eq. (2.1) for Chern insulators], which immediately allows for a topological classification of the system. However, for the \(\mathbb{Z}_2\) invariant this turns out to be a bit more involved than for the Chern number and there are now many different equivalent formulations and prescriptions how it could be calculated \([2,51,63–66]\). One of the more compact forms to write down the invariant, \(\Xi\), for a 2d TI is given as \([51]\):

\[
(-1)^\Xi = \prod_{i=1}^{4} \sqrt[\text{Pf}]{{\det [w(\Gamma_i)]}}, \tag{2.11}
\]

with

\[
w_{mn}(k) = \langle u_m(k)|T u_n(-k)\rangle \tag{2.12}
\]

being a matrix that describes the overlap of the occupied states \(|u_m(k)\rangle\) at \(k\) with the time-reversed partners of the states at \(-k\). TR symmetry implies the relation

\[
w(k) = -w^T(-k), \tag{2.13}
\]

making \(w(k)\) antisymmetric at the four TRIM (which are called \(\Gamma_i\) in this notation) of the 2d system. Thus, the Pfaffian\(^3\), which is only defined for an antisymmetric matrix, is well defined and because of the general relation,

\[
(\text{Pf} A)^2 = \det A, \tag{2.14}
\]

it is clear that the right-hand side of Eq. (2.11) yields either +1 or -1, making \(\Xi\) well defined as a \(\mathbb{Z}_2\) quantity. The definition of \(\Xi\) in Eq. (2.11) also generalizes to the three-dimensional case, for which the product just has to be extended to the 8 (instead of 4) TRIM in the Brillouin zone.

However, it turns out that the straightforward evaluation according to Eq. (2.11) is very cumbersome in practice. This is so because one first has to find expressions for

\(^2\)The reason those systems are called “strong” is that there is also the notion of a “weak topological insulator”. In this way, there are actually more than 2 (but still a finite number, which is classified by \(\mathbb{Z}_2\) indices) topologically non-trivial phases in three dimensions given the Definition 2.2. Those weak TIs are systems which have an even number of Dirac cones at the surface but which can still be shown to be topologically non-trivial, in the sense that these Dirac cones are guaranteed to exist at the interface (the bulk band gap really has to close in the sense of Definition 2.2). However, this argument is limited to clean systems. Disorder may hybridize the even number of Dirac cones and may make them surface insulators. They may still show interesting transport phenomena and may even be valuable for applications \([60–62]\). However, we will not study them in this thesis.

\(^3\)The Pfaffian is defined as a polynomial of the matrix entries of an antisymmetric matrix, similar to the determinant. For a detailed definition, see for example Ref. [67].
the eigenstates of the system $|u_m(k)\rangle$ that are continuous in the whole Brillouin zone as the values of $\delta_i = \sqrt{\det [w(\Gamma_i)]/\text{Pf} [w(\Gamma_i)]}$ may change with a gauge transformation and only the product $(-1)^\Delta = \prod_i \delta_i$ is gauge invariant. Thus, an overall continuous representation is necessary. The problem simplifies a lot if the Hamiltonian also preserves parity symmetry, i.e., if there exists a unitary operator $P$ such that $H(-k) = PH(k)P^{-1}$. Then one can show \cite{68} that there is a gauge in which one can calculate $\delta_i$ as a product of the parity eigenvalues $\xi_m(k)$,

$$P |u_m(k)\rangle = \xi_m(k) |u_m(k)\rangle,$$  

of the eigenstates $|u_m(k)\rangle$ at the TRIM,

$$\delta_i = \prod_{m=1}^{N} \xi_{2m}(\Gamma_i),$$  

where one only includes every second eigenvalue (one eigenvalue for each Kramers pair).

For non-centrosymmetric insulators, one may resort to other techniques like the tracking of Wannier charge centers to obtain the $\mathbb{Z}_2$ invariant \cite{69}.

### 2.3 HgTe/CdTe quantum wells

After having introduced the concepts of topologically non-trivial phases that are protected by TR symmetry, it is now time to turn to systems in which such states can be observed. The initial proposal of Kane and Mele \cite{18}, which considered graphene with intrinsic spin-orbit coupling, turned out to be unrealistic at least for pristine graphene, where the spin-orbit coupling is estimated to be much too small to create an observable gap \cite{70}.

This motivated a search for systems in which relativistic effects are larger such that the gap falls into the experimentally accessible range. It turned out that semiconductors with so-called “inverted band structures” are good candidates \cite{71}. In these materials, which contain heavy elements, the relativistic contributions are so strong that their band ordering differs from common semiconductors, like, e.g., GaAs. An example of such an inverted band structure is the one of HgTe, which is shown in Fig. 2.3(a). For comparison, Fig. 2.3(b) shows the band structure of CdTe, which is a material with normal band ordering. We see that in HgTe, the bands which are known as “heavy- and light-hole bands”, and which are shown in red color in the plot, are energetically above the so-called electron bands which are colored in blue\(^4\), a phenomenon which is known as “band inversion”. The name “hole band” and “electron band” stems from the fact that in normally ordered semiconductors, like CdTe, see Fig. 2.3(b), the hole bands are the valence (the highest fully occupied) bands and the electron band is the conduction (the lowest fully unoccupied) band. In HgTe, this is different. First of all, HgTe is not even a semiconductor as it does not have an energy gap because the Fermi energy is right

\(^4\)In the plot, they are called $\Gamma_8$ and $\Gamma_6$ like the corresponding irreducible representations of the relevant symmetry group, the double tetrahedral point group $T_d^*$ \cite{72}. They characterize the symmetry transformation behavior of the wave functions of these bands at $k = 0$. 
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at the touching point of the $\Gamma_8$ bands. Therefore, the heavy-hole band is forming the valence while the light-hole band is forming the conduction band. In addition, it has this inverted band structure, which is for a long time known to cause protected interface states [73–75]. However, their properties are usually not so prominently observed as they always coexist with conducting bulk states.

After the discovery of symmetry-protected TIs, ideas emerged to open up a gap in HgTe, which was then expected to be in the topologically non-trivial phase. One of these ideas is to subject the material to strain, by which a band gap opening is expected, which should lead to a 3d TI [68,76], and indeed, this was also experimentally observed [77–79].

Another fruitful idea, which eventually lead to the first experimental realization of a 2d TI, was to consider quantum-well structures made out of HgTe and a non-inverted material like CdTe$^5$. Here, the confinement in such a quantum-well structure leads to subband formation and to a natural opening of a gap, which depends on the quantum-well width. The subbands inherit properties of the bulk bands from which they derive, and the lowest lying subbands are often called E1, H1, H2, and L1 as they mainly stem from the electron band ($\Gamma_6$), the heavy-hole, and the light-hole band (both $\Gamma_8$). One of these inherited properties is that, at the band edge of the subbands in the quantum well ($k_\parallel = 0$), the projected total angular momentum perpendicular to the well, $m_J$, is still a good quantum number. This is why states of the heavy-hole band, which are characterized by $m_J = \pm \frac{3}{2}$, do not mix with states of the light-hole and electron band at this point. Therefore, the H1 and the H2 bands at the band edge purely contain heavy-hole states while the E1 and L1 bands generally are a mixture of electron ($\Gamma_6$) and light-hole ($\Gamma_8$) bands and are named according to the dominating component. Our main focus will be on quantum wells that are engineered such that the Fermi energy is between the two band edges of the subbands E1 and H1 because those two subbands will invert their order upon a change of the quantum-well thickness and give rise to a phase transition to a 2d TI as we will explain below. It turns out that, for the range of thicknesses $d_{QW}$ that we are interested in ($d_{QW} < 8$ nm), the L1 band is found to be energetically well separated ($\Delta E > 80$ meV) from those two subbands [81,82]. Below $d_{QW} = 7$ nm, the H2 band can also be treated as too far away, $\Delta E > 50$ meV, from the bands that we are genuinely interested in, the E1 and the H1 bands, which lie closest to the HgTe Fermi level. This is why we neglect the existence of L1 and H2 in the following discussion.

The fact that we are dealing with a quantum well made of materials with opposite band ordering leads to an interesting behavior. Usually, an increase of the thickness of the well mainly decreases the distance between the subbands (as the confinement decreases), so, in our case, we would expect a decrease of the gap, which we know to be absent in the bulk HgTe material. However, for this particular structure, the composition of the bands in terms of the bulk band contributions is also of major importance. For example, for very small quantum-well thicknesses, the transverse wave functions of the

---

$^5$In most experimental realizations of 2d TIs, the alloy Hg$_{0.3}$Cd$_{0.7}$Te is used as the quantum-well barrier material. This is also known to display the normal ordered band structure of CdTe [80], which is why we mostly neglect this extra complication in the principal discussion of this section. However, it is of course taken into account in all the quantitative treatments that we refer to, including the ones from which we take the parameters that we use for the calculations shown in this thesis.
Figure 2.3: (a) and (b) show the bulk band structures of HgTe and CdTe respectively. The Fermi energies are indicated by dashed lines. One notes that HgTe is a semimetal with a band structure that is inverted with respect to CdTe, i.e., with the $\Gamma_8$ bands energetically above the $\Gamma_6$ bands. (c) shows the expected subband energy structure of a quantum well made from a central layer of HgTe sandwiched between CdTe. Here, the top panel shows the ordering for a thin quantum well below the critical thickness at which $E_1$ and $H_1$ change their order. The bottom panel shows the ordering for a quantum well above the critical thickness. As shown in the sketch, we are focusing on systems for which the Fermi energy is positioned between the $E_1$ and the $H_1$ band edge. In addition, the probability density of a typical quantum-well wave function is shown to emphasize that the states are mainly located in the barrier for thin and in the well for thick quantum wells.

subband states, which are generally oscillating in the HgTe region (bulk conductor) and exponentially decaying in the CdTe region (bulk insulator), have a high probability density in the CdTe region. This is mainly because the HgTe region is so narrow, cf. the sketch in the top panel of Fig. 2.3(c). Therefore, in this limit, the band ordering of the subbands is found to be the same as the one of CdTe (with the electron-band-dominated $E_1$ band lying above the $H_1$ band). This situation reverses in the opposite limit of a thick quantum well, where the subband wave functions are predominantly located in the HgTe layer, cf. the bottom panel in Fig. 2.3(c), and therefore it is expected that the hole-like subbands are above the electron-like subbands. So, one finds that for some critical thickness, which is estimated to lie at $d_{\text{QW}}^{\text{crit}} \approx 6.2 \text{ nm}$ for a HgTe/H$_{0.32}$Cd$_{0.68}$Te quantum well [1], the band order of the subbands $E_1$ and $H_1$ inverts, i.e., the band gap between the two closes and reopens for larger thicknesses. Theoretical models predict that this comes along with a topological phase transition to a non-trivial TR-protected TI as we will explain in the next section. For very large thicknesses, the $E_1$ band will also move below the other hole-like bands, but we will only consider thicknesses at which the other subbands, e.g., the $H_2$ band, are still far away. For a full dependence of the band edges in the quantum well as a function of the well thickness, we refer to Refs. [81,82].
2.3 HgTe/CdTe quantum wells

2.3.1 The Bernevig-Hughes-Zhang Hamiltonian

For the purpose of a theoretical description of this band inversion, and the proof that this is indeed a topological phase transition, Bernevig, Hughes, and Zhang derived a Hamiltonian that describes the low-energy behavior of these quantum wells [1],

\[
H_{\text{BHZ}} = \begin{pmatrix}
  h(k) & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & h^*(-k) & 0 \\
  0 & 0 & 0 & 0
\end{pmatrix},
\]  

(2.17)

with

\[
h(k) = \begin{pmatrix}
  C - (B + D)k^2 + M & Ak_+ \\
  Ak_- & C + (B - D)k^2 - M
\end{pmatrix},
\]  

(2.18)

and \(k^2 = k_x^2 + k_y^2\), \(k_{\pm} = k_x \pm ik_y\), which is now often just called the BHZ Hamiltonian. Its principle form was derived by symmetry considerations and it was later seen to apply also to other quantum-well structures, e.g., the InAs/GaSb material system [20]. For HgTe/CdTe quantum wells, the four basis states of the model are \(|E1, \uparrow\rangle\), \(|H1, \uparrow\rangle\), \(|E1, \downarrow\rangle\), and \(|H1, \downarrow\rangle\), meaning that other subbands are neglected in this treatment. Therefore, it should only be used in the range of thicknesses at which this is a good approximation.

The parameter \(C\) in the Hamiltonian enters just as a constant spectral shift and will be set to zero in this thesis, which fixes the overall offset of our energy scale. However, we will often make use of electrostatic potentials \(V\), which enter the Hamiltonian on the same footing, thus we replace \(C = eV\). Often, these potentials will depend on space \(V = V(x)\), for example, when including random disorder, or when describing regions which are subject to local gates.

At \(k = 0\), we can directly read off from Eq. (2.18) that the band ordering of the E1 and the H1 band is determined by the parameter \(M\). An inverted band order, i.e., H1 above E1 corresponds to \(M < 0\). To show that this comes along with a non-trivial \(\mathbb{Z}_2\) classification, we make use of some of the methods that were introduced in Section 2.2.4 and compute the topological invariant. This is instructive as it already shows one major difficulty that we are facing: As we learned from the definition in Section 2.2.3, the topology of the Hamiltonian is a global property for which the full behavior of \(H\) throughout the Brillouin zone (BZ) is required. For example, to calculate the topological invariant, one should be able to evaluate integrals of eigenstate wave functions over the whole Brillouin zone, or (in some simpler cases) at least be able to evaluate eigenstate properties at all TRIM. However, the BHZ Hamiltonian is only valid in a small energy and momentum window close to the BZ center, which makes it seem impossible to use it to get a faithful representation of the states at the TRIM at the BZ edge. Worse still, as \(H_{\text{BHZ}}\) is only a small-\(k\) approximation, the notion of a Brillouin zone does not even exist, i.e., the Hamiltonian is not a mapping that depends on periodic parameters. What saves us in this case is that we know that the Hamiltonian is gapped throughout the Brillouin zone and that the gap closing between the two phases (for \(M = 0\)) occurs locally at \(k = 0\). Such a local topological defect can be shown to be well described by a low-energy
theory that is only well defined in a small region around that defect [1,83]. To be able
to calculate the topological invariant of the system described by such a low-momentum
expansion, it is convenient to use a lattice regularization, e.g., to introduce a square grid
with lattice constant \( a \), on which we evaluate the derivatives in terms of finite differences.
This introduces a Brillouin zone with a periodicity given by the (arbitrarily chosen)
lattice constant \( a \) and yields the following Hamiltonian:

\[
h_{\text{lattice}}(\mathbf{k}) = \begin{pmatrix}
\frac{C + M}{a} (\sin (k_x a) - i \sin (k_y a)) & \frac{\Delta}{a} (\sin (k_x a) + i \sin (k_y a)) \\
-2a^2 (2 - \cos (k_x a) - \cos (k_y a)) & (B + D) 0 \\
0 & -(B + D)
\end{pmatrix},
\]

(2.19)

where, for simplicity, only the first of the two \( 2 \times 2 \) subblocks is shown. For this
Hamiltonian, the calculation of the \( \mathbb{Z}_2 \) invariant is simple as it respects parity symmetry,
\( h(-\mathbf{k}) = Ph(\mathbf{k})P^{-1} \), with the parity operator being

\[
P = \begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix}.
\]

(2.20)

According to Eq. (2.16), all that remains to be done is to multiply the parity eigenvalues
of the occupied bands at the four TRIM \((0,0), \left( \frac{\pi}{a}, 0 \right), \left( 0, \frac{\pi}{a} \right), \text{ and } \left( \frac{\pi}{a}, \frac{\pi}{a} \right). \) At the first
TRIM \( \mathbf{k} = 0 \), this yields

\[
\delta_1 = -\text{sgn} (M)
\]

for a Fermi energy chosen at \( E_F = C \), at which we find only one occupied band for
\( h_{\text{lattice}}(\mathbf{k}) \) with energy \(-|M|\). Of course, this is still Kramers degenerate as the full
Hamiltonian, \( H_{\text{BHZ}} \), contains another time-reversal invariant block \( h_{\text{lattice}}^*(-\mathbf{k}) \). At the other TRIM, one finds

\[
\delta_2 = \delta_3 = -\text{sgn} \left( -\frac{4}{a^2}B + M \right),
\]

\[
\delta_4 = -\text{sgn} \left( -\frac{8}{a^2}B + M \right).
\]

Note, that the parameter \( D \) can be neglected here as it shifts both bands equally and
does not affect the bands at the zone center. Therefore, for \(|D| < |B|\), it does not affect
the occupation of the bands. Thus, even at the BZ edge, only the lower of the two
bands is occupied, from which one can derive the above formulas. This breaks down for
\(|D| > |B|\), for which we find a metallic system as there is some momentum at which both
bands start being occupied. Then, the behavior around this momentum is important
and the low-momentum description obviously loses its meaning. We will exclude such a
scenario in the following treatment and assume (in accordance with experiments) that
the bulk material is truly insulating. Then the above quantities can be unambiguously
obtained. By taking the limit of \( a \to 0 \), i.e., going into the continuum limit of the lattice
description, we find that

\[
\delta_2 = \delta_3 = \delta_4 = \text{sgn} (B).
\]
Therefore, the $Z_2$ topological invariant is given by

\[
(-1)^\Xi = \delta_1 \delta_2 \delta_3 \delta_4 = -\text{sgn}(B) \text{sgn}(M).
\] (2.21)

Thus, we indeed expect a phase transition between topologically trivial, $\Xi = 0$, and topologically non-trivial, $\Xi = 1$, upon a sign change of the parameter $M$. In principle, this is also expected for a sign change of $B$. However, such a transition can be shown not to satisfy the requirement of a local topological transition [83].

We note that the Hamiltonian as it is stated in Eq. (2.17) does not couple the two spin blocks, which is surprising as we know that we are studying a heavy-element material with broken inversion symmetry (due to the zincblende lattice) for which spin-orbit coupling should be particularly strong. And indeed, one finds additional correction terms to this Hamiltonian that take into account the effect of bulk inversion asymmetry, which to lowest order turn out to be of the form [84]

\[
H_{\text{BIA}} = \begin{pmatrix}
0 & 0 & 0 & -\Delta \\
0 & 0 & \Delta & 0 \\
0 & \Delta & 0 & 0 \\
-\Delta & 0 & 0 & 0
\end{pmatrix}.
\] (2.22)

However, in practice, the obtained numerical values for the parameter $\Delta$ are comparatively small. Therefore, it is often well justified to view the two spin blocks as uncoupled. For this thesis, these terms will still be of particular importance as we will be mainly concerned with the on-edge backscattering of edge states, something that is only possible due to such spin-orbit coupling terms.

In addition to bulk inversion asymmetry, the influence of structure inversion asymmetry may also give rise to additional spin-orbit coupling, the strength of which depends on the degree of this asymmetry. This is usually quantified in terms of an electric field $E_z$ perpendicular to the quantum well, which arises due to charge transfer in an asymmetric structure, or due to the asymmetric application of external gate voltages. These “Rashba” terms can be shown to take the following form [82]:

\[
H_{\text{SIA}} = \begin{pmatrix}
0 & 0 & -i\mathcal{R}k_- & 0 \\
0 & 0 & 0 & 0 \\
i\mathcal{R}k_+ & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}.
\] (2.23)

where the strength $\mathcal{R}$ scales linearly with the electric field strength $E_z$. In this thesis, we will mostly neglect them as it is difficult to quantitatively estimate the strength of the electric field that breaks the symmetry. Still, we will check in Section 3.A.3 that the existence of such a field does not qualitatively change our results.

Under the application of an external perpendicular magnetic field $B$, one finds addi-
Table 2.2: Parameters for the BHZ Hamiltonian, which are used in this thesis. They have been derived by \( k \cdot p \) calculations for HgTe/Hg\(_{0.32}\)Cd\(_{0.68}\)Te quantum wells with a thickness of \( d_{\text{QW}} = 7 \text{ nm} \) [82,84], which is what is most commonly used in experiments.

<table>
<thead>
<tr>
<th>( A ) (meV \cdot nm)</th>
<th>( B ) (meV \cdot nm(^2))</th>
<th>( D ) (meV \cdot nm(^2))</th>
<th>( M ) (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>364.5</td>
<td>-686</td>
<td>-512</td>
<td>-10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \Delta ) (meV)</th>
<th>( \mathcal{R} / (eE_z) ) (nm(^2))</th>
<th>( g_E )</th>
<th>( g_H )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.6</td>
<td>-15.6</td>
<td>22.7</td>
<td>-1.21</td>
</tr>
</tbody>
</table>

Traditional terms which stem from the Zeeman coupling [84],

\[
H_Z = \begin{pmatrix}
g_E \mu_B B & 0 & 0 & 0 \\
0 & g_H \mu_B B & 0 & 0 \\
0 & 0 & -g_E \mu_B B & 0 \\
0 & 0 & 0 & -g_H \mu_B B \\
\end{pmatrix},
\]

with \( \mu_B \) being the Bohr magneton, which are however found to be mostly negligible in weak perpendicular fields as they are usually much weaker than the orbital magnetic field contributions, which is why we also mostly neglect them in this thesis. However, we check the validity of this approximation in Section 3.A.2.

From \( k \cdot p \) calculations, realistic parameters for quantum wells with a given thickness can be extracted. In this thesis, we will universally use the parameters that are shown in Table 2.2, which have been derived for a quantum well of 7 nm thickness [82,84]. This thickness is right “at the sweet spot”, meaning that it is already assumed to lead to an inverted band structure with a sizable gap, however, it is also thin enough to be able to neglect the influence of other subbands. The parameters from Table 2.2 indeed give rise to an inverted band structure (\( M < 0 \)) and, as can be seen from Eq. (2.21), they also lead to a non-trivial \( \mathbb{Z}_2 \) topology as \( M \cdot B > 0 \).

### 2.3.2 Topological edge states of the BHZ Hamiltonian

So far, we have been arguing that a non-trivial topology should give rise to conducting edge states if one considers heterostructures with trivial insulators. In this section, we will explicitly calculate and study these states for the case of the BHZ Hamiltonian. To simplify an analytical treatment, we will start with the simple BHZ model, Eq. (2.17), which does not include spin-orbit interaction. In this way, we will be able to obtain analytical expressions for the edge-state wave functions and their dispersion. Later, we will include spin-orbit coupling and evaluate the edge-state properties numerically, which will even allow us to study their energy-dependent spin texture.

In the simple BHZ Hamiltonian, Eq. (2.17), the two spin blocks are completely decoupled and may thereby be treated separately. Each of the blocks, Eq. (2.18), describes a band insulator with a direct band gap at \( k = 0 \), which spans the energy range
between \(-M\) and \(M\). If the parameters are chosen such that the topological invariant yields a non-trivial insulator, cf. Eq. (2.21), one should obtain protected edge states when studying a heterostructure with a trivial insulator, e.g., vacuum. The simplest model in which one can observe them is to consider a semi-infinite plane of a material that is described by the BHZ Hamiltonian on which one enforces a hard-wall boundary condition on one side, i.e., \(\psi(y = 0) = 0\). Translational invariance is assumed in the direction along the hard-wall boundary, i.e., \(k_x\) is still assumed to be a good quantum number. The geometry is illustrated in Fig. 2.4(a). In addition to the bulk states, which are forbidden in the energy range \(E \in [-M, M]\), one can now also find edge-state solutions, which are built from a superposition of exponentially decaying bulk solutions. For a single spin block, one finds two such exponentially decaying bulk solutions in the gap. However, it is only at certain energies and momenta in which the eigenvectors of those solutions (in the subspace \(E_1\) and \(H_1\)) agree such that one can use them to construct a solution of the full problem that satisfies the hard-wall boundary condition. For the spin-up block, i.e., the Hamiltonian from Eq. (2.18), one obtains the following differential equation,

\[
 h(k_x)\psi_{k_x}(y) = \left( -\left( B + D \right) \left( k_x^2 - \partial_y^2 \right) + M \right) A(k_x + \partial_y) A(k_x - \partial_y) - \left( B - D \right) \left( k_x^2 - \partial_y^2 \right) - M \right) \psi_{k_x}(y) \\
 = E(k_x)\psi_{k_x}(y),
\]

for which, after some algebra, one finds the following normalized edge state solution:

\[
\psi_{k_x}(y) = c_1(k_x) \left( e^{-q_+(k_x)y} - e^{-q_-(k_x)y} \right) \left( \frac{c_2(k_x)}{1/c_2(k_x)} \right),
\]

with

\[
c_1(k_x) = \frac{1}{2} \sqrt{\frac{A(G(k_x) - A^2)}{BG(k_x)}},
\]

\[
c_2(k_x) = \sqrt{\frac{B - D}{B + D}},
\]

\[
q_{\pm}(k_x) = A \pm \sqrt{G(k_x)},
\]

and

\[
G(k_x) = \frac{A^2B - 4AD\sqrt{B^2 - D^2}k_x + 4(B^2 - D^2)(Bk_x^2 - M)}{B}.
\]

This expression solves Eq. (2.25) for energies in the gap and satisfies the hard-wall boundary condition, \(\psi_{k_x}(y = 0) = 0\). It yields the following linear dispersion relation:

\[
E(k_x) = \frac{A\sqrt{B^2 - D^2}k_x - DM}{B}.
\]
A solution for the spin-down block, with the Hamiltonian $h^*(-k)$, is directly obtained from the above solution by replacing $k_x \rightarrow -k_x$, therefore leading to a linear dispersion with opposite slope. The spectrum of such a heterostructure is plotted in Fig. 2.4(c). It matches all our expectations from the previous general discussion: We find two counterpropagating conducting edge states at all energies, which are related by TR symmetry (a flip of spin and momentum). They cross at the TRIM at the zone center. In this case, they show a perfectly linear dispersion, a feature often observed for topological edge states. However, as discussed in Section 2.2.4, this is not strictly required by topological arguments.

A typical plot of a transverse wave function of the edge states is displayed in Fig. 2.4(b). As expected, it is exponentially localized close to the interface in both the E1 and the H1 component. Interestingly, the relative weight of E1 and H1 is constant throughout, 

\[
|w_{E1}|^2 = \frac{c_2^2}{c_2^2 + \gamma^2} = \frac{B - D}{2B}, \quad (2.32)
\]

\[
|w_{H1}|^2 = \frac{B + D}{2B}, \quad (2.33)
\]

with the H1 component dominating (for our parameters $w_{H1} \approx 87\%$). However, the lateral extent of the edge states strongly changes with the edge-state energy. This may be quantified by calculating the mean distance of the particle from the edge,

\[
\langle r \rangle = \langle \psi_{k_x} | y | \psi_{k_x} \rangle = \int_0^\infty dy y |\psi_{y_{k_x}}(y)|^2 = \frac{\sqrt{B^2 - D^2} (3A^2 - G(k_x))}{A (A^2 - G(k_x))}, \quad (2.34)
\]

which is plotted as a function of energy in Fig. 2.4(d). We note that even though the edge states are located very close to the edge for energies in the gap ($\langle y \rangle < 50\,\text{nm}$ for $E < 10\,\text{meV}$), the spread of the edge states diverges when they approach the conduction-band touching point (at $E \approx 13\,\text{meV}$) where $G(k_x) \rightarrow A^2$. This will not concern us too much in this thesis as we will be studying transport for Fermi energies in the gap. Here, the lateral extent of less than 50 nm only matters for very narrow ribbons [85], in which it would allow a coupling of the edge states of opposite sides. In such narrow ribbons, the semi-infinite plane solutions, i.e., Eq. (2.26), need to be corrected and a gap in the dispersion will open up at the center of the edge-state Dirac cone [86]. However, this gap decreases exponentially with the ribbon width due to the exponential lateral decay of the edge states. For the ribbon widths that we consider in this thesis ($L_y \approx 500\,\text{nm}$), it may be totally neglected.

The additional inclusion of spin-orbit coupling only yields small corrections to the band structure of the edge states. And even though an analytical solution is intractable in this case, one can easily solve for the eigenstates and the dispersion numerically. Results of such a numerical search that includes spin-orbit coupling due to bulk inversion asymmetry, cf. Eq. (2.22), are shown in Fig. 2.5. The main change in the band structure, which is shown in Fig. 2.5(a), is the spin splitting of the bulk bands, which also slightly shifts the point at which the edge states connect to the bulk to lower energies. The edge-state dispersion, however, does not notably change, which is already signaling the
Figure 2.4: The figure illustrates the emergence of topological interface states at edges of non-trivial BHZ insulators. In this figure, only the simplest BHZ model, Eq. (2.17), is considered and the parameters from Table 2.2 are used (modeling a HgTe/CdTe quantum well with 7 nm thickness). When applying hard-wall boundary conditions at one side, as sketched in (a), and calculating the band structure for this wave-guide structure (which is translationally invariant in the x-direction), one obtains a band structure that is shown in (c). It shows the continuum of bulk bands but in addition features spin-polarized pairs of counterpropagating in-gap states with a linear dispersion, Eq. (2.31). An example for a wave function of such a state, Eq. (2.26), is depicted in (b), showing that it is indeed strongly bound to the interface. In (d), the energy dependence of the extent of the wave functions is illustrated by plotting the expectation value for the distance from the edge, Eq. (2.34), as a function of the energy. The energy of the edge-state Dirac point is marked by a dashed line in (c) and (d).
fact that the effective spin-orbit coupling in HgTe/CdTe quantum wells is small. Also, the change of the edge-state spin polarization (the spin expectation value in $z$-direction, which is depicted as a color change along the curve) is hardly visible in the plot even though the color code was chosen to highlight small deviations from full $S_z$ polarization. For example, if we look at an edge-state wave function like the one obtained for the “mostly spin up” band at $E = 0$ meV, which is shown in Fig. 2.5(c), we see that it is almost identical to the one without spin-orbit coupling, Fig. 2.4(b), with the only difference that very small spin-down components are admixed.

Even though this spin admixture is really tiny for most energies in the gap, a close examination of the effects of spin-orbit coupling on the spin structure is still very interesting from a conceptual point of view, also because it is mainly the spin polarization of the edge states that makes them attractive for applications in spintronic devices. Therefore, we decided to look into this in a bit more detail and plot the energy-dependent expectation values for the spin in all directions in Fig. 2.5(b). We only plot the expectation values for one spin band, namely the one that is “mostly spin up”, i.e., mainly colored red in Fig. 2.5(a). Due to Kramers symmetry, the spin-expectation values of the other band are simply the negatives of the ones that are shown. As was already expected from the color-coded edge-band plot in Fig. 2.5(a), this band is mostly polarized in the $S_z$ direction. While the $S_y$ expectation value is exactly zero at all energies, this is not true for $S_x$, which is non-vanishing and in this particular case attains a small component along the momentum vector of the state, i.e., it reverts when the momentum changes sign. This already illustrates the first important effect of spin-orbit coupling, which is also commonly known from other contexts, namely that it acts as a “momentum-dependent effective magnetic field”, which tilts the preferred spin direction of the momentum eigenstates. In this case, the spin direction, which points along the $z$-axis for $\Delta = 0$, is slightly tilted toward the state’s momentum direction. In principle, the strength of this tilt (and also the direction) may depend on the momentum (and equally on the energy). In fact, such an energy-dependent spin texture was considered to have important consequences for inelastic backscattering of the edge states [87,88]. As we can see, in the case of HgTe/CdTe quantum wells, this energy dependence is very weak. Below $E = 5$ meV, $\langle S_x \rangle$ and $\langle S_z \rangle$ are practically constant. Only when approaching the conduction band, we observe a stronger change.

There is another effect of spin-orbit coupling terms, like Eq. (2.22) [or equally Eq. (2.23)], for the BHZ model that we consider more interesting: The total spin content of the edge states may actually be reduced! To understand what we mean by this, it helps to remember that for any 2-spinor, as it appears in a non-relativistic description of electrons that takes into account spin (e.g., in the Pauli equation), one will always find a spatial direction into which this spinor is an eigenstate of the (accordingly rotated) spin operator. Physically, this implies that one cannot write down a 2-spinor for which all spin expectation values $\langle S_x \rangle$, $\langle S_y \rangle$, and $\langle S_z \rangle$ vanish as it is a spin eigenstate in a particular direction. Instead, for 2-spinors, we always find

$$\langle S_x \rangle^2 + \langle S_y \rangle^2 + \langle S_z \rangle^2 = 1. \quad (2.35)$$

If we increase the dimension of our spinors beyond two, this relation does not hold any
2.3 HgTe/CdTe quantum wells

Figure 2.5: This figure illustrates the influence of the effective spin-orbit coupling, here assumed to arise only from bulk inversion asymmetry, i.e., Eq. (2.22), on the properties of the topological edge states. (a) shows a band structure for a semi-infinite plane of a 7 nm thick HgTe/CdTe quantum well with a one-sided hard wall boundary condition, similar to the plot in Fig. 2.4(c) with the only difference being the additional inclusion of spin-orbit coupling. The $S_z$ polarization of the edge states is color coded. (b) shows a more detailed analysis of the energy-dependent spin polarization of the edge states. Here, only the spin polarization of the “mostly spin up” band is shown. As the other edge state is related by Kramers symmetry, all spin expectation values for this band can simply be obtained by a sign flip. In addition to the expectation values of all spin directions, the “total spin content”, cf. Eq. (2.36), of the states is shown. The energy of the edge-state Dirac point is marked by a dashed line in (a) and (b). (c) shows the wave function of the edge state that is obtained in the “mostly spin up” band at $E = 0$ meV, which can be directly compared to the result without spin-orbit coupling, cf. Fig. 2.4(b).
Topological insulators

This has to do with the fact that we are increasing the degrees of freedom and that we are now allowed to build states which are superpositions of antiparallel 2-spinors (similar to a spin-singlet state for two free particles). For example, in the relativistic Dirac equation, which is naturally defined on a 4-dimensional space of electron/positron and spin degrees of freedom, one could think about a state that consists of an “up electron” and a “down positron” component of equal weight. Such a state will yield $\langle S_i \rangle = 0$ for all spatial directions. In the particular case of the free Dirac equation, such states are not eigenstates of the Hamiltonian, instead we find that the free eigenstates still have a full spin polarization in or against the propagation direction (they are “helicity eigenstates”). In the scenario that we are discussing here, i.e., the BHZ Hamiltonian, which is also naturally defined on the space of 4-dimensional spinors, there is in general no such restriction for the eigenstates/eigenmodes. This is also reflected by the numerical results shown in Fig. 2.5(b), in which we show the total spin content of the states, which we quantify by plotting

$$S_{\text{tot}} = \sqrt{\langle S_x \rangle^2 + \langle S_y \rangle^2 + \langle S_z \rangle^2},$$

(2.36)

and find that there are energies at which this value is indeed below one (the expected value for 2-spinors). Similar to the tilting, this effect is also very weak for HgTe/CdTe quantum wells and may even be difficult to see in the figure. It appears most prominently at the edge-state Dirac point where $\langle S_x \rangle = 0$ which is why one would expect $\langle S_z \rangle = 1$ if the spin only changed its direction. This is not the case as we find that $\langle S_z \rangle$ is below 1 and even tends to decrease for increasing energy. The net spin content is therefore reduced for the edge states, meaning that a single edge-state carrier no longer transports a full unit of $\hbar/2$, which, even though this effect is almost negligible in these particular quantum wells, has important conceptual consequences: The spin Hall conductivity (no matter in which direction) of such an insulator is formally no longer quantized as it is for the BHZ model without spin-orbit coupling. This is a source of great confusion as non-trivial 2d TIs that are protected by TR symmetry are often denoted as “quantum spin Hall insulators”, a term which suggests a quantized spin Hall conductivity. As is illustrated by this simple example, this is not necessarily the case. Thinking this a step further, one may even find TR-protected two-dimensional TIs that feature counterpropagating edge states that are fully unpolarized in their spin degree of freedom. They are still ensured to form a Kramers pair, which means that elastic scattering between them is forbidden. Therefore, “quantum spin Hall insulators” feature a quantized edge-state charge conductance as long as inelastic backscattering (or similar effects) can be neglected and TR symmetry is fully preserved. In this way, a more suitable name for them would probably be “perfect edge conduction insulators”.

To illustrate this effect of edge states with reduced spin polarization, we show in Fig. 2.6(a) a numerically calculated band-structure plot where we artificially increased the intrinsic spin-orbit coupling by a factor of 10 ($\Delta = 16\,\text{meV}$). The corresponding spin polarizations are shown in Fig. 2.6(b). We find that such a system is still topologically non-trivial and features counterpropagating edge states with a strongly bent but still relatively linear dispersion. However, the spin polarization of the edge states is strongly reduced, even when considering states in the middle of the gap. Even though the preferred spin direction is, like in the case for small $\Delta$, mostly given by the $z$-axis except for energies
close to the conduction-band edge, we see that the absolute value of the $S_z$ polarization is only about 60%. Therefore, one should keep in mind that even though there may be many 2d TIs like the HgTe/CdTe quantum wells that feature an extraordinarily strong spin polarization of their edge states and may be very interesting for spintronic applications, this need not generally be the case.

However, for HgTe/CdTe quantum wells, one can assume that the edge states are to a very good approximation fully $S_z$ polarized for all energies in the gap, even when taking into account intrinsic spin-orbit coupling. We also checked that the additional inclusion of a Rashba term, i.e., of a term as given by Eq. (2.23), does not significantly modify this picture even when one assumes a relatively strong symmetry-breaking electric field of $E_z = 10^7$ V/m. The main influence of such a Rashba term is to increase the bulk-band splitting but it leaves the spin texture almost unchanged.

One thing that should also be mentioned is that we here consider lattice terminations of HgTe/CdTe quantum wells simply in terms of hard-wall boundary conditions. The main motivation for this is that this is the natural boundary condition in a tight-binding representation of the Hamiltonian, where it corresponds to a simple lattice termination. Therefore, it is useful for comparison to many of our later numerical treatments which make use of such a representation. However, it is unclear whether this is really a good model of the experimental situation. Topological edge states are, e.g., also obtained using “infinite mass” or “vanishing surface current” boundary conditions\textsuperscript{6} [89–91]. Thinking microscopically, many things can happen at a termination of a quantum-well structure such as a phenomenon known as band bending. This means that, due to charge transfer

\textsuperscript{6}We will in fact use such “infinite mass” boundary conditions in the wave-packet transport calculations in Chapter 4 as hard-wall boundary conditions are difficult to implement in this particular numerical method. However, we will add extra terms, which will make the dispersion very similar to the one obtained from hard-wall boundary conditions.
between surface and bulk, there may be electric fields, which are localized at the interface and may significantly shift the bulk bands close to the edge and generally also modify the edge-state band structure. Especially, also the spin structure may be altered as the electrical fields that give rise to band bending are also known to lead to additional (lateral) spin-orbit coupling terms [92,93], which are not included in our model. In addition to band bending, one might also observe lattice reconstructions close to such an edge. We will not consider these effects (band bending, reconstructions, etc.) in this thesis even though it is possible that they might be necessary for a quantitative comparison to experiments. Their realistic inclusion would, however, require a more microscopical model and certainly a self-consistent treatment of the electrostatic charge transfer at the edges. Research in this direction is very interesting, however, it is out of scope of this thesis.

Luckily, the topological arguments outlined in Section 2.2.2 protect the existence of conducting states at all energies. Those will come in an odd number of Kramers pairs of which at least one pair is immune to elastic backscattering. These features are insensitive to the detailed choice of boundary conditions or to the other effects discussed above, which is why we believe that numerical results with hard-wall (or equivalently infinite-mass) boundary conditions should at least qualitatively capture the transport behavior at HgTe/CdTe quantum-well edges. However, one should keep in mind that the shape of the dispersion and even the spin polarization might be modified in a realistic system as these properties are not topologically protected.

Before closing this section, we would like to add that there is another material system—namely a quantum-well structure made of adjacent layers of InAs and GaSb that are enclosed by a barrier material—which is now also widely believed to allow the realization of a 2d TI [19,20,94–96]. As in the case of HgTe/CdTe quantum wells, one can treat this system with an effective description which only takes into account the two quantum-well subbands that are closest to the Fermi energy (and their respective spin degrees of freedom). Thus, this system can also be described by the $4 \times 4$ BHZ Hamiltonian with a different set of parameters. The band inversion in this material system is achieved by making use of the “broken gap” band alignment of InAs and GaSb, which means that the valence-band edge of GaSb naturally lies above the conduction-band edge of InAs, meaning that one may, depending on the thicknesses of the different layers, directly end up with an “inverted subband” situation. In this regime, model calculations also predict spin-polarized edge states with a linear dispersion, very similar to what we obtained for HgTe/CdTe quantum wells. Therefore, even though we did not do any explicit calculations using InAs/GaSb parameters in this thesis, we think that many of the results should at least qualitatively also apply to this material system, which is why we will sometimes also consult experimental data on this system for comparison.

### 2.3.3 Transport calculations for HgTe/CdTe quantum wells

The BHZ model that we presented in this chapter will be the basis of all the TI transport calculations that are shown in this thesis. For a numerical treatment, it is discretized on a lattice and we will mainly use two different algorithms to gain knowledge about the edge-state transport properties. The first of these is the classic recursive Green’s function
algorithm [97–99], which we will be using in the form of a software package written by Michael Wimmer [100] who developed a modern implementation that is particularly well suited for dealing with complex geometries (like the ones considered in Chapters 5 and 6). The second algorithm that we will be using is based on an explicit numerical propagation of the time-dependent Schrödinger equation using a polynomial decomposition of the time-evolution operator [101]. Here, a very efficient numerical implementation of this algorithm by Viktor Krückl is used, which is based on a Fourier-space evaluation of momentum operators [102]. With this, one can study the evolution of wave packets and gain information about the transport properties of the edge states and, importantly, one has direct access to time-dependent quantities, which we will make use of in Chapter 4. There, we will also show an extension to the algorithm, which allows the inclusion of the effect of phase-coherence breaking into the time evolution. Well-written and comprehensive descriptions that specifically explain the algorithms used in this thesis can be found in Ref. [103] (recursive Green’s functions transport framework) and Ref. [81] (wave-packet time evolution). The employed calculation setups, all relevant parameters, and necessary extensions to the algorithms will be stated in detail where necessary.

For a general reference on quantum transport at low temperatures, for example concerning the Landauer-Büttiker formalism employed in the studies in the following chapters, we refer to Refs. [103–105].

2.4 Summary and outlook

In this section, we would like to summarize the most important results of this overview with regard to the work in the following chapters. We learned that heterostructures of topologically different insulators necessarily lead to the appearance of gapless interface states. For the particular case of a non-trivial TI that is protected by TR symmetry, these interface states always come as a Kramers pair of states and one will always find an odd number of such pairs. HgTe/CdTe quantum wells in a critical window of thicknesses allow the realization of such a non-trivial TR-protected TI, for which the models predict a single pair of edge states at each edge. As long as TR symmetry is globally preserved and as long as the system is fully coherent, scattering between the two states of such a pair is strictly forbidden, cf. Eq. (2.10). Therefore, without magnetic fields, one expects the transmission of the states at one edge not to drop below $\frac{e^2}{h}$ at low temperatures, which was also roughly confirmed by the first experiments [17]. With the application of external magnetic fields, TR symmetry is globally broken which is why the argumentation underlying Eq. (2.10) breaks down and the protection from backscattering is lifted. This will be the main topic of Chapter 3 of this thesis, in which we present a detailed study of the effect of an external magnetic field on the transport properties of HgTe/CdTe quantum wells.

In addition, we saw that the models which are derived from $k \cdot p$ calculations also predict a very strong spin polarization of the edge states. Besides the fact that this is very interesting from the point of view of applications, it also has an influence on the transport properties. As we will discuss in Chapter 4 of this thesis, this is the reason why transport along clean edges is expected to be stable, even when considering the
influence of incoherent (but quasi-elastic) processes. One should, however, keep in mind that the edge-state spin polarization is yet to be experimentally verified. Even though there are first experiments which show that the edge states are polarized in some degree of freedom for which there is an associated Hall effect in the bulk material [106], we do not consider this a conclusive proof of the edge-state spin polarization. Nonetheless, in this thesis, a full edge-state spin polarization will often be assumed.
Chapter 3

Magnetotransport at 2d-TI edges

3.1 2d topological insulators in magnetic fields

As explained in Section 2.2.3, the existence of the $\mathbb{Z}_2$ TIs discussed in this thesis is linked to the overall conservation of time-reversal (TR) symmetry. If TR symmetry is broken, the topological arguments outlined in Section 2.2.2 will no longer guarantee the existence of topological edge states. Thus, if one allows for TR-symmetry breaking, e.g., by a magnetic field, one can in general find a path that continuously connects two Hamiltonians that differ in their $\mathbb{Z}_2$ topological quantum numbers without closing the gap [107]. In practice, however, the fields needed to remove the edge states from a 2d TI turn out to be quite high. It is predicted that, for HgTe/CdTe quantum wells, counterpropagating edge states exist up to perpendicular fields of around 8 teslas (at least in a clean bulk system) [108,109]. Recent experiments show edge states even up to higher fields, a fact that is yet to be fully understood [110].

At finite fields lower than this critical field, pairs of edge states still exist at the boundary. However, the transport properties of these states may be drastically changed as the magnetic field generally lifts their protection from backscattering, cf. Section 2.4. Because of the inherently one-dimensional nature of edge-state transport, any backscattering will unavoidably lead to Anderson localization [111,112], which causes an exponential dependence of the channel resistance on the channel length. The question how fast this localization occurs for realistic systems is of course a very important one as it may limit the practical usability of the edge states as 1d transport channels.

Recent experiments aiming at this question yield varying results. The first performed experiments on HgTe/CdTe quantum wells showed a strong almost linear decrease of the transmission with magnetic field, suggesting that the edge states are rather fragile to external perpendicular magnetic fields [17,84]. Similar findings were reported by other groups [113,114]. Yet all these results were obtained on long samples, $L \gtrsim 10 \mu$m, which did not show the expected quantized conductance of $2e^2/h$ at zero field\(^1\). To our knowledge, there are currently no published results on magnetoconductance measurements on small HgTe/CdTe samples for which the quantized conductance at zero field has

\(^{1}\)The reason for this length-dependent resistance is not yet understood. A possible model that might explain the underlying mechanism is presented in Chapter 4.
been observed. However, from private communications, we learned that edge transport in these samples is much more robust with respect to external magnetic fields [115]. This picture initially also seemed to apply to the competing InAs/GaSb quantum-well system, in which short samples showed stable edge-state transport up to high fields while long samples—which did not show quantized transport at zero field—were strongly influenced already by weak perpendicular magnetic fields [94]. Newer experiments, however, demonstrated that it is possible to produce long InAs/GaSb quantum-well samples that are robust up to at least 1 T [116].

From the theory perspective, there are already some studies which address the magnetoconductance of 2d-TI edge states from various angles [117–120]. One of them tries to explain the magnetoconductance signature by the accidental formation of edge-state loops, i.e., edge-state quantum dots, at the etched boundary of the nanostructure in which the enclosed magnetic flux may lead to an effective TR-symmetry breaking and a non-zero backscattering which leads to localization [118]. This study predicts the localization length to be $B^2$-dependent for small fields and to saturate for high fields, at a value which is depending on the density of edge-state loops. Most other theory studies on edge-state magnetoconductance investigate the combined influence of elastic scattering in bulk potential disorder and an external magnetic field. In this group of studies, the results are controversial even though they all use comparable methods. The first and maybe most influential study in this field by Maciejko et al. [119] predicts a very strong breakdown of the edge-state conductance already at small fields with a curve shape that is in good agreement with the experiments on long samples [17,114]: a cusp-like linear decay. This is, however, in contrast with experiments on short samples [115], which is surprising as the model in Ref. [119] assumes the transport to be elastic and fully coherent, something that should rather be fulfilled in the short than in the long samples. Also, it is different from the numerical findings of other groups, which also find the edge-state transport to be rather uninfluenced by moderate magnetic fields and moderate disorder strengths [117,120].

In this chapter, we try to resolve this discrepancy and to explain the behavior in both scenarios (long and short samples) in a unified picture. For this, we perform systematic numerical calculations to quantify the influence of perpendicular magnetic fields and bulk disorder on the edge-state transport properties. We focus on the regime of moderate magnetic fields, in which we do not have to consider strong band-structure changes like the transition to the integer quantum Hall regime that is expected at very high fields [108].

We start out by investigating transport in a simple ribbon geometry. From this, we learn that the edge-state transport is very robust with respect to the application of an external magnetic field—as long as the transport is still in the 1d regime. However, we see that very strong disorder or the existence of local electrostatic potentials may create metallic patches, which strongly increase the influence of magnetic fields. Consequently, we will study the transport properties of such charge puddles, i.e., areas subject to a constant electrostatic potential, starting with a single puddle. To allow for a comparison of our results to experiments, we then study consecutive arrangements of such puddles in a model treatment and compare to numerical calculations of the full problem. We conclude by relating our results to the experimental findings.
3.2 Magnetotransport of disordered ribbons

To study the combined influence of disorder and an applied perpendicular magnetic field, we devise a calculation setup that is sketched in Fig. 3.1(a): a simple ribbon geometry with clean leads and a disordered central scattering region. The BHZ Hamiltonian, Eq. (2.17), is used with HgTe/CdTe material parameters, cf. Table 2.2. It is discretized on a grid with lattice constant $a = 5\, \text{nm}$. Only spin-orbit coupling due to bulk inversion asymmetry, Eq. (2.22), is included describing the case of a completely symmetric quantum well. However, as we show in Section 3.A.3, the inclusion of an additional Rashba term, Eq. (2.23), does not qualitatively change the results presented in this chapter. There, we also show that this even holds for the inclusion of a spatially varying Rashba term that is linked to the local electrostatic potential (“Rashba disorder”), or the inclusion of Zeeman terms, cf. Section 3.A.2, which seem to be of minor importance for the discussed transport at moderate perpendicular magnetic fields. The disorder added to the central region is electrostatic-potential disorder of the Anderson type, i.e., on-site disorder at
Magnetotransport at 2d-TI edges

Each lattice site drawn from a box distribution $V_{\text{dis}} = [-W, W]$ with amplitude $^2 W$. If not stated differently, the results shown in this chapter are disorder averages over a set of 1000 disorder configurations. The external magnetic field is implemented by a Peierls phase [121] for the hopping matrix elements.

From the discretized Hamiltonian, we obtain the transport properties on the basis of a transport framework by Michael Wimmer, which is using a recursive Green’s functions approach [100,103]. It allows us to extract the transmission and the local density of states (LDOS) in a Landauer-Büttiker picture.

As we are interested in the transport properties of the edge states, we choose the Fermi energy of the system in the gap, $E_F = 0$ meV, cf. Fig. 2.5, such that, in a clean system, only edge states contribute to transport. An overview of the possible scattering paths in this setup is shown in Fig. 3.1(b). In addition, the figure shows how the appearance of the individual processes depends on the presence of spin-orbit coupling or on TR-symmetry breaking by an external magnetic field. This is important as the effective spin-orbit coupling in HgTe/CdTe is relatively small ($\Delta = 1.6$ meV compared to a bulk energy gap of $\approx 20$ meV)$^3$ so that processes depending on its existence are suppressed. Due to the fact that the bulk of a 2d TI is insulating, there is also a strong suppression for processes that require scattering that connects the two edges of the system, even though they might be generally allowed by the symmetries of the Hamiltonian, e.g., the third process in Fig. 3.1(b). From this, it is clear why elastic transport at the edge of HgTe/CdTe quantum wells is expected to be exceptionally robust: The only non-trivial on-edge scattering requires the existence of TR-symmetry breaking, e.g., by an external magnetic field, and is additionally suppressed by a small effective spin-orbit coupling.

With this background knowledge, we can now look at results for the calculated transmissions at different perpendicular magnetic fields in this geometry, which are shown as blue lines in Fig. 3.2(a). The considered applied magnetic fields correspond to a couple of flux quanta penetrating the ribbon (a field of 0.05 T induces a total flux of $\approx 6 h/\epsilon$). Still, for low disorder strength, $W < 40$ meV, we do not observe any effect of the applied magnetic field and the edge states just show undisturbed propagation, leading to the quantized transmission of $2 e^2/h$ (one conductance quantum from one edge state at each side of the ribbon). At intermediate disorder strengths, $40$ meV $\leq W \leq 150$ meV, there is a strong effect of the applied magnetic field, which leads to increased backscattering. However, at these disorder strengths, one also observes a reduction of the transmission at zero field below the quantized value. Without an applied magnetic field, this reduction can only stem from the third backscattering process depicted in Fig. 3.1(b), i.e., from edge-to-edge backscattering, which implies that the insulating behavior of the bulk is already lifted at these disorder strengths. For still

$^2$It is important to note that the amplitude of the on-site disorder is not meaningful on its own right in our effective model. As we show in detail in Section 3.A.1 in the appendix to this chapter, it should be always considered together with the chosen lattice discretization and is not independent of it.

$^3$This might be surprising because the band inversion that creates the non-trivial topology is due to strong relativistic effects in these heavy-element compounds. Naturally, this goes hand in hand with a large spin-orbit coupling. However, the BHZ model is a low-momentum expansion around a TRIM at which the two states are necessarily degenerate and can be formally decoupled. The effective spin-orbit coupling that describes the splitting when moving away from this TRIM turns out to be small as we already saw in Section 2.3.2.
3.2 Magnetotransport of disordered ribbons

Figure 3.2: (a) Plot of the transmission (blue lines) and of the spread of the LDOS (green lines), cf. Eq. (3.1), for the ribbon geometry sketched in Fig. 3.1(a) calculated at different magnetic fields (full, dashed, dash-dotted) as a function of disorder strength, with \( L_x = 1000 \) nm and \( L_y = 500 \) nm. (b) Illustration of topological reflection in which the different topology (TI: topological insulator, NI: normal insulator) of the scattering region (due to strong disorder) leads to an immediate reflection at the lead boundary. Adapted from [21].

To understand these features, it is instructive to analyze the scattering states contributing to transport at the respective disorder strengths and magnetic fields. This can be done by numerically determining the local density of states (LDOS) \( d(x,y) \) and using it to calculate a quantity that we call the spread of the local density of states

\[
\lambda = \frac{\int dx \int dy \left[ y \theta \left( \frac{L_x}{2} - y \right) + (L_y - y) \theta \left( y - \frac{L_y}{2} \right) \right] d(x, y)}{\int dx \int dy d(x, y)},
\]  

(3.1)

with \( \theta(y) \) being the Heaviside step function. The spread of the LDOS \( \lambda \) quantifies the distance of regions with a high LDOS from the sample edge, as schematically indicated in Fig. 3.1(a). It is in a way the ribbon-geometry analogue to the mean distance from the sample edge \( \langle y \rangle \) that we discussed in Section 2.3.2, where we studied the extent of the edge states in a semi-infinite plane geometry. Results for \( \lambda \) are shown in Fig. 3.2(a) as green lines. At small disorder strengths, one observes that the transport takes place almost exclusively at the edge of the ribbon (\( \lambda < 15 \) nm). Note that the value in this low-disorder limit is in good agreement with the analytically calculated result of the

stronger disorder, this trend continues: The transmission at zero field tends to zero but, interestingly, also the effect of the magnetic field diminishes.
mean distance from the edge, Eq. (2.34), which yields \( \langle y \rangle = 13.7 \text{ nm} \) at the studied Fermi energy \( (E_F = 0 \text{ meV}) \). At \( W \approx 40 \text{ meV} \), \( \lambda \) increases sharply and saturates at a plateau value of \( \lambda \approx \frac{L_y}{4} = 125 \text{ nm} \) for high disorder strength. This plateau corresponds to a completely flat distribution of the LDOS in the transverse direction. Notably, the position of the sharp transition coincides with the onset of edge-to-edge coupling and the increased magnetic-field effect. The position of the transition itself, however, is largely unaffected by the application of magnetic fields.

These features can be understood by considering the phase diagram for disordered HgTe/CdTe quantum wells, which has already been calculated by other authors [122,123] and is reproduced in Fig. 3.3. The blue line indicates the Fermi energy for which our numerical calculations were performed. The calculations from these two references use almost the same parameters as the ones used in this thesis, cf. Table 2.2 (Ref. [122] chooses a slightly larger inverted gap \( M = -13.5 \text{ meV} \)). The main difference is the fact that they neglect any effective spin-orbit coupling, thus they study the model from Eq. (2.17) with decoupled spin blocks. However, as we already learned that the effective spin-orbit coupling in HgTe/CdTe is small, we expect a qualitatively similar phase diagram in our case. Fig. 3.3 shows that a bulk phase transition is expected around \( W = 70 \text{ meV} \), where the material turns from a TI to a topologically trivial Anderson insulator. For the model with decoupled spin blocks that they consider, this is a direct insulator-to-insulator transition exactly like the phase transitions between two quantum Hall plateaus\(^4\) [124–126]. When one includes spin-orbit coupling, model studies predict a small metallic phase that separates the two insulators [63,127–130], which is possible in

\(^4\)In fact, from a symmetry perspective the two spin blocks behave like decoupled Chern insulators (which are in symmetry class A, cf. Table 2.1) with opposite Chern numbers.
the two-dimensional AII symmetry class (symplectic metal phase) [131,132]. As discussed before, spin-orbit coupling is very small in our case, which is why we also expect such a true 2d-metal phase to be small. However, even if the metallic phase was completely absent, one should take into account that also the insulator-to-insulator transition leads to quasi-metallic behavior close to the phase transition. This is due to a divergence of the localization length of the bulk states right at the point of the phase transition between the two insulators (of course, such a divergence also occurs at a metal-to-insulator phase transition) [133]. Therefore, for a finite-sized system as the one considered in our numerical calculations, one always expects a window of disorder strengths between the two insulating phases in which the localization length of the bulk states is large compared to the system size. In this window, the bulk of the system will behave like a conductor at the length scales probed—with the wave functions of these extended states showing interesting multifractal properties [124,134,135]. Thus, we expect the existence of a metallic phase in our scenario, which is predominantly due to a finite-size effect and only very little due to spin-orbit coupling. Viewed from this perspective, the phase diagram from Fig. 3.3 that does not include spin-orbit coupling suffices for our discussion and we will just keep in mind that the phase transition between the insulators passes through an intermediate metallic regime, the size of which will depend on our system size.

In our data in Fig. 3.2(a), this metallic window is probably responsible for the onset of edge-to-edge scattering and the connected increase of the spread of the LDOS discussed above, which is why we suspect it to start at around $W \approx 40$ meV. From there on, it should span the range of “intermediate” disorder strengths, maybe up to $W \lesssim 100$ meV. Interestingly, this is the range of disorder strengths in which we observe the strong effect of the magnetic field. In fact, it is only there that we observe a non-negligible contribution of on-edge backscattering [the fourth process in Fig. 3.1(b)]. In a semiclassical picture of diffusive trajectories, this is understandable as the trajectories need to enclose a sizable magnetic flux in order to lead to an effective breaking of TR symmetry. This is easily possible if the bulk of the system is conducting but it is forbidden in the case of quasi-1d transport enforced by a strongly insulating bulk.

That being said, we can also understand the behavior in the strong disorder limit. Here, the whole scattering region turns into a topologically trivial Anderson insulator and a situation which we dubbed topological reflection and which is sketched in Fig. 3.2(b) arises: The edge states forming at the interface are naturally reflected leading to the flat transverse LDOS profile signaled by the value of $\lambda \approx 125$ nm and to the vanishing effect of the magnetic field, which is the hallmark of true one-dimensional transport.

The observation that on-edge backscattering—the process that one would expect to be the key player for the magnetoconductance of the edge states—only contributes in the “intermediate” disorder regime, in which the bulk already starts to conduct and to couple the two edges, may be surprising. And, it makes one wonder about the disorder strength that can be realistically considered to be present in the state-of-the-art experimental samples. To estimate this strength, it may help to make use of the fact that the bulk of the experimental samples is insulating [136], meaning that the disorder should be weak enough such that backscattering processes at zero magnetic field should be suppressed as they require transitions through the bulk, cf. Fig. 3.1(b).
only the case for \( W \leq 50 \text{ meV} \). However, to observe backscattering at finite field (another experimental observation), one needs a disorder strength of at least 40 meV, which would set quite strict bounds on the experimentally present disorder strength. To this estimate one might object that the width of our scattering region in the computations is narrow compared to the ribbon widths used in experiments \( (L_y^{\text{exp}} \approx 10 \mu\text{m}) \). In wider ribbons, the bulk localization length needs to be larger to couple the two edges and the onset of the decrease of the full blue curve in Fig. 3.2(a) shifts to larger disorder strength, increasing the window of disorder strengths which are compatible with the experimental observations. In principle, this is true, however, the phase transition at \( W \approx 70 \text{ meV} \), which has been obtained from finite-size scaling [122], will be a hard upper limit to this window, independent of the size of the ribbon.

As we do not believe the disorder strength in the experiment to incidentally lie in this small disorder window, we investigate an alternative scenario which allows on-edge backscattering without edge-to-edge coupling: disorder which is limited to the edges of the sample. This may well be realistic for the experiments as the patterning process, which is usually done by ion-beam etching, is known to create strong edge disorder. To model this, a configuration as shown in Fig. 3.4(a) is used, in which edge-to-edge coupling is artificially suppressed by limiting the disorder to a region close to the sample edge and leaving a clean strip in between the two edges which is wide enough to guarantee good insulation. Results for such a setup are shown in Fig. 3.4(b). Because of the decoupled edges due to the clean region, the transmission at zero field always perfectly remains at the quantized value. At a finite magnetic field, the results for the conductance at low disorder strengths resemble the above scenario of the fully disordered ribbon: Full transmission and no effect of the magnetic field at very low disorder strength, then, a sudden increase of the LDOS spread in combination with an increased magnetic field effect, again around \( W \approx 40 \text{ meV} \) at the insulator-to-metal transition. Increasing the disorder from there on, one observes a decreased backscattering at fixed finite magnetic field. This seems counterintuitive at first sight as one might expect that stronger disorder should lead to more backscattering. However, it makes sense when reconsidering the phase transition to a trivial insulator that occurs at high disorder strengths. This leads to a configuration as depicted in Fig. 3.4(c). In this limit, the transport will be one dimensional as in the case for very low disorder, but it will take a different path, which wraps around the disorder patches. As discussed before, this strictly one-dimensional transport will suppress any effect of the magnetic field which is in good agreement with our observations. The behavior of the spread of the LDOS also corroborates this picture: The curve for \( \lambda \) shows a transition from pure edge transport at the outer edge for low disorder strength over an intermediate metallic region where the transport is fully spread over the disorder region \( (\lambda \approx (L_y - L_c) / 4 = 75 \text{ nm}) \) to edge transport at the inner edge at high disorder strengths \( (\lambda \rightarrow (L_y - L_c) / 2 = 150 \text{ nm}) \).

By looking at snapshots of the LDOS \( d(x, y) \) of the scattering region for a single disorder configuration which are shown in Fig. 3.5, we can confirm the above explanation that strong disorder leads to a transition from edge transport at the outer edges to edge transport at the inner edges, with very high disorder making the disorder regions act like topologically trivial Anderson insulators. Also, one nicely sees the intermediate metallic regime, in which the transport is completely spread over the whole disorder
3.2 Magnetotransport of disordered ribbons

Figure 3.4: (a) shows a sketch of the calculation setup with “disconnected edges”, in which the scattering region only includes disorder at the sides and a clean gap is left between the two edges. This suppresses edge-to-edge coupling at any disorder strength. (b) shows results for a calculation of the transmission (blue lines) and $\lambda$ (green lines), cf. Eq. (3.1), as a function of the disorder strength and at different magnetic fields for the geometry shown in (a), with $L_x = 1000 \text{ nm}$, $L_c = 200 \text{ nm}$, and $L_y = 500 \text{ nm}$. (c) illustrates the situation at strong disorder strengths: the edge states bypass the disorder patches, see also the fourth panel in Fig. 3.5. Adapted from [21].
Figure 3.5: Logarithmically scaled plots of the LDOS (arbitrary units) for the central scattering region in the geometry shown in Fig. 3.4(a). The graphs were obtained from a single disorder configuration. They show the transition from the weak disorder regime, in which the transport occurs close to the sample edges, via the intermediate disorder regime, where the quasi-metallic behavior of the disordered regions is observed, to the strong disorder regime, which also features pure edge transport along a relocated phase boundary. Adapted from [21].
3.2 Magnetotransport of disordered ribbons

Figure 3.6: Disorder-averaged conductance of a ribbon geometry with a clean non-disordered gap, cf. Fig. 3.4(a), with the same geometry that was used to obtain Fig. 3.4(b), for a fixed disorder strength of $W = 70\text{meV}$ and a varying magnetic field. We find that the transmission decreases very rapidly and with an almost linear dependence close to $B = 0$.

region (second panel in Fig. 3.5). The finding that strong disorder may expel topological states has already been observed by other authors in the context of surface states of 3d TIs [137]. However, to our knowledge, the effect of these relocated edge states on transport has not previously been seen and we think that this may show up a new alternative way for patterning 2d TIs: Instead of edging away unwanted material, one could locally introduce strong disorder, e.g., by irradiating the sample with ion beams in order to shape the desired edge-state current paths.

Now is a good point to recapitulate the results obtained so far and to compare to experiments and to previous publications. We found that the transport at the edges of 2d TIs is very stable with respect to disorder and magnetic field as long as it stays essentially one dimensional, which is well fulfilled in a wide range of disorder strengths. This is in good agreement with experiments on small HgTe/CdTe quantum well samples [115] but disagrees with the findings of Ref. [119] where the authors find a strong influence of the magnetic field already at much lower disorder strengths. This disagreement is surprising as they are using a calculation setup that is almost identical to ours. It differs mainly in one point: They artificially put a large additional mass term on the uppermost row of grid points with the intention to decouple the two edges in a similar spirit as we use the clean gap in our calculations. In addition, they are also using a very small clean gap of only $30\text{nm}$—too small to provide proper insulation on its own. It seems that this additional mass term leads to the strong magnetoconductance signature that they observe at low disorder strength. We also find this magnetic-field dependence but only in a disorder window that is much closer to the phase transition, and in which the bulk is no longer truly insulating. At these disorder strengths, the disorder is effectively creating local metallic patches. Calculating the magnetic-field dependence of the transmission at such a disorder value, e.g., $W = 70\text{meV}$, which is shown in Fig. 3.6, we—like Ref. [119]—find an almost linear dependence of the transmission for low fields. This agrees well with
the experimental results on long samples [17,114]. Thus, it hints to the existence of local metallic regions close to the edges. However, these regions need not necessarily stem from strong inhomogeneous disorder. Another possible source for them, which we find more likely, is that they are due to locally trapped charges, which create an electrostatic potential similar to a local external gate. Such charges are known to exist in these samples [138] and they create an inhomogeneous potential landscape which—due to the small bulk band gap—often leads to electron- or hole-like puddles, i.e., regions in which the local electrochemical potential lies in the conduction or valence band. Some theories also hold them responsible for the observed backscattering at zero field [139–142] as they may enhance the effects of electron-electron interactions and phase-coherence breaking, both of which are so far not included in our model. We will quantitatively study the effect of the latter in Chapter 4, where we will see that puddles are indeed an important ingredient for the backscattering due to dephasing. However, for now we stay with the non-interacting fully coherent picture and study how such puddles, i.e., local electrostatic gates, affect the magnetoconductance signature of the edge states.

3.3 Magnetoconductance of charge puddles

To study the influence of a local electrostatic potential—which could be created artificially by a gate or be present intrinsically due to a trapped charge—on topological edge states, we devise a calculation setup that is sketched in Fig. 3.7(a). It consists again of a central disorder region in which a constant electrostatic potential is added at one side. The reason to put the gate only on one side is mainly a numerical one as it helps to keep the transverse extent of the scattering region small\(^5\). The disorder is mainly included to suppress the mesoscopic fluctuations or interferences due to the specific gate geometry. However, we will choose the disorder weak enough for the bulk material to remain fully insulating \((W < 40\, \text{meV})\). In this way, the bottom edge will always remain in the truly one-dimensional transport regime and will contribute a background signal of one conductance quantum (even at finite magnetic fields), which we can simply ignore in the interpretation of the results.

In Fig. 3.7(b), disorder-averaged results for the transmission through such a setup as a function of the magnetic field for different lengths of the gated region are displayed. We note that all shown curves roughly follow the same pattern: At zero field, one necessarily finds the perfect conductance which starts to decrease as a quadratic function of the field for very small magnetic fields (up to \(\approx 0.5\, \text{mT}\)) in good agreement with the expected behavior in edge-state Aharonov-Bohm loops [118]. At increasing field, this quickly turns over to an almost linear transmission decay, in strong similarity to the experimental results on long samples [17,114], where a cusp-like signature was observed for small fields, or to the calculations on strong disorder patches, cf. Fig. 3.6.

Interestingly, the edge-state backscattering saturates at higher fields at a value \(G(B > \approx \)
3.3 Magnetoconductance of charge puddles

Figure 3.7: (a) shows the calculation setup to study the influence of a locally gated region on the transport of topological edge states. The whole scattering region is (weakly) disordered and one side is covered by a gate that locally shifts the Fermi energy into the valence band. The bottom edge state remains unaffected and always contributes one conductance quantum. (b) Disorder-averaged results for the transmission through the setup sketched in (a) for different lengths of the gated region $L_x$ as a function of the applied magnetic field. The width of the gated region, in which a gate potential of $V_G = 50$ meV is applied, is chosen to be $L_G = 250$ nm at a total scattering region width of $L_y = 500$ nm, being subject to a weak disorder potential with amplitude $W = 5$ meV. (c) The same data as shown in (b) is replotted as a function of the magnetic flux through the gated area. Here, all curves almost fall on top of each other and show that roughly one flux quantum is enough to cause fully ergodic scattering in the puddle. Adapted from [21].

1) $\approx 1.5 e^2/h$ that is almost independent of the size of the scattering region. This particular value suggests that the gated region effectively behaves like a chaotic cavity at these magnetic-field strengths, showing completely symmetric random scattering of the electrons. This is confirmed by an analysis of the statistics of the obtained transmission values which can be seen in Fig. 3.8, which shows histograms of the obtained transmission values for varying magnetic field in the case of $L_x = 1000$ nm. Starting out with a sharply peaked distribution at small magnetic fields, it turns into a completely flat distribution above a critical field of $B \approx 6$ mT. At high fields, the observed transmission for a single realization of such a system will be a random number from the interval $[0, 1]$. This flat distribution of transmission eigenvalues is a hallmark of a single-channel scattering matrix that is drawn from the circular unitary ensemble (CUE), which describes the scattering in ergodic cavities [143, 144]. This random-matrix ensemble is defined by a probability distribution that is given by the Haar measure of the unitary group. It can be qualitatively understood as randomly drawn “rotation/reflection matrices” in complex...
space which are drawn from a “fully isotropic” distribution. This CUE ensemble explains the mean value of $1.5 e^2/h$ at large fields, which reflects the fully random scattering.

Even though this ergodic behavior is found independently of the length of the scattering region (for the set of lengths considered here), the critical field at which the transition occurs is strongly length dependent. This is understandable from a semiclassical viewpoint: The enclosed flux of the set of scattering trajectories should be large enough in order to fully break TR symmetry to allow for completely ergodic scattering. An increase of the gate length leads to an increase of the average enclosed area, and one would expect the critical field to scale linearly with the gated area. This is indeed what happens as can be seen in Fig. 3.7(c), in which the data from Fig. 3.7(b) is replotted as a function of the magnetic flux through the gated region, $\phi = BA$, in units of the magnetic flux quantum $h/e$. As a function of the flux, the data shows very similar behavior. Moreover, the data indicates that a flux of only one flux quantum through the gated area suffices to induce the ergodic mean value.

The ergodic regime for sufficiently large fields is not just obtained for a single choice of disorder strength and potential depth but it is found in a larger parameter regime. This is illustrated by Fig. 3.9, which shows the conductance at sufficiently high field $B = 15 \text{ mT}$ under the variation of the disorder strength at fixed gate potential $V_G = 50 \text{ meV}$, Fig. 3.9(a), or the variation of the potential of the gated region at a fixed disorder strength of $W = 5 \text{ meV}$, Fig. 3.9(b). As one can see, there is an extended plateau in either parameter space that is characterized by the CUE behavior described above.
3.4 Transmission properties of consecutive charge puddles

3.4.1 Localization in a chain of CUE scatterers

In the previous section, we discussed the transport properties of a single puddle that is located close to the edge of a HgTe/CdTe quantum-well structure. Such puddles are expected naturally and are supposed to be caused by potential fluctuations due to impurities, which cause such a local metallic behavior due to the small band gap of the material. To understand the transport properties of a larger section of quantum-well edge, it is therefore necessary to consider the conductivity of a series of such puddles. To approach this problem of many scatterers, we will start off with model calculations and also do numerical random-matrix calculations to generally understand what to expect when many puddles are connected in series. Later, we will compare the results of these model calculations with the full numerical treatment of a chain of puddles at the HgTe/CdTe quantum-well edge.

We specialize on the case where the puddles are in the CUE regime discussed at the end of the previous section, which is expected to be found for large puddles and sufficiently strong magnetic fields in a wide parameter range. In this limit, each puddle leads to 50% backscattering on average. The total transmission of two scatterers with transmissions $t_1$ and $t_2$ connected in series which are coupled incoherently is given by [104]

$$T = \frac{t_1 t_2}{t_1 + t_2 - t_1 t_2},$$

(3.2)
which can be easily generalized for a chain of $N$ scatterers with transmissions $t_n$,

$$T = \frac{1}{1 - N + \sum_{n=1}^{N} \frac{1}{t_n}}. \quad (3.3)$$

One might naively expect that if each scatterer on average has a total transmission of $\langle t \rangle = \frac{1}{2}$, the total transmission would be given by

$$\langle T_N \rangle_{\text{incoherent}} = \frac{1}{1 - N + \sum_{n=1}^{N} \frac{1}{\langle t \rangle}} = \frac{1}{1 + N}, \quad (3.4)$$

i.e., that the resistance increases roughly linearly with the amount of puddles and thus with the length of the sample (assuming a roughly constant density of puddles along the edge). In this way, the edge would behave as a metallic resistor with constant specific resistivity. This treatment, however, neglects the width of the probability distribution and the fact that the average over the ensemble should only be taken after calculating the total transmission. In our considered scenario, the completely flat probability distribution then leads to the following integral:

$$\langle T_N \rangle_{\text{incoherent}} = \int_{0}^{1} dt_1 \ldots \int_{0}^{1} dt_N \frac{1}{1 - N + \sum_{n=1}^{N} \frac{1}{t_n}}, \quad (3.5)$$

which can be solved analytically for small $N$. A numerical solution of the integral is plotted as a red curve in Fig. 3.10(a). It clearly shows that the decay is much faster than the decay described by Eq. (3.4) that is shown as a violet curve for comparison. The log-log plot of the same data in Fig. 3.10(b) reveals that the decay for this scenario where the average is taken over the total transmission is still polynomial unlike in a localized system but the power is no longer linear, instead we have $T \sim N^{-1.3}$. The fact that we find a stronger decay is easily understandable as, in a chain of scatters, a single scatterer with a low transmission causes a low total transmission of the whole chain. If all scatterers transmit completely randomly, the probability of having at least a single scatterer which is badly transmitting strongly increases with the chain length. This makes the higher power plausible. In Eq. (3.4), this was artificially excluded by assuming that each scatterer has a transmission of $\frac{1}{2}$. In this way, we see that the strength of the transmission fluctuations in the ensemble of puddles has a strong effect on the average total transmission of a chain to the degree that it changes the exponent of the power-law decay.

So far, we assumed that the puddles are coupled incoherently meaning that the phase acquired by the reflection on a puddle or by the transmission through a puddle can be neglected. This is a realistic scenario if the dephasing time in the sample is smaller than the propagation time between the two puddles, thus if they are very far apart. For small temperatures and densely spaced puddles, this is not realistic and a fixed phase relation between the puddles will be retained and has to be included into the calculation. Still, to a good approximation, the scattering phases of the puddles can be assumed to be independent.

For two consecutive scatterers with transmissions $t_1$ and $t_2$, and a fixed relative
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![Graphs showing averaged transmission through a chain of N scatterers.](image)

**Figure 3.10:** The panels (a), (b), and (c) show the averaged transmission through a chain of $N$ scatterers which themselves have a transmission probability of 0.5 on the average. The three panels show the same data but differ in their axis scaling. The violet curve shows the results for scatterers with a fixed transmission of 0.5 which are coupled incoherently. The red and black curves show the results for scatterers which are drawn from the single-channel CUE ensemble discussed in Section 3.3. For this ensemble, the transmissions are uniformly distributed in the unit interval. The red curve shows the result for an incoherent coupling of the scatterers, cf. Eq. (3.5), while the black one shows the result for a coherent coupling. In (b), the green dashed line indicates a fit to $N^{-1.3}$, which describes the average transmission for a chain of incoherently coupled CUE scatterers in the large $N$ limit. (d) shows the averaged logarithmic transmissions for the three scenarios.

scattering phase $\theta$, one finds the following expression for the total transmission [118,145]:

$$T_{N=2} = \frac{t_1 t_2}{\left| 1 + \sqrt{1-t_1} \sqrt{1-t_2 e^{i\theta}} \right|^2}. \quad (3.6)$$

Averaging this over the CUE ensemble, we find

$$\langle T_{N=2} \rangle_{\text{coherent}} = \frac{1}{2\pi} \int_0^1 dt_1 \int_0^1 dt_2 \int_0^{2\pi} d\theta \frac{t_1 t_2}{\left| 1 + \sqrt{1-t_1} \sqrt{1-t_2 e^{i\theta}} \right|^2},$$

$$= \frac{\pi^2}{3} - 3 \approx 0.2899, \quad (3.7)$$

which interestingly agrees with the result that is obtained for the incoherent combination of two CUE scatterers. For more than two scatterers, however, this is no longer the case. Also, an analytical solution becomes intractable when considering many puddles.
A numerical treatment is possible though: To find the average of the total transmission in our case, we combine randomly drawn CUE scattering matrices by converting them to transfer matrices and then multiplying them. Results of such a numerical calculation are shown in Figs. 3.10(a), (b), and (c) as black lines. We see that, now, we indeed find the exponential decay that is expected from the scaling theory of localization \[146,147\] for a one-dimensional system.

Another important consequence of Eq. (3.6) that was already noted previously \[118,145\] is that the logarithm of the total transmission,

\[
\ln T = \ln t_1 + \ln t_2 - \ln \left| 1 + \sqrt{1-t_1} \sqrt{1-t_2} e^{i\theta} \right|^2,
\]

is additive when averaging over all scattering phases because

\[
\frac{1}{2\pi} \int_0^{2\pi} d\theta \ln \left| 1 + \sqrt{1-t_1} \sqrt{1-t_2} e^{i\theta} \right|^2 = 0,
\]

so that

\[
\langle \ln T \rangle = \langle \ln t_1 \rangle + \langle \ln t_2 \rangle.
\]

This is even generally true for all distribution functions of the transmission amplitudes of the separate scatterers. For the special case of CUE scatterers with an equal probability for every possible transmission, we find

\[
\langle \ln t \rangle = \int_0^1 dt \ln t = -1,
\]

and therefore

\[
\langle \ln T \rangle_{\text{coherent}} = -N.
\]

This fact can also be seen in the numerical results shown in Fig. 3.10(d), which compare the averaged logarithm of the total transmission for the case of \(N\) coherent and \(N\) incoherent scatterers (showing for comparison also the averaged logarithmic transmission for the scenario in which the transmission of each scatterer is fixed to \(t = 0.5\)). For a chain of only two scatterers, we showed above that the averaged total transmission \(\langle T_{N=2} \rangle\) is the same, independent of whether they are coherently or incoherently coupled. Interestingly, the averaged logarithmic transmission \(\langle \ln T_{N=2} \rangle\) turns out to be different in the two cases and is therefore sensitive to the coupling. To show this, we calculate \(\langle \ln T_{N=2} \rangle\) for the case of incoherent coupling, cf. Eq. (3.5),

\[
\langle \ln T_{N=2} \rangle_{\text{incoherent}} = - \int_0^1 dt_1 \int_0^1 dt_2 \log \left( \frac{1}{t_1} + \frac{1}{t_2} - 1 \right) \approx 1.644,
\]

which differs from the result for two coherent scatterers, \(\langle \ln T_{N=2} \rangle_{\text{coherent}} = -2\).
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Figure 3.11: (a) shows the setup in which we investigate the transport properties of a chain of charge puddles close to the edge of a 2d TI for the case of 4 puddles, which are defined by local gates. (b) and (c) show the numerical results for a chain of \( N \) such puddles as a function of the applied magnetic field, where (b) shows the disorder-averaged transmission and (c) shows the average of the logarithm of the transmission of the top edge. The colored dashed lines indicate the expected values for a chain of coherently coupled CUE scatterers, cf. black lines in Fig. 3.10. The parameters for the puddle geometries are \( L_y = 500 \text{ nm} \), \( L_y^G = 250 \text{ nm} \), \( L_y^G = 600 \text{ nm} \), and \( L_x^0 = 300 \text{ nm} \). The gate is chosen at \( V_G = 50 \text{ meV} \) and the disorder amplitude is \( W = 5 \text{ meV} \).

3.4.2 Numerical treatment of a chain of puddles at the HgTe/CdTe quantum-well edge

To see that these random-matrix results indeed apply for the scattering in a series of puddles, we again perform transport calculations using the recursive Green’s function algorithm, considering a series of \( N \) puddles of size 250 nm \( \times \) 600 nm on the edge of a HgTe/CdTe ribbon. The detailed setup is sketched in Fig. 3.11(a) for the case of 4 puddles. The results for the averaged transmission and the averaged logarithm of the transmission, which are depicted in Figs. 3.11(b) and (c), show that we obtain exactly the behavior which is expected for consecutive CUE scatterers. As the puddles are all of the same size, we also see that we reach the limit in which the CUE scattering is obtained roughly at the same magnetic field independent of the number of scatterers in the chain. As the final value which is reached depends on the number of scatterers, it also affects the initial slope that is measured around \( B = 0 \). From this calculation, we learn that the detailed potential landscape has a strong influence on the edge transmission. For example, one large gated puddle only leads to a backscattering of 50\%, cf. Fig. 3.7, but this will be reached already at small fields. Subdividing the gated region and introducing small gaps, which are not gated, leads to a stronger total reflection in the large-field
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Figure 3.12: The figure shows (a) the transmission and (b) the logarithm of the transmission of an edge section subject to two different disorder patterns shown in the sketch above the figure. The total length of the two arrangements is the same, \( L_x = 1500 \text{ nm} \), but the yellow arrangement contains three clean gaps of length \( L_0^x = 100 \text{ nm} \) between the patches of disorder. The width \( L_y = 250 \text{ nm} \) and the disorder strength of the two arrangements is the same, \( W = 70 \text{ meV} \). Thus, the orange arrangement can be considered less disordered. Still, it leads to stronger reflection, which can be understood by the subsequent coupling of puddles leading to stronger reflection, cf. Fig. 3.10.

limit, cf. Fig. 3.11, but one needs more field to reach this limit.

The puddles, which were patterned by gates in our calculation, could equally also be created by very strong disorder which induces the discussed insulator-metal transition. In this way, the fact that it is really the detailed arrangement of gates (or disorder) that matters can be illustrated even better: Even though these puddles which are created by strong disorder are generally too strongly disordered for being in the CUE regime, meaning they would not have a completely flat distribution of transmission eigenvalues, the principles of combining them are similar to the ones discussed in the last section. In this way, an arrangement that is sketched in orange in Fig. 3.12 with four small such sections of strong disorder yields a transmission that is smaller than the arrangement shown in black in the same figure, which has one big disordered region of the same length. This implies that intermediate non-disordered regions may actually lead to a decrease of the overall transmission, or equally, more disorder may lead to an increased transmission in some configurations. Even though this is a very qualitative discussion, it shows an important point: The detailed microscopic disorder configuration, i.e., the size and distribution of puddles (may they be due to strong disorder or due to local charge fluctuations), has a strong influence on the resistance of the edge, which makes this a quantity that is very difficult to understand on general grounds.
### 3.4 Transmission properties of consecutive charge puddles

#### 3.4.3 A chain of coherently coupled puddles in weak fields

In the last section, we studied the behavior of a series of puddles in magnetic fields, which are strong enough to induce the CUE behavior supposed that the puddles are generally in the right parameter regime. However, as we learned, the field at which this CUE scattering is reached depends on the puddle size. If the puddles in the sample are all sized differently, this may lead to a complex dependence of the transmission on the magnetic field, which is another reason that makes a direct comparison to experiments difficult. In this section, we would like to investigate the behavior of a chain of scatterers at weak fields, i.e., close to $B = 0 \text{T}$.

As we discussed in the previous section, it is the average of the logarithmic transmission which is additive in a chain of coherently coupled scatterers, cf. Eq. (3.11),

$$\langle \ln T \rangle = \sum_{n=1}^{\infty} \langle \ln t_n \rangle.$$  

(3.16)

Let us assume for a start that all the puddles in the chain are in the parameter regime where they show CUE scattering for large enough fields. Then, their magnetic-field dependence turns out to be relatively independent of the size if plotted as a function of the magnetic flux through the puddle, $\phi$, cf. Fig. 3.7(c). For small fields, it can be well approximated by a linear dependence,

$$\langle t(\phi) \rangle \approx 1 - \frac{\phi}{\phi_c},$$  

(3.17)

with the slope $1/\phi_c$. For a chain of $N$ puddles of areas $A_n$, this implies

$$\exp \langle \ln T(B) \rangle = \exp \left( \sum_{n=1}^{N} \langle \ln (A_n B) \rangle \right) \approx \exp \left( - \sum_{n=1}^{N} \frac{A_n B}{\phi_c} \right)$$

(3.18)

$$= 1 - \frac{B}{\phi_c} \sum_{n=1}^{N} A_n + O(B^2).$$  

(3.19)

We find that the slope of the conductance at low fields is related to the total area of the puddles in the sample. Experimentally this slope is an extractable quantity and experiments on long samples yielded values for the slope of the normalized conductance at small fields, $d[\sigma(B)/\sigma(0)]/dB$, ranging from $\approx 0.5 \text{ (1/T)}$ [114] to $\approx 50 \text{ (1/T)}$ [17]. As we saw in Fig. 3.7(c), puddles that are in the CUE regime show a slope of the transmission close to zero field that is approximately $\phi_c \approx 0.5 h/e$. Using this value, we can estimate that the total puddle area in the experimental samples is between $1000 \text{ nm}^2$ and $100 000 \text{ nm}^2$, which for a single circular puddle would correspond to a diameter of $35 \text{ nm}$ and $350 \text{ nm}$ respectively. While the larger area could still be compatible with the assumption that the sample can be understood as a chain of CUE scatterers, the smaller area is contradicting this because a puddle of a linear size of $35 \text{ nm}$ is clearly too small to be in the CUE regime. In our calculations, we observed the CUE regime for puddle sizes $\gtrsim 100 \text{ nm}$ at a gate potential of $V_G = 50 \text{ meV}$. In smaller puddles, there is still a large fraction of the current that ballistically traverses the puddle without scattering.
chaotically, thus, resulting in an average transmission that is above 0.5 even with a sizable magnetic field. Puddles with a size below the CUE regime saturate at this higher value and are therefore also expected to have a decreased slope at zero field, i.e., $\phi_c > 0.5 \hbar/e$. Thus, for these puddles, one would extract a larger area from the above argument, which looks better in line with the experiments. Therefore, from the fact that the total area extracted from the CUE assumption is too small for a chain of CUE puddles (at least in some samples), one might be tempted to conclude that the puddles in the sample are not in the CUE regime, e.g., because they are shallower than $V_G = 35$ meV, cf. Fig. 3.9(b), or smaller than 100 nm. This would indeed be an impressive result and a first step toward the understanding of the disorder of these structures.

However, jumping to such a conclusion ignores the important fact that all those measurements also observe backscattering at zero field. This zero-field backscattering is excluded in the fully elastic coherent theory that is used in this chapter, cf. Section 2.4. As we will see in the next chapter though, a puddle does give rise to zero-field backscattering if decoherence is included. Also, Coulomb backscattering, which is enhanced due to the presence of a puddle, allows for backscattering in puddles even without any magnetic field [141,142]. Both of these processes (decoherence and Coulomb scattering) also cause puddles to scatter randomly if they are strong enough, i.e., they bring the puddles closer to the 50–50 limit already at zero magnetic field. This decreases the influence of the additional magnetic field, and thus, also reduces the slope at zero field, $\phi_c > 0.5 \hbar/e$, which no longer excludes the existence of larger puddles in these samples.

3.5 Conclusions

In this chapter, we investigated the combined influence of disorder and magnetic field on the edge transport of 2d TIs. The most important result of this is probably that the edge-state transport is very robust with respect to TR-symmetry breaking by the application of a perpendicular external magnetic field as long as the current is carried by quasi one-dimensional edge states. This was not properly recognized in a previous influential theoretical study [119], and it explains the experimental results on small samples, in which the conductance is seen to be robust with respect to external magnetic fields [115].

If, on the other hand, the sample contains extended conducting regions and therefore also has areas in which the current flow is two dimensional, we find that the influence of the magnetic field is strongly increased. In this regime, we observe a magnetic-field dependence of the conductance which is roughly linear in the beginning and saturates for strong fields. Importantly, we find that this general behavior is independent of the “microscopic origin” of the conducting patches, meaning that they could be equally due to charge puddles as studied in the last part of this chapter or due to very strong disorder. Disorder can induce metallic behavior as it triggers an insulator-insulator phase transition to the topologically trivial Anderson insulator phase, for which, at the transition, the localization length of the bulk states diverges and quasi-metallic behavior is observed. As the obtained linear magnetoconductance signature is in good agreement with the experiments on long samples, we take it as a piece of evidence for the existence of metallic
patches in these systems. However, we find it unlikely that these metallic regions in the
experiments are due to extremely strong bulk disorder, the reason for this being that
this would also lead to bulk conduction which is not observed in current experiments.

Our theory seems to yield good qualitative agreement with the relative change of the
conductance due to the magnetic field for long samples if one assumes the existence of
charge puddles close to the edge, for which there is also some experimental evidence, or
equally if one assumes strong disorder which is limited to the edges of the sample. The
fact that small samples are seen to be robust to the application of magnetic fields can
then be attributed to the fact that they are short enough not to contain any puddles,
while this is practically impossible for large samples, given that the puddles naturally
appear in some density in the quantum well.

The quantitative comparison of the experimental results to our theory, which aimed at
the extraction of information about, e.g., the size or the distribution of puddles, turned
out to be very difficult. Even though our numerical calculations show a certain parameter
regime, in which a universal CUE behavior is observed for a single puddle, we could not
conclusively determine whether the puddle distribution in the experimental samples can
be assumed to lie in this parameter regime. This was mainly because of the unknown
strength of the zero-field backscattering of a single puddle. Outside of this CUE regime,
the total transmission strongly depends on the detailed disorder configuration. Here,
experimental data of the conductance is certainly not sufficient and additional input
from complementary measurements would be necessary. Experiments that use scanning
gate probes [138] or microwave microscopy imaging [110] are probably a good start in
this direction.

Of course, it is also very important to find a convincing explanation for the observed
backscattering at zero magnetic field, which cannot be explained by the presented elastic
fully coherent transport theory of this chapter. This is still one of the big open problems
in this area and we will study one of the proposed zero-field backscattering mechanisms
in Chapter 4 of this thesis. However, as we will see, this will not lead to a fully convincing
explanation either, at least given the currently available experimental data. So, many
of the results from this chapter should be taken with a grain of salt, in the sense that
it is not fully clear to which extent the employed models are a good description of the
current experimental samples.

Also due to this uncertainty, we would like to emphasize that we find it highly important
to conduct experiments on artificial puddles, in which many of the predictions could
be checked more thoroughly. For this, it would certainly be desirable to start from a
puddle-free quantum well, something that seems to be only possible for small samples
(in which then also the quantized conductance is observed).

At last, we should mention that—even though the disorder in the current experimental
samples is probably too weak to be close to the phase transition as this would come
along with bulk conductance—one may think about artificially increasing it, e.g., by
ion-beam irradiation. In this way, the phase transition could be used to pattern devices
and control the intended current paths as an alternative to the currently used etching
techniques.
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3.A Appendix

3.A.1 The influence of the lattice discretization on the effective disorder strength

In this section, we discuss the role of the discretization that is used to map the continuum effective Hamiltonian to a lattice model in the numerical calculations. This discussion will be mainly centered around the influence of the discretization on the effective disorder strength of the employed on-site (Anderson) disorder.

In our case, the numerical discretization is done by applying a finite-differences scheme to the derivatives in the Hamiltonian. As we are interested in the results for the continuum model, we need to make sure that the lattice constant is chosen small enough to obtain converged results for the continuum limit. For this convergence, a choice of $a = 5\,\text{nm}$ is generally considered to be sufficient. When studying a system with Anderson disorder, however, one should keep in mind that a change of the discretization comes with a rescaling of the disorder strength as we will discuss in the following. In Fig. 3.13(a), we show calculations of the simple ribbon geometry, which is shown in Fig. 3.1(a), for different choices of the discretization $a$ and for different magnetic fields. The plotted data for $a = 5\,\text{nm}$ is the same as the one in Fig. 3.2(a). We notice that the general behavior of the system does not change very much with a different discretization, however, the size of the discretization seems to effectively rescale the disorder-strength axis. This has to do with the fact that the discretization length is effectively also the correlation length of the disorder potential when considering on-site disorder. The correlation length, however, has an influence on the mean free path, i.e., on the effective strength of the disorder. For the electron gas, it is known that the mean free path $l$ depends quadratically on the disorder correlation length \[148\] and on the disorder amplitude, $l \propto W^2 a^2$. To compare whether this relation explains the rescaling in our setup, we replotted the numerical data for the transmission from Fig. 3.13(a) as a function of the quantity $Wa$ in Fig. 3.13(b). In this way, we indeed find an acceptable agreement between the curves, showing that $Wa$ is a consistent measure of the effective disorder strength also for our scenario. The agreement is not perfect especially in the case of an applied magnetic field, which might have to do with the fact that the scenario that we study does not simply depend on the mean free path, which is derived in the weak disorder limit, but is also strongly influenced by the detailed phase diagram of the quantum-well material. The phase transition, which generally occurs at strong disorder, may show different scaling properties and is definitely known to also depend on the correlation length of the disorder \[149\], which is directly related to the lattice constant in the case of on-site disorder. This in turn changes the disorder strength at which we expect the insulator-to-metal transition and the connected increased effect of the magnetic field. For the qualitative treatment of disorder in this chapter, however, we are satisfied with the agreement of Fig. 3.13(b) and conclude that a change of the discretization of the Hamiltonian can be compensated by an associated rescaling of the disorder strength. With this knowledge, we would like to emphasize that, even though it is sometimes done \[114,119\], we believe that it is not meaningful to compare the amplitude of the disorder $W$ at which some critical phenomena occur (e.g.,
Figure 3.13: (a) shows disorder-averaged transmissions as a function of the disorder strength calculated for the ribbon setup sketched in Fig. 3.1(a) with the same geometry and the same parameters as used in the calculation of Fig. 3.2(b) for different choices of the numerical discretization constant $a$, which is used to map the continuum effective model to a lattice. As in Fig. 3.2(b), the calculations are performed for different choices of the perpendicular magnetic field (full: $B = 0$ T, dashed: $B = 0.01$ T, and dash-dotted: $B = 0.05$ T), where the color indicates the chosen discretization (blue: $a = 5$ nm, orange: $a = 4$ nm, and red: $a = 2.5$ nm). (b) shows the same data plotted as a function of $W a$.

A phase transition) with other energy scales of the problem, like the bulk band gap. This is so because the effective disorder strength is influenced by the discretization $a$, which is usually arbitrarily chosen. To interpret the disorder amplitude on its own right, one should choose a spatially-correlated disorder potential for which the disorder correlation length is realistically chosen. In our treatment, however, we do not attempt to interpret the amplitude as an energy scale and we use it simply as a knob to tune the disorder strength. Also, we make sure that the phase diagram we compare to, cf. Fig. 3.3, was calculated for the same choice of $a$, such that we can directly compare the amplitudes. In general, however, one has to be careful when comparing disorder strengths for on-site disorder across publications if a different lattice discretization was used.
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Figure 3.14: The figure shows the influence of the inclusion of Zeeman terms. (a) contains disorder-averaged results for the calculation in a simple ribbon geometry as sketched in Fig. 3.1(a). In addition to the data from Fig. 3.2(a), displayed as blue lines, results of calculations with Zeeman terms are shown. The different line styles indicate different values of the magnetic field. (b) shows the influence of Zeeman terms on the band structure, where the field strength was set to $B = 0.05 \text{T}$ and orbital terms were neglected. The difference to the calculation without magnetic field is only visible in a very close zoom as shown in the inset. The gray dashed line indicates the Fermi energy at which the calculations of this chapter are performed.

3.A.2 The influence of Zeeman terms

In this section, we study the influence of Zeeman terms on the results for the ribbon geometry, which was studied in Section 3.2 and is shown in Fig. 3.1(a). We show that their inclusion does not lead to a qualitative change of the results. Using Zeeman terms [Eq. (2.24)] of realistic strengths, which have been derived from $k \cdot p$ calculations [84], and for which the parameters are given in Table 2.2, we find very similar results in terms of the transport properties of the ribbon, as shown in Fig. 3.14(a) as red lines. The blue lines show the data from Fig. 3.2(a) for comparison, i.e., the calculations without Zeeman terms. Even though the Zeeman coupling also explicitly breaks TR symmetry and may therefore contribute to backscattering, it seems that this effect is almost negligible compared to the effects of the orbital magnetic field, at least up to the magnetic fields that we consider. Importantly, it does not lead to backscattering as long as the disorder is weak, in line with the main conclusions drawn in Section 3.2.

Also, when considering the influence of Zeeman coupling on the band structure of a ribbon that is subjected to magnetic field, one only finds a tiny effect as demonstrated in Fig. 3.14(b). In this plot, orbital terms are set to zero and only the effect of Zeeman terms at $B = 0.05 \text{T}$ is shown. There is almost no visible difference. Only in the inset that shows the situation close to the “edge-state Dirac point”, we see that the splitting of the edge bands, which is inherently present due to spin-orbit coupling, is slightly increased. We also observe an extremely tiny gap. However, this is not due to the Zeeman terms but due to the finite-width hybridization ($L_y = 500 \text{ nm}$) of neighboring edges in the ribbon geometry [86] and can therefore also be observed in the calculation without magnetic field. At least up to the fields that we consider, we think that it is safe to neglect the Zeeman terms, which we did in all other calculations of this chapter.
3.A.3 The influence of Rashba spin-orbit coupling and correlated disorder

Rashba spin-orbit coupling, i.e., the effect of structure-inversion asymmetry, may arise in the 2d quantum wells due to electric fields, which may, for example, build up due to the formation of depletion layers at interfaces, due to trapped charges at the gate interface, or due to the voltages applied on external gates. Even though it is known from $k \cdot p$ calculations how to include this effect in the Hamiltonian [82], cf. Eq. (2.23) and the coefficient $\mathcal{R}$ in Table 2.2, one needs at least an estimate of the strength of the electric field $E_z$, which is not at all easy to find. Therefore, we chose to check the influence of a rather strong constant field of $E_z = 10^7 \text{V/m}$, the effect of which is shown in Fig. 3.15(a).

We see that the qualitative behavior remains unchanged, e.g., we still do not observe backscattering in the low-disorder regime. However, the backscattering around the phase transition is increased, the difference being particularly pronounced when comparing the calculations without magnetic field. As we know that the presence of spin-orbit coupling terms enlarges the metallic region which separates the two insulating phases, this behavior is understandable.

Current experiments often try to keep the influence of Rashba spin-orbit coupling as small as possible by carefully building a symmetric quantum well, which should at least minimize internal electric fields. This, and the lack of specific information on the magnitude of the electric field in the experimental samples led us to the decision not to include any Rashba spin-orbit coupling in the other calculations shown in this chapter. Of course, one should keep in mind that at least a weak electric field is still likely to be present due to the application of external gate voltages, which are used to tune the Fermi energy into the gap.

In addition to external gate voltages, we usually also assume the existence of disorder
in the quantum well, which in the experiment is believed to be mainly due to trapped charges at the gate-insulator interface. Those charges create an inhomogeneous potential landscape in the quantum well, which is screened in the 2d plane but may give rise to static fields perpendicular to the conducting layer, which are position-dependent and connected to the local disorder potential. We also checked the influence of such a scenario with position-dependent Rashba terms. For this, we changed our disorder model from on-site (Anderson) to spatially-correlated disorder with a Gaussian profile,

\[ \langle V(x)V(x + r) \rangle \propto \exp \left( -\frac{r^2}{2\sigma^2} \right), \quad (3.20) \]

to obtain a more realistic smooth variation of the Rashba field. We practically implement the construction of such a potential landscape by adding up Gaussian functions with

\[ V(x) = \sum_{x'} v_{x'} \exp \left( -\frac{|x - x'|^2}{2\sigma^2} \right), \quad (3.21) \]

where the sum in \( x' \) runs over every grid point. The \( v_{x'} \) are drawn from a box distribution \([-W, W]\). This leads to a variance of the on-site potential of

\[ \langle V^2(x) \rangle = \frac{W^2}{3} \sum_{x'} \exp \left( -\frac{|x'|^2}{\sigma^2} \right), \quad (3.22) \]

where the sum can be evaluated for our square lattice to yield

\[ \sum_{x'} \exp \left( -\frac{|x'|^2}{\sigma^2} \right) = \sum_{n,m=-\infty}^{\infty} \exp \left( -\frac{a^2}{\sigma^2} (n^2 + m^2) \right) \]
\[ = \left( \sum_{n=-\infty}^{\infty} \exp \left( -\frac{a^2}{\sigma^2} n^2 \right) \right)^2 \]
\[ = \left[ \theta_3 \left( 0, e^{-\frac{a^2}{\sigma^2}} \right) \right]^2, \quad (3.23) \]

with \( a \) being the lattice constant and \( \theta_3(z, q) \) being the Jacobi theta function (see §20.2.3 in [150]). For large \( \sigma \), or equally for small \( a \), one may use the following approximation of the theta function:

\[ \theta_3 \left( 0, e^{-\frac{a^2}{\sigma^2}} \right) \approx \frac{\sqrt{\pi \sigma}}{a}. \quad (3.26) \]

The result for the variance using the correlated disorder, Eq. (3.22), should be compared to the variance of on-site disorder drawn from a box distribution \([-W, W]\), which we otherwise used in this chapter, which yields

\[ \langle V^2(x) \rangle = \frac{W^2}{3}. \]
Thus, at the same choice of $W$, the two mean variances of the potential differ by a factor that is given by Eq. (3.25). To make the results of the calculations with different disorder models comparable, we present the results for the spatially-correlated disorder as a function of a rescaled disorder strength

$$W_{\text{eff}} = W \theta_5 \left( 0, e^{-\frac{x^2}{\sigma^2}} \right) \approx W \frac{\sqrt{2\pi} \sigma}{a},$$

(3.27)

which would be the corresponding disorder strength for on-site disorder that yields the same potential variance. A similar definition for an effective disorder strength was also used in Ref. [149]. For our choice of the correlation length $\sigma = 30 \text{ nm}$ and the lattice constant $a = 5 \text{ nm}$, this numerical factor amounts to $W_{\text{eff}} \approx 10.6 \times W$.

Disorder-averaged results with correlated disorder but without any Rashba spin-orbit coupling are shown in Fig. 3.15(b) as black lines. As we already anticipated from the study of the influence of the lattice discretization on the effect of the disorder, cf. Section 3.A.1, the correlation length increases the effective disorder strength. This explains why we observe backscattering already at lower values of $W_{\text{eff}}$ compared to the calculation with on-site disorder, e.g., Fig. 3.15(a). Otherwise, the behavior looks similar: There is no backscattering below a critical disorder threshold, above which we very soon see backscattering already at zero field due to the onset of the phase transition. The main difference is seen in the strong disorder limit, where we observe a much slower decay of the transmission in the case of spatially-correlated disorder. Thus, the phase transition is smeared out a lot more. This is also understandable as finite-size effects due to our comparably narrow ribbon width will be particularly strong for correlated disorder. Here, more detailed calculations with finite-size scaling would be necessary to pinpoint the exact position of the phase boundary.

In the calculation shown as violet lines in Fig. 3.15(b), we also included Rashba spin-orbit coupling, which we chose to be proportional to the local electrostatic potential, thus,

$$\mathcal{R}(x) = F V(x).$$

(3.28)

Here, $\mathcal{R}$ enters the Hamiltonian as in Eq. (2.23) and the proportionality constant $F$ is set to the numerical value $F = 200 \text{ nm}$. In this way, a local electrostatic potential energy of $V = 75 \text{ meV}$, which is in the range of the investigated effective disorder amplitudes, yields the same Rashba strength as the high field $E_z = 10^7 \text{ V/m}$ which we considered in the last paragraph. Probably, this is an overestimation of the internal electric fields that arise from disorder. Since we can see that the effect on the transport results is almost negligible, we decided not to include such a Rashba disorder in the other calculations of the chapter.
Chapter 4

2d-TI edge-state backscattering by dephasing in charge puddles

4.1 Temperature-independent backscattering at TI edges

As we outlined in Section 2.2.4, there are simple symmetry arguments which guarantee a protection from elastic backscattering for the edge states of a 2d TI. It is this protection that should prevent their localization, and that together with their full spin-momentum locking, cf. Section 2.3.2, makes them highly attractive for (spin-)electronic applications. However, the so far realized 2d TIs turned out not to behave as sought as they show inherent length-dependent backscattering for device lengths exceeding roughly one micrometer. The mechanism that causes this is yet completely unknown. The intuitive expectation that inelastic processes are behind the backscattering seems ruled out by the experimental observation that the backscattering is very independent of the temperature in an astonishingly large temperature range and one would clearly expect inelastic processes to be strongly temperature dependent. For example, for the InAs/GaSb quantum-well system, combined data from different experiments suggest no change in edge conductance for the temperature range from 20 mK to 30 K [19, 151], covering 3 orders of magnitude! Comparable results were obtained for the HgTe/CdTe material system [17, 136, 139, 152].

For the field of research on 2d TIs, it is very important to explain this behavior. Especially the question whether the backscattering is a peculiarity of the state-of-the-art realizations of 2d TIs is crucial. If this was the case, backscattering could be eliminated by a different design, and an understanding of the backscattering mechanism might show ways to achieve that. Yet, it is in principle also possible that the observed backscattering is an inherent property of all 2d TIs and that the naive elastic single-particle description discussed in Section 2.2.4 will never apply in realistic systems, e.g., due to the fact that the one-dimensional character of the edge states always entails very strong interactions or due to a mechanism that nobody has thought of so far.

An explanation is also important from another perspective: So far, the experimental
evidence from which one concludes that HgTe/CdTe and also InAs/GaSb heterostructures are 2d TIs is the fact that they are edge conductors, which has by now been convincingly shown by many complementary experimental techniques, e.g., by non-local transport measurements [19,139,140] or by scanning-squid [136,151] and microwave-impedance microscopy [110]. However, this alone does not demonstrate the topological origin of these edge states and it is (at least in principle) possible that these edge states are of non-topological origin. Such “trivial” edge states could arise due to surface band bending or could even be introduced by charge redistribution in the patterning process. As we are dealing with a material made from heavy elements, also a spin polarization of such edge states would not be surprising. The main argument why those should be of topological origin is the observation that they appear above a critical thickness of the quantum well at which one also theoretically expects a phase transition to a 2d TI from \( k \cdot p \) calculations. This observation is undoubtably a strong piece of evidence for their topological nature. On the other hand, the temperature-independent resistance which increases with the length of the edge would be perfectly understandable for topologically trivial edge states, while it so far remains a complete mystery for the 2d-TI edge states. Also, there are recent measurements which show the existence of edge-state transport in HgTe/CdTe [110] and InAs/GaSb quantum wells [19] at magnetic fields far beyond what would be understandable from \( k \cdot p \) calculations. Moreover, other experiments observe edge transport also in parameter regimes in which the system is expected to be topologically trivial [153,154]. All of these observations could be seen as an argument against the topological interpretation. So, as long as one cannot pinpoint a mechanism that (quantitatively!) is able to explain the backscattering, including the temperature dependence, there should at least be a small bit of doubt about the interpretation that 2d TIs have indeed been observed.

From the theory side, there are already a handful of studies which try to explain the backscattering of the topological edge states. Some of them involve magnetic impurities which break TR symmetry and therefore also allow for an elastic backscattering even at zero temperature [155–157]. However, the concentration of magnetic impurities in the experimental samples is so far believed to be too low to account for the measured backscattering. Other studies consider the effect of backscattering due to the hyperfine interaction with nuclear spins [158] or due to the inelastic backscattering caused by a phonon bath [159], which is—at least at the lowest temperatures—also believed to be irrelevant for the experimental samples. A promising candidate for backscattering is Coulomb backscattering from other carriers on the edge [87,88,160–165], sometimes also in the presence of inhomogeneous Rashba fields. However, these mechanisms typically lead to a power-law temperature dependence of the conductance, which seems incompatible with the experimental results as discussed above. A more promising temperature dependence is obtained from models which consider charged puddles close to the edge that form a quantum dot [141,142], exactly like the charge puddles that we considered in Chapter 3. Such scenarios predict a logarithmic dependence of the conductance on temperature in some parameter regimes. However, also this relatively weak dependence could so far not be found in experiments. In addition, there is also a discussion that brings up spontaneous time-reversal breaking by means of an exciton condensate, which may cause backscattering [166]. But also in this case, the predicted critical temperature (\( T_c \approx 10 \text{K} \))
seems to be too low to explain the observed temperature independence.

A completely different approach is taken by other studies that also consider inelastic mechanisms but without holding them directly responsible for the backscattering [140,167]. Instead, inelastic processes are just included as a source of decoherence which disturbs the phase evolution of the wave function. This now also lifts the protection from backscattering, which subsequently occurs due to elastic processes. As the elastic processes are then mainly responsible for the backscattering strength, this may explain the temperature independence in a certain regime in which the decoherence is “sufficiently fast”. Even though it could be shown in a “proof-of-principle” fashion that this is a conceivable mechanism that would lead to backscattering, the treatment remained rather qualitative as the numerical calculations implemented dephasing ad-hoc by adding virtual leads [167] or by assigning imaginary self energies to some grid points in the calculation [140]. In this way, there was no access to the important question of the relevant time scale corresponding to the “sufficiently fast” limit and whether this limit is quantitatively reached in current experiments.

The purpose of this chapter is to investigate this mechanism, i.e., the influence of dephasing on the backscattering on 2d-TI edge states with a numerical setup that is capable of extracting the relevant time scales and allowing for a quantitative comparison to experiments. We do not attempt to microscopically model the mechanism that is responsible for the dephasing. Instead, we include dephasing as an extrinsic effect which is associated with a time scale, the dephasing time, which enters our model as an external parameter. In this way, our description is not restricted to one specific decoherence process but applies more generally to a wide class of possible mechanisms.

We start by explaining what we mean by dephasing and why it can only lead to backscattering on the edge of a 2d TI if there is a charge puddle close to the edge of the sample. From there, we go on by calculating dwell times of electrons in such charge puddles and use these to estimate the influence of dephasing on the basis of a model. Later, we develop a new scheme to explicitly include the dephasing process in wave-packet evolution algorithms and verify that this leads to results that are consistent with the model calculation. In the end, we try to relate these results to current experimental data and discuss whether this mechanism can explain the experimentally observed temperature-independent backscattering.

4.2 Backscattering by dephasing

In this work, we will use the terms dephasing and decoherence synonymously and we let them subsume all processes which break the unitary time evolution of the conduction electrons. It is natural to assume the existence of such processes in a solid because the conduction electrons usually have to be regarded as an open quantum system, which is coupled to an environment of other quantum systems, e.g., other carriers, phonons, or trapped charges. In this way, the system may exchange energy and “information” with the environment. Therefore, it is reasonable to change the fully coherent single-particle wave function picture to a density-matrix description in which such incoherent processes can be accounted for. How the dephasing affects the density matrix can be studied by the
theory of einselection (environment-induced superselection) [168, 169]. It was found that the dephasing effect of the environment can be understood as continuous measurements performed on the system with a time-constant \( \tau_\phi \), which we call the dephasing time. Those measurements will lead to an asymptotic decay of the off-diagonal components of the reduced density matrix of the system \( \rho_s \) on the time scale of \( \tau_\phi \), i.e.,

\[
\rho_s(t_0) = \begin{pmatrix}
a_{11} & a_{12} & a_{13} & \cdots \\
a_{21} & a_{22} & a_{23} & \cdots \\
a_{31} & a_{32} & a_{33} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix} \rightarrow \rho_s(t_0 + \tau_\phi) = \begin{pmatrix}
a_{11} & 0 & 0 & \cdots \\
0 & a_{22} & 0 & \cdots \\
0 & 0 & a_{33} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
\]

The basis in which this decay occurs, i.e., the basis representation implicitly used in Eq. (4.1), is called the pointer basis [170]. It describes the observable that is continuously monitored by the environment and, in general, it strongly depends on the system under consideration, the environment, and the coupling between the two. The determination of the pointer basis for a general environment is still a largely unsolved problem. However, there are a few special cases in which one can say more and we will discuss them in Section 4.4.1, where the pointer basis will play an important role for the explicit inclusion of dephasing in the dynamical calculations. Until then, we just record the fact that the measurements by the environment project the density matrix on eigenstates of observables that are effectively measured by the environment and lead to vanishing interferences between pointer states.

For the special scenario of edge transport along edges of a 2d TI, this mechanism already has an important consequence. As all systems which could be candidates for the dephasing mechanism (e.g., carrier electrons or phonons) are not expected to be magnetically ordered, it seems safe to assume that the measurements performed by the environment will not project the spin degree of freedom, i.e., the dephasing does not flip the spin. In regions of the sample where the complete spin-momentum locking is intact, e.g., along clean or moderately disordered edges, this implies that dephasing cannot lead to backscattering as this would require a full spin flip. This no longer holds for a charge puddle close to the edge in which the local Fermi energy lies in the bulk band allowing for the existence of many densely spaced levels which are strongly spin mixed due to spin-orbit coupling. This makes an incoming electron wave packet lose its spin polarization very quickly as depicted in Fig. 4.1, which shows actual snapshots from the calculations performed in Section 4.3.1. In fact, the time required for the spin relaxation in the puddle \( \tau_s \) is so small (\( \approx 100 \) ns) that it can be safely assumed to occur instantaneously for the model treatment presented in Section 4.3.2. Once the spin is mixed, even dephasing that preserves the spin will lead to backscattering. In this way, it is understandable that the total backscattering strength due to the combined effect of dephasing and elastic backscattering is governed by an interplay of the dephasing time \( \tau_\phi \) and the dwell time of the electrons in the puddle \( \tau_d \). If \( \tau_d \) is small compared to \( \tau_\phi \), the resulting backscattering from a single puddle will be small because most of the density will leave the puddle before being affected by the dephasing. In the opposite limit, all electrons entering the puddle will completely lose their phase memory meaning that they will eventually exit the puddle in a completely random direction.
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4.3.1 Dwell-time calculations

According to the considerations above, the relation between the dwell time in the puddle and the dephasing time is decisive for the amount of backscattering along the edge. Hence, to estimate whether dephasing can explain the observed temperature-independent backscattering, we proceed as follows:

1. We calculate the dwell time in a charge puddle as a function of the puddle size.

2. For given puddles (and, thus, corresponding dwell times), we then use a model to calculate the backscattering (and thereby the transmission) as a function of the dephasing time (in Section 4.3.2).

The obtained dependence of the transmission on $\tau_d$ (i.e., the puddle size) and on $\tau_\phi$ allows to extract a range of parameters for $\tau_d$ and $\tau_\phi$, in which dephasing would explain the observed temperature-independent backscattering. In how far such an explanation would be realistic can then be determined by comparison of these parameters with measured data for the puddle size and the dephasing time.

For the calculation of the dwell time, we use a different numerical method than the one applied in Chapter 3. Instead of calculating static transport properties, we directly study the time evolution of wave packets and thereby obtain the full time dependence of quantum transport. This was achieved in a joint research project with Viktor Krückl who performed the numerical calculations of the time-dependent probability densities presented in this chapter using a program which he himself developed. The employed algorithm is explicitly integrating the time-dependent Schrödinger equation in a very efficient way by evaluating momentum operators in Fourier space and expanding the
Figure 4.2: The figure shows a sketch of the calculation setup used to calculate the dwell time of an electron in a charge puddle close to the edge of a 2d TI. A fully spin-polarized edge-state electron wave packet starts at $t = 0$ close to the puddle. The puddle is defined by an electrostatic potential $V_G = 40\,\text{meV}$, which creates a local hole-conducting region. It is semi-stadium shaped with a height such that the area is given by $L^2$, i.e., $H = \left(\frac{3}{2} - \frac{\pi}{8}\right)L$. The upper edge is subject to mild shape disorder. The target quantity which is calculated is the time-dependent density in the puddle $\rho(t)$. Because of TR symmetry, all electron density eventually exits the puddle to the right.

Using a setup as sketched in Fig. 4.2, we calculate the time evolution of a wave packet that is starting at $t = 0$ on the edge of a 2d TI and, in the course of time, approaches a puddle which is situated at the edge. As in the previous chapter, the BHZ Hamiltonian, Eq. (2.17), with material parameters for HgTe/CdTe quantum wells is used, cf. Table 2.2, including only the spin-orbit coupling due to bulk inversion asymmetry, $\Delta$, cf. Eq. (2.22). This Hamiltonian is discretized with a lattice constant of $a = 7\,\text{nm}$. The initial wave packet has a width of 90 nm, containing energies which roughly span the gap of the 2d TI. The puddle is chosen to be semi-stadium shaped and is defined by a local electrostatic potential of $V_G = 40\,\text{meV}$, which creates a hole-conducting region. The upper edge of the puddle is subjected to a smooth boundary disorder with an amplitude of 20 nm and electrostatic disorder with an amplitude of 5 meV is added in the puddle to add some degree of self averaging to the dynamics. In this way, a small number of impurity configurations is already enough to reach convergence.

The central observable which is extracted from the calculations is the time-dependent probability density $\rho(t)$ for finding an electron in the puddle. Impurity-averaged results over 100 disorder configurations for such calculations of $\rho(t)$ with different puddle sizes are shown in Fig. 4.3, with $\rho(t)$ being normalized to the total probability density of the incoming wave packet. The behavior for short times, displayed in Fig. 4.3(a), shows that the wave packet enters the puddle in a time window of approximately 1 ps, which is signaled by a steep rise in density. After about another picosecond, there is a small fraction of the density, $2\,\text{–}\,12\%$ (depending on the puddle size), that exits the puddle after traversing it ballistically, i.e., after $0.2\,\text{–}\,0.8\,\text{ps}$. However, the major part of the density remains in the puddle and decays to a good approximation linearly (see fits by black dashed lines) for a longer period of time as can be also seen in the plot of $\rho(t)$ in Fig. 4.3(b), which shows a larger time window. The slopes determined from the linear fits are displayed in Fig. 4.3(c) as a function of the puddle size, where one notes that the
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Figure 4.3: Time-dependent probability density $\rho(t)$ to find the electron in a puddle of length $L$ which is approached by a wave packet starting close to the puddle at $t = 0$, see Fig. 4.2 for the detailed setup. (a) shows $\rho(t)$ for short times in which the steep rise signals the entry of the wave packet into the puddle. (b) shows $\rho(t)$ for longer times illustrating the linear decay (fitted by dashed lines) for intermediate times. (c) shows the time constants for the linear decay $\tau_{\text{lin}}$ extracted from the fits. (d) shows the current exiting the puddle [negative derivative of $\rho(t)$]. The initial plateau corresponding to the linear decay turns over to a power law which is approximately given by $t^{-3.5}$ for long times. Adapted from [22].
linear decay time $\tau_{\text{lin}}$, i.e., the time after which the puddle empties completely assuming a steady linear decay, roughly scales like $\propto L^{1.82}$.

Due to the forbidden backscattering on the edge, the maximal density in the puddle ranges close to one for the larger puddles, meaning that almost all the incoming electron flux is coupled into the puddle. When the density in the puddle drops below $\approx 0.5$, the time dependence of $\rho(t)$ turns over into a power law. To make this more visible, Fig. 4.3(d) shows a plot of the negative time derivative of the density, i.e., the outflow from the puddle, in a log-log plot. The linear density decay is clearly seen as an initial plateau of the outflow with additional oscillations which can possibly be related to ballistic orbits in the puddle. This is then followed by a power-law decay, which is well described by a $t^{-3.5}$ dependence for puddles larger than 200 nm, which implies a $t^{-3.5}$ dependence for the density decay. Fits using this exponent are shown as black dashed lines. For a puddle size of 100 nm, the best-fitting power seems to be a bit smaller, closer to $t^{-3.5}$, i.e., $\rho(t) \propto t^{-2.5}$. Power-law decays of the density are expected for quantum-dot systems [171] and comparable curve shapes (with an initial linear decay and a subsequent power-law decay) have already been observed in wave-packet transport calculations on other mesoscopic billiard systems [172].

4.3.2 Backscattering in the limit of strong dephasing events

Using the data obtained in the previous section, we are now in a position to estimate the effect of dephasing on the transport properties of charge puddles by means of a simple model, which is based on a few assumptions:

1. The dephasing process is assumed to be a discrete process which happens instantaneously at event times $t_n$. The dephasing events are assumed to be fully uncorrelated and the probability distribution of the mean time between two events is described by an exponential distribution (Poisson process),

$$p(t_n - t_{n-1}) = \frac{1}{\tau_\phi} e^{-(t_n - t_{n-1})/\tau_\phi}, \quad (4.2)$$

with time constant $\tau_\phi$.

2. The dephasing is assumed to be spin-conserving. As already discussed in Section 4.2, this has the important consequence that only the dephasing events which occur while the electron is in the puddle can eventually lead to backscattering. The spin mixing due to spin-orbit scattering in the puddle is assumed to be instantaneous, which is quite well fulfilled for the puddles that we consider ($\tau_s \approx 100$ ns).

3. Each dephasing event is assumed to lead to full phase-coherence loss. For the puddle sizes that we consider, the scattering in the puddle is ergodic to a good approximation. Therefore, a full dephasing, i.e., a full memory loss of the electron, implies that the density which is in the puddle at the time of the event will exit the puddle in a random direction in the course of the subsequent dynamics.
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On the basis of these assumptions and the numerically calculated time-dependent density in the puddle, $\rho(t)$, we can calculate the expected average reflection due to dephasing. For this, we also make use of the fact that the obtained $\rho(t)$ curves are piecewise monotonous and naturally consist of two time domains: a (short) monotonous rise of the density followed by a (long) monotonous decay. The total probability of reflection for a given time constant of the dephasing events $\tau_\phi$ can then be calculated from the numerically obtained $\rho(t)$ by the following formula:

$$R(\tau_\phi) = \frac{1}{2\tau_\phi} \left[ \int_{-\infty}^{t_{\text{max}}} dt_1 \rho(t_1)e^{-\frac{t_{\text{max}}-t_1}{\tau_\phi}} + \int_{t_{\text{max}}}^{\infty} dt_2 \rho(t_2)e^{-\frac{t_2-t_{\text{max}}}{\tau_\phi}} \right] - \frac{1}{\tau_\phi^2 \rho_{\text{max}}} \int_{-\infty}^{t_{\text{max}}} dt_1 \int_{t_{\text{max}}}^{\infty} dt_2 \rho(t_1)\rho(t_2)e^{-\frac{t_2-t_1}{\tau_\phi}},$$

(4.3)

with $t_{\text{max}}$ being the time at which $\rho(t)$ reaches its maximum $\rho_{\text{max}}$. The equation consists of three terms on the right-hand side, the first two of which describe the backscattering in the time domain of the rise and the decay respectively, as well as a third term which accounts for the double counting. The formula is best understood by first just considering the second term which accounts for the backscattering due to events during the monotonous decay of $\rho(t)$, at times $t_2 > t_{\text{max}}$. Because each event leads to full dephasing, the first event in this time window will fully determine the backscattered fraction (which is given by half the density in the puddle at the time of the event). All subsequent events will not lead to more backscattering as the dynamics in the puddle has already been fully randomized by the first event. The backscattered fraction can therefore simply be calculated as half the expectation value of the density in the puddle with the probability density given by the exponential distribution, which describes the probability for the occurrence of the first event after the maximum of the density is reached. This is exactly the second term on the right-hand side of Eq. (4.3). The first term in this equation can be understood in a similar fashion by considering the time domain of the monotonous rise of $\rho(t)$. Here, one can reverse the previous argument and only consider the last event in this time domain, which will determine the amount of backscattered density in this domain. The last term in Eq. (4.3) accounts for the double counting if one allows events both in the time window of the rise and of the decay.

For the special curve shape obtained for $\rho(t)$, which consists of a very steep rise and a decay which can be well approximated to be linear in the initial time window of the decay,

$$\rho(t) \approx \theta(t - t_{\text{max}})\rho_{\text{max}} \left( 1 - \frac{t - t_{\text{max}}}{\tau_{\text{lin}}} \right),$$

(4.4)

one can even analytically integrate Eq. (4.3) to yield

$$R \approx \frac{1}{2\tau_\phi} \int_{t_{\text{max}}}^{t_{\text{max}}+\tau_{\text{lin}}} dt_2 \rho_{\text{max}} \left( 1 - \frac{t_2 - t_{\text{max}}}{\tau_{\text{lin}}} \right) e^{-\frac{t_2-t_{\text{max}}}{\tau_\phi}},$$

(4.5)

$$= \frac{\rho_{\text{max}}^2}{2} \left[ \frac{\tau_\phi}{\tau_{\text{lin}}} \left( 1 - e^{-\frac{\tau_{\text{lin}}}{\tau_\phi}} \right) \right],$$

(4.6)
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Figure 4.4: Average transmission for quantum dots of different sizes at the edge of a 2d TI as a function of the dephasing time $\tau_\phi$ as extracted from the model calculation. The full lines show the evaluation of the formula which includes the full calculated shape of $\rho(t)$, Eq. (4.3), and the dotted lines use Eq. (4.6), which assumes a linear decay only. Adapted from [22].

$$T = 1 - R = 1 - \frac{\rho_{\text{max}}}{2} + \frac{\rho_{\text{max}} \tau_\phi}{2 \tau_{\text{lin}}} \left( 1 - e^{-\frac{\tau_{\text{lin}}}{\tau_\phi}} \right).$$

(4.7)

Here $\tau_{\text{lin}}$ is the constant of the linear decay, which together with $\rho_{\text{max}}$ can be extracted from linear fits to the time-dependent densities in the puddle, cf. Fig. 4.3(c).

With these formulas, we can now calculate the expected average transmission through a puddle, which is shown in Fig. 4.4. The results from the simplified formula, Eq. (4.7), which assumes a linear decay throughout (dashed lines) agrees well with the calculations using the full $\rho(t)$ curve, Eq. (4.3) (full lines). This shows that the power-law decay can be neglected in this calculation as it is exponentially suppressed in the integral. All curves show a characteristic sigmoidal shape with two asymptotic limits. For long dephasing times, we obtain full transmission which is expected from the protection from backscattering for fully coherent transport. In the limit of short dephasing times, we find a saturation of the transmission at a value close to $T = 0.5$ for the larger puddles and a value slightly above that for small puddles. This saturation stems from the fact that each electron entering the puddle will get completely randomized as long as the dephasing time is short compared to the dwell time, which makes the transmission saturate at $T = 1 - \rho_{\text{max}}/2$. For small puddles, there is always a significant fraction of electron density that ballistically bypasses the puddle which leads to $\rho_{\text{max}}$ being significantly smaller than one, i.e., to a saturation of $T$ at a value above 0.5. The value for $\rho_{\text{max}}$ which is extracted from the linear fits to the numerically computed density is slightly below the true value of $\rho_{\text{max}}$ of $\rho(t)$ [as can be seen from the plots of the fit functions in Fig. 4.3(a)], which explains why the dashed curves in Fig. 4.4, which are computed using $\rho_{\text{max}}$ from the linear fits, overestimate the saturation value of the transmission in the strong dephasing limit.

The plateau at short dephasing times in Fig. 4.4 is interesting as it might be the key to the experimentally observed temperature-independent backscattering: Even though the
dephasing time itself is expected to strongly vary with temperature (as it is likely caused by inelastic processes), the conductance will be almost independent of the dephasing time (thus temperature) if the puddle is in this strong-dephasing regime (Note the logarithmic scale used for $\tau_\phi$ in Fig. 4.4). To make a numerical example: If one considers a puddle of $500\,\text{nm}$ size (dark blue line in Fig. 4.4), the transmission of a single puddle will be almost independent of the dephasing time as long as the dephasing time is shorter than $\approx 10\,\text{ps}$. Thus, if the actual dephasing time in current experiments is below $10\,\text{ps}$ at all experimentally accessible temperatures and the puddles occurring are all larger than $500\,\text{nm}$, a temperature-independent conductance would be perfectly in line with our calculations.

Before discussing in detail if this scenario is realistic for the state-of-the-art experiments on HgTe/CdTe quantum wells, which we will do in Section 4.5, we would first like to introduce an alternative numerical technique which allows us to study the electron dynamics in the presence of dephasing.

### 4.4 Explicit numerical treatment of dephasing

#### 4.4.1 Description of the algorithm

Until now, we have treated the dephasing only on an ad-hoc model level, but we had no means to include it into the dynamical calculation. In this section, we will introduce an algorithm which allows to implement dephasing into the time evolution. It was jointly developed with Viktor Krückl who also performed the shown numerical calculations. As we discussed in Section 4.2, a full treatment of dephasing requires a time evolution of the density matrix of the system. This turns out to be prohibitively costly for the systems that we want to consider. The scheme presented in this section is therefore a workaround that allows to approximately include dephasing also in a description based on the single-particle wave-function evolution. We achieve this in a similar way as the model treatment discussed in the last section by limiting the dephasing events to discrete times, which we again take to be drawn from an exponential distribution (Poisson process) with time constant $\tau_e$. Between these events, the propagation is taken to be fully coherent. The required suppression of the interference between pointer states, which is the characteristic sign of dephasing, is implemented by representing the wave function in the “pointer basis” $\{ |\psi_n^P\rangle \}$ at the time of the event $t_1$,

$$ |\psi(t_1)\rangle = \sum_n a_n |\psi_n^P\rangle, \quad (4.8) $$

and then randomizing the phases of the coefficients to obtain the wave function for the continuing coherent evolution after the event,

$$ |\psi(t_1 + \epsilon)\rangle = \sum_n a'_n |\psi_n^P\rangle, \quad (4.9) $$

with

$$ a'_n = a_n e^{i q_n \pi}, \quad (4.10) $$
and the \( q_n \in [-Q, Q] \) randomly drawn from a box distribution. The degree of phase randomization, i.e., the strength of the dephasing is controlled by the parameter \( Q \), which can take a value from the interval \([0, 1]\), where \( Q = 1 \) corresponds to the case of instantaneous full phase randomization that was discussed in the model study discussed in the last section. In this way, this algorithm, in contrast to before, also allows us to study the scenario of “weak dephasing events” in which many events are required to achieve full phase-coherence loss. In this case, the time constant of the event \( \tau_e \) is no longer equal to the time constant of the full phase-coherence loss \( \tau_\phi \). However, as we are dealing with a simple Poisson process, one can work out the relation between the two in the following way: Imagine the effect of dephasing on a system energy eigenstate \( |\psi_E(t)\rangle \) in the hypothetical scenario that the pointer basis is also chosen as the basis of system energy eigenstates. Then the dephasing can really be viewed as pure phase randomization without any additional projection. After \( n \) dephasing events, the average autocorrelation of the state \( |\psi_E(t)\rangle \) at time \( t \) and the initial state is given by

\[
\langle \psi_E(0)|\psi_E(t)\rangle = \frac{1}{(2Q)^n} \int_{-Q}^{Q} dq_1 \cdots dq_n \exp \left( i\pi \sum_{j=1}^{n} q_j \right) e^{-iEt/\hbar}, \tag{4.11}
\]

or simply

\[
\frac{\langle \psi_E(0)|\psi_E(t)\rangle}{\langle \psi_E(0)|\psi_E(t)\rangle_{\text{coherent}}} = \frac{1}{(2Q)^n} \int_{-Q}^{Q} dq_1 \cdots dq_n \exp \left( i\pi \sum_{j=1}^{n} q_j \right) \tag{4.12}
\]

when normalizing it to the autocorrelation without any decoherence. The integrals on the right-hand side can be worked out,

\[
\int_{-Q}^{Q} dq_1 \cdots dq_n \exp \left( i\pi \sum_{j=1}^{n} q_j \right) = \frac{1}{(2Q)^n} \int_{-Q}^{Q} dq_1 \cdots dq_n \cos \left( \pi \sum_{j=1}^{n} q_j \right) = \left( \frac{1}{2Q} \int_{-Q}^{Q} dq \cos (\pi q) \right)^n = \left( \frac{\sin (\pi Q)}{\pi Q} \right)^n. \tag{4.13}
\]

Now we still need to include the probability for \( n \) events occurring in a time interval of length \( t \). This is given by the Poisson distribution,

\[
P(n) = \frac{t^n}{n!} e^{-\frac{t}{\tau_e}}. \tag{4.14}
\]

With this, we can now calculate the average normalized autocorrelation after time \( t \) as a weighted sum over the number of occurred events:

\[
\frac{\langle \psi_E(0)|\psi_E(t)\rangle}{\langle \psi_E(0)|\psi_E(t)\rangle_{\text{coherent}}} = \sum_{n=0}^{\infty} P(n) \left( \frac{\sin (\pi Q)}{\pi Q} \right)^n = \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{t \sin (\pi Q)}{\pi Q} \right)^n e^{-\frac{t}{\tau_e}} = \exp \left[ \frac{t}{\tau_e} \frac{\sin (\pi Q)}{\pi Q} - \frac{t}{\tau_e} \right]
\]
4.4 Explicit numerical treatment of dephasing

\[
= \exp \left[ -\frac{t}{\tau_e} \left( 1 - \frac{\sin (\pi Q)}{\pi Q} \right) \right] = \exp \left[ -\frac{t}{\tau_\phi} \right],
\]

(4.15)

with

\[
\tau_\phi = \frac{\pi Q}{\pi Q - \sin (\pi Q)} \cdot \tau_e,
\]

(4.16)

which is the desired relation between the time constant for the events \(\tau_e\) and the resulting dephasing time \(\tau_\phi\).

So far, we have not specified the pointer basis which is used to decompose the states as shown in Eq. (4.8). As hinted to in Section 4.2, not much is known about the form of the pointer basis in a general environment. There are, however, a few cases in which one can say more about the nature of the pointer states. In the limit where the coupling to the environment is weak, the pointer states were found to be the energy eigenstates of the system [173]. On the other hand, for a very strong coupling to the environment, as is often the case for an externally connected measurement device, the pointer states turn out to be eigenstates of the coupling Hamiltonian [170,174]. For any measurement sensitive to position, these would be the position eigenstates. Between those two extreme cases, the pointer states are generally local both in momentum as well as in position—at least when considering a local interaction with the environment, like electron-electron or electron-phonon interaction. This was also found for the example of quantum Brownian motion [175], where the pointer states were seen to be coherent states, i.e., wave packets localized in phase space. We want to describe an open system in this intermediate coupling regime, which is why we propose the following set of states, which we call local energy eigenstates,

\[
|\psi_P^n\rangle \propto \int_{t_1-\Delta t}^{t_1+\Delta t} dt \, \psi(t)e^{iE_nt/\hbar}.
\]

(4.17)

They can be understood as short-term Fourier transforms of the system wave function \(\psi(t)\) at a fixed set of energies. This may seem a strange choice at first glance, but it fulfills the above requirements: In the limit of a long time window of the Fourier transform \(\Delta t \gg 1\), \(|\psi_P^n\rangle\) becomes an exact eigenstate of the system at energy \(E_n\), i.e., the pointer basis is the one required for a system with weak coupling to the environment as discussed above. For a shorter \(\Delta t\), the state is still localized in energy to some degree, in addition, it is also localized in space because it stems from a finite propagation of the wave function, which does not allow the wave packet to extent infinitely far. Thus, we find a convenient way to generate a pointer basis, which is relatively unbiased with respect to energy or spin. It comes at the computational cost of an auxiliary wave function propagation of length \(2\Delta t\) at each dephasing event, in order to generate the pointer basis—a limitation that we can live with as the propagation algorithm is relatively efficient. However, it makes the limit of very frequent dephasing computationally demanding.

In practice, we choose a fixed set of 11 energies in the gap of the TI \(E_n = \{0\text{meV, } \pm 1.5\text{meV, } \ldots, \pm 7.5\text{meV}\}\) for which we perform the integral shown in Eq. (4.17) to obtain the pointer states from the auxiliary propagation, the length of which we choose to be \(\Delta t = 1\text{ps}\). These states are then orthonormalized in order to make them form a proper basis. As this basis is in general not complete, we allow for a small residual in
the decomposition of the wave function,

$$|\psi(t_1)\rangle = \sum_{n=1}^{11} a_n |\psi_n^P\rangle + |\Delta \psi\rangle, \quad (4.18)$$

with the subsequent phase randomization described above, cf. Eq. (4.10). An overview of the algorithm summarizing all the important steps is shown in Fig. 4.5. The dephasing implemented in this way roughly conserves the energy, the spatial extent of the probability density, and the total spin of the wave packet. In this way, it satisfies the expectations of an interaction with a non-magnetic environment. Moreover, the way it is designed, it is very general and may be applied to an arbitrary mesoscopic system.

### 4.4.2 Results for intermediate dephasing strength

We use the algorithm presented in the previous section to calculate the dynamics and the transmission for 400 nm sized puddles of different shapes as shown in the inset of Fig. 4.6(d). Different from the scenario in the model study in Section 4.3.2, we choose to study the limit of “weak dephasing events”, i.e., we set the parameter $Q$ which
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Figure 4.6: (a)–(c) show disorder-averaged results for the time-dependent probability density for finding the electron in the puddle using the numerical algorithm which includes dephasing. The calculation setup is the same as shown in Fig. 4.2. The horizontal extent of the puddle is fixed to 400 nm, but the puddle geometry is varied [different colors show results for different geometries as depicted in the inset of (d)]. The dephasing strength at each event is tuned such that \( \approx 2.75 \) events are necessary to yield full coherence loss. The dephasing time \( \tau_{\phi} \) in the figure is the time constant for full dephasing. (d) shows the resulting transmissions extracted from the numerical calculations as a function of the dephasing time as symbols. The dashed lines show fits to the data in the short dephasing time limit using Eq. (4.7). Adapted from [22].

Figure 4.6(a)–(c) show the time-dependent probability density in the puddle for such calculations which include dephasing for different choices of the dephasing time and for different puddle geometries (which are sketched in the inset). One clearly notices that dephasing speeds up the decay from the puddle. This is expected as it effectively opens up another exit channel (backscattering) for the electrons. It is also interesting to have a look at the dependence on the puddle geometry. We note that the geometries that are localized close to the edge, and which are depicted in blue and red, allow for a good coupling of the wave packet into the puddle [high maximal value of \( \rho(t) \)]. By the same token, this also comes with a faster decay of the density that couples into them. For the
puddle sketched in yellow on the other hand (also circular but further away from the edge), there is a large fraction ($\approx 20\%$) which bypasses the puddle ballistically. But, the density that couples into it decays relatively slowly, cf. Fig. 4.6(a)–(c). However, puddle dwell time and coupling to the puddle are not necessarily linked in this way as one can see by comparing the blue puddle (semi-stadium shaped) and the red (circular) puddle. The coupling to the edge of the blue puddle is similar to the coupling to the edge of the red one but the dwell time in the blue puddle is significantly shorter. This suggests that the influence of the puddle geometry and position is not universally described in terms of one parameter.

Looking at the total transmissions from this calculation setup, which are shown as symbols in Fig. 4.6(d), we find qualitatively very similar results as obtained from the model calculation in the previous section, cf. Fig. 4.4. In the limit of short dephasing times, the transmissions reported here can even be fitted using the formula that we found in the context of the model calculation assuming a linear decay, Eq. (4.7). These fits are shown as dashed lines in Fig. 4.6(d). To understand this good agreement obtained in the limit of short dephasing times, it is instructive to once again remind ourselves of the main difference between the presented numerical implementation of dephasing and the assumptions of the model calculation: the different strength of a single dephasing event. While the numerical data is calculated for a scenario in which one needs on average 2.75 events to bring about full phase loss, the model from Section 4.3.2 which is used for the fits assumes a scenario in which a single event is sufficient to lead to full dephasing. If we compare the two scenarios for the same choice of the dephasing time $\tau_\phi$, i.e., for the same product of event time constant and event strength, this means that we are effectively comparing the case of frequent but weak dephasing (numerical data: symbols) with the case of rare but strong dephasing (fits to the model: dashed lines).

With this in mind, the good agreement in the limit of strong dephasing ($\tau_\phi \ll 1$) is not surprising because with the average time for full coherence loss being short compared to the dynamics of the system, there should be no difference between “rare strong” or “frequent weak” dephasing. For long time intervals between the events, however, the two scenarios (frequent weak dephasing or rare strong dephasing) yield different results because the dephasing opens up a new decay channel for the system which in the case of frequent weak events can be at least partially opened already at an earlier time. This increases the backscattering due to dephasing in the frequent weak limit as can be nicely seen in Fig. 4.6(d), in which, the numerically calculated transmissions (frequent weak dephasing) for $\tau_\phi \geq 100 \text{ ps}$ are consistently below the dashed fit curves that use the model formula (rare strong dephasing). The influence of geometry on the puddle coupling and the dwell time in the puddle is also visible in the results for the transmission. The circular puddle that has a larger distance from the edge (yellow) shows a higher saturation value in the strong dephasing limit because of the lower coupling. At the same time, one finds that this plateau value persists up to higher dephasing times, a fact that reflects the longer dwell time in the puddle.

In conclusion, we find results that are quite consistent with the results of the previously presented model calculation, which we will subsequently discuss with respect to their applicability to experimental data.
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It is now time to discuss the results obtained from our calculations for the average transmission of a single puddle on the edge of a 2d TI, cf. Figs. 4.4 and 4.6(d), and to relate them to experimental results on HgTe/CdTe samples. As already hinted to in Section 4.3.2, it is possible that they explain the temperature-independent backscattering which is ubiquitously observed in experiments. A prerequisite for that is that the actual dephasing time in the experiments is (at all accessible temperatures) below the extracted critical time below which the transmission is independent of the dephasing time. This time depends on the experimentally relevant puddle sizes (e.g., 10 ps for 500 nm sized puddles) and also on the puddle geometry and the coupling of the puddle to the edge as we saw in the previous sections. To see if our theory quantitatively agrees, one needs knowledge about the puddle sizes and the dephasing times in the experimental samples.

At the present day, it is still not easy to experimentally determine the size and distribution of charge puddles in typical samples. Yet, plausible estimates were obtained by scanning gate measurements, which hint to the existence of local scattering centers that can be tuned by an external gate potential [138]. The mean distance between such sites has been estimated to lie on the order of 1.5 – 2 µm. The size of them is difficult to estimate as the width of the potential induced by the scanning gate is already on the order of 500 nm. However, AFM measurements presented in the same publication, Ref. [138], reveal structures with a diameter of approximately 1 µm, which are attributed to stem from the substrate, i.e., they are believed to also be present in the quantum-well layer. It is thus not so easy to say something definite, however, it seems as if potential fluctuations on the order of 100 nm – 1 µm could be realistic.

The dephasing time is a bit easier to estimate as there are magnetoconductance measurements which probe weak (anti-)localization in samples of HgTe/CdTe quantum wells that are in principle sensitive to the phase coherence length $l_\phi$ and thereby also allow estimates of the phase coherence time. From such measurements, a phase coherence time of about 70 ps has been extracted from measurements on inverted quantum wells at a temperature of 0.2 K [176]. However, this number should also be taken with a grain of salt as comparable measurements at higher temperatures ($\approx$ 1 K), at which a much shorter dephasing time is expected, yield a value for $\tau_\phi$ which ranges from 3 ps [177] to 80 ps [178]. Also, it is not clear if the underlying fitting function that is used to extract the dephasing time from the measurements, the Hikami-Larkin-Nagaoka formula [132], is appropriate to describe weak antilocalization in these systems as it has been derived for the free electron gas. Extensions of this formula have been discussed [179,180] but their validity is limited to a small range of Berry phases close to $\pi$ and they cannot in general be used for a universal fit of the measurement data. Suppose that this dephasing time is realistic, one would be able to explain the experimentally observed temperature independence of the transmission only if the puddles occurring in the experimental samples are larger or deeper than the ones considered in the simulations of this chapter, i.e., larger than 500 nm or deeper than 40 meV. In our simulations, we are restricted to this depth as we are limited to the range of validity of the BHZ Hamiltonian. However, deeper puddles would lead to longer dwell times and this would lower the temperature below which a temperature-independent backscattering could be observed.
Another factor of uncertainty is the dependence of the dephasing time on the depth of the puddles. If the dephasing in the experimental samples is due to electron-electron interaction in the two-dimensional limit, which would be compatible with the experimentally observed temperature dependence in the magnetoconductance measurements $\tau_\phi \propto 1/T$ [176,178], one would roughly expect the dephasing time to increase as

$$\tau_\phi = \frac{\hbar}{T} \frac{2\pi \hbar}{R e^2} \ln \left( \frac{\pi \hbar}{e^2 R} \right)$$

for decreasing sheet resistance $R_\square$ (i.e., increasing puddle depth) [181]. However, experimentally, one so far obtained controversial results on the dependence of the dephasing time on the electron density for HgTe/CdTe quantum-well samples, supporting [176] or contradicting [178] the theoretical predictions. It is therefore not so clear what to expect for the dependence of the dephasing time on the puddle depth.

Given these limitations, we suggest a control experiment in which a puddle is artificially created by means of an external gate, ideally in a sample which is free of puddles to start with. This could be achieved by starting with a very short edge section which is known to show the quantized conductance at low temperatures. The tuning of the external gate would then allow to steer the depth of the puddle by which one could probe the limit of small/shallow puddles for which a temperature dependence should be observable. Thereby one could also extract the dephasing time using our theory predictions and compare with the dephasing times that were extracted from magnetoconductance measurements.

Moreover, this would allow for the first time to check the validity of this mechanism as we now know in which range of parameters to look for effects. Even though it is understood that because of the mentioned loose ends, our theory may still be off by a factor of order 10, we think that our theory is quantitative enough not to deviate by many orders of magnitude. Depending on the experimental results, this may well be sufficient to make a definite statement on this mechanism. For example, suppose that one introduces a small and shallow $\approx 100$ nm sized puddle (the depth of which should be tunable by an external gate) close to the edge of a quantum-well structure. If this extra puddle does not lead to any observable temperature dependence, we would consider this mechanism to be ruled out on experimental grounds. Equally, if the introduction of a large and deeper puddle does not lead to any extra backscattering, this would also imply that the mechanism discussed here is not the correct one (and it may hint to the fact that the studied edge states are not of topological origin as discussed in the introduction to this chapter). These estimates were impossible before as it remained highly unclear how large the puddle would have to be in order to certainly cause backscattering and for which range of puddle sizes one should definitively observe a temperature dependence. Given that this mechanism is one of the last not yet excluded explanations for backscattering of 2d-TI edge states, we consider this a very important step.
Chapter 5

Heterostructures of metals and 2d TIs: emergence of perfectly conducting channels

In this thesis, we have so far studied the transport properties at 2d-TI edges, where edge usually meant termination of the lattice, i.e., the boundary of the bulk material to vacuum. Due to the topological arguments discussed in Section 2.2.2, one expects similar results for edge states arising in heterostructures with other topologically trivial insulators. In this chapter, we will study the transport properties of heterostructures with metals, i.e., systems with extended states at the Fermi energy, which are therefore not classifiable using the scheme described in Section 2.2.3. A small preview of what to expect in such a structure has already been given in the study of charge puddles close to the edge in Chapters 3 and 4. Those charge puddles can in fact be interpreted as such a heterostructure of a system with extended states (the puddle) that is bordering a region of a bulk 2d TI. We saw that such heterostructures show the peculiar transport property of being perfectly transmitting as long as TR symmetry (and phase coherence) is not broken. So far, this could be explained in terms of the symmetry properties of the states in the leads that are connected to such a charge puddle. In this section, we will see that this perfect transmission can also be viewed as a property of the states in the puddle, and that it is induced by the bordering TI.

To study the effects arising in metal/TI heterostructures, we start off by considering a simplified model that is already capable of demonstrating the important emerging feature: the presence of a perfectly conducting channel (PCC). Such a channel is induced in the metallic region and is inherently protected by the same symmetry as the underlying TI. We show that this effect can also be seen in an even more simplified picture in which the presence of the TI is modeled by an effective boundary condition on the Hamiltonian for the metallic region. Another thing that we will learn from this treatment is that the natural boundary condition choice for a metal bordering a (strong) insulator—namely that the wave function should drop to zero at the boundary—needs to be revised when considering topologically non-trivial insulators. After this introduction to the expected phenomena, we study the presence of PCCs numerically using more realistic systems,
5 Heterostructures of metals and 2d TIs: emergence of perfectly conducting channels

i.e., nanostructures made of HgTe/CdTe quantum wells and show how PCCs could be observed in experiments.

5.1 A model for 2d-TI/metal heterostructures

A minimal model that already shows the important physical effects that appear in 2d-TI/metal heterostructures is described in the following. Consider a wave-guide structure that is translationally invariant in the $x$-direction. In the $y$-direction, we assume a heterostructure composed of a finite strip of width $L$ of a conducting material (a “metal”), i.e., a system with extended states, which is bordering vacuum on one side and a semi-infinite 2d-TI plane on the other side. A sketch of this geometry is shown in Fig. 5.1(b). We base our modeling of the subsystems (the metal and the 2d TI) on the BHZ Hamiltonian, Eq. (2.17). To simplify the problem, we first neglect the effective spin-orbit coupling in the quantum well, i.e., the parameter $\Delta$, which couples the two spin blocks. Also, we neglect the parameter $D$, which is responsible for the electron-hole symmetry breaking in the Hamiltonian. In this way, the TI can simply be described by a 2x2-dimensional Hamiltonian for each spin block, which for the spin-up block is of the form,

$$H_{TI}^\uparrow = \begin{pmatrix} M - Bk^2 & Ak_+ \\ Ak_- & -M + Bk^2 \end{pmatrix},$$

(5.1)

with $k_\pm = k_x \pm i k_y$ and $k^2 = k_x^2 + k_y^2$. From the discussion in Section 2.3.1, we know that this leads to a topologically non-trivial insulator for $B \cdot M > 0$. The “metal” is modeled by a Hamiltonian that is of the same form but does not feature a gap. To achieve this, we in addition set $A = M = 0$, leaving just a parabolically dispersing free electron-hole gas,

$$H_{met} = \begin{pmatrix} -Bk^2 & 0 \\ 0 & Bk^2 \end{pmatrix}.$$  

(5.2)

In general, the parameter $B$, which determines the curvature of the bands of the metal, may have a different value in the metal and in the TI region. To simplify the calculations, we choose it to be the same in this simple model study. The band structure of a metal ribbon defined by this Hamiltonian and confined by hard-wall boundary conditions, $\psi = 0$, at the two sides is shown in Fig. 5.1(a), displaying parabolical subbands. This figure also shows the band structure of one spin block (spin up) of a semi-infinite 2d TI defined by the Hamiltonian in Eq. (5.1) (with hard-wall boundary conditions on one side). As expected, there is a clear gap in the band structure with a single linearly dispersing chiral edge state (one spin block of the topologically non-trivial BHZ model behaves effectively like an integer quantum Hall system, in this case with Chern number $C_1 = 1$).

In the next step, the two systems are brought in contact. This is modeled by replacing the hard-wall boundary condition in between the two by boundary conditions which demand continuity of the wave function $\psi(y)$ and of the flux $v_y \psi(y)$ across the interface$^1$

$^1v_y$ is the velocity operator in $y$-direction, i.e., $v_y = i[H, y]$. Note that in this and the following section,
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\[ \psi(L - \epsilon) = \psi(L + \epsilon), \tag{5.3} \]

\[ \begin{pmatrix} 2iB \partial_y & 0 \\ 0 & -2iB \partial_y \end{pmatrix} \psi(L - \epsilon) = \begin{pmatrix} 2iB \partial_y & iA \\ -iA & -2iB \partial_y \end{pmatrix} \psi(L + \epsilon). \tag{5.4} \]

This way, we obtain the following secular equation:

\[
\begin{align*}
4B^2 f_p (\lambda_2 u_1 v_2 - \lambda_1 u_2 v_1) \\
\frac{f_m \cosh(f_m L) \sinh(f_p L)}{\sinh(f_m L) \sinh(f_p L)}
\end{align*}
\]

\[ + \frac{(4B^2 - A^2) \lambda_1 \lambda_2 (u_2 v_1 - u_1 v_2) - 2AB (\lambda_1 - \lambda_2) (u_1 u_2 - v_1 v_2)}{f_m f_p \cosh(f_m L) \cosh(f_p L)}
\]

\[ = \frac{4B^2 f_p f_m (u_1 v_2 - u_2 v_1)}{\sinh(f_m L) \sinh(f_p L)} + \frac{4B^2 f_m (\lambda_2 u_2 v_1 - \lambda_1 u_1 v_2)}{\sinh(f_m L) \cosh(f_p L)}. \tag{5.5} \]

Here,

\[ f_p = \sqrt{k_x^2 + \frac{E}{B}}, \quad f_m = \sqrt{k_x^2 - \frac{E}{B}}, \tag{5.6} \]

and \( u_{1/2}, v_{1/2} \) are the vector entries of the decaying free solutions \( \xi_{1/2}(y) \) of the Hamiltonian in the TI region \( H_{TI} \),

\[ H_{TI}^\dagger \xi_{1/2}(y) = E \xi_{1/2}(y), \tag{5.7} \]

with

\[ \xi_{1/2}(y) = \begin{pmatrix} u_{1/2} \\ v_{1/2} \end{pmatrix} e^{\lambda_{1/2} y}, \tag{5.8} \]

\[
\begin{align*}
u_{1/2} &= - \frac{E + B \left( \lambda_{1/2}^2 - k_x^2 \right) + M}{A \left( \lambda_{1/2}^2 - k_x \lambda_{1/2} \right)}, \\
v_{1/2} &= \frac{1}{\lambda_{1/2}}. \tag{5.10} \end{align*}
\]

The decay coefficients of the free solution in the TI region \( \lambda_{1/2} \), which have a negative real part if the energy is in the gap, i.e., \(|E| < |M|\), are given by

\[
\lambda_{1,2} = -\sqrt{\frac{A^2 + 2B^2 k_x^2 - 2BM \mp \sqrt{A^4 + 4B^2 E^2 - 4A^2 BM}}{2B^2}}. \tag{5.11} \]

Equation (5.5) is solved numerically to yield the band structure of the combined system, which is shown in Fig. 5.1(b). It has a strong similarity with the obtained band structure of the metallic strip but it features an extra band, which is colored in blue to

which consider simple model systems, we make the choice of units such that \( \hbar = 1 \).
make it more visible and to indicate that this is the band that stems from the topological edge state. The fact that the dispersion of this band is no longer linear but strongly curved already hints to band repulsion due to hybridization with the bands of the metal. Thus, it is likely that the character of the states belonging to this band also changed from being pure edge states (as in the 2d TI) to states that are hybridized with the metal and therefore have a larger probability density in the metallic bulk. Indeed, by closely studying the transverse eigenstates at different energies and momenta, one finds that all transverse eigenstates of the wave guide are predominantly located in the metallic ribbon and only have exponentially vanishing tails in the TI. This behavior is illustrated by a few characteristic snapshots of wave functions which are shown in Fig. 5.1(c). Seen from this perspective, the band which is colored in blue is no different from all the other bands. None of the bands show states that could be interpreted as “interface states” that live at the boundary between the TI and the metal or at the boundary of the metal to vacuum.
Thus, the proximity of the TI does not lead to an induced non-trivial topology as was reported in Ref. [182], where these relocated interface states were seen in heterostructures based on the Kane-Mele model. In this reference, however, only fully gapped systems were studied. Also, we do not observe any protection from hybridization for topological edge states as has been reported for a 2d quantum Hall insulator on top of a 3d metallic substrate [183]. However, in line with our results, a strong hybridization of the topological surface states has also been seen in metallic layers on top of 3d TIs [184].

At first sight, the above result of full hybridization of the former edge state with the bulk states seems somewhat disappointing as the states of the heterostructure look indistinguishable from the states in hybrid structures of metals with common insulators. There seems to be no obvious feature that is related to the non-trivial topology of the insulator. This view changes when considering the transport properties of the wave guide: At any fixed Fermi energy, there is an inherent imbalance of left- and right-moving modes (up- and down-moving modes in Fig. 5.1). This immediately implies that such a wave guide never shows full localization as at least the transport in one direction will have one mode which is perfectly transmitted. It features what is called a perfectly conducting channel (PCC).

So far, this argument only considered one single spin block. Due to TR symmetry there is of course always a second spin block for which the band structure looks exactly mirrored at the energy axis. Thus, the second spin block will also show an imbalance between left and right movers only that this will exactly cancel the imbalance of the first spin block. If looked at separately, it will exhibit a PCC propagating in the opposite direction. In total, however, there will be the same number of left- and right-moving modes. From this, one might suspect that any coupling of the two blocks (introduced by spin-orbit coupling) lifts the protection of these perfectly transmitting modes. Interestingly, it turns out that this is not the case as long as TR symmetry is still preserved. The reason for this is that the number of left- and right-moving modes will be equal but the number of modes moving in a single direction will be odd, from which one can quickly deduce that there must be a PCC [185,186]: In the presence of TR symmetry, it can generally be shown that the scattering matrix $S$ of a system can be written in a basis in which it is antisymmetric [186],

$$S^T = -S. \quad \quad \quad (5.12)$$

As the reflection matrix $r$ is contained as a subblock on the diagonal of $S$, this property also holds for $r$,

$$r^T = -r. \quad \quad \quad (5.13)$$

The determinant of a matrix does not change under transposition, thus,

$$\det r = \det r^T = \det(-r)$$

$$= (-1)^n \det r$$

$$= - \det r \quad \text{for } n \text{ odd.} \quad \quad \quad (5.14)$$
Hence, an odd number of channels implies that $r$ (and then also $r^\dagger r$) must at least have one eigenvalue which equals zero. The conservation of flux (the unitarity of the scattering matrix) enforces the following relation between the transmission and the reflection submatrices in a two-terminal device:

$$t^\dagger t = 1 - r^\dagger r,$$

from which one sees that at least one eigenvalue of $t^\dagger t$ (one transmission coefficient) has to be equal to one. This shows that the existence of a PCC in each direction is ultimately protected by TR symmetry, the same symmetry that guarantees the edge states of the 2d TI. So in a sense, the wave guide does retain topological features. The one-dimensional edge state of the 2d TI relocates into the metal region, which induces one PCC in each direction. As all the modes in the wave guide are extended, the PCC—the superposition of modes that is perfectly transmitted—is also expected to be an extended, two-dimensional state that spans the whole metallic region. We believe that this behavior is rather general for interfaces between TIs and systems with extended states as long as the interface allows for sufficient hybridization. This might pave a way for inducing PCCs in systems which themselves do not have any inherent protection. These states inherit the protection of the underlying TI and are therefore expected to be very stable, e.g., under the influence of (non-magnetic) disorder.

### 5.2 An effective boundary condition for 2d-TI proximity

Before addressing the experimental realization and detection of these PCCs, we would like to dwell a bit more on the model in the previous section and derive a boundary condition that mimics the presence of the TI. This boundary condition will allow us to understand the mathematical reason for the emergence of PCCs and it even shows up ways how to create PCCs without TIs, just by implementing the discovered boundary condition. The idea behind the derivation of the boundary condition for the previously discussed model is simple: As is nicely illustrated in the wave functions depicted in Fig. 5.1(c), the TI only hosts exponentially decaying functions, the decay lengths of which are given by the decay coefficients $\lambda$, Eq. (5.11). In the limit where these lengths are small compared to the width of the metallic ribbon, it should be possible to replace the semi-infinite TI plane by an effective boundary condition without strongly modifying the spectrum or the wave functions.

In the following, we will explore this limit by making a particular choice of material parameters which achieves an infinitely fast decay of the wave functions in the TI and allows for the derivation of a boundary condition. The idea behind the derivation of the boundary condition for the previously discussed model is simple: As is nicely illustrated in the wave functions depicted in Fig. 5.1(c), the TI only hosts exponentially decaying functions, the decay lengths of which are given by the decay coefficients $\lambda$, Eq. (5.11). In the limit where these lengths are small compared to the width of the metallic ribbon, it should be possible to replace the semi-infinite TI plane by an effective boundary condition without strongly modifying the spectrum or the wave functions.

In the following, we will explore this limit by making a particular choice of material parameters which achieves an infinitely fast decay of the wave functions in the TI and allows for the derivation of a boundary condition. As our model still involves quite a few parameters, this choice will not be unique meaning that also the resulting boundary condition will not be uniquely specified. However, we will see that it will be particularly simple and it will capture the most important feature, which is responsible for the emergence of the PCC.

The chosen limit in which the wave functions instantaneously decay when entering the TI is characterized by taking the band gap of the TI to infinity, $M \to -\infty$. As this
alone is not enough, we in addition rescale \( A \) in the following way, \( A = X \cdot \sqrt{-M} \), where \( X \) is a constant parameter with units \( \sqrt{\text{energy} \cdot \text{length}} \). In this joint limit of \( M \to -\infty \) with \( X = \frac{A}{\sqrt{-M}} = \text{const.} \), we find for the real parts of the decay coefficients \( \lambda_{1/2} \),

\[
\lim_{M \to -\infty} \Re \lambda_{1/2} = -\infty, \quad (5.16)
\]

which implies that the wave functions in the heterostructure do not extend into the TI. In this limit, we can now derive the boundary condition, starting from the continuity of the wave function, Eq. (5.3),

\[
\left( \begin{array}{c} \psi_1^M(L) \\ \psi_2^M(L) \end{array} \right) = c_1 \left( \begin{array}{c} u_1 \\ v_1 \end{array} \right) + c_2 \left( \begin{array}{c} u_2 \\ v_2 \end{array} \right), \quad (5.17)
\]

where \( \psi_{1/2}^M \) are the components of the wave function in the metallic region, for which we aim to derive a proper boundary condition. \( c_1 \) and \( c_2 \) are so far unknown coefficients of the two free decaying solutions in the TI \( \xi_{1/2}(y) \), cf. Eq. (5.8), which are to be matched at the interface. Taking the limit discussed above for the functions on the right-hand side, we run into the problem that

\[
\lim_{M \to -\infty} \left| u_{1/2} \right| = \lim_{M \to -\infty} \left| v_{1/2} \right| = 0, \quad (5.18)
\]

which enforces a corresponding rescaling of the coefficients \( c_{1/2} \) to allow for a finite value of the metal wave function at the interface,

\[
c_{1/2}' = \frac{c_{1/2}}{\sqrt{-M}}. \quad (5.19)
\]

Thus,

\[
\psi_1^M(L) = c_1' \sqrt{-M} u_1 + c_2' \sqrt{-M} u_2, \quad (5.20)
\]

\[
\psi_2^M(L) = c_1' \sqrt{-M} v_1 + c_2' \sqrt{-M} v_2. \quad (5.21)
\]

Now the limiting process on the right-hand side yields finite coefficients, again keeping \( X = \frac{A}{\sqrt{-M}} = \text{const.} \),

\[
\lim_{M \to -\infty} u_1 \sqrt{-M} = \frac{1}{2} \left( X + \sqrt{4B + X^2} \right), \quad (5.22)
\]

\[
\lim_{M \to -\infty} v_1 \sqrt{-M} = -\frac{1}{2} \left( X + \sqrt{4B + X^2} \right), \quad (5.23)
\]

\[
\lim_{M \to -\infty} u_2 \sqrt{-M} = \frac{1}{2} \left( X - \sqrt{4B + X^2} \right), \quad (5.24)
\]

\[
\lim_{M \to -\infty} v_2 \sqrt{-M} = -\frac{1}{2} \left( X - \sqrt{4B + X^2} \right). \quad (5.25)
\]
and additionally assuming that \( B < 0 \) and \( X > 0 \). Introducing the abbreviation
\[
q_{\pm}(B, X) := \frac{1}{2} \left( X \pm \sqrt{4B + X^2} \right),
\]
(Eq. 5.26)
Equations (5.20) and (5.21) yield
\[
\psi_1^M(L) = c'_1 q_+ (B, X) + c'_2 q_-(B, X),
\]
(Eq. 5.27)
\[
\psi_2^M(L) = -c'_1 q_+ (B, X) - c'_2 q_-(B, X),
\]
(Eq. 5.28)
from which we can directly read off the first boundary condition:
\[
\psi_1^M(L) = -\psi_2^M(L).
\]
(Eq. 5.29)
This turns out to be independent of the choice of the parameters \( B \) and \( X \). This will not be the case for the second boundary condition, which we obtain from the continuity of the flux across the interface. For this, we start from Eq. (5.4) and insert the free solutions for the TI Hamiltonian on the right-hand side,
\[
(-i) v_y \left( \frac{\psi_1^M(L)}{\psi_2^M(L)} \right) = c_1 2B \lambda_1 \left( \begin{array}{c} u_1 \\ -v_1 \end{array} \right) + c_2 2B \lambda_2 \left( \begin{array}{c} u_2 \\ -v_2 \end{array} \right) + A c_1 \left( \begin{array}{c} v_1 \\ -u_1 \end{array} \right) + A c_2 \left( \begin{array}{c} v_2 \\ -u_2 \end{array} \right),
\]
(Eq. 5.30)
and as above replace the constants \( c_1 \) and \( c_2 \) by rescaled versions according to Eq. (5.19). Subtracting the two rows of Eq. (5.30) yields
\[
iv_y \psi_2^M(L) - iv_y \psi_1^M(L) = c'_1 (2B \lambda_1 + A) (u_1 + v_1) \sqrt{-M} + c'_2 (2B \lambda_2 + A) (u_2 + v_2) \sqrt{-M}.
\]
(Eq. 5.31)
Before we now go through the limiting procedure on the right-hand side, we make an additional particular choice of parameters by setting \( X = 2\sqrt{-B} \). This allows for a simpler result and we obtain
\[
\lim_{M \to -\infty} (2B \lambda_1 + A) (u_1 + v_1) \sqrt{-M} = 4B \sqrt{-B} k_x,
\]
(Eq. 5.32)
\[
\lim_{M \to -\infty} (2B \lambda_2 + A) (u_2 + v_2) \sqrt{-M} = 4B \sqrt{-B} k_x
\]
(Eq. 5.33)
for the limits of the coefficients on the right-hand side, always keeping \( X = \frac{A}{\sqrt{-M}} = \text{const.} = 2\sqrt{-B} \). Put in Eq. (5.31), we obtain
\[
iv_y \psi_2^M(L) - iv_y \psi_1^M(L) = 4B k_x \left( c'_1 \sqrt{-B} + c'_2 \sqrt{-B} \right).
\]
(Eq. 5.34)
With the particular choice of \( X \) mentioned above, the functions \( q_{\pm}(B, X) \), Eq. (5.26),
simplify to

\[ q_{\pm}(B, X = 2\sqrt{-B}) = \sqrt{-B}. \]  

(5.35)

In this way, from comparing Eqs. (5.27), (5.35), and (5.34), we deduce

\[ i \left( v_y \psi^M \right)_2(L) - i \left( v_y \psi^M \right)_1(L) = 4Bk_x\psi^M_1(L) \]
\[ = 2Bk_x \left( \psi^M_1(L) - \psi^M_2(L) \right), \]  

(5.36)

(5.37)

where we already made use of the first boundary condition, Eq. (5.29). In total, the two boundary conditions with which we can describe the TI in the discussed limit read as follows:

\[ \psi_1(L) = -\psi_2(L), \]  

(5.38)

\[ i \left( v_y \psi \right)_1(L) - i \left( v_y \psi \right)_2(L) = 2Qk_x \left( \psi_1(L) - \psi_2(L) \right), \]  

(5.39)

where the parameter \( B \) has been renamed to \( Q \). The intention of this is to emphasize that this is a parameter of the boundary condition and to thereby distinguish it from the band curvature of the material, e.g., a metal, which is subjected to this boundary condition. This becomes necessary if one wants to go beyond the scenario shown in Fig. 5.1 in which the band curvature of the metal was chosen the same as the parameter \( B \) of the TI.

In the derivation, there is no restriction on the Hamiltonian on which this boundary condition could be applied. To compare the effect of the boundary condition with the above model in which we took the TI explicitly into account, we perform band-structure calculations, where a free electron-hole gas, using the same Hamiltonian as above, Eq. (5.2), is subjected to the boundary condition of Eqs. (5.38) and (5.39) on one side and to open boundary conditions on the other side of a ribbon with width \( L \). The results of such calculations for different values of the parameter \( Q \) are shown in Fig. 5.2. If the value of the parameter \( Q \) is chosen the same as the band curvature of the electron-hole gas, Fig. 5.2(b), we obtain almost the same band structure as in Fig. 5.1(b). This could be already expected from the plots of the states in Fig. 5.1(c) from which we saw that the limit in which this boundary condition is applicable (a metallic ribbon that is wide compared to the penetration depth into the TI) is quite well satisfied for this choice of parameters. However, it was not clear from the start that the derived boundary condition yields so similar results for the considered system as the derivation made use of some non-unique limiting procedures. It seems that, at least in this case, it worked out reasonably well. A different choice of \( Q \), Figs. 5.2(a) and (c), mainly influences the slope of the induced extra band. In the limit of \( Q = 0 \), a completely flat band is found.

As mentioned above, there is in principle no restriction on the Hamiltonian that is subjected to the boundary condition. For example, if the boundary condition is applied to a topologically non-trivial insulator, like the BHZ model with parameters in the topologically non-trivial regime that was used above, it turns out that one does not find any interface states at the boundary. This is also what one would expect in a real heterostructure of two topologically non-trivial insulators. In a way, this boundary
condition seems to correctly describe the proximity to a non-trivial insulator also beyond metal-TI heterostructures.

In the derivation presented above, we made a special choice concerning the orientation of the heterostructure, namely we considered a boundary to a semi-infinite TI plane in the positive $y$-direction. Of course, one can redo the calculation for an arbitrary interface orientation. For the choice in which the TI plane extends to the negative $y$-direction, i.e., for a semi-infinite TI plane bordering the ribbon at $y = 0$, we obtain the following set of boundary conditions:

\begin{align}
\psi_1(0) &= \psi_2(0), \\
& \quad i(v_y \psi)_1(0) + i(v_y \psi)_2(0) = 2Qk_x (\psi_1(0) - \psi_2(0)),
\end{align}

which differs from the above boundary condition by an additional phase factor in front of one of the wave-function components. If this boundary condition is applied to a topologically trivial insulator, it leads to chiral states with an opposite chirality (for
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the same spin block) compared to the previously shown boundary condition. This is expected as the propagating edge states of a TI with a fixed spin orientation should have different chiralities at opposite boundaries (as the two boundary orientations are related by a parity transformation which also flips the momentum, thus inverting the chirality of the edge states).

After having derived the boundary conditions, it is time to interpret them in order to shed a bit of light on why they give rise to this additional PCC. It turns out that this is mainly due to the second boundary condition, i.e., Eq. (5.39) or Eq. (5.41). Unlike the first boundary condition, which is of Dirichlet type, the second boundary condition is what is known as a\footnote{A Robin boundary condition\cite{187}, i.e., a boundary condition that connects the value of the wave function at the interface with its derivative.} connecting the value of the wave function at the interface with its derivative. In addition, this mixing depends on the momentum in the wave-guide propagation direction. The combination of these two facts gives rise to an induced PCC as can be shown by considering a still simpler model system: a two-dimensional single-component free electron gas,

\[ H_{2\text{deg}} = B \left( k_x^2 + k_y^2 \right). \] (5.42)

If subjected to Dirichlet or Neumann boundary conditions on both sides of a wave guide of width \( L \), i.e., \( \psi(0) = \psi(L) = 0 \) or \( \partial_y \psi(0) = \partial_y \psi(L) = 0 \), we obtain the well-known parabolic band structure that is shown in Fig. 5.3(a),

\[ E_{\text{NN/DD}}^{\text{ND}} = B \left[ k_x^2 + \left( \frac{n\pi}{L} \right)^2 \right] \quad \text{for} \quad n \in \{1, 2, \ldots \}, \] (5.43)

with the length of the interval being an integer multiple of half of the wavelength of the oscillating solution [see the illustrations above Fig. 5.3(a) for examples of wave functions]. Putting different kinds of boundary conditions on each of the two sides of the interval by requiring \( \psi(0) = 0 \) and \( \partial_y \psi(L) = 0 \), we find again a parabolic dispersion, where the wavelength in the transverse direction is quantized such that the interval is an odd multiple of a quarter of the wavelength of the oscillating solution,

\[ E_{\text{ND}} = B \left[ k_x^2 + \left( \frac{(2n + 1)\pi}{2L} \right)^2 \right] \quad \text{for} \quad n \in \{0, 1, \ldots \}, \] (5.44)

see Fig. 5.3(b). This different quantization condition is reflected in the different spacing of the parabolas.

It is becoming more interesting when choosing a wave guide which has a one-sided Dirichlet and a one-sided Robin boundary condition of the form

\[ \partial_y \psi(L) = k_x Q \psi(L), \] (5.45)

leading to the secular equation

\[ \sqrt{\frac{E - Bk_x^2}{B}} = k_x Q \tan \left( \sqrt{\frac{E - Bk_x^2}{B} L} \right), \] (5.46)
Heterostructures of metals and 2d TIs: emergence of perfectly conducting channels

Figure 5.3: This plot shows band-structure calculations for a wave guide of a free electron gas, Eq. (5.42), with \( B = 1 \) confined to a unit interval in the \( y \)-direction, \( L = 1 \), and free propagation in the \( x \)-direction. The three panels show the results for different boundary conditions at the edges of the interval. The band structure in (a) is obtained for Dirichlet or Neumann boundary conditions on both sides of the wave guide. The resulting wave functions are quantized such that the interval is divisible by integer multiples of half the wavelength as shown in the sketch above the figure. A mixed scenario with Dirichlet on one and Neumann on the other side results in the band structure shown in (b), where the quantization is such that the interval is an odd integer multiple of a quarter of the wavelength. (c) shows the behavior for a wave guide with one-sided Dirichlet and one-sided Robin boundary conditions, i.e., Eq. (5.45), with \( Q = 1 \). For \( |k_x| \ll 1 \), it resembles (b), while approaching the picture of (a) for \( |k_x| \gg 1 \) [the blue parabolas show the same data as (a) for comparison], differing only by an extra band at \( E = 0 \) for large \( k_x \).

which can no longer be solved analytically. However, we show numerically obtained solutions in Fig. 5.3(c). Also, we have a good intuition for how the solutions should behave in certain limits. For \( k_x = 0 \), the Robin boundary condition reduces to a Neumann boundary condition, which is why the solution of the dispersion of Fig. 5.3(b) and Fig. 5.3(c) must agree close to \( k_x = 0 \), which is nicely seen in the figure. For \( k_x \to \pm \infty \), the Robin boundary condition becomes similar to a Dirichlet boundary condition, which is why the spectrum agrees well with the superimposed dashed blue parabolas [which show the data from Fig. 5.3(a)] in this limit. However, there is one major difference: The Robin boundary condition allows for an additional solution in the limit \( k_x \to \infty \) which is not compatible with neither Dirichlet nor Neumann boundary conditions. This solution is asymptotically given by

\[
\psi^R(y) = \sinh (k_x Q y),
\]  

which is plotted in Fig. 5.4(c). It can be shown to solve the free equation with energy

\[
E^R = B \left( 1 - Q^2 \right) k_x^2,
\]
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Figure 5.4: (a) like Fig. 5.3(c) shows the band structure of a unit interval with one-sided Dirichlet and one-sided Robin boundary condition with $B = 1$ but with a different choice of $Q = 2$, which makes the edge-state band tending to negative energies for large $k_x$. (c) shows a wave function of an eigenstate in this extra edge band, i.e., a plot of Eq. (5.47) using $k_x = 10$ and $Q = 2$. This solution asymptotically fulfills the Robin boundary condition at large $k_x$. (b) shows a band structure calculation for a unit interval with a two-sided Robin boundary condition as in Eq. (5.45) with $B = 1$ and $Q = 2$. The shown solutions are described by Eqs. (5.52) and (5.53).
and it immediately fulfills the Dirichlet boundary condition on the left side of the interval. The Robin boundary condition is fulfilled asymptotically because

\[
\partial_y \psi^R(L) - k_x Q \psi^R(L) = k_x Q \cosh (k_x Q L) - k_x Q \sinh (k_x Q L) = k_x Q \exp(-k_x Q L)
\]

(5.49) (5.50)

tends to zero for \(k_x \to \infty\). In Fig. 5.3(c), we chose \(B = Q = 1 \to E^R = 0\), which is why we observe a completely flat band in the limit \(k_x \to \infty\). This band smoothly connects to the other bands for \(k_x \to -\infty\). By choosing \(|Q| > 1\), we find a band that tends to negative infinite energies for \(k_x \to \infty\) as illustrated in Fig. 5.4(a). This band behaves very similar to the extra band that was observed in the previous model calculation that involved a TI heterostructure [the band marked in blue in Fig. 5.1(b)]. In fact, this band leads to the existence of a PCC at every energy. Also, the fact that the wave function for this special mode that tends to negative energies is localized close to the boundary, cf. Fig. 5.4(c), makes sense: The bulk material is insulating in this energy region, similar to the situation in which we apply the TI boundary condition to a topologically trivial insulator in which we also obtain such a boundary mode in the bulk energy gap (not shown).

If one puts Robin boundary conditions as specified in Eq. (5.45) on both sides of the interval, one finds the following secular equation:

\[
\begin{align*}
E + B k_x^2 \left( Q^2 - 1 \right) \sin \left( \frac{E - B k_x^2}{B} \right)^2 \frac{\sqrt{E - B k_x^2}}{BL} &= 0, \\
E_{RR}^n &= B \left[ k_x^2 + \left( \frac{n\pi}{L} \right)^2 \right] \text{ for } n \in \{1, 2, \ldots \}, \\
E_{RR}^0 &= B \left( 1 - Q^2 \right) k_x^2.
\end{align*}
\]

(5.51) (5.52) (5.53)

The first set of bands, Eq. (5.52), turns out to be exactly identical to the dispersion found with both-sided Dirichlet or Neumann boundary conditions, Eq. (5.43). In addition, there is another band, Eq. (5.53), showing the dispersion which was asymptotically found for the edge band of the previous one-sided Robin problem. Here, this dispersion is an exact solution to the problem at all momenta and it yields a spectrum which is unbounded from below for \(Q > 1\). A plot for such a spectrum in this parameter range is shown in Fig. 5.4(b). This spectrum does not feature a PCC as, at all energies, the number of conducting modes is the same in both directions. However, the band described by Eq. (5.53) gives rise to solutions,

\[
\psi_{RR}^0(y) = \exp(k_x Q y),
\]

(5.54)

which are strongly bound to the left edge for large negative and strongly bound to the right edge for large positive momenta. As the bulk material is insulating in this energy range, such a wave guide is similar to a Chern insulator: It features unidirectional edge
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modes at each surface, which are protected from backscattering simply because of the absence of other modes to scatter into. Even though this is also interesting, it is of course different from the protection of the modes that are induced by the boundary conditions in Eqs. (5.38) and (5.39), which are protected by the odd mode number in each direction.

From a mathematical perspective, the appearance of an eigenvalue which tends to minus infinity for the Laplacian with a one-sided Robin boundary condition of the form

\[ \partial_y \psi(L) = \alpha \psi(L) \]  

(5.55)

for \( \alpha \gg 1 \) is well known [188]. It can, for example, be motivated by considering a Rayleigh-Ritz variational approach to the problem, i.e., by explicitly evaluating the energy of a test function \( \psi(y) \),

\[
\langle \psi | H \psi \rangle = \int_0^L dy \, \psi^*(y) \left( -\partial_y^2 \psi(y) \right) 
= \int_0^L dy \, |\partial_y \psi(y)|^2 - [\psi^*(y) \partial_y \psi(y)]_0^L 
= \int_0^L dy \, |\partial_y \psi(y)|^2 - \alpha |\psi(L)|^2. 
\]  

(5.56)

(5.57)

(5.58)

For two-sided Dirichlet or two-sided Neumann boundary conditions, the second term on the right-hand side, which is the surface term emerging from the integration by parts, vanishes and one is only left with the first term. This first term is obviously positive definite, which is why the spectrum of the Laplacian for such a choice of boundary conditions is strictly positive. With a Robin boundary condition given by Eq. (5.55), one additionally finds a surface term which always attains negative values for \( \alpha > 0 \). Thereby, for a test function that is sharply localized at the boundary, for example the exponentially localized test function

\[ \psi(y) = \sqrt{2\alpha} \exp(\alpha (y - L)) , \]  

(5.59)

which satisfies the boundary condition at \( L \) and is normalized for \( \alpha \gg 1 \), we find for the energy expectation value

\[
\langle \psi | H \psi \rangle = 2 \int_0^L dy \, \alpha^3 \exp(2\alpha (y - L)) - 2\alpha^2 
\approx 2 \int_{-\infty}^L dy \, \alpha^3 \exp(2\alpha (y - L)) - 2\alpha^2 = -\alpha^2, 
\]  

(5.60)

(5.61)

proving that there must be at least one eigenvalue which tends to \(-\infty\) for \( \alpha \to \infty \).

Another aspect that might be worrying from a mathematical perspective is the Hermiticity of a Hamilton operator which is subjected to Robin boundary conditions. This is due to the fact that, as we saw above, Robin boundary conditions in general give rise to non-vanishing surface terms. For the Laplacian, which we studied above, this is not a problem. It can be shown to be Hermitian if defined on an interval with Robin
boundary conditions as the surface terms cancel when performing the integration by parts twice. However, when studying Hamilton operators with terms which are linear in the momentum, as the terms with coefficient $A$ in the BHZ Hamiltonian, cf. Eq. (5.1), this cancellation may not be guaranteed. An example to illustrate this problem is provided by the momentum operator $p_y = -i \partial_y$ if it is defined on a function space for which one enforces a Robin boundary condition, Eq. (5.55), on one side of an interval and a Dirichlet boundary condition on the other side, $\psi(0) = 0$. In this case, it is easy to show that $p_y$ is not Hermitian on this function space using an explicit test with two test functions $\phi(y)$ and $\psi(y)$,

\[
\langle \phi | p_y \psi \rangle = \int_0^L dy \phi^*(y) (-i \partial_y) \psi(y) = \int_0^L dy \phi^* (y) \partial_y \psi(y) - i \phi^* \psi(y) \Big|_0^L = \langle p_y \phi | \psi \rangle - i \phi^* (L) \psi(L),
\]

which yields an extra term on the right-hand side that does not necessarily vanish. Of course, in this example, one faces the same problem when considering Neumann boundary conditions, $\partial_y \psi(L) = 0$. Even though the non-Hermiticity of the Hamiltonian does not necessarily imply a complex spectrum\(^2\), it still greatly increase the complexity of the problem. Therefore, it is reassuring that one can show that the set of boundary conditions in Eqs. (5.38) and (5.39) guarantees Hermiticity of any quadratic Hamiltonian of the form

\[
H = H_0 + H_1 k_y + H_2 k_y^2,
\]

as long as $H_i$ are Hermitian matrices that do not depend on $k_y$ with $H_1$ and $H_2$ commuting with $k_y$. This is fulfilled for many model Hamiltonians among them the ones discussed in this chapter. As the proof of this result is a bit lengthy, we decided to defer it to Section 5.A.1 in the appendix to this chapter.

Before closing this section, we would like to emphasize that wave guides with a momentum-dependent Robin boundary condition as shown in Eq. (5.45) will generally feature PCCs. This means that if one is able to artificially implement this type of boundary condition, one can manufacture wave guides with PCCs without any need for a true TI. One might even think about an implementation in classical wave-transport setups like acoustic or optical systems. However, an actual implementation faces the problem that one needs to realize the dependence of the boundary condition on the longitudinal momentum, which, e.g., leads to the edge solution that tends to negative infinity for $k_x \rightarrow 0$. Of course, such a behavior can only be fulfilled in an effective description at low momenta and needs to turn over to a different behavior for large momenta in order to keep the spectrum bounded from below. This is clearly one of the main problems that one has to face: For large momenta the edge mode has to connect to another “band” of the wave guide, similar to the situation in a true TI. Otherwise,

\(^2\)And there are even schemes how to define a meaningful quantum theory using non-Hermitian Hamilton operators [189].
the requirement that the band structure of the wave guide is periodic in the longitudinal momentum (with some periodicity given by the unit cell of the structure) together with the fact that the spectrum should be bounded from below will make the edge bands return to zero at large momenta and give rise to another transport channel that lifts the protection of the PCC. However, by using optical or acoustic metamaterials, such a connection to another band of the wave guide seems at least conceptually possible. Here, one should also emphasize that the dependence on the longitudinal momentum on the right-hand side of Eq. (5.45) is not required to be linear but could equally well be any other odd function of $k_x$.
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From the theoretical considerations of what to expect in metal/TI heterostructures, we now turn to the question whether the emerging PCCs can actually be observed in more realistic systems. For this, we present numerical calculations, which have been carried out by Viktor Krückl who also designed Figs. 5.5 and 5.6 as well as Figs. 5.8–5.11. As in Chapter 3, the transport calculations were done using the recursive Green’s function framework by Michael Wimmer [100].

For a design of a realistic system, one faces the problem that one cannot assume a semi-infinite 2d-TI layer, which is why one has to change to a geometry which approximates this situation. This seems especially difficult in a two-lead device, which is why we propose a four-lead geometry, which is sketched in Fig. 5.5(a), and which makes it easier to address just one edge of the 2d TI. This decoupling of the two edges of the TI is necessary because the protection of the PCC is based on the odd number of scattering channels in the system (see Section 5.1). Such an odd number occurs for each edge of the TI, thus, any scattering matrix in which both edges of the TI are coupled is again even dimensional implying that it does not feature a protected PCC. However, as we will see below, a careful design of this four-lead geometry allows for a sufficient degree of decoupling in order to be able to observe the PCC.

As hinted to in the model study shown above, the important feature that is responsible for the appearance of an extended PCC in a metal/TI heterostructure is a sufficient hybridization of the 2d-TI edge state with the extended states of the adjacent material. In addition to this, there are no special requirements concerning the properties of the system with extended states. There is not even the need to build a true heterostructure made of different materials. Instead, to make the fabrication of the device as simple as possible, one could even build the whole structure from the same material (technically making it no longer a true heterostructure). With additional gates, one can locally tune the Fermi level of the material and thereby steer the presence or absence of extended states. The metal could then be mimicked by a region where the Fermi level is locally in the conduction (or valence) band. Results of band-structure calculations of such a ribbon in which the whole structure is made from a HgTe/CdTe quantum well with the upper part shifted in energy by means of a local gate are shown in Fig. 5.5(b). As in previous chapters, we use the BHZ Hamiltonian, Eq. (2.17), with material parameters
Figure 5.5: (a) shows a sketch of the proposed four-lead device geometry: An “H-bar” sample in which the upper region is metallic and the lower region is in a 2d-TI phase. (b) shows a band-structure plot of the central region of such an “H-bar”, which is assumed to be fully made from HgTe/CdTe quantum-well material. The width of the metallic region was set to be \( L = 350 \text{ nm} \). The lower part is shifted in energy with respect to the upper part by an extra gate of \( V_g = 30 \text{ mV} \). In this way, a situation as sketched in the upper right emerges at some energies: The upper region has extended states while the lower region is in the 2d-TI limit. The color encodes the region in which the wave function of this state is located [red: in the upper (metallic) part, blue: in the lower (TI) part]. The dotted line indicates a Fermi energy at which one expects to observe a PCC, which can be immediately seen by counting the number of left- and right-moving states at this energy. To simplify this counting, small numbered arrows are added. (c) and (d) show the same plot for a system in which the mass of the upper part is modified, making it a semi metal, (c): \( M = 0 \), or making it a topologically trivial insulator, (d): \( M = 10 \text{ meV} \). Adapted from [23].

from Table 2.2. However, for this calculation, the spin-orbit coupling has been set to zero in order to allow an easy spin classification. Only the band structure of the spin-up block is plotted, which makes it directly comparable to the model calculation from Section 5.1, cf. Fig. 5.1(b). Being a band-structure calculation for a ribbon geometry [the central part of the structure shown in Fig. 5.5(a)], and no longer a calculation with a semi-infinite 2d-TI plane, we see states from both edges of the structure. For an easier interpretation, the states are color coded according to where most of their amplitude is situated: Red corresponds to the upper (metallic) part of the ribbon and blue corresponds to the lower part. In this way, we see that the upper edge state of the TI is fully hybridized with the bands of the “metallic” region (at least in the region of energies where extended states in the upper region exist, below this energy, we again see a single 2d-TI edge state as expected). In contrast to this, the blue band (the one from the lower TI region) disperses fully linearly in the whole gap and a closer look into its wave function (not shown) reveals that it is still a true one-dimensional edge state. The blue and the red states are decoupled from one another due to the insulating bulk of the lower 2d-TI region.

Counting the number of left- and right moving states at an energy where the upper
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region is in the conduction band and the lower region is in the gap—as indicated by
the numbered arrows—reveals indeed that there is one more right-propagating mode,
thus a PCC, for this spin block. This PCC does not disappear if one changes the band
ordering of the metallic region as can be seen in Figs. 5.5(b) and (c), in which the mass
parameter of the metallic region is modified in a way to turn the metallic region into a
gapless and a topologically trivial insulator respectively. The change in topology can be
observed in the band structure by the absence of a surface state in the energy window in
which the upper region is in the gap. But as one can confirm by counting the number
of states, this topology change of the metallic part does not influence the presence of a
PCC in the energy window in which the upper part is metallic. As discussed before, this
is making us confident that this mechanism in principle allows to induce PCCs in all
kinds of metallic systems irrespective of their topology (or to be precise of the topology
of the corresponding insulator).

In terms of the experimental realization of such a heterostructure, this is fortunate as
it is probably easier to pattern the system on the nanoscale and define the structure by
additional gates instead of assembling a true heterostructure.

5.3.1 Detection by transport in the localized regime

The easiest way to observe a PCC in a transport experiment is to directly probe its
persistent transport in the limit of strong disorder, i.e., its immunity to localization. As
strong disorder is detrimental to the TI as also observed in the studies in Chapter 3, we
propose to consider transport in a long sample where the localized regime is accessible
already at smaller disorder strengths. For this reason, we propose a geometry that is
shown in Fig. 5.6(a), i.e., a very elongated four-terminal structure. As discussed before,
we assume it to be homogeneously made of HgTe/CdTe quantum-well material. The
Fermi energy of the structure is assumed to be in the valence band of the material,
$E_F = -40\text{ meV}$, i.e., the ungated part is expected to be hole conducting. A stripe on the
lower edge of the system is covered by a gate with which it may be tuned into the bulk
gap, thus, converting it to a 2d TI. The whole system is assumed to be homogeneously
disordered using on-site disorder at every grid point with an amplitude of $W = 30\text{ meV}$,
a strength which—at the chosen discretization of the numerically used square grid of
$a = 4\text{ nm}$—leads to localization when considering transport across the length of the
device, $L_D = 8\mu\text{m}$. However, it is still too weak to destroy the TI (see Section 3.A.1
for a study of the influence of disorder at this lattice discretization). In the following
calculations of the chapter, we are always using the full BHZ Hamiltonian including the
coupling of the two spin blocks due to bulk inversion asymmetry, Eq. (2.22), with the
strength $\Delta$ given by Table 2.2.

As long as there is no external gate voltage applied and the whole system is just one
piece of hole-doped quantum well, the localization due to the disorder can be seen in a
plot of the local density of states (LDOS) which is shown in Fig. 5.6(b). It was calculated
with a small applied chemical-potential bias between the left and the right leads of the
device. The LDOS decays rapidly over the length of the device (note the logarithmic
scale of the color plot). This behavior changes if one tunes the gate such that the lower
part of the system is in the TI regime as shown in Fig. 5.6(c). Now, the LDOS in the
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Figure 5.6: (a) shows a sketch of the geometry proposed to observe the induced PCC in a HgTe/CdTe quantum-well nanostructure by studying the regime of localized transport. We made the following choice of lengths for the geometry used in this section: \( L_D = 8 \mu \text{m}, L_M = 350 \text{nm}, L_{TI} = 150 \text{nm}, L_{L1} = 800 \text{nm}, \) and \( L_{L2} = 150 \text{nm}. \) (b) shows a calculation of the LDOS when the gate voltage of the lower part is zero meaning that the Fermi energy of the whole system is homogeneously in the valence band, \( E_F = -40 \text{ meV}. \) The calculation is done for a single realization of on-site disorder with an amplitude of \( W = 30 \text{ meV} \) and a small voltage is applied between the left and the right leads. Spin-orbit coupling due to bulk inversion asymmetry, Eq. (2.22), was included using \( \Delta \) from Table 2.2. (c) shows data from a calculation similar to (b) only with the lower part gated to \( V_g = 40 \text{ mV} \) turning it into a 2d TI, which immediately increases the extent of the states in the upper section due to the induced PCC. (d) shows a color plot of the spin density from the calculation shown in (c), in which it is visible that the PCC is not spin polarized while the lower 2d-TI edge channel shows a strong spin polarization. Adapted from [23].

The upper part extends much further, a clear signature of the PCC that was induced due to the hybridization of the bulk states with the upper edge channel of the TI region. In addition, one notes that the lower part really became fully insulating except for the very thin edge channel at the lower boundary of the system, the expected signature of the 2d-TI regime.

A still clearer signature of the PCC can be observed in a calculation of the transport properties of such a structure. However, this requires some additional thought if one is really aiming at seeing a quantized single conductance quantum that survives the localization limit. The reason for this is that one has to make sure that the leads that one attaches couple well to the PCC in the central region. Because even though the transport in the channel is protected, perfect coupling to the channel is not per se guaranteed. Remember that the central argument for the protection of the PCC lies in the fact that, for each propagation direction, the system hosts an odd number of channels. However,
far away in the leads there will always be an even number of channels in each direction as they can usually safely be assumed to be spin-degenerate metallic contacts. So by zooming out on the system, at some stage, the scattering-matrix argument that we utilized should break down as we are then looking at a scattering matrix with an even number of channels all over and there would not be any kind of protection arising from that. Fortunately, this scenario can be circumvented by a smart design of the geometry, which ensures a certain degree of partitioning of the scattering matrix into subsystems which are almost decoupled and have an odd number of channels each.

The first thing that has to be taken into account is the lateral extent of the PCC. In the model study in Section 5.1, the PCC was always spanning the full metallic region, however, this model did not yet include any effects due to disorder. As we saw in Section 3.2, increasing disorder eventually causes a transition from a metal to a trivial Anderson insulator which leads to the well-known TI-insulator heterostructure with one-dimensional states at the boundary, cf. Fig. 3.5. Between these two limits, there is a smooth transition. In general, the lateral extent of the PCC will be given by the localization length in the metallic region, e.g., in the lowest panel of Fig. 3.5, the localization length in the material is already very small which is why the PCC only extends for a small distance into the disordered region (which at this disorder strength is no longer metallic). In the longitudinal direction, the PCC will always be extended, irrespective of the disorder strength. However, in order to allow for sufficient coupling to this channel by means of external leads, the localization length in the “metal” should be larger than the lateral extent of the structure in order for the PCC state to reach to the boundary at which the lead is attached. This explains why we propose a device with such a large aspect ratio: The localization length in the material should be larger than the width of the strip in order to allow a coupling to the leads but it should be smaller than the length of the strip in order to lead to localized transport for all channels but the PCC. This condition is fulfilled for our setup as one can see from the LDOS plots in Fig. 5.6: The disorder is weak enough in order to allow the PCC to span the whole device width without showing any noticeable decay.

The next important design consideration has to do with the fact that the leads always feature an even number of channels propagating in both directions as mentioned previously. In this way, at the interface to the lead, e.g., at the upper left (or equally at the upper right) corner, we find a situation that is sketched in Fig. 5.7(a), in which the channels in the lead and also the propagating modes in the different areas of the sample are shown as arrows. For simplicity, we only show the situation for one spin block, even though the argument will also extend to the case with spin-orbit coupling. The perspective that is taken in the illustration in Fig. 5.7 corresponds to what is known as an open-mode approximation [190], in which only the propagating modes in each section are taken into account for transport. Even though our full numerical calculation does not use this approximation, a discussion thereof is useful to qualitatively understand the behavior of the system. The shown number of propagating modes in the upper lead and in the channel section is much smaller than what we had in the numerical calculation but the shown parity of the number of modes is the same, i.e., whether the section features an even or an odd number of modes. At the interface to the lead, there will be a scattering matrix which links the amplitudes of the different incoming and outgoing channels. For
Figure 5.7: The sketches illustrate the possible coupling scenarios to the PCC. (a) shows an example of a situation at the left corner of the proposed device. The propagating modes of the leads and also of the right channel section are shown as arrows. For illustration purposes, only the modes of one spin block are shown and the number of modes in the channel and in the upper lead is chosen small, however, the parity of the number of modes (even number in the upper lead and odd number in the channel and in the lower lead) are shown correctly. In an open-mode approximation picture, those modes are linked by a scattering matrix $S$, which may lead to coupling scenarios as shown in (b) or (c). In (b), the PCC is fully coupled to the upper lead, while it is coupled to the lower lead in (c).

the very long channel lengths that we consider, all channels in the central part of the H-bar structure (the right section in Fig. 5.7) will localize except the PCC, which has been colored in red to distinguish it from the other channels. If the scattering matrix at the shown corner leads to a connection pattern as shown in Fig. 5.7(b), where the PCC fully couples into the upper lead, one expects full transmission from the upper lead to the right side of the structure. If on the other hand the connection is as shown in Fig. 5.7(c), the PCC does not couple to the upper lead and the transmission between the upper left lead and the right side of the structure should not show any sign of perfect transmission. In fact, if the other channels in the central section really localize, one would expect zero transmission from the upper left lead to the right side in this case. In principle, any intermediate coupling between those extreme scenarios could be present in practice. The key to enforce the scenario shown in Fig. 5.7(b) and to avoid the scenario from Fig. 5.7(c) is to make the upper lead very wide such that it features a large number of channels. Then, the PCC couples to one of the lead channels with a very high probability and the unwanted scenario from Fig. 5.7(c) becomes very unlikely as the section on the lower left always just contributes one channel and the chance of coupling the PCC to this very channel is small when the number of alternative couplings is large. As we can see from the illustration in Fig. 5.7(b), a perfect coupling of the PCC to the upper lead always comes with a perfect coupling of the upper lead to the 2d-TI edge channels of the lower left edge, which by its nature also is perfectly conducting. Thus, the upper lead will be simultaneously coupled perfectly to the lower and also to the right section of the system.

Now let us turn to the numerical results from the presented device, which are shown in Fig. 5.8. The displayed calculated transmissions were obtained by the recursive Green’s function method. The first panel, Fig. 5.8(a), shows results for the transmission between the upper two terminals (in red) and between the lower two terminals (in blue) as a function of the applied gate voltage that steers the Fermi energy of the lower section of the structure, i.e., it is the handle that controls whether the lower section is a 2d TI or...
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Figure 5.8: The figure shows the numerically calculated transmission through the setup sketched in Fig. 5.6(a). In (a), the calculated transmissions between the upper leads of the device $T_M$ and between the lower leads of the device $T_{TI}$ are shown as a function of the applied gate voltage. This gate voltage makes the lower part of the device a 2d TI in the voltage range of $30 \text{ mV} < V_g < 50 \text{ mV}$, where quantized conductance through both current paths is observed. The inset shows a sketch of the used geometry which illustrates the meanings of the calculated transmission coefficients. (b) and (c) also show the calculated transmissions $T_M$ and $T_{TI}$ in a color plot as an additional function of an applied perpendicular magnetic field $B$. All data in this figure was obtained on a single disorder realization with the amplitude $W = 30 \text{ meV}$. Adapted from [23].
a gated semiconductor in the localized transport regime. As long as it is in the gated semiconductor regime ($V_g < 30 \text{ mV}$ or $V_g > 50 \text{ mV}$), we see clear signatures of localized transport with an average transmission below $e^2/h$ and strong fluctuations because the figure is showing transport results of a single device (the data is not disorder averaged). The fact that the fluctuations in the blue curve are smaller than in the red curve even though the material is homogeneous for $V_g = 0 \text{ mV}$ can be understood by the different widths of the upper and the lower leads, $L_{L_1} = 800 \text{ nm}$ and $L_{L_2} = 150 \text{ nm}$. As discussed before, the upper leads are chosen to be very wide in order to allow for a good coupling to the PCC while a good coupling to the edge channels on the lower edge can already be achieved with a small lead width. This explains the much smaller average transmission between the lower leads.

When the Fermi energy is tuned into the 2d-TI regime, the transmission $T_{\text{TI}}$ between the lower leads shows a quantized plateau value of $1e^2/h$, which is the expected signature of the 2d-TI edge transport. However, in the same range of gate voltages, we also observe a plateau in the transmission $T_M$ between the upper two leads that are not connected by 2d-TI material. This is the signature of the induced PCC. In this kind of experiment, the signature of the PCC looks very similar to the usual 2d-TI edge transport, however, the difference between the two can be probed in a magnetoconductance measurement: The color plots in Fig. 5.8(b) and Fig. 5.8(c) show again $T_M$ and $T_{\text{TI}}$, this time as an additional function of an applied perpendicular magnetic field. As in Chapter 3, we only include orbital effects of the magnetic field, which is numerically implemented by multiplying a Peierls phase to the hopping matrix elements. Zeeman terms as in Eq. (2.24) are neglected because we know that their influence is small at the considered weak magnetic fields, cf. Section 3.A.2.

While the transport between the lower leads [Fig. 5.8(c)] that are linked by a long section of 1d topological edge channels is rather unaffected by the magnetic field as has also been demonstrated in Chapter 3, the quantized plateau for the transport between the two upper terminals [Fig. 5.8(b)] vanishes already for small magnetic fields. Similar to the transport in charge puddles discussed in Section 3.3, this has to do with the fact that the PCC is extended in nature which makes the TR-symmetry breaking in an external field much more effective. Already a field on the order of a single flux quantum piercing the size of the gated region, corresponding to $B \approx 2 \text{ mT}$, is enough to fully eliminate the PCC. In this way, magnetoconductance measurements allow for an experimental distinction between transport in edge channels that are almost one dimensional and delocalized PCCs.

An additional important feature of the PCC that is noteworthy is the fact that it is totally spin mixed at realistic values of the spin-orbit parameter $\Delta$, while the normal 2d-TI edge states remain almost fully spin polarized also up to higher values of spin-orbit coupling. This is illustrated in plots of the local spin density of states plotted in Fig. 5.6(d), which shows the very constant blue spin density at the lower edge and a strongly oscillating pattern in the upper region. It turns out that the net spin polarization is zero for the PCC.
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5.3.2 Detection by transport in the diffusive regime

To reveal the special transport properties of the PCC in the previous setup, we studied a system in a parameter regime in which all other channels were localized. In practice, this is often not so easy to achieve and there are usually more channels contributing to transport, which, however, are not perfectly conducting but have a finite transmission amplitude. Thus, the total transmission between the upper leads $T_M$ has contributions from many channels, $T_M = \sum_n t_n$ with $0 < t_n < 1$, not just the PCC for which $t_{PCC} = 1$.

Naively, one would expect that the presence or absence of a PCC in this scenario should be easy to detect as adding or removing it, e.g., by applying an additional magnetic field, should roughly change the total transmission by one. This however turns out not to be true. In fact, it can be rigorously shown that the expectation value and also the variance of the transmission of a diffusive wire with symplectic symmetry does not depend on the presence or absence of a PCC (i.e., on the fact that the channel number is even or odd) to lowest orders [191]. Also, a related study that deals with signatures of the PCC in shot noise—in a slightly different scenario of a true channel-number imbalance which corresponds to zero spin-orbit coupling in our case—shows that the PCC cannot be observed in the short-wire limit [192]. The underlying mathematical reason for this is that the transmission eigenvalue of the PCC, which is fixed at one, “repels” the other transmission eigenvalues as the distribution of the transmission eigenvalues in a diffusive system can be understood with an analogy to the one-dimensional Coulomb gas [193–195]. The repulsion of the eigenvalues in this analogy is due to the statistical repulsion obtained if one expresses the probability density of the scattering matrix ensemble in terms of the transmission eigenvalues. This extra repulsion due to the PCC pushes the other transmission eigenvalues to smaller values leaving the expectation value and also the second moment (which is relevant for the shot noise) unchanged.

This is of course somewhat discouraging but it turns out that our particular system allows for the detection of a PCC by means of a small trick. By adding a small tunnel barrier in the middle of the metallic region, as shown in the inset of Fig. 5.9, we can suppress all transmission eigenvalues but the PCC. This tunnel barrier is here implemented by an additional gate, which can be tuned independently, and the effect of it can be seen in Figure 5.9, which shows a calculation of the LDOS with a small bias between the left and the right leads, similar to the calculation shown in Fig. 5.6(b) for the case of the device that was proposed to probe the localized regime.

The effect of the tunnel barrier on the transmission eigenvalues of the transmission matrix between the upper two leads is shown in Fig. 5.10(a). Without the tunnel barrier and without an applied magnetic field, we observe a transmission-eigenvalue distribution which resembles the expected bimodal distribution that is ubiquitously found in two-terminal diffusive systems [193,196], and which is shown in the upper left. In this way, the PCC is masked by the contributions of other non-perfectly conducting channels. Raising the tunnel barrier to $V_t = 40 \text{ mV}$ strongly suppresses these intermediate transmissions as also shown in Fig. 5.10(a). Now, it is only the PCC which contributes to transport. As hinted to in the previous section, the PCC can be destroyed by the application of an external perpendicular magnetic field. And indeed, the influence of such a field can be seen in the probability distribution for the transmission eigenvalues as shown in the figure.
for the case that $B = 10 \text{ mT}$ and $V_t = 40 \text{ mV}$: The distribution is clearly broadened and no longer shows a distinct peak at $t = 1$.

The consequences of these transmission-eigenvalue distributions can also be observed in measurable quantities like the total transmission $T_M$ and the shot noise, i.e., the zero-frequency current-current correlation. The total transmission between the upper left and upper right terminal $T_M$ is displayed in Fig. 5.10(b) as a function of the applied voltage on the gate that steers the tunnel barrier. In the region where the tunnel barrier is active, i.e., if $30 \text{ mV} < V_t < 60 \text{ mV}$, the transmission drops to a value which is very close to the quantized value $e^2/h$ for zero external magnetic field: a signature of the PCC. The fact that this feature disappears under the application of a magnetic field also hints to this being due to the PCC.

A still clearer signature is observed when using shot-noise measurements. In a two-terminal device, the low-temperature noise power is directly linked to the transmission coefficients between the two leads, $P \propto \sum_n t_n(1-t_n)$. In a multi-terminal device however, shot noise is in general not very easy to interpret. For a detailed discussion of this topic and a small overview on the phenomenon of shot noise, we refer to Section 5.A.2 of the appendix of this chapter. The main message from this discussion is that, with a well-chosen experimental setup, one can use shot-noise measurements to extract information on the higher moments of the transmission-eigenvalue distribution also in the multi-terminal...
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Figure 5.10: The setup shows transport results on the proposed transport setup for the detection of the induced PCC in the diffusive regime using the geometry that is shown in Fig. 5.9. The small sketch on the upper right illustrates the arrangement of gates and illustrates the calculated transmission between the upper two leads $T_M$ on which the data in this figure is based. To obtain the results in this figure, we set $E_F = -40\,\text{meV}$ to make the bulk material metallic and choose $V_g = 40\,\text{mV}$, which turns the red section in the sketch into a 2d TI. (a) shows histogram plots for the probability density of transmission eigenvalues for the transmission matrix between the upper two leads obtained from an ensemble of 1000 disorder configurations with a disorder strength of $W = 30\,\text{meV}$ which is homogeneously applied throughout the whole sample. We see that we find an approximately bimodal shape for $B = 0\,\text{mT}$ and $V_t = 0\,\text{mV}$, or a distribution with a single PCC for $B = 0\,\text{mT}$ and $V_t = 40\,\text{mV}$. With an applied magnetic field, the PCC peak is washed out. (b) shows the transmission expectation values and (c) the Fano factor which one obtains from the transmission-eigenvalue distribution for the transport between the two upper leads as a function of the applied tunnel voltage for the same disorder ensemble at different values of the magnetic field. The dotted line in (b) denotes the expected value for the transmission from a single PCC, $T_M = 1$. In (c), the dotted line indicates the expected value for the Fano factor for a diffusive two-terminal conductor, $F = \frac{1}{3}$. Adapted from [23].
Figure 5.11: The figure shows plots of the eigenvalue distribution for the transmission matrix between the upper two leads of the structure shown in Fig. 5.6. For the calculations shown in this figure, the lower gate is not active, $V_g = 0 $ mV, and the Fermi energy is chosen to be $E_F = -40 $ meV making the gray area in the sketch metallic. Only the voltage of the tunnel-barrier gate $V_t$, which does not lead to the emergence of a full tunnel barrier in this setup, is varied. A disorder strength of $W = 30 $ meV is applied and 1000 disorder configurations were used to produce the histograms. The Fermi energy of the whole system is set to $E_F = -40 $ meV making it hole conducting. Interestingly, the transmission-eigenvalue distribution in this case always displays a cutoff at around $t = 0.7$ above which the probability for finding an eigenvalue drops to zero. This feature is relatively independent of the strength of $V_t$. As we will discuss in Chapter 6 of this thesis, this is a rather general feature of many-lead devices.
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TIs. For a calculation of the transmission-eigenvalue density for the transmission matrix between the upper two leads for the case in which the lower gate $V_g$ is absent, $V_g = 0$, we find distributions which are shown in Fig. 5.11. Note that this gate configuration is different from the one that was used to obtain Fig. 5.10, in which the choice of $V_g = 40$ mV led to an induced PCC in the upper section. Now, with $V_g = 0$, we are simply studying transport in a diffusive metallic system with no induced PCC. Fig. 5.11 shows histograms for different strengths of the tunnel gate $V_t$, which however does not lead to a formation of a full barrier in this case but instead only causes a reduction of the cross section of the transport channel. We see that this does not lead to a strong change of the distribution, which does not come as a very big surprise. What is however more interesting is the general shape of the distribution: It does not at all resemble the bimodal distribution that is commonly found in diffusive two-lead devices. Instead, it displays a clear cutoff at about $t = 0.7$ above which the probability density drops to zero. We found that this is indeed a direct consequence of the number of terminals of the diffusive device. For example, if one reduces the number of leads to only two, or equivalently if one combines the leads into “meta leads” and calculates the transmission eigenvalues of these combined transmission matrices, one recovers the bimodal distribution. In a detailed literature search, we found that while a similar change of the eigenvalue distribution function is known for multi-terminal quantum dots, we could not find studies that investigate the behavior of the distribution in multi-lead diffusive devices. This motivated us to investigate this interesting topic in more detail, the results of which will be presented in the next chapter of this thesis.

5.4 Discussion

In this chapter, we studied transport through metal/2d-TI heterostructures. We saw that we generally expect the edge states of the TI to hybridize with the metallic bulk states such that they lose their interface-state character. However, they lead to an odd channel number in the metallic part of the wave guide, which comes with the important consequence that an extended-state PCC is induced. This PCC is protected against backscattering as long as TR symmetry is preserved. However, as soon as there is some small amount of disorder, the PCC is in general not expected to be spin polarized.

Using model calculations, we found that the emergence of this PCC can be understood in terms of a set of effective boundary conditions, which can be more generally viewed as boundary conditions that mimic the boundary to a 2d TI. Thereby, they become an analogue of the commonly used hard-wall boundary conditions, which are typically used to describe the boundary to a trivial insulator. The emergence of a PCC through this set of boundary conditions could be traced back to the fact that one of the derived boundary conditions is of the Robin type, which, in addition, parametrically depends on the longitudinal momentum of the considered state in the wave guide. We realized that there is good mathematical reason for this and that this may be used to induce PCCs also in wave-guide structures without TIs if one can artificially realize this (or a similar) boundary condition. For example, one may try to realize such a boundary condition for electromagnetic waves by using photonic crystals.
In the second part of the chapter, we proposed experimental setups to demonstrate the induced PCCs in real devices. We saw that the PCC is particularly easy to observe in very long samples for which all other channels localize. However, the usage of an extra tunnel barrier also allows for a detection of the PCC in a shorter sample, in which there are in principle more modes that contribute to transport. Shot-noise measurements are particularly helpful in this scenario as they are expected to show a particularly strong signal, which complements the conductance signature. In agreement with the findings in Chapter 3, we saw that the PCC can be distinguished from the one-dimensional topological edge-state transport by means of an external magnetic field, which allows to selectively switch off the PCC already at small field strengths.
5.A Appendix

5.A.1 Test of Hermiticity for TI-proximity boundary conditions

We show that the boundary condition given by Eqs. (5.38) and (5.39) guarantees the Hermiticity of a general quadratic Hamiltonian,

\[ H = H_0 + H_1 k_y + H_2 k_y^2, \]  

(5.67)

where it is assumed that \( H_i \) are Hermitian matrices which do not depend on \( k_y \) and that \( H_1 \) and \( H_2 \) commute with \( k_y \), thus, that they are independent of \( y \). For this, we consider an interval for which we, for simplicity, assume Dirichlet boundary conditions, \( \psi(0) = 0 \), at one end and the TI-proximity boundary conditions, Eqs. (5.38) and (5.39), at the other end. We then find for the matrix element of two trial spinor wave functions \( \phi(y) \) and \( \psi(y) \)

\[
\langle \phi | H | \psi \rangle = \int_0^L dy \phi^* H \psi
\]

(5.68)

\[
= \int_0^L dy \phi^* H_0 \psi + \int_0^L dy \phi^* H_1 (-i \partial_y) \psi + \int_0^L dy \phi^* H_2 (-\partial_y^2) \psi
\]

(5.69)

\[
= \int_0^L dy (H_0 \phi)^* \psi + \int_0^L dy (-i H_1 \partial_y \phi)^* \psi + \int_0^L dy (-H_2 \partial_y^2 \phi)^* \psi
\]

\[
- i [\phi^* H_1 \psi]^L_0 - [\phi^* H_2 \partial_y \psi]^L_0 + [(H_2 \partial_y \phi)^* \psi]^L_0
\]

(5.70)

\[
= \langle H \phi | \psi \rangle - i \phi^* (L) H_1 \psi(L) - \phi^*(L) H_2 \partial_y \psi(L) + (H_2 \partial_y \phi^*(L)) \psi(L),
\]

(5.71)

where we did not explicitly write the wave-function argument in the intermediate steps to shorten the notation. To prove the Hermiticity of \( H \), it remains to be shown that the three additional terms on the right-hand side vanish when we make use of the set of boundary conditions at \( L \),

\[
\psi_1(L) = -\psi_2(L), \quad i (v_y \psi)_1(L) - i (v_y \psi)_2(L) = 4Qk_x \psi_1(L),
\]

(5.72)

(5.73)

which equivalently also hold for \( \phi(y) \). For this, we explicitly evaluate the current operator \( v_y \) in this case,

\[
v_y = i [H, y] = H_1 + 2H_2 (-i \partial_y),
\]

(5.74)

which we solve for \( H_2 \partial_y \) and insert this in Eq. (5.71), yielding

\[
\langle \phi | H | \psi \rangle = \langle H \phi | \psi \rangle - \frac{1}{2} \phi^*(L) [iv_y \psi(L)] + \frac{1}{2} [iv_y \phi(L)]^* \psi(L).
\]

(5.75)
By writing out the scalar product explicitly in terms of components, we find

\[
\langle \phi | H \psi \rangle = \langle H \phi | \psi \rangle - \frac{1}{2} \phi_1^*(L) [iv_y \psi_1(L)] - \frac{1}{2} \phi_2^*(L) [iv_y \psi_2(L)]
\]

\[
+ \frac{1}{2} [iv_y \phi_1(L)]^* \psi_1(L) + \frac{1}{2} [iv_y \phi_2(L)]^* \psi_2(L)
\]

\[
= \langle H \phi | \psi \rangle + \frac{1}{2} \phi_2^*(L) [iv_y \psi_1(L) - iv_y \psi_2(L)]
\]

\[
- \frac{1}{2} [iv_y \phi_1(L) - iv_y \phi_2(L)]^* \psi_2(L),
\]

\[(5.76)\]

where we made use of the first boundary condition, Eq. (5.72), for \(\phi\) and \(\psi\). Using the second boundary condition, Eq. (5.73), we finally obtain

\[
\langle \phi | H \psi \rangle = \langle H \phi | \psi \rangle + 2 Q_k \phi_2^*(L) \psi_1(L) - 2 Q^* k \phi_1^*(L) \psi_2(L)
\]

\[(5.78)\]

\[
= \langle H \phi | \psi \rangle + 2 (Q - Q^*) k \phi_2^*(L) \psi_1(L),
\]

\[(5.79)\]

which implies that \(H\) is Hermitian as long as the parameter \(Q\) is chosen to be real. This line of argumentation can also be generalized to other boundary orientations, e.g., to the set of boundary conditions in Eqs. (5.40) and (5.41).

### 5.A.2 Shot noise in multi-terminal structures

The Landauer-Büttiker formalism [198,199] makes use of the fact that electronic transport (of effectively non-interacting carriers) in a mesoscopic conductor at low temperatures can be mapped to a wave-scattering problem [104,105]. By solving this problem, one finds transmission and reflection probabilities of carriers and therefore obtains information about the experimentally expected mean currents. These currents will usually be subject to fluctuations, one of them being the so-called Johnson-Nyquist noise which arises from the thermal fluctuations in the reservoirs and is proportional to the sample temperature [200]. In addition, even at zero temperature, a mesoscopic conductor generally displays current fluctuations, which are known as shot noise or partition noise\(^3\). They reflect the fact that the current is, after all, carried by particles with a quantized charge, which are either fully reflected or fully transmitted, the probability of which is given by the coefficients mentioned above. This shot noise may well be the dominant source of noise at low temperatures and can nowadays be measured in experiments. As it carries information about the transmission and reflection properties of the current-carrying channels, it is a valuable tool to extract information about the transport properties of a mesoscopic conductor that go beyond the information that is contained in the average currents. This allows us to use it as a means to measure the existence of a perfectly conducting channel, as discussed in Section 5.3.2. For example, it is known that the current noise power, i.e., the mean-squared current fluctuations in a

\(^3\)Ref. [201] provides a good review on this topic.
unit frequency interval,

\[ S(f) = \frac{(\Delta I(f)^2)}{\Delta f}, \]  

(5.80)

for a two-terminal device in the low-frequency and zero-temperature limit is given by [202,203]

\[ \lim_{f \to 0} S(f) = S = 2 \frac{e^2}{h} \text{Tr} \left( r^\dagger t^\dagger t \right) e |V| \]

\[ = 2 \frac{e^3 |V|}{h} \sum_n T_n (1 - T_n), \]  

(5.82)

where \( r \) and \( t \) are the reflection and transmission blocks of the scattering matrix and \( |V| \) is the amplitude of the bias voltage. The sum in the second row runs over the eigenvalues of the transmission matrix \( t^\dagger t \), which we named \( T_n \). As we can see, a perfectly conducting channel \( T_n = 1 \) similar to a fully reflecting channel \( T_n = 0 \) does not contribute anything to the shot-noise signal. The shot noise provides access to the second moment of the transmission-eigenvalue distribution \( p(T) \). As the shot noise is directly proportional to the bias voltage and therefore to the current, one often divides the noise by the current,

\[ \frac{S}{\langle I \rangle} = 2e \frac{\sum_n T_n (1 - T_n)}{\sum_n T_n} = 2eF, \]

and defines the so-called Fano factor \( F \), which is only depending on the transmission-eigenvalue distribution. This Fano factor can also be viewed as the factor by which the shot noise is decreased with respect to the Poissonian value (the value expected for a stream of uncorrelated particles) \( S_P = 2e \langle I \rangle \), which was already found in a classical work by Schottky [204].

In multi-terminal structures, however, the calculation of the zero-frequency shot-noise contribution is in general more complicated than in two-terminal devices. As detailed in Ref. [201,202], the mean-squared current correlation of the current in lead \( \alpha \) and the current in lead \( \beta \),

\[ S_{\alpha\beta}(f) = \frac{1}{2\Delta f} \langle \Delta I_\alpha(f) \Delta I_\beta(f') + \Delta I_\beta(f') \Delta I_\alpha(f) \rangle, \]

(5.84)

in the low-frequency and zero-temperature limit can be related to the scattering matrix in the following way:

\[ \lim_{f \to 0} S_{\alpha\beta}(f) = \frac{e^2}{h} \sum_{\gamma,\delta} \int dE \text{Tr} \left( s^\dagger_{\alpha\gamma} s s^\dagger_{\beta\delta} s_{\gamma\delta} \right) \{ f_\gamma(E) (1 - f_\delta(E)) + f_\delta(E) (1 - f_\gamma(E)) \}, \]

(5.85)

where \( s_{\alpha\beta} \) is the subblock of the scattering matrix that connects lead \( \beta \) to lead \( \alpha \), and \( f_\gamma(E) \) is the Fermi function of the electron distribution in lead \( \gamma \), which is taken as a
step function at the corresponding electrochemical potential, \( f_\gamma(E) = \theta(eV_\gamma - E) \), with \( V_\gamma \) being the voltage applied to lead \( \gamma \).

The relation stated in Eq. (5.85) shows that the shot noise is given by a sum of products of scattering matrices and that it can in general not be reduced to a simple sum over transmission eigenvalues as in the two-terminal case, Eq. (5.82). In a way, the shot noise in these structures contains more information than the information that is contained in the first and second moment of the eigenvalue distribution, a fact that can be probed by exchange effects [205]. However, for the purpose of this thesis, this is an unnecessary complication as we would like to use shot noise to probe the first two moments of the transmission-eigenvalue distribution of the transmission matrix, also in a multi-terminal device. Luckily, this is possible by choosing a particular bias configuration. Suppose that we are interested in the eigenvalue distribution of the transmission matrix from lead 1 to lead 2, \( s_{21} \), in a multi-lead setup. If we bias lead 1 with a positive voltage \( V \) and ground all the other leads, we find for the measurement of the autocorrelation of the current in lead 2 from Eq. (5.85):

\[
\lim_{f \to 0} S_{22}(f) = S_{22} = 2\frac{e^3}{\hbar} V \sum_{\gamma \neq 1} \text{Tr} \left( s_{21}s_{21}^\dagger s_{2\gamma}s_{2\gamma}^\dagger \right)
\]

\[
= 2\frac{e^3}{\hbar} V \text{Tr} \left( s_{21}s_{21}^\dagger \left( 1 - s_{21}s_{21}^\dagger \right) \right) \tag{5.87}
\]

\[
= 2\frac{e^3}{\hbar} V \sum_{n=1}^N T_n (1 - T_n), \tag{5.88}
\]

where \( T_n \) are the eigenvalues of \( s_{21}^\dagger s_{21} \), the desired transmission matrix. This is the measurement scheme that is implied when we discuss shot noise in a multi-terminal setup in terms of this very simple dependence of \( S \) on the transmission-eigenvalue distribution.

As discussed above, the shot noise contains information about the correlation between particles and is therefore also a valuable tool to study interactions, which may even lead to noise levels above the Poissonian value. However, in this thesis we will neglect these and only study the non-interacting limit.
Chapter 6

Transmission-eigenvalue distribution of multi-terminal diffusive systems

6.1 Introduction

While investigating the transport signatures of a perfectly conducting channel in a metal-TI heterostructure, we came across probability distribution functions of transmission eigenvalues in many-lead diffusive devices. We were rather surprised to discover that not so much is known about these in the literature yet, which was the motivation for us to study these distribution functions in a bit more detail in this chapter. For a diffusive two-lead device, it is widely known that the probability for transmission eigenvalues $t$ is given by an asymmetric “bimodal distribution” with only one parameter $T$, determining the average transmission per channel [193, 196, 206],

$$p(t) = \frac{T}{2} \frac{1}{t\sqrt{1-t}},$$ (6.1)

as could be shown by solving the Dorokhov-Mello-Pereyra-Kumar (DMPK) equation [196, 207] for a strip geometry. However, it is less known what to expect in case of many-lead devices, and the distribution function that is found in these devices generally looks very different from this bimodal shape. As we already saw in Fig. 5.11, it generally exhibits a cutoff, meaning that there is a highest eigenvalue $t_{\text{max}}$ above which the probability distribution is zero. We start off by studying this phenomenon by means of a scattering-matrix model in the open-mode approximation, which we will introduce in the following section. With the help of this model, we explain the origin of the cutoff and also derive analytical expressions for the transmission-eigenvalue distribution in a few limiting cases. Also, we discuss an interesting related observable, which measures how the eigenvectors and eigenvalues split in multi-lead devices in the low-transmission limit. Later in the chapter, we will compare the findings based on this model to full transport calculations on a disordered free-electron-gas structure.

We would like to emphasize that, even though we will be mainly targeting electronic transport, the derived results are in fact a lot more general as they only rely on wave
scattering in the diffusive regime. We will be only making use of the fact that two-lead subsystems of the full system have an eigenvalue distribution that is given by Eq. (6.1). This distribution, however, is generally obtained for wave transport in random media in the diffusive regime, thus our results, for example, also apply for classical (e.g., acoustic and optical) waves [208].

6.2 Model calculations for many-lead diffusive systems

6.2.1 Method

A relatively simple model that captures the effects in a multi-lead diffusive system, and which we will study in this section, is a “star-shaped” three-terminal device, which is shown in Fig. 6.1(a). We model it using the open-mode approximation in which we assume that the individual building blocks, i.e., the spoke segments of the star behave like diffusive two-terminal conductors, thus, their scattering matrices are well described by the transmission-eigenvalue distribution of Eq. (6.1). The eigenvectors corresponding to these transmission eigenvalues are assumed to be fully random, corresponding to the unitary symmetry class

\[ S = \begin{pmatrix} U & 0 \\ 0 & V \end{pmatrix} \begin{pmatrix} -\sqrt{1-T} & \sqrt{T} \\ \sqrt{T} & \sqrt{1-T} \end{pmatrix} \begin{pmatrix} U' & 0 \\ 0 & V' \end{pmatrix}, \tag{6.2} \]

where \( U, V, U', \) and \( V' \) are unitary matrices and \( T \) is a diagonal matrix that contains the transmission eigenvalues of \( S. \) This decomposition is always possible for unitary matrices. For the special case of the spoke-scattering matrices, \( S_S, \) we assume \( U, V, U', \) and \( V' \) to be random matrices drawn from the circular unitary ensemble, which corresponds to the assumption of completely random eigenvectors. The eigenvalues of \( S_S, \) which enter the matrix \( T, \) are taken to be drawn from the probability distribution for two-terminal diffusive systems, Eq. (6.1). This distribution has the peculiar property that it cannot be normalized on the interval \([0, 1]\) because of the non-integrable divergence at zero. Therefore, as is commonly done, we introduce a cutoff \( t_{\text{min}} \) at low transmissions such that the integral is normalized on the reduced interval,

\[ \int_{t_{\text{min}}}^{1} dt p(t) = \int_{t_{\text{min}}}^{1} dt \frac{T}{2t\sqrt{1-t}} = 1 \tag{6.3} \]

\[ \rightarrow t_{\text{min}} = \cosh \left( \frac{1}{T} \right)^{-2}. \tag{6.4} \]

This cutoff depends on the choice of the parameter \( T \) of the distribution but it will be close to 0 for small \( T. \) From this one deduces that the parameter \( T \) is directly

\[ \text{The eigenvalue distribution for a wire in the diffusive limit has been found to be independent of the symmetry class of the system [209], which is why we do not expect a strong change of our results when considering other symmetry classes.} \]
6.2 Model calculations for many-lead diffusive systems

Figure 6.1: (a) shows a sketch of the device, which we want to model: a star-shaped junction of three long diffusive conductors. The joint in the middle is assumed to be small compared to the lengths of the spokes. (b) shows the implementation of this device in terms of scattering matrices, where \( S^{(i)} \) are scattering matrices for the diffusive spoke sections and \( S_H \) is a matrix that models the central hub. (c) shows an equivalent circuit for our diffusive device. As diffusive conductors behave like ohmic resistors in terms of their transmission, the circuit can be used to work out the expectation value of the transmission for our device.

proportional to the transmission expectation value for small \( T \) as

\[
\langle t \rangle = \int_{t_{\text{min}}}^{1} dt \, t \, p(t) = \int_{t_{\text{min}}}^{1} dt \, \frac{T}{2} \frac{1}{\sqrt{1 - t}} \approx T \quad \text{for} \quad t_{\text{min}} \ll 1. \tag{6.5}
\]

This limit of small transmission probability per channel combined with a large number of total channels is where the diffusive theory is expected to give a realistic description of the real-world situation. By tuning the parameter \( T \) in a range which does not leave this window of validity, we model star geometries with different total resistances but also asymmetric stars with spokes of different resistance, e.g., due to different lengths. The setup of scattering matrices used to represent such devices is schematically shown in Fig. 6.1(b).

The central hub of the star is modeled by a scattering matrix that links the scattering matrices of the spokes. We assume that this link does not cause any extra reflection on top of the built-in reflection of the spokes, which we believe is a realistic scenario if the extent of the hub is small compared to the length of the spokes. In this way, the whole system can be also understood in terms of the equivalent circuit shown in Fig. 6.1(c), in which three resistors are arranged in a star. We choose the following scattering matrix for the central hub, \( S_H \),

\[
S_H = \begin{pmatrix}
    r_{H,1} & t_{H,12} & t_{H,13} \\
    t_{H,21} & r_{H,2} & t_{H,23} \\
    t_{H,31} & t_{H,32} & r_{H,3}
\end{pmatrix} = \begin{pmatrix}
    0 & \bar{1} & 1 \\
    1 & 0 & 1 \\
    1 & 1 & 0
\end{pmatrix},
\tag{6.7}
\]

where \( \bar{1} = \text{diag}(1, 0, 1, \ldots) \) and \( \text{diag}(0, 1, 0, \ldots) \) are diagonal matrices with alternating ones and zeros, and \( 0 \) is a matrix that contains only zeros. The dimensionality of these matrices is given by the number of modes in the connected spoke, \( N \), which
we assume to be the same for all spokes. This matrix fulfills the requirement of zero reflection. Also, with this choice, all spokes are linked such that the incoming flux from one lead is split equally between the other two spokes. Still, it might seem quite arbitrarily chosen in the way that certain modes are fully linked to certain terminals. However, we should keep in mind that it is coupled to spokes whose eigenmodes are random vectors. Therefore, we believe that the detailed mode structure of the central hub should not be too much of importance.

For later calculations, it is advantageous to group two of the spokes into one meta lead and to rewrite Eq. (6.7) to read

\[
S_H = \begin{pmatrix} r_H & t'_H \\ t_H & r'_H \end{pmatrix}, \tag{6.8}
\]

with

\[
r_H = (0), \tag{6.9}
\]

\[
t'_H = \begin{pmatrix} 1 & 1 \\ \end{pmatrix}, \tag{6.10}
\]

\[
t_H = \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \tag{6.11}
\]

\[
r'_H = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. \tag{6.12}
\]

To calculate the total transmission through the structure and to study the individual transmission-matrix subblocks and their eigenvalues, we combine the scattering matrices using the general formula [211],

\[
S_{I+II} = \begin{pmatrix} r_I + t'_I r_{II} (1/(1 - r'_I r_{II})) t_I & t'_I (1/(1 - r_{II} r'_I)) t_{II} \\ t_{II} (1/(1 - r'_I r_{II})) t_I & r_{II} + t_{II} r'_I (1/(1 - r_{II} r'_I)) t_{II} \end{pmatrix}, \tag{6.13}
\]

for the total scattering matrix of two scatterers (described by scattering matrices with block entries \( r_i, t_i, r'_i, \) and \( t'_i \) with \( i \in \{I, II\} \) respectively) in series. We do this step by step, starting by connecting the scattering matrix of spoke 1, \( S_S^{(1)} \), to the central hub scattering matrix, \( S_H \), for which we use the representation of Eq. (6.8), yielding

\[
S_{(1)\&H} = \begin{pmatrix} r_{(1)} & t'_{(1)} r'_H \\ t_H t_{(1)} & t'_H + t_H r'_{(1)} t'_H \end{pmatrix}, \tag{6.14}
\]

with \( r_{(1)}, t_{(1)}, r'_{(1)}, \) and \( t'_{(1)} \) being the subblocks of \( S_S^{(1)} \). From this we obtain the total scattering matrix of the star structure by using Eq. (6.13) to combine \( S_{(1)\&H} \) with \( S_{(2)\&(3)} \), a scattering matrix that is composed from the uncoupled subblocks of \( S_S^{(2)} \) and \( S_S^{(3)} \),

\[
S_{(2)\&(3)} = \begin{pmatrix} r_{(2)} & 0 & t'_{(2)} & 0 \\ 0 & r_{(3)} & 0 & t'_{(3)} \\ t_{(2)} & 0 & r'_{(2)} & 0 \\ 0 & t_{(3)} & 0 & r'_{(3)} \end{pmatrix}. \tag{6.15}
\]
6.2 Model calculations for many-lead diffusive systems

The total result of this combination is given by

\[
S_{\text{tot}} = \begin{pmatrix}
  r_1 & t_{12} & t_{13} \\
  t_{21} & r_2 & t_{23} \\
  t_{31} & t_{32} & r_3
\end{pmatrix},
\]

(6.16)

where, e.g.,

\[
r_1 = r_{(1)} + t'_{(2)} t'_H \begin{pmatrix} r_{(2)} & 0 \\ 0 & r_{(3)} \end{pmatrix} \frac{1}{1 - \left(r'_H + t_H r'_{(1)} t'_H\right) \begin{pmatrix} r_{(2)} & 0 \\ 0 & r_{(3)} \end{pmatrix}} t_H t_{(1)},
\]

(6.17)

and

\[
t_{21} = \begin{pmatrix} t_{(2)} & 0 \end{pmatrix} \frac{1}{1 - \left(r'_H + t_H r'_{(1)} t'_H\right) \begin{pmatrix} r_{(2)} & 0 \\ 0 & r_{(3)} \end{pmatrix}} t_H t_{(1)},
\]

(6.18)

\[
t_{31} = \begin{pmatrix} 0 & t_{(3)} \end{pmatrix} \frac{1}{1 - \left(r'_H + t_H r'_{(1)} t'_H\right) \begin{pmatrix} r_{(2)} & 0 \\ 0 & r_{(3)} \end{pmatrix}} t_H t_{(1)}.
\]

(6.19)

The other entries of \(S_{\text{tot}}\) can also be calculated from the above formula or can simply be recovered by symmetry arguments, e.g., \(r_2\) can also be calculated from Eq. (6.17) by exchanging the components for spoke one and two, in combination with a flip of the primed and non-primed components for the two spokes, e.g., \(r_{(1)} \rightarrow r'_{(2)}\), as well as an exchange of \(\overline{1} \leftrightarrow \overline{1}\) in the involved hub matrices. However, the stated expressions will be enough for the discussion in this chapter.

6.2.2 Model results for a fully symmetric star

Using these formulas, we calculate the transmission between two spokes, i.e., Eq. (6.18), using randomly sampled diffusive scattering matrices. We start by considering the simplest case, in which we choose the transmission expectation values for all three spokes to take the same value, \(T_{(1)} = T_{(2)} = T_{(3)} = T\). Probability distribution functions for the eigenvalues \(t_{121212}\) of \(t_{121212}\) for different values of \(T\) are shown in Fig. 6.2(a) [see Fig. 6.2(c) for the legend]. Of course, an increase of the transmission \(T\) of the spokes leads to an increased probability for higher transmission eigenvalues. Thus, for better comparison, we renormalize the probability distributions by dividing by the expectation value of the transmission. These normalized distributions are shown in Fig. 6.2(c). In this way, we can nicely compare their shape and we find that we see a clear cutoff, which is slightly moving with a change of the spoke transmission and tends to disappear (to move toward 1) in the limit of very low transmission. However, the general shape of the probability distribution functions is very similar in a wide range of transmissions. This fact is also reflected by the shot-noise power that is expected for this transmission-eigenvalue distribution. Shot noise in a multi-terminal system is generally not so easy to interpret. Nonetheless, as detailed in Section 5.A.2, it can also be used as a tool to probe the second moment of
Figure 6.2: (a) and (b) show numerical results for the discussed scattering-matrix model for the transmission eigenvalues of a three-spoke star-shaped diffusive system, where (a) shows the eigenvalues of the transmission matrix between two leads $t_{21}^t$ and (b) shows the transmission eigenvalues for the transmission from one lead into a meta lead consisting of the two other leads $t_{21}^t + t_{31}^t$. (c) and (d) show the same data as (a) and (b) but renormalized by dividing by the expectation value of the transmission per channel. In this way, it is easier to compare the shape and one sees the prominent cutoff in the transmission between two terminals and the bimodal shape for the transmission into the meta lead. (e) and (f) show the calculated Fano factors for the respective scenarios. The gray dashed lines show the corresponding expected values, $F = \frac{5}{9}$ for the transmission between two terminals and $F = \frac{4}{5}$ for the diffusive bimodal distribution. The data was obtained from calculations with 300 channels per lead averaged over 20000 samples (50000 samples for $T < 0.1$).
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the transmission-eigenvalue distribution if a proper measurement scheme is used. In particular, one can use this scheme to experimentally access the Fano factor,

\[
F = \frac{\langle S \rangle}{2 \langle T \rangle} = \frac{\langle t(1 - t) \rangle}{\langle t \rangle},
\]

which directly relates to the first and second moment of the transmission-eigenvalue distribution. We use our computed distribution functions in Fig. 6.2(a) to calculate the Fano factor according to Eq. (6.20), the result of which is shown in Fig. 6.2(e). It remains very constant with the change of the total transmission. The attained value of \( F \) agrees very well with the prediction for the shot noise in such star-shaped devices by Sukhorukov et al. [212,213]. In this reference, shot noise in star-shaped multi-lead devices is treated very generally using a semiclassical Boltzmann-Langevin equation. It follows from this treatment that the Fano factor in such a device is given by

\[
F = \frac{2}{3} \frac{T_2}{T_2 + T_3} \left( 1 + \frac{2T_3}{T_1 + T_2 + T_3} \right),
\]

which simplifies to \( F = \frac{5}{9} \) for \( T_1 = T_2 = T_3 = T \). This value for \( F \) is indicated by a dashed gray line in Fig. 6.2(e) and is very well reached in our data at least in the regime where the diffusive theory is expected to be applicable. For the larger transmissions per spoke (\( T > 0.4 \)), we will see that we are already leaving this regime of validity.

It is instructive to also have a look at the transmission-eigenvalue distribution of the total transmission matrix that is found when we consider lead 2 and 3 as one “meta lead”. This combination, which was previously introduced only as a trick to simplify the concatenation of scattering matrices, actually leads to very interesting results. Mathematically, this corresponds to studying the eigenvalues of the matrix that results from the sum of the two transmission matrices for the separate leads, \( t_{21}^\dagger t_{21} + t_{31}^\dagger t_{31} \).

The probability distribution of the eigenvalues of this matrix is shown in Fig. 6.2(b), again for different choices of \( T \). If we, similar to before, plot a distribution that is renormalized by the total transmission, as shown in Fig. 6.2(d), we nicely see that almost all distributions trace out the same curve, which is exactly the discussed bimodal distribution function that is expected for a two-terminal diffusive device, Eq. (6.1). This is a very interesting feature that we already observed in Chapter 5: If one studies a diffusive multi-terminal device, then the transmission-eigenvalue distribution for the transmission between two leads generally displays a cutoff and looks not at all bimodal. But when combining the leads to meta leads such that there are only two (meta) leads in total, the transmission-eigenvalue distribution between this pair of leads seems to reproduce the known two-lead transmission-eigenvalue distribution. This agrees well with the finding of Nazarov [214], who finds the distribution for a diffusive two-lead device to be independent of the detailed shape of the conductor. As we can observe in the transmission-distribution functions in Fig. 6.2(d), for high transmissions (\( T > 0.4 \)), the low-transmission cutoff \( t_{\min} \) is already strongly visible in this bimodal distribution, so one should consider these to be already outside the regime of validity of the diffusive theory. The fact that one obtains a bimodal distribution is, of course, also reflected by an evaluation of the Fano factor from this distribution, cf. Eq. (6.20). The result of
this is shown in Fig. 6.2(f). We see that it agrees well with the expected value for a two-terminal diffusive wire, in which \( F = \frac{1}{3} \) [197]. However, this fact should not be given too much experimental significance as it would probably be very difficult to measure the shot noise in such a meta lead.

### 6.2.3 Model results for an asymmetric star

One can learn more about the origin of the cutoff feature by turning to a device which is slightly more complicated, this being an asymmetric star, in which the transmission of one of the spokes differs from the transmission of the other two, \( T_1 \neq T_2 = T_3 \). Such a setup is sketched at the bottom of Fig. 6.3 for various choices of the asymmetry. We define such a geometry in terms of two parameters, one being the expected total transmission between spoke 1 and one of the other two spokes, \( T^{2_{\leftarrow 1}} \), which according to the equivalent circuit shown in Fig. 6.1(c) has the following relation with the transmission-expectation values of the spokes:\(^2\)

\[
T^{2_{\leftarrow 1}} = \frac{1}{2} \frac{T_1 (T_2 + T_3)}{T_1 + T_2 + T_3}.
\] (6.22)

The other parameter, \( q \), tunes the aspect ratio of the device between the two extreme cases that one of the two spokes is very short (\( T_1 = 1 \)) and the other two are long, which corresponds to \( q = 0 \), and the scenario where one spoke is long and the other two are short (\( T_2 = T_3 = 1 \)) corresponding to \( q = 1 \). The meaning of \( q \) is also illustrated in the lower panel of Fig. 6.3. We implement this parametrization in terms of \( T^{2_{\leftarrow 1}} \) and \( q \) by the following choice of \( T_1, T_2 \) and \( T_3 \):

\[
T_1 = \frac{2T^{2_{\leftarrow 1}}}{q}, \quad T_2 = T_3 = \frac{T^{2_{\leftarrow 1}}}{1 - q}.
\] (6.23, 6.24)

From Eq. (6.21), one finds for the Fano factor for the shot-noise measurement in lead 2 in such a device:

\[
F = \frac{1}{3} (1 + q),
\] (6.25)

thus, as seen in the symmetric device, it solely depends on the aspect ratio of the structure and is independent of the total transmission. Note that the completely symmetric aspect ratio that was discussed in the previous section corresponds to the choice \( q = \frac{2}{3} \) (not \( q = \frac{1}{2} \)) in this parametrization. The case \( q = \frac{1}{2} \) describes a geometry in which there is one shorter spoke and two longer spokes where the equivalent resistance of the two longer spokes in parallel equals the resistance of the shorter spoke.

In Fig. 6.3, we see results for calculations of an asymmetric star for which the total conductivity is roughly kept constant. This data is calculated using the spoke transmis-
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Figure 6.3: The first two panels of this figure show the probability density for the transmission eigenvalues (a) between spoke 1 and 2 (or equally between spoke 1 and 3) $t_{21}^t t_{21}$, and (b) between spoke 1 and a meta lead consisting of the two other spokes $t_{21}^t t_{21} + t_{31}^t t_{31}$. The overall transmission of the structure is kept constant and the relative transmission of spoke 1 is varied compared to the two other spokes, cf. Eqs. (6.23) and (6.24), as well as the illustration at the bottom of the figure. (c) and (d) show the corresponding Fano factors which are calculated from the probability distributions in (a) and (b). In (c), the expectation from a Boltzmann-Langevin prediction, cf. Eq. (6.21), is plotted for comparison as a gray dashed line. The gray dashed line in (d) shows the expected value for a bimodal distribution, cf. Eq. (6.1). The data was obtained from calculations with 300 channels per lead averaged over 20000 samples.
sions from Eqs. (6.23) and (6.24) for a fixed value of $T^{2 \rightarrow 1} = \frac{1}{30}$, which is in the regime in which we found good agreement with the Boltzmann-Langevin treatment in the above discussion of the fully symmetric star. It corresponds to the same total transmission as $T_1 = T_2 = T_3 = 0.1$ in the symmetric case. The asymmetry $q$, however, is varied between the two extreme cases $q = 0$ and $q = 1$. In Fig. 6.3(c), we see the results for the Fano factor calculated from the transmission distribution between lead 1 and lead 2, which is shown in Fig. 6.3(a). We note that the agreement with the expectation from Eq. (6.25), which is shown as a gray dashed line, is very good. With this in mind, it is interesting to look at the full distribution function shown in Fig. 6.3(a). Here, we see that with changing the aspect ratio of the star, there is a strong change in the distribution. In the limit $q \rightarrow 1$, there is a pronounced cutoff, which increases with decreasing $q$ and disappears in the limit $q \rightarrow 0$. Before we discuss this and aim at explaining this, we would like to draw the attention to Figs. 6.3(b) and (d). In these panels, similar to the results for the symmetric star, we also plot the probability distribution and the Fano factor that result from the study of the transmission from lead 1 to the meta lead that consists of the two other leads. Here, we once again find a behavior which is in perfect agreement with a bimodal distribution, Eq. (6.1), completely independently of the value of $q$. From a mathematical perspective, this means that the sum of the two matrices $t_{21}^\dagger t_{21} + t_{31}^\dagger t_{31}$ shows a spectrum which follows the bimodal distribution for any $q$ while the separate matrices $t_{21}^\dagger t_{21}$ (or equivalently $t_{31}^\dagger t_{31}$) show a spectrum which depends on the aspect ratio of the structure. While this spectrum of the separate matrices resembles the bimodal shape for small $q$, it attains a more and more pronounced cutoff in the limit $q \rightarrow 1$.

This can be understood a bit better when considering the problem in the $q \rightarrow 1$ limit, in which the structure consists of a long channel that is split into two leads, i.e., the spoke-scattering matrices of the spokes 2 and 3 do not give rise to reflection, corresponding to $r_{(2)} = r_{(3)} = r'_{(2)} = r'_{(3)} = 0$. Then the expression for the transmission matrix from Eq. (6.18) simplifies to

$$\lim_{q \rightarrow 1} t_{21}^\dagger t_{21} = t_{(1)}^\dagger l_{(1)}.$$

Here, $t_{(1)}$, cf. Eq. (6.2), is a matrix with random eigenvectors and a known distribution of random eigenvalues [the bimodal distribution, Eq. (6.1)] and $l$ can be understood as a projector that selects a subset of rows from $t_{(1)}$. Eigenvalue distributions of such submatrices have been studied before in the context of quantum dots with many leads [215, 216], where—similar to our case—the transmission matrix into one of the leads is given by a projection of a full transmission matrix. Different from our scenario, however, the eigenvalue distribution of the projected matrix in these studies was given by the symmetric bimodal distribution for quantum cavities (the distribution for a two-lead quantum dot). It was also observed that a quantum dot with multiple leads displays a cutoff in the eigenvalue spectrum, very similar to the one observed by us.

Very recently, Goetschy et al. [217] solved the problem of determining the eigenvalue distribution of a filtered random matrix in the form of Eq. (6.26), i.e., $\tilde{A} = PA$, in a more general form using free probability theory [218], which is a suitable method to obtain the probability distribution of eigenvalues in the limit of infinite matrix dimensionality,
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\( N \to \infty \). This solution can be employed for any eigenvalue distribution \( p_{\bar{A}^\dagger \bar{A}}(t) \) of the matrix \( A^\dagger A \) that is being filtered and it is given in the form of the following implicit system of equations:

\[ g_{A^\dagger A} \left( \frac{z g_{A^\dagger A}(z)}{Q(z)} \right) = Q(z), \tag{6.27} \]

with the auxiliary function \( Q(z) \) being defined as

\[ Q(z) = g_{A^\dagger A}(z) + \frac{m - 1}{z}. \tag{6.28} \]

The system of equations relates the resolvent \( g_{A^\dagger A}(z) \) of the probability distribution of the unfiltered matrix,

\[ g_{A^\dagger A}(z) = \int_{-\infty}^{\infty} dt \frac{p_{A^\dagger A}(t)}{z - t}, \tag{6.29} \]

to the resolvent of the filtered matrix \( \tilde{g}_{\bar{A}^\dagger \bar{A}}(z) \), from which one can infer the probability density of the eigenvalues of \( \bar{A}^\dagger \bar{A} \) using

\[ p_{\bar{A}^\dagger \bar{A}}(t) = -\frac{1}{\pi} \lim_{\eta \to +0} \text{Im} \, g_{\bar{A}^\dagger \bar{A}}(t + i\eta). \tag{6.30} \]

The parameter \( m \) in Eq. (6.28) represents the fraction of the number of channels that are retained by the projection. Thus, this can be employed for our problem by setting \( A = t(1) \) and \( \bar{A} = 1/t(1) \), which implies \( m = \frac{T}{2} \). We can calculate the resolvent for the unfiltered matrix \( A \) by evaluating Eq. (6.29) using the bimodal distribution, Eq. (6.1), yielding

\[ g_{A^\dagger A}(z) = \frac{1}{z} - \frac{T}{z \sqrt{1 - z}} \arctan \left( \frac{\tanh \left( \frac{1}{T} \right)}{\sqrt{1 - z}} \right). \tag{6.31} \]

Using this one can now numerically search for a solution of Eqs. (6.27) and (6.28), and use it in Eq. (6.30) to extract the resulting probability distribution of the filtered matrix. This was already done in Ref. [217] for the case of the diffusive bimodal distribution, and we also show results for such a numerical search in Fig. 6.4 for various choices of the parameter \( T \) of the distribution, which controls the expectation value of the transmission, cf. Eq. (6.6).

However, for small \( T \), the system of equations, Eqs. (6.27) and (6.28), also allows for an analytical solution (see Section 6.A.1 for a derivation),

\[ p_{\bar{A}^\dagger \bar{A}}(t) = \begin{cases} 
\frac{T}{2} \frac{1}{\sqrt{1 - m^2}} + \mathcal{O}(T^2) & \text{if } m \left[ \cosh \left( \frac{1}{T} \right) \right]^{-2} \leq t \leq m \\
0 + \mathcal{O}(T^2) & \text{else},
\end{cases} \tag{6.32} \]

which was not noticed in Ref. [217], and which will become important when we try to understand the behavior of the asymmetric star in other limits of the asymmetry...
Figure 6.4: The plot shows the numerical solution of Eqs. (6.27) and (6.28) for different values of the transmission $T$ (full lines). For low transmissions, the distribution converges toward the analytical solution from Eq. (6.32) (gray dashed line). For $T = 0.0667$, the square symbols show results obtained from a numerical diagonalization of filtered matrices (with dimension $N = 300$) with random eigenvectors and bimodal eigenvalues. This matrix-diagonalization result corresponds to the calculation for $q = 0$ in the open-mode scattering-matrix approach for the asymmetric star shown above. The shown data from the diagonalization is an average over 20000 realizations.

parameter $q$. This limiting solution has the form of a rescaled bimodal distribution with a sharp cutoff at $t = m$. It is also shown as a gray dashed line in Fig. 6.4 and we see that it indeed matches the numerical solutions in the limit $T \to 0$. However, we also note that the total transmission for which we find good agreement with this rescaled bimodal distribution has to be very low. For larger values of $T$, the solution differs from the asymptotic form by the absence of the second peak close to the cutoff and by a significant shift of the cutoff to higher transmissions. The numerical solution for $T = \frac{2}{30}$ for example, which is the proper transmission for $q = 1$ in the above treatment of the asymmetric star, is still comparatively far from this limiting behavior. However, it already shows a pronounced cutoff. The free probability theory can also be compared to a numerical diagonalization of the projected matrix, thus, to a calculation similar to the one that yielded the data in Fig. 6.3. The result of this is shown for $T = \frac{2}{30}$ as square symbols. As one can see, the agreement to the “analytical” result is already quite good showing that free probability theory, which is valid in the limit of infinite matrix dimension, also applies well in the case of a moderate number of channels as studied in the numerical calculation ($N = 300$). Small deviations appear only close to the cutoff, which is less pronounced in the calculations with finite matrices.

The limiting distribution, which shows the second peak close to the cutoff, is probably difficult to observe in practice as it requires a very low average transmission per channel, $T \lesssim 0.001$, in combination with a very large number of channels such that the total transmission is well above one conductance quantum such that the system is in the
6.2.4 Analytical treatment in the low-transmission limit

In this section, we want to rederive the probability distribution that one expects in the \( q = 1 \) limit at very low transmissions, Eq. (6.32), using a partly heuristic argument. As we will see, this argument will also transfer to the \( q = 0 \) case and will even allow us to make a good guess for the fully symmetric star. To be able to make this argument, however, we will start out by some general remarks, which we expect to hold for all values of the parameter \( q \).

As we saw in the discussion above, the matrix of the total transmission to the combined meta lead \( t^\dagger_{21}t_{21} + t^\dagger_{31}t_{31} \) always shows a bimodal distribution for all transmissions. For the special case of \( q = 1 \), this can even be formally shown as in this limit

\[
\lim_{q \to 1} \left( t^\dagger_{21}t_{21} + t^\dagger_{31}t_{31} \right) = t^\dagger_{(1)} \left( \mathbb{1} + \bar{1} \right) t_{(1)} = t^\dagger_{(1)}t_{(1)} = U^\dagger T U, \tag{6.33}
\]

as can be seen from Eqs. (6.18) and (6.19). Here, \( T \) is a diagonal matrix with bimodally distributed eigenvalues and \( U^\prime \) is a random unitary matrix, cf. Eq. (6.2). Because of the special shape of the bimodal distribution, in the limit of very low transmission, almost all eigenvalues of this matrix are very close to zero but there is still a relatively large probability to find eigenvalues close to one. Such “open channels” are known to carry most of the current in the diffusive regime [206, 219].

Knowing that the matrices \( t^\dagger_{21}t_{21} \) and \( t^\dagger_{31}t_{31} \), for which we observe the cutoff, sum up to yield a matrix with the bimodal distribution, we can make use of this fact to learn something about their eigenvalues from a mathematical perspective. We will restrict this attempt to the limit in which the transmission is so low that one can assume that \( t^\dagger_{21}t_{21} + t^\dagger_{31}t_{31} \) only has one non-zero eigenvalue. In this limit, we will be using the following inequality which is one of the few known inequalities that relate the eigenvalues of a sum
of Hermitian matrices to the eigenvalues of the summand matrices [220]:

**Theorem 6.1 (Dual Lidskii inequality).** Given two $n$-dimensional Hermitian matrices $A$ and $B$ with the sequences of eigenvalues $\lambda_1(A) \geq \cdots \geq \lambda_n(A)$ and $\lambda_1(B) \geq \cdots \geq \lambda_n(B)$, respectively. Let $\lambda_1(A+B) \geq \cdots \geq \lambda_n(A+B)$ be the eigenvalue sequence of the sum of the two matrices. Then,

$$\lambda_{i_1}(A+B) + \cdots + \lambda_{i_k}(A+B) \geq \lambda_{i_1}(A) + \cdots + \lambda_{i_k}(A) + \lambda_{n-k+1}(B) + \cdots + \lambda_n(B),$$

(6.34)

for every set of integers $1 \leq i_1 < \cdots < i_k \leq n$.

By choosing $i_j = j + 1$ for $j = 1, \ldots, n - 1$, we find

$$\lambda_2(A+B) + \cdots + \lambda_n(A+B) \geq \lambda_2(A) + \cdots + \lambda_n(A) + \lambda_2(B) + \cdots + \lambda_n(B),$$

(6.35)

which implies that $\lambda_i(A) = \lambda_i(B) = 0$ for all $i \geq 2$ if $\lambda_i(A+B) = 0$ for all $i \geq 2$. So, in the limit that $t_{21}^\dagger t_{21} + t_{31}^\dagger t_{31}$ only has one non-zero eigenvalue, the matrices $t_{21}^\dagger t_{21}$ and $t_{31}^\dagger t_{31}$ will also just have one non-zero eigenvalue each. As the traces of the matrices are additive, those eigenvalues will be simply related by

$$\lambda_1(t_{21}^\dagger t_{21} + t_{31}^\dagger t_{31}) = \lambda_1(t_{21}^\dagger t_{21}) + \lambda_1(t_{31}^\dagger t_{31}),$$

(6.36)

which in turn implies that the three matrices also share the same eigenvector(s). So suppose that $v$ is the eigenvector of $t_{21}^\dagger t_{21} + t_{31}^\dagger t_{31}$ that corresponds to the largest eigenvalue, which from a physical point of view means that it is the superposition of incoming modes that leads to a transmission of $\lambda_1(t_{21}^\dagger t_{21} + t_{31}^\dagger t_{31})$ from the incoming lead to the meta lead consisting of the two outgoing leads. Then the same superposition of incoming modes will lead to a transmission $\lambda_2(t_{21}^\dagger t_{21})$ to lead 2 and $\lambda_1(t_{31}^\dagger t_{31})$ to lead 3 respectively. Another interesting physical interpretation of the fact that the eigenvalues of the three matrices are the same is found when calculating the superposition of outgoing modes that one will observe at the leads 2 and 3 when choosing the incoming modes according to $v$. This vector of outgoing modes can be directly obtained from $v$ by the application of $t_{tot}$, the transmission matrix into the meta lead,

$$t_{tot}v = \begin{pmatrix} t_{21}v \\ t_{31}v \end{pmatrix}.$$  

(6.37)

This vector is $2N$-dimensional (because of $2N$ outgoing modes) and we see that the squared modulus of the first $N$ components of this vector,

$$v^\dagger t_{21}^\dagger t_{21}v = \lambda_1(t_{21}^\dagger t_{21}),$$

(6.38)

equals the eigenvalue of the transmission matrix into this lead. So, in the low-transmission limit, one can gain information about how the vector $t_{tot}v$, which carries the transmission
into the meta lead, is distributed across lead 2 and lead 3 by comparing the eigenvalue of the full matrix, \( \lambda_1(t_{21} t_{21} + t_{31} t_{31}) \), with the eigenvalues of the transmission matrices into the leads, e.g., \( \lambda_1(t_{21} t_{21}) \).

These relations hold for a single realization of random matrices, but what do they imply for the relation between the probability distributions \( p_{t_{21} t_{21}}(t) \) and \( p_{t_{21} t_{21} + t_{31} t_{31}}(t) \)? To quantify this, we introduce a function \( w(r, t) \) that describes the probability for an eigenvalue \( t \) of the full matrix \( t_{21} t_{21} + t_{31} t_{31} \) to split into the two eigenvalues \( r t \) and \((1 - r) t \) of the two summand matrices. Because of the symmetric choice of our junction, we know that \( w(r, t) = w(1 - r, t) \). Given this function, we have the following relation between the probability densities \( p_{t_{21} t_{21} + t_{31} t_{31}}(t) \) and \( p_{t_{21} t_{21}}(t) \):

\[
p_{t_{21} t_{21}}(t) = \int_0^1 dt' \int_0^1 dr w(r, t') p_{t_{21} t_{21} + t_{31} t_{31}}(t') \delta (rt' - t) \tag{6.39}
\]

in the limit where Eq. (6.36) holds. According to the above discussion, the function \( w(r, t) \) also carries information about how the vector \( t_{\text{tot}} v \) is distributed across the two outgoing leads. It can generally be calculated as

\[
w(r, t) = \left\langle \delta \left( r - \frac{v^\dagger t_{21} t_{21} v}{v^\dagger (t_{21} t_{21} + t_{31} t_{31}) v} \right) \right\rangle, \tag{6.40}
\]

where \( v \) is the eigenvector corresponding to the eigenvalue \( t \) and the brackets indicate the average over the random-matrix ensemble. Note that this definition quantifies the amount of the outgoing flux into sublead 2 for an incoming superposition of modes that matches the eigenvector \( v \) to the eigenvalue \( t \) of the matrix \( t_{21} t_{21} + t_{31} t_{31} \). Therefore, we will in the following call \( w(r, t) \) \textit{eigenvector-splitting distribution}. As we discussed above, in the low-transmission limit, this function can also be viewed as an eigenvalue-splitting distribution into the subleads as we found that the matrices \( t_{21} t_{21} \) and \( t_{21} t_{21} + t_{31} t_{31} \) share the same eigenvector \( v \) in this limit. Away from the low-transmission limit, this will no longer be the case, and the function \( w(r, t) \) as defined in Eq. (6.40) does not necessarily describe the splitting of eigenvalues. This is understandable as the relation between the eigenvalues of the summand matrices and those of the total sum matrix is usually not just given by a pairwise sum. Instead the relation may be much more involved, as partly expressed by the Dual Lidskii inequality stated above. The function \( w(r, t) \) as we define it still has physical meaning even when going away from the low-transmission limit as it describes the transmission pattern of the eigenvectors of the transmission matrix into the meta lead. This pattern is a well-defined quantity, which is at least in principle also experimentally accessible, and we will consider it in our later numerical studies.

We would like to add that even if the relation in Eq. (6.40) can formally only be derived for the case of only one non-zero eigenvalue, we also expect it to be valid for our case when the system is in the “dilute limit” where the number of non-zero eigenvalues is larger than one but the total dimension of the scattering matrix is very large such that the density of non-zero eigenvalues is almost zero. In this way, the relation becomes useful in the true diffusive limit, where \( N \cdot \langle t \rangle > 1 \), i.e., there is more than one open channel, but in which at the same time the density of non-zero eigenvalues is very low.
because \( t \ll 1 \).

In the \( q = 1 \) limit, we can derive an analytical expression for \( w(r, t) \) as we know that all the eigenvectors of \( t_{21}^\dagger t_{21} + t_{31}^\dagger t_{31} \) are just columns of a random circular unitary matrix \( U' \) in this limit, cf. Eq. (6.33). This also applies to the vector \( v \), i.e., \( U'v = e^{i\phi}v \). The function \( w(r, t) \) is then simply given by

\[
w(r, t) = \left\langle \delta \left( r - \sum_{i=1}^{N} V_{1,2i}^\dagger V_{2,1} \right) \right\rangle,
\]

in the derivation of which we made use of Eqs. (6.2), (6.18), and (6.19). Thus, in this case, the function \( w(r, t) \) is related to the average sum of the squared absolute values of half the components of a single column vector of a CUE matrix. Also, we note that \( w(r, t) \) does not depend on the eigenvalue \( t \) in this case. Even though the components of a column of a CUE matrix are not fully independent because of the normalization constraint, for \( N \gg 1 \), we may well treat them as independent in this context. The following expectation values for moments of the entries of a circular unitary matrix \( V_{ij} \) of dimension \( 2N \times 2N \) are known [221]:

\[
\left\langle |V_{ij}|^2 \right\rangle = \frac{1}{2N}, \quad \left\langle |V_{ij}|^4 \right\rangle = \frac{1}{N(2N+1)},
\]

from which one deduces \( \text{Var} \left( |V_{ij}|^2 \right) \approx \frac{1}{(2N)^2} \). From that, due to the central limit theorem, for large \( N \), it follows that

\[
w(r, t) = \frac{N}{\sqrt{\pi}} \exp \left( -N^2 \left( r - \frac{1}{2} \right) \right),
\]

which shows that for \( q = 1 \), at low transmissions and in the limit of large \( N \), the eigenvectors and also the eigenvalues always split completely equally between the two leads. This may not be too surprising as we already knew from the above analysis that the eigenvectors of \( t_{21}^\dagger t_{21} + t_{31}^\dagger t_{31} \) in this limit are random vectors [cf. Eq. (6.33)] for which such a behavior would be expected. However, it is interesting when considering that this eigenvector splitting also holds for the eigenvectors of the “open channels”, i.e., the channels that carry a transmission close to one into the meta lead made out of lead 2 and 3. Because of the equal splitting, even these vectors will only lead to a transmission of 0.5 into, for example, sublead 2. This intuitively explains the origin of the hard cutoff of the eigenvalues of \( t_{21}^\dagger t_{21} \) at 0.5 in this limit.

However, this result for \( w(r, t) \) does not only give an explanation for the cutoff: By inserting this expression for \( w(r, t) \) from Eq. (6.45) in Eq. (6.39) and performing the integral, we recover the full expression for the probability density of the transmission eigenvalues in the low-transmission limit, Eq. (6.32), i.e., a rescaled bimodal distribution. Thus, we were able to derive Eq. (6.32) from a study of the eigenvector-splitting distri-
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bution $w(r, t)$ in the case of $q = 1$. Of course, it would be nice to also obtain results for other values of $q$. Here, the application of free probability theory in the same spirit as in the $q = 1$ limit turns out to be difficult as the formulas become much more involved. However, a heuristic derivation that employs the function $w(r, t)$ is still possible as we will see. Though our line of reasoning will be a bit different than before.

Remember that in the $q = 1$ case, we could argue directly how $w(r, t)$ should behave in the low-transmission limit, and then used Eq. (6.39) together with the fact that the probability distribution of the total matrix, $t_{121}^{1} t_{21}^{1} + t_{31}^{1} t_{31}^{1}$, is bimodal to rederive Eq. (6.32). Now we would like to partly invert the argument. We start by recognizing that, in the low-transmission limit, there should be a well-defined function $w(r, t)$ that is directly related to the eigenvalue distribution via Eq. (6.39) and therefore governs all the observables for all values of $q$. As we already know something about the expected observables in this limit, e.g., the transmission and the Fano factor, cf. Eq. (6.25), we may hope to use this information to learn about the form of $w(r, t)$ and, thus, about the full probability distribution. For example, it can be easily shown that a symmetric choice of $w(r, t) = w(1 - r, t)$ that is inserted in Eq. (6.39) leads to

$$\langle t \rangle_{t_{21} t_{21}}^{1} = \frac{1}{2} \langle t \rangle_{t_{21} t_{21} + t_{31} t_{31}}^{1},$$

as can already be expected from symmetry. A second important observable, the Fano factor, can also be calculated for a general $w(r, t)$. From inserting the bimodal distribution in Eq. (6.39) and from using the definition of the Fano factor, Eq. (6.20), we find

$$F = \frac{\langle t (1 - t) \rangle_{t_{21} t_{21}}^{1}}{\langle t \rangle_{t_{21} t_{21}}^{1}},$$

$$= \int_{0}^{1} dt' \int_{0}^{1} dr w(r, t') \frac{1}{2 t' \sqrt{1 - t'}} \left[ t' (1 - t') + 2 r (1 - r) t'^{2} \right]$$

$$= \int_{0}^{1} dt' \int_{0}^{1} dr w(r, t') \frac{r (1 - r) t'}{\sqrt{1 - t'}} + \frac{1}{3},$$

which yields $F = \frac{2}{3}$ when inserting Eq. (6.45), as expected. In the $q = 0$ limit, however, we know that the Fano factor should yield $F = \frac{1}{3}$. As the factor that multiplies $w(r, t')$ in Eq. (6.49) is greater or equal to zero, there is only one possible choice for $w(r, t')$ which can satisfy this, namely,

$$w(r, t') = w(r) = \delta(r) + \delta(r - 1).$$

In this way, we are in the lucky situation of being able to infer the probability of the splitting of the eigenvalues (and eigenvectors) across the two leads, $w(r, t)$, in the limit of low transmission by only using the knowledge of the value of the Fano factor in this limit, Eq. (6.21). Note that we, as in the $q = 1$ limit, find the function $w(r, t)$ to be independent of the eigenvalue $t$. However, the obtained behavior of the eigenvectors in this limit is completely the opposite compared to the case of $q = 1$. Now all eigenmodes of the transmission matrix into the meta lead either fully transmit to one of the leads of the
star, or fully to the other, but never into both. Knowing the probability of an eigenvalue split, we can go one step further and insert this function into Eq. (6.39) to obtain the full probability density of eigenvalues for $q = 0$ in the limit of low transmission,

$$p_{t_{12}^1 t_{21}^2}(t) = \begin{cases} \frac{T}{4 \sqrt{t - 1}} + \frac{1}{2} \delta(t) \left[ \cosh \left( \frac{1}{t} \right) \right]^{-2} & \text{if } 0 \leq t \leq 1 \\ 0 & \text{else.} \end{cases} \quad (6.51)$$

This probability distribution turns out to be once again the bimodal distribution, this time unshifted. In the interpretation of the numerical results shown in Fig. 6.3, we already speculated that this might be the correct limiting distribution for $q = 0$. Now, we are able to prove it, at least in the low-transmission limit.

It is of course tempting to also make a statement for the low-transmission limit at intermediate values of $q$. Here, the mere knowledge of the value of the Fano factor is not enough to infer $w(r, t)$. However, knowing that the distribution changes from a delta distribution around $r = \frac{1}{2}$ to delta distributions at $r = 0$ and $r = 1$ with changing values of $q$, an educated guess for an intermediate distribution would be a completely flat box distribution for all $t$,

$$w(r, t) = 1. \quad (6.52)$$

It turns out that this distribution yields $F = \frac{5}{9}$, which is the value that we already obtained in the fully symmetric star (corresponding to $q = \frac{2}{3}$). The probability distribution for the eigenvalues that is obtained from this choice of $w(r, t)$ is

$$p_{t_{12}^1 t_{21}^2}(t) = \begin{cases} \frac{t}{2} \left[ 2 + T \sinh \left( \frac{t}{2} \right) \right] - \frac{\sinh \left( \frac{1}{t} \right)}{\cosh \left( \frac{1}{t} \right)} & \text{if } 0 \leq t \leq \left[ \cosh \left( \frac{1}{t} \right) \right]^{-2} \\ \frac{1}{4} + 2 \sinh \left( \frac{1}{t} \right) & \text{else.} \end{cases} \quad (6.53)$$

It seems reasonable to assume that this probability distribution is the expected $N \to \infty$, $T \to 0$ limit for the fully symmetric star, and we will check whether we can back this hypothesis by numerical calculations. Before doing this, we wrap up the findings from the study of the “splitting” of the eigenvectors at low transmissions by visualizing the results in Fig. 6.5. It shows the derived or hypothesized functions for $w(r, t)$ and $p(t)$ for the discussed cases of the extremely asymmetric or the fully symmetric star. In addition, it also shows the expected Fano factor and sketches of the corresponding geometries in the three discussed limiting cases. For the eigenvalue distribution functions, we already saw in the numerical calculations above that the limiting distributions for $p(T)$ for $q = 0$ and $q = 1$ are indeed given by bimodal distributions. For the case $q = \frac{2}{3}$, the fully symmetric star, our numerical observation only showed that the cutoff seemed to disappear in the zero-transmission limit, which would be consistent with the derived analytical result. However, a more thorough numerical check for the validity of the derived expression will be given in the next section.

It is also interesting to discuss the obtained expressions for the eigenvector splitting $w(r, t)$. Notice that we found or assumed $w(r, t) = w(r)$, i.e., independence of $t$, in the discussed limits. As we saw above, the function $w(r)$ contains information about the eigenvalue and eigenvector splitting in the low-transmission limit. This eigenvector
Figure 6.5: The figure shows the analytically derived results for the eigenvector splitting (b)–(d) and the probability distributions (e)–(g) in the three discussed limiting cases of the asymmetric star ($q = 0$, $q = \frac{2}{3}$, $q = 1$). The geometries that correspond to these limits are sketched above the panels. The functions plotted in (e)–(g) each correspond to the first rows of Eqs. (6.51), (6.53), and (6.32). Hence, it is assumed that $T$ is so small that the behavior of the distribution close to $t = 0$, i.e., the second rows in the respective equations can be neglected. (a) shows the Fano factor as a function of the asymmetry $q$, cf. Eq. (6.21), which was used in the derivation of the analytical results.
splitting (even away from the \( T \to 0 \) limit) may be directly probed experimentally. For this, one would have to control the input channels of one of the spokes, e.g., of spoke 1 of the diffusive device, in such a way that one can fully couple to one of the “open channels” of the device. Such an open channel gives rise to a high transmission into the meta lead consisting of lead 2 and 3. The function \( w(r) \) now tells us the likelihood that one would observe an output that is evenly spread across the two subleads [which will always be observed for \( w(r) \) as in Fig. 6.5(d)], or whether the output will be either in one or the other sublead [as would be the result for \( w(r) \) as in Fig. 6.5(b)]. Even though it is so far difficult to control the coupling to specific channels, it is not impossible as has been demonstrated by a recent experiment using acoustic waves. In this experiment, one achieved the coupling to such an open mode and could thereby observe almost perfect transmission through a diffusively scattering medium [222]. With a similar technique, also direct measurements of \( w(r) \) seem to be in experimental reach.

We would like to add that the analytical calculations shown in this section can even be generalized to star-shaped diffusive structures with more than 3 leads. In this limit, one can also obtain generalized analytical expressions in the limiting cases of extreme asymmetry. This is shown in Section 6.4.

### 6.2.5 Numerical verification of the analytical results

We already saw in the numerical calculations above that the limiting distributions for \( p(t) \) for \( q = 0 \) and \( q = 1 \) are indeed given by bimodal distributions, which agrees well with the analytical results derived in the last section, i.e., with Eqs. (6.32) and (6.51). In the case of the completely symmetric star, however, the agreement with the analytical result in the \( T \to 0, N \to \infty \) limit, and thus to the distribution in Eq. (6.53), which is shown in Fig. 6.5(f), was not so clearly observed. For example, most of the calculations for the symmetric star in Fig. 6.2(c) showed a clear cutoff, which is not predicted by the analytical result. However, we at least observed a tendency for this cutoff to disappear at small transmissions. One reason for this poor agreement may be that one has to study really small transmissions to reach the low-transmission limit in which the analytical results are derived. This would at least be compatible with the result from the discussion of Fig. 6.4, where we studied a comparison of the analytical results with numerical calculations in the \( q = 1 \) limit. However, as the analytical result in the \( q = \frac{2}{3} \) case is based on an “educated guess” of the splitting distribution of the eigenvalues \( w(r) \), unlike in the case of \( q = 1 \) or \( q = 0 \) in which a more serious derivation was possible, we think that a more thorough numerical check is adequate for this symmetric scenario. Therefore, we consider not only the \( T \to 0 \) but in particular also the \( N \to \infty \) limit (the number of channels was kept constant in Fig. 6.2).

For this, we again performed numerical calculations using the scattering-matrix model and extracted the transmission-eigenvalue distribution function \( p_{t_{21}t_{21}}(t) \) and the function \( w(r) \). The eigenvector splitting \( w(r) \) is extracted from the eigenvectors of the transmission matrix into the meta lead, as prescribed by Eq. (6.40), i.e., we numerically search for eigenvectors \( v \) of \( t_{21}^\dagger t_{21} + t_{31}^\dagger t_{31} \) with eigenvalues \( t \) and then make histograms of \( v^\dagger t_{21}^\dagger t_{21} v / t \).

We find that the results for \( w(r) \) do not seem to depend on the size of the eigenvalue \( t \), which is why we present averaged results for \( w(r) \) over the obtained eigenvalues. This in
good agreement with the analytical derivation in which we assumed that \( w(r,t) = w(r) \).

The numerical results of these calculations are shown in Fig. 6.6. As we are now considering much larger matrices and need to take many averages to find sufficient convergence in the limit of low transmissions, we no longer calculated all transmission eigenvalues of the scattering matrix. Instead, we used an iterative diagonalization method which only computes the few largest eigenvalues and the corresponding eigenvectors and used them to extract \( p(t) \) and \( w(r) \). In this way, one can understand the fact that the obtained probability distributions in Fig. 6.6(b) display a cutoff at small \( t \), which is prominently seen for the eigenvalue distributions for \( T = 0.1 \) (shown in red). This is simply an artifact of the calculation because we are only looking at the probabilities of the topmost eigenvalues. For our comparison, we found this to be of minor importance as we are mainly interested in the behavior of the distribution of the eigenvalues close to 1, where we previously observed the strongest deviation from the analytical result. This part of the distribution is obtained correctly.

At first sight, Fig. 6.6 may seem confusing as it shows many curves for various choices of \( N \) and \( T \). We start by discussing Fig. 6.6(a), i.e., the numerically obtained results for the eigenvector-splitting distribution \( w(r) \). Here, we expect a completely flat distribution in the \( N \to \infty, T \to 0 \) limit, which is shown in the plot as a gray dashed line. To judge whether this is compatible with our numerical calculations, it is helpful to first focus on results with a fixed choice of \( T \) and varying \( N \). In the plot, such data correspond to curves with the same color but with differing line shapes. Here, we generally find that an increase of \( N \) for fixed \( T \) leads to a narrower distribution of \( w(r) \). This may first seem to contradict our expectation that we obtain a completely flat distribution for \( N \to \infty \), and indeed, for fixed \( T \) we do not find convergence toward the dashed gray curve. However, we see that curves with fixed \( T \) and varying \( N \) cross at fixed values of \( r \), which seem to be independent of \( N \). These crossing points have been marked by colored arrows. They suggest that the limiting distributions in the \( N \to \infty \) limit for fixed \( T \) will also cross these points. This implies that the distributions at fixed \( T \) do not become “infinitely-narrow” in the \( N \to \infty \) limit. Instead, they will have a non-zero amplitude for all values between the crossing points and it seems likely to us that the limiting distributions for fixed \( T \) are box distributions between the marked crossings. Note that the black lines in the figure (the results for \( T = 0.001 \)) also show another crossing at intermediate values of \( r \). However, between these crossing points the scaling with increasing \( N \) is exactly opposite such that this observation is also compatible with a limiting box distribution between the two crossings that are marked by arrows in the \( N \to \infty \) limit. With this knowledge, the behavior for \( T \to 0 \) can be inferred from the fact that the crossing points tend to move outward with decreasing \( T \), which convinces us that the limiting distribution in the combined \( N \to \infty, T \to 0 \) limit is indeed given by \( w(r) = 1 \), at least if the limit is taken in such a way that the system can still be considered to be in the diffusive regime, i.e., \( N \cdot T = \text{const.} \gtrsim 1 \).

In Fig. 6.6(b), which shows the plot of the transmission-eigenvalue probability distributions in the window close to \( t = 1 \) for the same choices of \( N \) and \( T \), the convergence to the analytical result (shown again as a gray dashed line) is more difficult to observe. Here, we are facing the problem that the statistical convergence is not as good as in Fig. 6.6(a), which is predominantly visible for calculations at low values of \( T \). In Fig. 6.6(a), we
Figure 6.6: The figure shows numerical results obtained using the scattering-matrix model based on the open-mode approximation in a fully symmetric star geometry. In contrast to the data presented in Fig. 6.2, we now explore smaller total transmissions $T$ and also consider a varying number of channels $N$.

(a) shows the numerically obtained eigenvector-splitting distribution $w(r)$ and the analytical expectation in the $N \to \infty$, $T \to 0$ limit, which is shown as a gray dashed line. The results for fixed $T$ and varying $N$ cross at points which are marked by colored arrows. (b) shows the obtained probability distributions of transmission eigenvalues. Here, we also plot the analytical expectation, Eq. (6.53), as a gray dashed line. The shown data for $T \geq 0.01$ is obtained from 5000 configurations. For smaller transmissions, more configurations were used (12000 for $T = 0.004$ and 25000 for $T = 0.001$).
had the advantage that the numerically obtained distributions of $w(r)$ were not seen to depend on the value of the eigenvalue, which is why we presented averaged results over the 10 largest eigenvalues which improved the statistical convergence. For the transmission-eigenvalue distribution such an averaging is not possible and we denote that, especially for $T = 0.001$, more averages would be required. Still, a tendency of convergence toward the gray dashed line can be seen even though it is not so easy to extrapolate to the combined $N \to \infty, T \to 0$ limit.

The numerical results presented in Fig. 6.6 are not a thorough proof but we take them as a strong indication that Eqs. (6.52) and (6.53) are the correct limiting distributions for $w(r)$ and $p(t)$ in the true diffusive limit. However, we also note that our numerical calculations presented in Figs. 6.2 and 6.3 are still far away from this limit. In the symmetric-star scenario that we investigated above, we saw that this in particular also holds for the eigenvector splitting $w(r)$. It is therefore interesting to study the numerically obtained behavior for $w(r)$ in other limits. Therefore, using the method we sketched above, we extracted $w(r)$ from the scattering-matrix calculations of the asymmetric star that we discussed in Section 6.2.3 and for which the corresponding plots for $p(t)$ are shown in Fig. 6.3(a). The extracted results are shown in Fig. 6.7. We find a slightly surprising result: a splitting that looks very much like a Gaussian distribution with a maximum of the amplitude at 0.5, thus a distribution which always favors the completely equal splitting of the eigenvectors. This should be compared to the analytical expectations in the low-transmission limit, which are sketched in Figs. 6.5(b)–(d). For $q \to 1$, the distribution roughly matches our expectation in the low-transmission limit, where we expect a sharp peak at equal distribution. However, for $q \to 0$, the low-transmission limit prediction is to find a distribution that shows two sharp peaks around $r = 0$ and $r = 1$, very different from what we observe in Fig. 6.7. Here, we should remind ourselves that the numerical calculations do not yet reach this very-low-transmission limit for which $w(r)$ also describes the splitting of the eigenvalues. Instead, it is likely that the numerical calculations are done in a regime where the eigenvectors of $t_{21}^\dagger t_{21}$ and $t_{21}^\dagger t_{21} + t_{31}^\dagger t_{31}$ do not yet agree. For example, in the limit of high transmissions, we would expect the eigenvectors of the two matrices to be completely independent, and therefore we would expect the eigenvector splitting of the full transmission matrix that is described by $w(r)$ to converge to that of completely random eigenvectors, where one expects a Gaussian distribution, cf. Eq. (6.44). What we observe is something between these two limiting cases: a distribution that is roughly Gaussian and which broadens for smaller values of $q$. The main message from this is that one needs to study systems at very low average transmission if one wants to see the eigenvector correlations $w(r)$ that we derived in Section 6.A.1 in experiments.

### 6.3 Numerical study of a diffusive three-spoke star

So far, we exclusively studied diffusive transport using the open-mode approximation introduced in Section 6.2.1. In this section, we want to compare the results obtained using this approximation to full wave-transport calculations to see whether this can be considered a good description for the diffusive transport in a star-shaped structure. The
Figure 6.7: The figure shows the numerically extracted eigenvector-splitting distributions for an asymmetric star (the asymmetry being controlled by \( q \)) using the random scattering-matrix calculations in the open-mode approximation. This is the same set of calculations that was used to extract the probability densities for the transmission eigenvectors which are shown in Fig. 6.3.

Numerical results that we present in this section were computed by Viktor Krückl using the transport framework by Michael Wimmer [100]. As a simple model for transport in the diffusive regime, a quadratic Hamiltonian,

\[
H = -\partial_x^2 - \partial_y^2 + V(x),
\]

was used. It was discretized with a lattice constant \( a = 1 \), and on-site disorder from the interval \( V_{\text{dis}} \in [-W, W] \) was added to tune the system into the diffusive regime. The considered geometry is star-shaped, very similar to the sketch in Fig. 6.1(a), with a transverse extent of the leads of \( \approx 750 \) lattice sites and a length-to-width ratio of the spokes of \( \approx 7 \). At the chosen Fermi energy of \( E_F = 1 \), this gives rise to 252 transverse modes per spoke. In Fig. 6.8, we see numerical results for different choices of the disorder strength in a fully symmetric star. They are presented in a similar fashion as the model results from the open-mode approximation shown in Fig. 6.2. In general, the obtained normalized transmission-eigenvalue probability distributions that are shown in Fig. 6.8(a) and the Fano factors, Fig. 6.8(c), agree well with their counterparts of the open-mode scattering-matrix calculation, Figs. 6.2(c) and (e). The agreement is particularly good for \( 0.2 \leq W \leq 0.3 \), where the obtained distributions are very similar to the calculations for \( 0.1 \leq T \leq 0.4 \) in Fig. 6.2(c). For this choice of the disorder strength, we also see that the obtained probability distribution for the eigenvalues of the transmission into the meta lead, Fig. 6.8(b), matches the bimodal distribution, Eq. (6.1), which is shown as a gray dashed line. For smaller disorder, \( W = 0.1 \), the agreement with the open-mode approximation is still good, e.g., when comparing to the calculation with \( T = 0.6 \) in Fig. 6.2(c), however, at these disorder strengths the system cannot be considered to be in the diffusive regime as can be seen from the obtained value of the Fano factor, which
Figure 6.8: Transport results for a diffusive fully symmetric star, which were obtained using the recursive Green’s function method to study transport in a system with a quadratic Hamiltonian with on-site disorder, cf. Eq. (6.54). The different colors denote different disorder strengths $W$. (a) and (b) show the obtained probability densities of the transmission eigenvalues of the transmission matrix between spokes 1 and 2, $t_{21}^* t_{21}^t$, and of the transmission matrix into the meta lead consisting of spokes 2 and 3, $t_{21}^* t_{21}^t + t_{31}^* t_{31}^t$. The distributions are normalized by the average transmission per channel, the gray dashed line shows the bimodal distribution that is expected in the two-terminal case. (c) and (d) show the Fano factors that are obtained from the probability distributions in (a) and (b) as a function of the transmission per channel. The gray dashed line shows the expectation from Boltzmann-Langevin theory, $F = \frac{5}{9}$ and $F = \frac{1}{3}$. (e) shows the numerically calculated eigenvector-splitting distribution. The shown results are disorder averages over 1000 disorder configurations.
is well below the expected value of $F = \frac{5}{9}$ in this case. For very strong disorder, we see that there is a tendency that the agreement between the model and the numerical transport calculations becomes worse, which is particularly noticeable in the probability distribution of the transmission eigenvalues into the meta lead, Fig. 6.8(b), where we start to see stronger deviations from the bimodal distribution. Also, the value of the Fano factor starts to increase and to depart from the expectation in the diffusive limit when going to very low transmissions. This is perfectly understandable as the system starts to enter the localized regime, in which the transmission-eigenvalue distribution function is known to deviate from the bimodal shape, Eq. (6.1), even in the two-terminal case. Instead, in the limit of a very strongly localized system, one expects to see a phenomenon known as “crystallization of the eigenvalues”, i.e., one expects an eigenvalue probability distribution function which is only finite in the vicinity of certain transmissions that are regularly spaced on a logarithmically scaled axis (similar to particles in a 1d crystal)\(^3\). The highest of these transmissions dominates the transport properties of the system and this eigenvalue exponentially decreases upon an increase of the length of the system, thus leading to the expected localization phenomenon. Such a distribution also gives rise to a Fano factor of 1 as expected for a system with a very low transmission probability, which explains the increase of the Fano factor at very low transmissions in Fig. 6.8(c). While the full wave-transport calculations are able to capture this change of the distribution in the strongly localized regime, this is not possible for the open-mode scattering-matrix model, in which we from the start assumed that the spoke-scattering matrices always have a transmission-eigenvalue distribution which is given by Eq. (6.1). This also explains why, in the model, we do not observe the increase of the Fano factor for very low transmissions in Fig. 6.2(e). As we are mainly interested in the behavior in the diffusive regime, this does not bother us very much. We want to emphasize that this does not imply that it is impossible to study diffusive systems at low average transmission per channel $\langle t \rangle$, which is anyway the limit in which we found interesting analytical results. However, to study such systems, one has to make sure that the number of channels $N$ is large enough, $N \cdot \langle t \rangle \gg 1$, so that the system does not localize. In the full wave-transport calculations, it is computationally very costly to consider systems with a much larger number of transverse channels than what was used in the presented results ($N = 252$). However, as we saw from the scattering-matrix model, one would require $\langle t \rangle < 0.001$, i.e., $N \gg 1000$ to enter the limit in which we could derive the analytical results. Knowing that the transport calculations scale unfavorably with respect to the number of transverse channels ($\propto N^3$), we realize that it is currently practically impossible to see these analytical results explicitly in a full wave-transport calculation. Still, from the fact that the full wave-transport calculation agrees well with the scattering-matrix model in the range where the transport is diffusive, we are confident to assume that they also agree for lower average transmissions if one studied more transverse channels. In experiments, it may actually be possible to realize systems with a very high number of transverse channels and a very low average transmission, such that they can still be considered to be in the diffusive regime where our analytical results apply.

In line with this argument, the numerical results for the eigenvector splitting in the

\(^3\)as discussed in Refs. [223,224]. For a plot of such a distribution, see for example Ref. [225].
wave-transport calculation, Fig. 6.8(e), are consistent with the results of the scattering-matrix model, cf. results for \( N = 300 \) in Fig. 6.6(a), in the range where the system is still diffusive but they also do not show the completely flat distribution, Eq. (6.52), which is expected at very low transmission.

We also analyzed asymmetric star structures using full wave-transport calculations, the result of which is shown in Fig. 6.9. This was implemented by explicitly changing the geometric length of the spokes in the scattering geometry, e.g., building a structure with one short and two long spokes. To compare with the model calculations in Fig. 6.3, this was done in such a way that the transmission expectation value between two spokes stays roughly constant (it varies from \( \langle t \rangle = 0.018 \) to \( \langle t \rangle = 0.010 \) over the full range of asymmetries). In principle, one should be able to derive the asymmetry \( q \) from the geometry using Eqs. (6.23) and (6.24), in which one should insert the transmissions of all the spokes, which scale reciprocally with their lengths. However, in practice, this turns out to be not so easy as the numerical calculation unavoidably also has a hub region of non-zero extent which also contributes a finite resistance and complicates the analysis. We therefore took a more pragmatic approach to estimate \( q \): We determined the Fano factor from the calculated transmission-eigenvalue distribution between two spokes, Fig. 6.9(b), and used the relation Eq. (6.25) to obtain a rough estimate for \( q \), which we used to label the curves in Fig. 6.9. In the calculation, we set the disorder strength to \( W = 0.75 \), which in hindsight turned out to be maybe a bit too strong as we see that the eigenvalue distribution function for the transmission matrix into the meta lead in Fig. 6.9(b) already significantly deviates from the bimodal distribution, which is shown as a gray dashed line. Thus, the system is already slightly starting to localize, which is also signaled by the slightly increased Fano factor for the transmission into the meta lead, which is shown in the inset of Fig. 6.9(b). Still, we find that the agreement of the transmission-eigenvalue distributions in Fig. 6.9(a) with the model results for the asymmetric star, Fig. 6.3(a), is very good.

Qualitatively, a good agreement is also found for the comparison of the eigenvector-splitting distributions in Fig. 6.9(c) with the model results shown in Fig. 6.7. However, in detail the agreement between the two is not perfect which may be due to the fact that the system in the wave-transport calculations already shows signs of localization. Also, we should take into account that the number of channels in the two setups is not exactly the same and we saw in Fig. 6.6(a) that a change of \( N \) does influence the detailed shape of \( w(r) \).

In summary of this section, we established that the results of the full wave-transport calculations are in good agreement with the scattering-matrix model based on the open-mode approximation, at least if the wave transport is safely in the diffusive regime, i.e., \( \langle t \rangle \ll 1 \ll N \cdot \langle t \rangle \). At the very low average transmissions which are necessary to find good agreement with the derived analytical results, the number of transverse channels that is required to keep the system in the diffusive regime is too large to be numerically feasible for the full wave-transport calculations, which is why those results could not be explicitly verified. However, as the agreement in the diffusive regime is good, we have no reason to assume that this should no longer be the case for lower average transmissions. We are therefore confident that the obtained results in the open-mode approximation do apply to wave transport in realistic systems.
Figure 6.9: The figure shows results from the full-wave transport calculations for an asymmetric star geometry, using the Hamiltonian of Eq. (6.54) and including on-site disorder with an amplitude of $W = 0.75$. The calculations, which are performed for different star geometries, are labeled by the asymmetry parameter $q$. This parameter was calculated from Eq. (6.25) using the obtained Fano factor for the transmission between two leads. (a) shows the probability distribution for the eigenvalues of the matrix $t_{21}^\dagger t_{21}$, which describes the transmission between two leads. This data is normalized by the transmission expectation value $\langle t \rangle$. (b) shows the same quantity for the matrix $t_{21}^\dagger t_{21} + t_{31}^\dagger t_{31}$, which describes the transmission into the meta lead consisting of leads 2 and 3. The inset of (b) shows the obtained Fano factor from the distributions in (b) in comparison to the expectation for a diffusive two-lead device which is shown as a gray dashed line. (c) shows the extracted eigenvector-splitting distribution, which was computed as an average of the splittings from the largest 10 eigenvectors of the matrix $t_{21}^\dagger t_{21} + t_{31}^\dagger t_{31}$. The shown results are disorder averages over 1000 disorder configurations.
6.4 Generalization to star geometries with $N_L$ spokes

The analytical results that we derived in the low-transmission limit of the asymmetric diffusive star geometry with 3 spokes can be generalized to star geometries with $N_L$ spokes. Here, one would again consider three different cases, which are sketched in Fig. 6.10. The limit in which one spoke is very long and all the others are short, cf. Fig. 6.10(a), can again be mapped to a random matrix projection as discussed in Section 6.2.3. Then the result for the probability distribution for the transmissions from the lead attached to spoke 1 to any other lead is immediately given by Eq. (6.32) when choosing $m = \frac{1}{N_L-1}$, thus

$$p(t) = \begin{cases} \frac{1}{2} t \sqrt{1 - (N_L-1)t} & \frac{1}{(N_L-1)[\cosh(\frac{1}{2})]^2} \leq t \leq \frac{1}{N_L-1} \\ 0 & \text{else.} \end{cases}$$

(6.55)

It can equally be derived using Eq. (6.39) when choosing the following eigenvector splitting:

$$w(r,t) = w(r) = \delta \left( r - \frac{1}{N_L-1} \right),$$

(6.56)

which also matches the expectations from the knowledge that the eigenvectors are columns of random matrices from the circular unitary ensemble in this limit. Moreover, the value of the Fano factor, which can be calculated from the probability distribution in Eq. (6.55), yields

$$F = 1 - \frac{2}{3 (N_L - 1)},$$

(6.57)

**Figure 6.10:** This figure shows the geometries of the $N_L$-spoke generalizations of the three discussed cases in Section 6.2.4, which are sketched in Fig. 6.5. (a) shows the analogue of the $q = 1$ case with one very long spoke and $N_L - 1$ short spokes. (b) shows the analogue of $q = \frac{2}{3}$ with $N_L$ spokes of equal length. (c) shows the analogue of $q = 0$ with one short and $N_L - 1$ long spokes.
which matches the expectation from Boltzmann-Langevin theory [213]. From this theory, it can be easily shown that a star with $N_L$ leads should give rise to a Fano factor of

$$F = \frac{(N_L - 1) \alpha_2}{(1 - \alpha_1)} \left( 1 - \frac{2}{3} (\alpha_1 + \alpha_2) \right), \quad (6.58)$$

with $\alpha_i = \frac{T_i}{\sum_n T_n}$ being the transmission of the $i$-th spoke divided by the sum of all spoke transmissions. Here, we implicitly assumed that the Fano factor is extracted from a noise measurement in lead 2 ($S_{22}$) and an applied bias in lead 1, see also Section 5.A.2. It therefore probes the second moment of the probability distribution for the eigenvalues $p_{t_1't_2'}(t)$. For the simple case of three leads, it simplifies to Eq. (6.21). For the splitting scenario in an $N_L$-spoke star that we just discussed, cf. Fig. 6.10(a), one obtains Eq. (6.57) from Eq. (6.58) by setting $\alpha_1 = 0$ (spoke 1 has a high resistance) and $\alpha_2 = \frac{1}{N_L - 1}$ (all other spokes are equally perfectly conducting). Thus, all the results can be consistently generalized to this limit.

If spoke 1 is very short and all other spokes are long, cf. Fig. 6.10(c), we can use a similar line of reasoning as outlined in Section 6.2.4 and argue that only the following eigenvector splitting

$$w(r, t) = w(r) = \frac{2 (N_L - 2)}{N_L - 1} \delta(r) + \frac{2}{N_L - 1} \delta(r - 1) \quad (6.59)$$

gives the correct transmission $\langle t \rangle = \frac{T}{N_L - 1}$ and the expected Fano factor of $F = \frac{1}{3}$ (as can be obtained from Eq. (6.58) by replacing $\alpha_1 = 1 - \epsilon$, $\alpha_2 = \frac{\epsilon}{N_L - 1}$ and letting $\epsilon \to 0$). Therefore this eigenvector splitting should be considered as the generalization of Eq. (6.50) for a star with $N_L$ leads. The corresponding probability distribution for the eigenvalues is found to be

$$p_{t_1't_2'}(t) = \begin{cases} \frac{T}{2(N_L - 1)} \frac{1}{\sqrt{\pi}} + \frac{N_L - 2}{N_L - 1} \delta(t) \left[ \cosh \left( \frac{1}{T} \right) \right]^{-2} & \text{if } 0 \leq t \leq 1 \\ 0 & \text{else.} \end{cases} \quad (6.60)$$

This is again nothing but a rescaled bimodal distribution, meaning that the generalizations to the case with many spokes are so far very straightforward and the results are very much expected.

It becomes more interesting when generalizing to the fully symmetric star with $N_L$ spokes that is sketched in Fig. 6.10(b). Here, we previously made use of an educated guess for the splitting of the eigenvectors (namely that they should equally distribute between the two outgoing spokes, yielding $w(r) = 1$), which allowed us to derive an analytical expression for the full eigenvalue distribution that yielded the correct Fano factor and which we could later show to be in good agreement with our numerical calculations in the low-transmission limit. Here, we will attempt a similar approach in the limit of a star with $N_L$ leads. Yet, we will limit ourselves to a check of the Fano factor and will not do full scattering-matrix calculations, which would quickly become intractable in the case of many spokes.

Our educated guess for $w(r)$ will be a generalization of the “equal distribution” of
the eigenvectors among the outgoing leads. We realize that, for two leads, we recover \( w_{N_L=3}(r) = 1 \) from the following expression:

\[
 w_{N_L=3}(r) = \int_0^1 dq_1 \delta(r + q_1 - 1) = 1. \tag{6.61}
\]

This is intuitive when we interpret this as the mathematical formulation of the fact that the original eigenvalue may split into any portion \( r \) that exits through spoke 2 and any other portion \( q_1 \) that exits through spoke 3. The only limitation that restricts this splitting is the fact that the portions should add up to 1, which is ensured by the delta function. From this point of view, there is a natural generalization to Eq. (6.61) for the case of more than \( N_L = 3 \) spokes,

\[
 w_{N_L}(r) \propto \int_0^1 dq_1 \cdots dq_{N_L-2} \delta \left( r - 1 + \sum_{n=1}^{N_L-2} q_n \right) =: s_{N_L}(r), \tag{6.62}
\]

where we only write proportional as the expression obtained from the integral on the right-hand side, which we name \( s_{N_L}(r) \), is not properly normalized for a general \( N_L \). To find a normalized expression for \( w_{N_L}(r) \), we analytically evaluate \( s_{N_L}(r) \). This can for example been done by induction, i.e., one can easily show that

\[
 s_{N_L=3}(r) = 1, \tag{6.63}
\]

\[
 \frac{\partial}{\partial r} s_{N_L+1}(r) = -s_{N_L}(r), \tag{6.64}
\]

\[
 s_{N_L+1}(0) = \int_0^1 dr \, s_{N_L}(r), \tag{6.65}
\]

which one can solve to find

\[
 s_{N_L}(r) = \frac{1}{(N_L - 3)!} (1 - r)^{N_L-3}. \tag{6.66}
\]

Normalizing this on the interval \([0, 1]\), we can find the corresponding expression for the eigenvector-splitting distribution,

\[
 w_{N_L}(r) = (N_L - 2) (1 - r)^{N_L-3}. \tag{6.67}
\]

Thus, the splitting of the eigenvectors tends to a more and more peaked function around \( r = 0 \) when increasing the number of spokes in the star. This behavior is also illustrated in Fig. 6.11(a). By using this function in Eq. (6.39), one can find the properly generalized eigenvalue probability distribution of a fully symmetric star with \( N_L \) spokes in the low-transmission limit,

\[
 p_{t_1 t_2}(t) = \begin{cases} 
 \frac{T^{N_L-1}}{2^{N_L-1}} (1 - t)^{N_L-\frac{3}{2}} 
 \times \frac{\sqrt{T^{N_L-1}}}{T^{N_L-\frac{3}{2}}} 
 {}_2F_1 \left( \frac{1}{2}, N_L - 1; \ N_L - \frac{3}{2}; 1 - t \right) 
 \left[ \cosh \left( \frac{1}{T} \right) \right]^{-2} \leq t \leq 1
 \end{cases}
 0 \leq t \leq \left[ \cosh \left( \frac{1}{T} \right) \right]^{-2}, \tag{6.68}
\]
where $\Gamma(a)$ denotes the Gamma function and $2F_1(a, b; c; d)$ the hypergeometric function (as defined in §15.1.1 in [150]). Here, $Q_{N_L}(t)$, i.e., the distribution for very small values of $t$ can be found to be a polynomial of degree $N_L - 3$, which is difficult to write down in a closed form explicitly. However, it is not of much importance for our discussion as we are focusing on the low-transmission limit in which $\left[\cosh \left(\frac{1}{T}\right)\right]^{-2}$ is very close to 0 for all practical purposes such that the detailed behavior around $t = 0$ can usually be neglected. The expression in Eq. (6.68) can be shown to simplify to Eq. (6.53) for $N_L = 3$. Also, it yields the correct expectation value for the transmission $\langle t \rangle = \frac{T}{N_L - 1}$ and the Fano factor,

$$F = 1 - \frac{4}{3N_L}, \quad (6.69)$$

which is the same result as the one that one obtains from Eq. (6.58) when inserting the corresponding values for the relative transmissions, $\alpha_1 = \alpha_2 = \frac{1}{N_L}$. This is making us confident that this expression is the correct eigenvalue distribution in the low-transmission limit of a diffusive $N_L$-spoke star structure. In Fig. 6.11(b), we plot this distribution for a few selected values of $N_L$, which shows that the qualitative behavior of the distributions is similar to the $N_L = 3$ case. They are in principle not showing a hard cutoff close to $t = 1$, however, for large $N_L$, their decay away from the peak at $t = 0$ becomes very fast. Therefore, for large $N_L$, they almost look as if they are only non-zero in a finite region around $t = 0$.

In summary, in this section we derived or motivated eigenvalue distribution functions in the low-transmission limit of a diffusive star geometry with $N_L$ spokes. We obtained analytical expressions in a few limiting cases, from which one can in principle calculate all moments of the distribution. In this way, one can go beyond shot noise and also study higher current correlations, which we however did not do in this work as these quantities are experimentally very difficult to access. In addition, we also derived expressions for the eigenvector-splitting distributions $w(r)$ in the discussed limits, which—given sufficient
control of the incoming channels—are also measurable quantities that may be interesting for future experiments.

### 6.5 Discussion of the results

In this chapter, we studied transmission-eigenvalue distributions in diffusive multi-terminal devices. We focused on star-shaped systems and mainly discussed the special case of three terminals. For this, we analyzed a scattering-matrix model based on the open-mode approximation, which we later verified using full wave-transport calculations. By choosing different asymmetries, we could see that the cutoff of the transmission-eigenvalue distribution, which we ubiquitously observe in such a multi-terminal device, can be explained in terms of a random matrix projection when considering a system in an extremely asymmetric star configuration (one spoke long and two very short). When moving away from this configuration, the cutoff persists at first but disappears in the opposite limit (one spoke short and two very long). As we later showed with an analytical analysis of the model, in the limit of many modes and small transmission probability per mode (the true diffusive limit), a distribution without any cutoff at high transmission eigenvalues is already expected in a fully symmetric configuration. In practice, however, the range of applicability of the low-transmission approximation is restricted to very low transmissions and it may be difficult to observe it experimentally. Conceptually, a study of this low-transmission regime is still insightful as it allows for analytical solutions in all important limiting cases of asymmetry and those solutions can even be generalized to stars with an arbitrary number of spokes as we showed in Section 6.4. Such analytical solutions allow for the evaluation of arbitrary moments of the transmission-eigenvalue distribution and therefore also provide access to higher current correlations which go beyond shot noise.

Throughout our investigations, we noticed that if one combines some of the leads into one meta lead in such a way that the total number of (meta) leads is only two, the transmission-eigenvalue distribution between the two meta leads always shows the well-known bimodal distribution. Characteristic for this bimodal shape is the existence of “open channels”, thus a high probability for eigenvalues close to perfect transmission. Therefore, a multi-lead star device in which the flux is incoming at one spoke also features such channels that lead to high transmission into the meta lead that consists of all other spokes of the star but those are usually distributed among the subleads of the meta lead. Hence, one does not see perfect transmission when only studying transport to one such sublead. This motivated us to propose the investigation of a new observable that we called eigenvector-splitting distribution. It quantifies how the outgoing flux that results from an incoming flux that corresponds to an eigenvector of the “total transmission matrix” (from one spoke into the meta lead) is distributed among the subleads of the meta lead. We saw that this quantity, which is experimentally accessible given a good control of the incoming channels, is directly related to the splitting of transmission eigenvalues among the meta leads in the low-transmission limit. In this limit, we could make use of this property to derive analytical expressions for the eigenvector-splitting for the symmetric and the fully asymmetric limits, which also generalize to stars with more
spokes. Away from the low-transmission limit, however, we numerically observe that the eigenvector splitting tends to become less sensitive to the geometry and it approaches a Gaussian distribution with increasing disorder, in good agreement with the expectation for uncorrelated random eigenvectors. Thus, an experimental detection of the eigenvector splitting is most interesting in the regime of low transmission.
6.A Appendix

6.A.1 Perturbative solution of Eqs. (6.27) and (6.28)

To solve Eqs. (6.27) and (6.28) to lowest order in \( T \), it is crucial to recognize that in the limit \( T \to 0 \), Eq. (6.31) can be simplified,

\[
g_{A^\dagger A}(z) = \frac{1}{z} - \frac{T}{z \sqrt{1 - \frac{1}{z}}} \arcoth \left( \sqrt{1 - \frac{1}{z}} \right),
\]

as \( \lim_{T \to 0} \left( \tanh \left( \frac{1}{T} \right) \right) = 1 \). Inserting this expression in Eqs. (6.27) and (6.28) leads to the following implicit equation for \( g_{A^\dagger A}(z) \):

\[
\frac{\arcoth \left( \sqrt{1 - \frac{g_{A^\dagger A}(z)^2}{m-1+g_{A^\dagger A}(z)z}} \right)}{1 - \frac{g_{A^\dagger A}(z)^2}{m-1+g_{A^\dagger A}(z)z}} = g_{A^\dagger A}(z)z.
\]

To zeroth order in \( T \),

\[
g_{A^\dagger A}(z) = \frac{1}{z} + \mathcal{O}(T)
\]

is obviously a solution to this equation. Inserting Eq. (6.72) in (6.71), we find to linear order in \( T \),

\[
g_{A^\dagger A}(z) = \frac{1}{z} - T \frac{\arcoth \left( \sqrt{1 - \frac{z}{m}} \right)}{z \sqrt{1 - \frac{z}{m}}} + \mathcal{O}(T^2),
\]

which using Eq. (6.30) can be shown to yield the probability distribution of eigenvalues that is given in Eq. (6.32).
Conclusion and Outlook

In this thesis, we discussed various aspects of transport in 2d TIs. Now, we will summarize the main findings and try to interrelate them. In addition, we will show up interesting questions for future research projects, which would provide a valuable extension to our work.

In Chapter 3, we studied transport at the edges of a 2d TI under the influence of a perpendicular magnetic field. We found that—even though the external field breaks TR symmetry and may therefore induce backscattering—such a field does not lead to backscattering as long as the transport is to a good approximation one dimensional. We find that this is often the case, even when considerable bulk disorder is present—at least if the disorder strength is still well below the critical disorder strength that leads to a phase transition of the bulk material to a topologically trivial Anderson insulator. Our finding of robustness against external fields agrees well with measurements on some short 2d-TI samples [115], however, in long samples, one observes considerably increased backscattering when applying a magnetic field [17, 114]. We saw that this could be explained by the presence of small metallic regions close to the edges of the sample, so-called charge puddles. In our calculations, these metallic puddles lead to a cusp-like magnetoconductance signature, which is in good qualitative agreement with the measurements on long samples. This finding suggested the following interpretation of the experimental data: Short samples do not show a strong dependence on the magnetic field because they are almost free of puddles, while long samples unavoidably contain puddles and therefore show the characteristic dependence of the resistance on the magnetic field. This interpretation would be in line with the hypothesis that the puddles are also responsible for the backscattering at zero field: Edge-state transport with no backscattering has so far only been observed in short samples, which could be due to the fact that those can be produced without puddles. Long samples always show a higher resistance, which grows linearly with the length of the edge.

It is precisely this zero-field backscattering which we tried to understand in Chapter 4, where we studied how dephasing due to inelastic processes affects the edge transport. We noticed that, also for this model, puddles play a dominant role as they provide the spin mixing which is a necessary ingredient for backscattering. We were particularly interested in the question whether there is a parameter regime in which one could understand
the experimentally observed temperature independence of the backscattering at zero field. In the end, we found that there is indeed such a regime, however, it comes with a strong restriction on the type of puddles that is allowed to be present close to the sample edge. Namely, all the puddles should be large and deep such that the dwell time of charge carriers in the puddles is much longer than the dephasing time due to the inelastic process even at the lowest experimentally observable temperatures. For the puddle depth that we studied with the BHZ model, this meant that they should at least be larger than 500 nm in diameter. Then, all the puddles give rise to a constant backscattering probability, which only depends on the coupling of the puddle to the edge and is independent of the dephasing time (thus independent of the temperature).

An obvious question that comes to mind is whether this regime of puddles with very long dwell times, which give rise to a temperature-independent backscattering, would still be able to explain the magnetoconductance results that we discussed in Chapter 3. At first sight, it seems that this is not the case because if the puddles already give rise to random backscattering of all the electrons that enter the puddle, one might think that an additional magnetic field should not lead to any extra backscattering. Hence, it would be difficult to explain the observed magnetic-field dependence of the transmission. For the average transmission of a single large puddle on the edge, this is certainly true. Here, we expect that “enough magnetic field” (more than a few flux quanta) and strong dephasing yield the same limiting transmission. However, if we are thinking about a series of puddles, it is not so clear whether the two limits necessarily agree. Here, it comes into play that a “strong enough” magnetic field induces the CUE scattering regime discussed in Chapter 3, which is characterized by a broad transmission distribution for a single puddle. A series of such puddles leads to a much lower transmission than a series of puddles which all scatter with a fixed transmission (something that would be expected for backscattering due to dephasing) as we discussed on the example of scatterers with an average transmission of 50% in Section 3.4.1. Of course, it is not so clear whether an applied magnetic field of the strength used in the experiments (a few flux quanta) can really dominate the strong dephasing and is able to induce the broad transmission distribution. Therefore, an important extension to the work presented in this thesis would be to study transport through large puddles under the combined effect of dephasing and magnetic field. This is numerically challenging as one would probably have to study a series of puddles to see the effects due to the broad transmission distribution. Here, we would also like to emphasize that an experiment with artificial puddles could be used to verify or rule out one or both of the mechanisms proposed in Chapters 3 and 4. This would, in our opinion, be very helpful for the progress of the field. In this way, one would get a better idea of whether the non-interacting description used in this thesis is really a good model of the current experimental situation.

In Chapter 5, we took it for granted that the BHZ model is a good description of HgTe/CdTe quantum wells and studied some of the implications of the model. In particular, we considered heterostructures of 2d TIs described by the BHZ Hamiltonian with systems that have extended states. We found that one can in general expect the emergence of a perfectly conducting channel in such a heterostructure and we even showed how one could understand this effect in terms of an effective boundary condition. This boundary condition seems to correctly encode the “topology” of the boundary to a TI
and therefore can be considered an extension to the commonly used hard-wall boundary condition that is often used to model the proximity to a trivial insulator. Of course, the boundary condition can only be used in a wave-guide geometry and loses its meaning when considering a finite system as it depends on the momentum in transport direction, which is assumed to be a good quantum number. Still, it is conceptually interesting and it shows how one could induce PCCs in wave guides by emulating this boundary condition, even without the need for TIs. As an extension to this, one might try to consider boundaries with three-dimensional TIs by deriving a corresponding boundary condition for a boundary to a 3d-TI half-space. In such a structure which is infinite in two dimensions, one does not expect a “perfectly conducting channel” as there is no notion of a fixed transport direction in which one would have well-defined transverse modes. In this way, transport in this heterostructure would be very similar to transport on surfaces of 3d TIs for which one also does not expect to find a quantized value of the conductance. Still, a proper boundary condition should guarantee the existence of an extended state at every energy if it is applied to a system with trivial topology.

In the second part of Chapter 5, we discussed ways to detect PCCs in actual nanodevices made from HgTe/CdTe quantum wells. We showed that, assuming that the BHZ model is a good description of the experimental situation, such a detection should be possible by either using devices in which all other channels are localized or by introducing an additional tunnel barrier. Another possibility, which we did not discuss in this work, would be to build metallic ring devices in which the core of the ring is made of a 2d-TI material. By applying an external magnetic field, one can study Aharonov-Bohm interferences in which the PCC should show a particularly strong signature as it is not reflected while traveling around the ring and therefore may traverse the ring many times. However, in the design, one should make sure that the inner area is large such that one only needs to apply weak fields to observe the periodic interference pattern. The ring section, on the other hand, should be thin such that the applied flux through the metallic region is still well below one flux quantum such that the field does not destroy the PCC. Preliminary results with this setup show promising results, which might lead to an alternative detection scheme of induced PCCs in such devices.

Inspired by the calculation of the transmission-eigenvalue distributions, which were used in Chapter 5 to extract a signature of the PCC in the diffusive regime, we decided to devise a more general study of diffusive transport in many-terminal devices in Chapter 6. This allowed us to explain the emergence of the most prominent feature in these distributions—a cutoff in the transmission eigenvalue spectrum—by a comparison to random matrix projections. Also, we were able to motivate and numerically check analytical expressions for the transmission-eigenvalue distributions for some limiting geometries of star-shaped diffusive devices with many leads in the true diffusive limit \( N \to \infty, \langle t \rangle \to 0, N \cdot \langle t \rangle \gg 1 \). In addition, we proposed an interesting observable: the eigenvector splitting. It may be used to quantify to which degree the “open channels” into the meta leads (combination of a number of leads such that the system effectively reduces to two terminals) distribute among the true leads of the system. One obvious extension to the work in this chapter would be to attempt a more in-depth study of the employed scattering-matrix model, which we saw to be in very good agreement with numerical results in the diffusive regime. Here, it would be very interesting to work out next-order corrections to the analytical
solutions in the large $N$ limit using other random matrix theory methods. Alternatively, one might try to obtain analytical results for a star geometry of intermediate aspect ratio using such “general purpose” methods because we saw that free probability theory, which is simple and powerful in the $q = 1$ limit, becomes very difficult to use in other limits. Also, one might think about considering other geometries. We think that the results of this chapter are conceptually interesting as they generally apply to diffusive wave-transport problems for which we think that there is still a lot to be understood in structures with many terminals.

Coming back to transport in 2d TIs, we summarize the work of this thesis by stating that there are still many open questions when it comes to quantitative explanations for the observed behavior of actual implementations of 2d-TI nanostructures. A better understanding of these puzzling observations is necessary for estimating whether—or under which circumstances—the topological peculiarities of TIs can be used for the exciting new applications that are envisioned. In this thesis, we worked into that direction by trying to understand the current experimental findings in terms of models based on the non-interacting BHZ Hamiltonian. We succeeded in proposing possible explanations for several observations. These proposed mechanisms now need to face a thorough experimental test. However, we expect this only to be the beginning of further intense research activities because the field of TIs is still rapidly and heavily developing and is constantly getting input of surprising and difficult to explain experimental results [19,110,153,154]. For example, the importance of interactions (which we did not include in this thesis) on transport in 2d-TI nanostructures needs to be clarified in the future. By close collaborations between experimental and theoretical approaches, a more reliable framework for 2d-TI nanostructures can be established that might pave the road toward exciting novel devices with unprecedented properties.
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