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1. Introduction

With the development of the first semiconductor bipolar transistor in 1947 \cite{1,2} and the invention of the integrated circuit in 1958 \cite{3} the semiconductor industry and thus our modern information age started. Since its beginnings the industry has experienced a remarkable growth, leading to the information technology revolution that gave rise to modern computers, smartphones, high-speed internet and so on. For more than 50 years now the semiconductor industry follows Moores’s law, which states that the number of transistors on a microprocessor chip doubles every two years \cite{4,5}. To achieve this chipmakers have reduced the transistor feature size from $10\mu$m in 1965 to approximately 10nm nowadays \cite{6}. Shrinking the components had the pleasant side effect that the chips became faster, since the electrons could move more quickly through the circuits. Therefore, the clock rate of the microprocessors and thus the computing performance increased, while simultaneously the power consumption and the costs per transistor decreased \cite{6,7}.

In the course of its history, the semiconductor industry has undergone several major changes. Starting with Si bipolar transistors, the industry moved first to p-type and then to n-type metal-oxide-semiconductor field-effect transistors (MOSFETs, see Fig. 1.1 on the left hand side). Today, data processing and computing are dominated by complementary metal-oxide-semiconductor (CMOS) technology, which is based on a combination of both p- and n-type MOSFETs integrated on the same Si substrate \cite{6}. However, the ongoing size scaling according to Moore’s law slowly comes to an end, since the semiconductor industry is confronted with several fundamental physical limitations, like large off-state leakage currents due to the small gate lengths or parasitic capacitances arising from the neighbouring elements \cite{6}. Moreover, the chips dissipate more and more power due to the high density of the components on it \cite{7}. For this reason, already in 2004 the clock rate of the processors was capped at about 4 GHz, in order to limit the heat dissipation. Simultaneously, the architecture of the processors was changed from single to multi-core to keep the performance improving \cite{7}.

Since the end of simple transistor scaling seems to be near, it is important to explore alternatives that could be used to augment or even replace the existing CMOS technology. One highly active field of research is spin-based electronics, better known under the short name “spintronics” \cite{8}. In contrast to conventional
electronics, which exploits solely the charge of the electron for data processing, spintronics is based on the spin of the electron. By using the electron spin as an additional degree of freedom it is possible to add new functionalities to electronic devices. The study of spintronic effects started in the 1980s and was triggered by the experimental realization of electron spin injection from a ferromagnetic into a paramagnetic metal by M. Johnson and R. H. Silsbee [9] and the discovery of the giant magnetoresistance (GMR) effect by A. Fert et al. [10] and P. Grünberg et al. [11]. Soon after these findings metal-based spintronic devices were used for important and commercially very successful applications. The GMR and the related tunnel magnetoresistance (TMR) effect [12], for instance, are used in hard disk read heads and magnetoresistive random access memory (MRAM) devices [14].

Contrary to metallic spintronic devices, semiconductor spintronics has not yet found its way into our everyday life. In principle, adding the spin degree of freedom to a semiconductor-based electronic device is expected to yield advantages like nonvolatile information storage, increased data processing speed and a lower power consumption [8]. For this reason, spintronics was even included in the latest version of the “International Technology Roadmap for Semiconductors” as a potential candidate for the post-CMOS age [15]. The prototypical semiconductor-based spintronic device par excellence is the spin-FET as proposed by S. Datta and B. Das in 1990 [16]. The spin-FET, as sketched in Fig. 1.1 on the right hand side, combines all relevant challenges for the realization of a working semiconductor-based spintronic device, namely the successful injection and detection of an electron spin polarization into a nonmagnetic semiconductor heterostructure by utilizing ferromagnetic contacts and the precise manipulation of the injected spin ensemble by means of spin-orbit interaction. The on/off-state of the spin-FET is controlled by a gate voltage $V_G$, just like in a conventional MOSFET. However, here the source-drain current is not switched via a modulation of the conductivity of the channel, but by a coherent precession of the spin polarization about the gate voltage controlled spin-orbit fields. Up to now, the spin-FET is still waiting for its experimental realization.

In this thesis basic research in the field of semiconductor spintronics is performed. Two of the aspects mentioned above are investigated in more detail, namely spin injection into a semiconductor via ferromagnetic contacts and the spin-orbit coupling fields present at a ferromagnet/semiconductor interface. For this reason, the thesis is divided into two parts, that, in principle, can be read independently from each other. The first part deals with spin injection into heterostructure systems based on the III-V compound semiconductor GaAs. Due to its rather long spin lifetime GaAs is an excellent model system for the study of spintronic effects. Additionally, it is possible to combine it with various other materials by making use of molecular beam epitaxy. Ferromagnets like Fe or (Ga,Mn)As, for instance, can be grown epitaxially on GaAs and thus can be used as spin-
aligning contacts. Moreover, a two-dimensional electron gas can be confined at a GaAs/(Al,Ga)As heterointerface, which allows to study spin-related phenomena in systems with reduced dimensionality. Most important for this thesis is the fact that GaAs is a direct semiconductor. This allows an optical investigation of the injected spin density by utilizing the polar magneto-optic Kerr effect. In this work a special measurement technique is used to detect the spin polarization in the GaAs. By employing scanning Kerr microscopy at the cleaved edge of the sample the spin accumulation can be observed in the transport channel directly underneath the spin injecting contacts. This approach, which was developed by Kotissek et al. in 2007 [17,18] and was used afterwards by Endres et al. [19–22], has proven to provide important information about spin injection into GaAs-based systems.

The second part of the thesis is dedicated to the spin-orbit coupling fields present at the Fe/GaAs(001) interface and the resulting anisotropic optical properties. Spin-orbit coupling plays an important role in solid-state systems and can lead to emerging spin-orbit fields at interfaces that inherently lack inversion symmetry. The reduced symmetry at heterostructure interfaces or surfaces leads to electron momentum dependent spin-orbit fields, which affect the electronic properties of the material. So far, most investigations of interfacial spin-orbit fields rely on measurements of anisotropic transport properties. However, in 2014 Putz et al. showed with density functional theory calculations that the Fe/GaAs(001) heterostructure has also anisotropic optical properties [23,24]. In particular, the Kerr rotation angle $\theta_K$ and Kerr ellipticity $\varepsilon_K$ in polar magneto-optic Kerr effect configuration are expected to depend on the angle between the linear polarization direction of the probing laser beam and the crystallographic axes of the sample, reflecting the anisotropy of the Fe/GaAs interface. This so-called anisotropic polar magneto-optic Kerr effect (AP-MOKE) is subject of the second part of this
thesis, where it is demonstrated that an AP-MOKE can indeed be observed in ultrathin Fe/GaAs(001) samples.

The thesis is organized as follows: Chap. 2 gives an introduction to the theoretical background, which is necessary to understand the spin injection experiments. It discusses the optical properties of the investigated semiconductors and explains aspects like electrical spin injection via tunnel barriers, the D’yakonov-Perel’ spin relaxation mechanism in two- and three-dimensional systems and the spin drift-diffusion theory. Subsequently, Chap. 3 describes the magneto-optic measurement scheme that was used for most of the spin injection experiments. It will be shown, how the spin polarization can be imaged at the cleaved edge of the sample by employing scanning Kerr microscopy. Moreover, the Hanle effect will be addressed, which allows to obtain a value for the spin lifetime. Here, again special attention is paid to both the two- and three-dimensional case. The experimental results are presented in Chap. 4. This chapter starts with a discussion of electrical spin injection into n-doped bulk GaAs, before it continues with spin injection experiments into a two-dimensional electron gas confined at a GaAs/(Al,Ga)As interface. Afterwards, Sec. 4.3 deals with the question, whether a spin imbalance in n-GaAs can be generated by thermal means via Seebeck spin tunneling. Finally, Chap. 5 concludes the spin injection part with a summary and an outlook.

The second part of the thesis starts with a chapter about the Fe/GaAs(001) heterostructure, highlighting aspects like its crystallographic and magnetic properties and introducing the Bychkov-Rashba and Dresselhaus spin-orbit coupling fields. Chap. 7 explains then the polar magneto-optic Kerr effect and introduces the theoretical background behind the AP-MOKE. The density functional theory calculations of Putz et al. are presented together with a phenomenological model, that establishes the connection between the Kerr rotation anisotropy and the interfacial spin-orbit coupling fields. The experimental findings are discussed in Chap. 8. After a pre-characterization of the investigated samples the results of the AP-MOKE measurements will be presented. Finally, Chap. 9 summarizes the results and gives an outlook.
Part I.

Spin injection
2. Fundamentals and theory

This chapter explains the theoretical aspects, which are necessary to understand the spin injection experiments. After a brief introduction into the optical properties of GaAs and (Al,Ga)As, the basic principles of electrical spin injection into semiconductors are discussed. It will be shown, that a tunnel barrier between ferromagnet and semiconductor is an important prerequisite to obtain a sizable spin accumulation. The D’yakonov-Perel’ mechanism, which is responsible for spin relaxation in GaAs-based heterostructures, is explained in Sec. 2.3. Here, the differences between spin relaxation in two- and three-dimensional electron systems are discussed. Finally, Sec. 2.4 addresses the spatial distribution of a spin accumulation in a semiconductor and deals with the question, whether spin diffusion and electron diffusion are equally strong.

2.1. Optical properties of GaAs-based semiconductors

2.1.1. Optical properties of GaAs

The optical properties of GaAs are determined by its energy band structure. As depicted in Fig. 2.1 on the left hand side, GaAs is a direct semiconductor with the band gap located at the center of the Brillouin zone (= Γ-point). The band gap energy is $E_g \approx 1.52$ eV at $T = 0$ K \[25\,26\]. The conduction band (cb) has an $s$-like electronic character (quantum numbers $j = 1/2$, $m_j = \pm 1/2$), in contrast to the $p$-like valence band. Due to spin-orbit interaction the valence band is further split into three subbands: the heavy hole (hh) band ($j = 3/2, m_j = \pm 3/2$), the light hole (lh) band ($j = 3/2, m_j = \pm 1/2$) and the split-off (so) band ($j = 1/2, m_j = \pm 1/2$). The hh and lh bands are degenerate at the Γ-point, whereas the split-off band is shifted to lower energies by $\Delta_{so} \approx 0.34$ eV \[25\,26\].

Figure 2.1 illustrates on the right hand side the optical transitions from the valence bands to the conduction band for absorption of left circularly (lc) and right circularly (rc) polarized light. Since the transitions have to obey the dipole selection rules ($\Delta l = \pm 1, \Delta m_l = \pm 1$) to guarantee angular momentum conservation,
Figure 2.1.: Left: Sketch of the GaAs band structure near the Γ-point, illustrating the conduction band (cb), heavy hole band (hh), light hole band (lh) and the split-off band (so). \( E_g \) is the band gap energy and \( \Delta_{so} \) the spin-orbit splitting. Right: Allowed optical interband transitions for the absorption of left circularly (lc) and right circularly (rc) polarized light. The circled numbers above the arrows denote the relative probabilities for a transition (replotted from \[25]\).

there are only six allowed transitions. The circled numbers give the relative probabilities that apply for the transitions \[25\]. In particular, if one chooses the energy of the incident photons such that \( E_g < E_{\text{photon}} < E_g + \Delta_{so} \), there remain only the transitions from the hh and lh bands into the cb. In this case the absorption of rc polarized light will lift electrons from the hh band into the spin up subband and electrons from the lh band into the spin down subband of the cb. Since the probabilities for these transitions differ by a factor of three, the absorption of rc polarized light generates a spin polarization\(^1\) in the cb of

\[
P_n = \frac{n^\uparrow - n^\downarrow}{n^\uparrow + n^\downarrow} = \frac{3 - 1}{3 + 1} = 50\%, \tag{2.1}
\]

where \( n^\uparrow/\downarrow \) denote the densities of electrons in the cb with \( m_j = \pm 1/2 \) \[25,27\]. Thus, circularly polarized light can be used to create an electron spin polarization in the GaAs cb. On the other hand, since recombination processes of electrons with holes have to obey the very same selection rules, a spin imbalance in the cb will generate partially circularly polarized luminescence light \[25,27\]. Altogether, these considerations demonstrate the close interconnection between the optical properties of GaAs with an electron spin polarization in its conduction band, which makes GaAs-based heterostructures to an ideal model system to study spin injection phenomena using (magneto-)optic methods.

\(^1\)The spin polarization of any spin resolved quantity \( X \) is defined by \( P_X = (X^\uparrow - X^\downarrow)/(X^\uparrow + X^\downarrow) \) \[25,27\].
2.1.2. Persistent photoconductivity in (Al,Ga)As/GaAs heterojunctions

A part of this work is dedicated to spin injection experiments into a GaAs-based two-dimensional electron gas (2DEG). One frequently encountered way to realize a 2DEG is to confine the electron distribution within a triangular potential well formed at the interface between two semiconductors with different band gaps. In the present work a heterojunction made of Si-doped (Al$_{0.33}$Ga$_{0.67}$)As and intrinsic GaAs is used for that purpose. (Al$_{0.33}$Ga$_{0.67}$)As has a similar lattice constant as GaAs, which allows a strain-free growth of the heterostructure. Moreover, it has with $E_g \approx 1.99$ eV at $T = 0$ K a larger band gap than GaAs. Fig. 2.2 shows on the left hand side the band diagrams of n-(Al,Ga)As and i-GaAs without being in contact with each other. Upon connecting the two materials electrons flow from the (Al,Ga)As into the GaAs, until the Fermi energies $E_F$ have the same value in both semiconductors. This electron transfer is accompanied by a band bending near the interface. Since the band discontinuities $\Delta E_c$ and $\Delta E_v$ have to be preserved upon connecting the semiconductors, a triangular potential well is built in the GaAs. If the (Al,Ga)As is sufficiently highly doped, this potential well lies below the Fermi level and a metallically conducting, two-dimensional layer is created at the interface as depicted in Fig. 2.2 on the right hand side [26]. Since the 2DEG is formed in the undoped GaAs, its carriers are spatially separated from the Si-donors in the n-(Al,Ga)As. Hence, impurity scattering is highly suppressed, which makes a high electron mobility $\mu_e$ possible. To further eliminate scattering on donors right at the heterointerface, typically a several ten nanometers thick, undoped (Al,Ga)As spacer layer is grown in between the n-doped (Al,Ga)As and the i-GaAs.

![Diagram 2.2](image)

**Figure 2.2.** Left: Energy band diagram of n-(Al,Ga)As and i-GaAs without being in contact with each other. $\Delta E_c$ and $\Delta E_v$ denote the band discontinuities of conduction and valence band, respectively. Right: In contact the Fermi energy $E_F$ is balanced across the heterojunction and a degenerate electron gas is created at the interface (replotted from [26]).
In \((\text{Al}_{0.33}\text{Ga}_{0.67})\text{As}\) the Si donor atoms do not produce shallow, hydrogenic energy levels, as it would be the case e.g. in GaAs. Instead, they form deep trap states within the band gap with a binding energy of roughly 100 meV. The Si atoms do not exist in a substitutional configuration by simply occupying the Ga lattice sites, but are shifted to an interstitial position. The resulting lattice distortion in the vicinity of each donor atom creates a negatively charged, highly localized defect center. This so-called DX center is energetically more favorable than a shallow donor state \([29][30]\). Due to the large lattice relaxation, the DX center has a repulsive energy barrier for both electron emission into and capture from the conduction band. This gives rise to an effect, which is called persistent photoconductivity (PPC) \([31–33]\). When the \((\text{Al}_{0.33}\text{Ga}_{0.67})\text{As}\) is illuminated with photons with energy larger than \(\sim 1\,\text{eV}\), electrons are released from the DX centers into the conduction band. At low temperatures \((T \lesssim 150\,\text{K})\) these electrons cannot return back into the DX centers due to the energy barrier. Thus, the carrier density in the conduction band is permanently enhanced and persists even after switching off the light source, as long as the sample is not heated above 150 K.

For a 2DEG formed at an \((\text{Al,Ga})\text{As}/\text{GaAs}\) interface the PPC offers both advantages and disadvantages. On the one hand, if the sample is carefully illuminated, photoexcited electrons are transferred from the \((\text{Al,Ga})\text{As}\) DX centers into the 2DEG (see Fig. 2.3 on the left hand side). Thus, the carrier density of the 2DEG can be permanently increased in a controlled way. This can be of particular importance, if the 2DEG is depleted or has only a small carrier density after sample preparation. On the other hand, if the sample is heavily illuminated, electrons may populate the \((\text{Al,Ga})\text{As}\) conduction band as well, as it is shown in Fig. 2.3 on the right hand side. Here, the PPC creates a parallel conduction path in the \((\text{Al,Ga})\text{As}\) \(\delta\)-doping layer next to the 2DEG. It has been shown that the carrier density in this parallel channel can be comparable to the carrier density in the 2DEG. However, the mobility of the electrons in the \(\delta\)-doping region is found to be rather low; thus, electric transport through the sample is still dominated by

![Figure 2.3:](image-url)

**Figure 2.3:** Left: Photoexcitation of DX centers in the \((\text{Al,Ga})\text{As}\) \(\delta\)-doping layer lifts electrons into the conduction band. The excited electrons penetrate into the 2DEG channel and increase its carrier density. Right: After heavy illumination the conduction band edge of the \((\text{Al,Ga})\text{As}\) is pulled below \(E_F\) and a second channel parallel to the 2DEG is formed (adapted from \([34]\)).
the high-mobility 2DEG \[34–36\].

### 2.2. Spin injection into semiconductors

In Sec. 2.1.1 it has been shown that circularly polarized light can be used to induce a spin imbalance in the conduction band of GaAs. This section now is dedicated to the basic principles of electrical spin injection into a semiconductor.

#### 2.2.1. The standard model of spin injection

Electrical spin injection into a semiconductor can be achieved by attaching a metallic ferromagnet to it and driving a current from the ferromagnet (F) into the semiconductor (N) as illustrated in Fig. 2.4 on the top. Ferromagnets are a natural source for spin-polarized currents, since they have different conductivities for spin up and spin down electrons \(\sigma^\uparrow_F \neq \sigma^\downarrow_F\). Far on the left hand side of the F/N junction in the ferromagnetic region the current densities \(j^\uparrow\) and \(j^\downarrow\) are different; thus, the electrons carry not only a charge current \(j = j^\uparrow + j^\downarrow\), but also a spin current \(j^s = j^\uparrow - j^\downarrow\). Far on the right of the interface in the semiconductor side, on the other hand, the electron current has to be unpolarized \((j^s = 0)\), since here the electrons of both spin species have the same conductivities \(\sigma^\uparrow_N = \sigma^\downarrow_N = \sigma_N/2\). Hence, there has to be a transfer of electrons from the spin up channel to the spin down channel near the interface, in order to depolarize the current as it flows from the ferromagnet into the semiconductor (see Fig. 2.4 in the middle). This electron transfer is accompanied by an accumulation of spin up electrons at the interface, which manifests in a splitting of the chemical potentials \(\mu^\uparrow\) and \(\mu^\downarrow\) for the two spin species as shown in Fig. 2.4 on the bottom. The spin splitting induces the necessary spin flips from the spin up to the spin down channel, which lead to the adjustment of the incoming and outgoing current densities \(j^\uparrow\) and \(j^\downarrow\) across the interface. The resulting spin accumulation \(\mu_s = (\mu^\uparrow - \mu^\downarrow)/2\) is not localized just at the interface, but decays with the spin diffusion lengths \(\lambda_{sF}\) and \(\lambda_{sN}\) into the ferromagnet and the semiconductor, respectively \[37,38\].

If the ferromagnet and the semiconductor are connected via a low resistive contact C, spin injection into the N side is found to be highly inefficient. Usually the density of states of a metallic ferromagnet is several orders of magnitude larger than that of a semiconductor; for that reason a similar splitting of the chemical potentials on both sides of the F/N junction results in a much larger spin density in the ferromagnet and consequently, the number of spin flips will be much higher in the ferromagnetic side of the F/N junction. The large amount of spin

---

\(^2\)Spin diffusion will be addressed in Sec. 2.4.
Figure 2.4: Spin injection according to the standard model. Top: Sketch of the investigated F/N junction. A ferromagnetic conductor (F) is connected to a non-magnetic conductor (N) via a thin contact region (C). Middle: Depolarization of a current as it flows from F to N. Bottom: Splitting of the chemical potentials $\mu^\uparrow$ and $\mu^\downarrow$ at the interface. The spin accumulation $\mu_s = (\mu^\uparrow - \mu^\downarrow)/2$ decays with the spin diffusion lengths $\lambda_s^F$ and $\lambda_s^N$ into the F and N region, respectively (adapted from [22, 25, 37]).

Flips in the F side leads to a much stronger depolarization of the current in the ferromagnet than in the semiconductor. Thus, the current is already completely depolarized before it enters the N side and as a result, no significant spin accumulation can be injected into the semiconductor [37]. This phenomenon, which was first described by Schmidt et al. [39], is known as the “conductivity mismatch problem”.

A solution for this problem was provided by E. I. Rashba, who suggested to insert a high resistive tunnel contact C between the F and the N side of the junction [40]. The tunnel barrier decouples the spin accumulation in the N side from the F region. Furthermore, due to the exchange splitting of the electronic states in the ferromagnet, the two spin channels have different tunnel probabilities through the barrier and therefore different tunnel conductances $\Sigma^\uparrow$ and $\Sigma^\downarrow$, i.e. the contact acts as a spin filter. The spin polarization $P_j$ of the injection current at the F/N interface, better known as “spin injection efficiency”, is then given by [41–43]

$$P_j = \frac{R_F P_{\sigma^F} + R_C P_{\Sigma}}{R_F + R_C + R_N},$$

(2.2)

where

$$R_F = \frac{\sigma^\uparrow_F + \sigma^\downarrow_F}{4\sigma^\uparrow_F \sigma^\downarrow_F} \lambda_s^F, \quad R_C = \frac{\Sigma^\uparrow + \Sigma^\downarrow}{4\Sigma^\uparrow \Sigma^\downarrow} \quad \text{and} \quad R_N = \frac{\lambda_s^N}{\sigma_N}$$

(2.3)

are the effective (spin) resistances of the three involved regions and $P_{\sigma^F}$ and $P_{\Sigma}$ denote the spin polarizations of the conductivities of the ferromagnet and the contact, respectively. Thus, if the tunnel contact dominates the total resistance of the junction ($R_C > R_N \gg R_F$), it takes control over the current polarization with $P_j \approx P_{\Sigma}$ and a sizable spin accumulation can be injected into the semiconductor.
The spin accumulation $\mu_s$ in the semiconductor, which is pumped across the F/N interface by a spin current $j_s$, is given by \[\mu_s = R_N j_s.\] (2.4)

It is proportional to the spin resistance $R_N = \rho_N \lambda_{sN}$ of the semiconductor. This means that a large spin splitting can be achieved in materials with a high resistivity $\rho_N$. Moreover, a large spin diffusion length $\lambda_{sN}$ is beneficial as well. The corresponding spin density $s = n^\uparrow - n^\downarrow$ in the semiconductor reads $s = g(E_F) e \mu_s$, where $g(E_F)$ is the density of states at the Fermi level [43].

In this work electrical spin injection into GaAs-based systems is performed using Fe and (Ga,Mn)As as spin aligners. In these cases the Schottky and Esaki barriers, which are naturally formed at the F/N junctions, provide the necessary tunnel barriers to overcome the conductivity mismatch.

### 2.2.2. Fe/n-GaAs Schottky tunnel barrier

For electrical spin injection into GaAs one typically uses n-type GaAs with a doping level above the metal-to-insulator transition. The degenerate n-doping of the GaAs ensures the presence of electrons in the conduction band of the semiconductor and a metallic conductance even at low temperatures. n-GaAs has a smaller work function than Fe; thus, when Fe is grown on n-GaAs, electrons flow from the conduction band of the semiconductor into the metal, until the Fermi level $E_F$ is balanced across the whole junction and no net current is flowing. In equilibrium a high-resistive depletion zone is created at the interface and the bands of the semiconductor are bent upwards, forming a potential energy barrier for the electrons [26]. Fig. 2.5 illustrates on the left hand side a sketch of such a Schottky barrier.

When an external bias voltage $V$ is applied to the Fe/n-GaAs junction, the quasi Fermi levels of the Fe and the semiconductor are shifted with respect to each other and an electron current $I$ starts to flow from the Fe into the conduction band of the GaAs or vice versa (see Fig. 2.6). For not too highly doped GaAs, i.e. when the barrier is not too thin, the Schottky contact shows a pronounced rectifying behaviour with an exponentially increasing current in forward direction and a small leakage current in reverse direction, as displayed in Fig. 2.5 on the right. However, for larger doping densities the depletion zone can be designed so narrow that also ohmic barriers can be created, as will be shown later in Sec. 4.3.

At low temperatures the main contribution to the current arises from electrons tunneling directly through the Schottky barrier; thermally excited electrons, which are emitted over the top of the barrier, are only relevant at higher temperatures [44]. Thus, the Fe/GaAs junction naturally forms the tunnel barrier,
which is necessary for the efficient injection of spin-polarized carriers from the Fe into the GaAs. By applying a reverse bias voltage to the junction majority spins are injected from the Fe into the n-GaAs conduction band, resulting in a majority spin accumulation in the semiconductor. A forward bias, on the other hand, leads to an extraction of majority spins from the n-GaAs conduction band into the Fe, thereby leaving a minority spin accumulation in the conduction band behind (see Fig. 2.6).

Theoretical considerations by Wunnicke et al. suggest that the Fe/GaAs(001) interface can provide very large current spin polarizations \[45,46\]. Due to a symmetry mismatch of the minority spin bands of the Fe with the conduction band states of the GaAs, the minority spin electrons are almost totally reflected at the interface. Thus, the Fe/GaAs junction is expected to behave nearly like an ideal spin filter with spin injection efficiencies \(P_j\) up to 99% for low bias voltages.

\[W_{\text{depl}}\]

**Figure 2.5.:** Left: Band diagram of an Fe/n\(^{++}\)-GaAs Schottky contact at equilibrium. The band bending creates a depletion zone of width \(W_{\text{depl}}\), which acts as a tunnel barrier. Right: Typical \(I-V\)-characteristic of a Schottky contact.
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**Figure 2.6.:** Schottky contact under applied bias \(V\). (a) In reverse direction majority spins are injected from the Fe into the GaAs, creating a majority spin accumulation in the GaAs conduction band. (b) In forward direction majority spins are extracted from the GaAs, creating a minority spin accumulation in the GaAs conduction band.
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However, it has also been shown, that spin injection may be highly affected by the structural composition of the Fe/GaAs interface and that interfacial states can significantly enhance the role of the minority carriers \[47\]. Experimentally, electron spin polarizations \(P_n\) of up to about 60% were obtained in spin-LED experiments with Fe/(Al_{0.1}Ga_{0.9})As Schottky barriers, where the circular polarization of the emitted electroluminescence light was analyzed \[48–51\]. In other experiments the current spin polarization \(P_j\) for spin injection from Fe or FeCo contacts into GaAs has been found to be of the order of a few 10% \[17,52,53\].

2.2.3. (Ga,Mn)As/n-GaAs Esaki tunnel barrier

A different approach to electrically inject a spin imbalance into GaAs is to use an all-semiconductor device with ferromagnetic (Ga,Mn)As as spin aligner. (Ga,Mn)As is a dilute magnetic semiconductor, i.e. a semiconductor which is doped with magnetic impurities \[54,55\]. The transition-metal element Mn is introduced into the nonmagnetic GaAs crystal, ideally replacing Ga atoms in the lattice. The Mn atoms provide magnetic moments and at the same time act as acceptors, which makes (Ga,Mn)As a p-type conducting material. Ferromagnetism arises for Mn concentrations of the order of a few percent. For such large doping densities an impurity band is created in the band gap \[56\] and the itinerant holes in the impurity and the valence band mediate a ferromagnetic order between the Mn atoms (cf. e.g. Refs. \[57,58\] for details); a direct exchange interaction between the Mn atoms does not occur due to the large distance between them. This explains the relatively low Curie temperature of (Ga,Mn)As, which is well below room temperature. Currently, the highest reported values for \(T_C\) are around 200 K \[59–61\]. The (Ga_{0.95}Mn_{0.05})As used in this work has a Curie temperature of about 60 K.

Electrical spin injection from (Ga,Mn)As into a GaAs-based heterostructure was first realized by Ohno \etal\. in 1999. In this experiment a hole spin polarization was injected into an undoped (In,Ga)As quantum well \[62\]. Subsequently, the concept was improved by Kohda \etal\. by growing the (Ga,Mn)As onto a degenerate n-GaAs layer, allowing the injection of spin-polarized electrons into the n-GaAs conduction band \[63\]. Fig. 2.7 shows on the left a sketch of the resulting (Ga,Mn)As/n^{++}-GaAs Esaki diode structure. Since (Ga,Mn)As is a heavily p-doped material, its Fermi energy lies in the valence band. Thus, spin-polarized electrons can be injected into the n-GaAs by direct interband tunneling from the (Ga,Mn)As valence band into the n-GaAs conduction band or vice versa, as illustrated in Figs. 2.8(a) and (b).

A peculiarity concerning the charge transport through the Esaki diode occurs for larger positive bias voltages, as sketched in Fig. 2.8(c). Here, the conduction band edge of the n-GaAs is raised to energies greater than the valence band edge of...
Figure 2.7.: Left: Band diagram of a (Ga,Mn)As/n++-GaAs Esaki diode at equilibrium. The band bending creates a depletion zone of width $W_{\text{depl}}$, which acts as a tunnel barrier. Right: Typical $I$-$V$-characteristic of an Esaki diode.

Electron spin injection from (Ga,Mn)As into the n-GaAs conduction band was shown to be highly efficient. Van Dorpe et al. obtained a large electron spin polarization $P_n$ of about 80% for electrical spin injection from (Ga,Mn)As into an (Al,Ga)As-based spin-LED [66]. Later on, the same group investigated the

$
\begin{align*}
\text{(a) } V < 0 \\
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\text{(c) } V > 0
\end{align*}
$

Figure 2.8.: Esaki diode under applied bias $V$. (a) In reverse direction majority spins are injected from the (Ga,Mn)As into the GaAs. (b,c) In forward direction majority spins are extracted from the GaAs. (c) For large positive bias electrons tunnel via impurity-related band gap states from the GaAs into the (Ga,Mn)As.
used spin-LED structure by theoretical means [67]. Their calculations predicted a large current spin polarization $P_j$ of up to 60% for low bias voltages. Nonlocal spin valve experiments by Ciorga et al. resulted in even higher spin injection efficiencies of up to 80% [68,69]. Both theory [67] and experiment [68] suggest a pronounced bias voltage dependence of $P_j$. The largest spin polarizations are obtained near zero bias. For larger bias voltages the current spin polarization decreases due to the increasing contribution of minority spin electrons transmitted through the Esaki barrier.

2.3. Spin relaxation in GaAs-based systems

2.3.1. The D’yakonov-Perel’ mechanism

A spin imbalance in the conduction band of a semiconductor system is not an energetically favorable state. Therefore, after switching off the spin current which generates the spin accumulation, the system will return back to its unpolarized ground state. This equilibration process happens within a characteristic decay time, the so-called spin lifetime $\tau_s$.

There are several mechanisms which lead to a relaxation or dephasing of an initial spin polarization (cf. e.g. Refs. [25,27,43] for an overview). The most important spin relaxation mechanism for the present work, however, is the D’yakonov-Perel’ (DP) mechanism [70–72]. The DP mechanism dominates in degenerate semiconductors without structural inversion symmetry, such as GaAs, and in asymmetrically grown semiconductor heterostructures. These systems have strong internal electric fields. An electron in the conduction band experiences these electric fields due to spin-orbit interaction as an effective magnetic field, which couples to its spin. Both, the direction and the magnitude of these effective magnetic fields depend on the electron $k$-vector. The spin dephasing in the DP mechanism arises now from a combination of Larmor spin precession about the effective magnetic fields and (spin conserving) momentum scattering. Since the $k$-vector of an individual electron changes randomly after each scattering event, both the precession axis and frequency for the electron spin change randomly as well. Hence, after many subsequent scattering events the initial spin polarization is completely lost [25,27,43]. Fig. 2.9 shows a schematical sketch of this process.

In the DP mechanism the spin relaxes in between the scattering events. The more rapid the momentum scattering events follow each other, the less time the spin has to precess away from its initial polarization direction in between the scattering events. Thus, a large electron scattering rate stabilizes the initial spin
Figure 2.9: Working principle of the D’yakonov-Perel’ mechanism. A spin in the initial state “1” precesses about the $k$-dependent spin-quantization axis $\Omega_k$. After scattering from “2” to “3” the electron momentum $k$ and thus the precession axis $\Omega_k$ change randomly. After several scattering events the initial spin polarization is lost. The large circle represents the Fermi surface of a two-dimensional electron gas (adapted from [27]).

polarization and results in a large spin lifetime $\tau_s$ [25][27]. This phenomenon, which is called “motional narrowing”[3] is expressed by the relation [70]

$$\frac{1}{\tau_s} \propto \langle \Omega_k^2 \rangle \tau_p^*, \quad (2.5)$$

where $\tau_p^*$ is the momentum scattering time of an individual electron and $\Omega_k$ is the momentum-dependent Larmor precession frequency arising from spin-orbit interaction. Angle brackets denote the average over all $k$-directions at $E_F$.

2.3.2. Spin relaxation in bulk GaAs

The effective magnetic field in a bulk III-V semiconductor can be derived from its energy band structure by taking spin-orbit interaction into account. It has been shown by G. Dresselhaus that the effective field is proportional to the cube of the electron wavevector $k$ [73], which, in the case of GaAs, results in an intrinsic Larmor precession vector of the form [25][70]:

$$\Omega_k = 0.07 \frac{\hbar^2}{\sqrt{2m_e^*E_g}} \begin{pmatrix} k_x(k_y^2 - k_z^2) \\ k_y(k_z^2 - k_x^2) \\ k_z(k_x^2 - k_y^2) \end{pmatrix}, \quad (2.6)$$

\[3\]Strictly speaking, the motional narrowing limit is only valid for $\langle \Omega_k \rangle \tau_p^* \lesssim 1$ [25]. For bulk GaAs one typically has $\langle \Omega_k \rangle \tau_p^* \ll 1$. In the 2D case the Larmor frequency can be approximated by $\langle \Omega_k \rangle \approx \frac{\hbar}{\tau_p^* \sqrt{2m_e^*E_g}}$. The spin-orbit parameters for GaAs-based quantum confined systems are typically of the order of $\alpha \approx \beta \approx 5\, \text{meVÅ}$ [43]. For the 2DEG samples in this work one finds $k_F \approx 1.2 \cdot 10^6\, \text{cm}^{-1}$ and $\tau_p^* \approx 6\, \text{ps}$ (cf. Tabs. 4.1 and 4.2), what proves that the relation $\langle \Omega_k \rangle \tau_p^* \lesssim 1$ is also true in the 2D case.
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with \( m^* \) and \( E_g \) being the effective mass of the conduction electrons and the energy gap of GaAs, respectively. Eq. 2.6 demonstrates that both the direction and the magnitude of the spin precession vector strongly depend on the electron wavevector \( \mathbf{k} \). Note that \( \Omega_k \) reflects the cubic symmetry of the GaAs crystal. However, it can be shown, that spin relaxation in bulk GaAs exhibits an isotropic behaviour, i.e. the spin lifetime \( \tau_s \) does not depend on the initial orientation of the spin polarization with respect to the crystallographic directions \[25,43\].

In the degenerate case the Fermi wavevector \( k_F \) of GaAs increases with the doping density \( n_D \) according to \( k_F = \sqrt{3}\pi^2 n_D \) \[26\]. Therefore, the DP mechanism will be of particular importance for larger doping levels. This is illustrated in Fig. 2.10, where the spin lifetime in n-GaAs is plotted as a function of the doping density together with the dominating relaxation mechanism. For low doping densities, in the insulating phase, electron spin relaxation is governed either by hyperfine interaction with nuclear spins of the lattice or by anisotropic exchange interactions of donor-bound electrons \[74\]. Above the metal-to-insulator transition at \( n_D \approx 2 \cdot 10^{16} \text{ cm}^{-3} \) the spin lifetime is limited by the DP mechanism. Large spin lifetimes of the order of 100 ns can be obtained in the vicinity of the metal-to-insulator phase transition. Increasing the donor concentration makes the DP mechanism more effective and the spin lifetime decreases approximately as \( \tau_s \propto 1/n_D^2 \) \[74\].

For electrical spin injection experiments into bulk GaAs it is necessary to use n-GaAs in the metallic phase. Hence, in this work samples with donor concentrations ranging from \( 2.5 \cdot 10^{16} \text{ cm}^{-3} \) to \( 4 \cdot 10^{16} \text{ cm}^{-3} \) have been investigated. This guarantees a long spin lifetime in combination with a large electron mobility.

**Figure 2.10:** Spin lifetime \( \tau_s \) as a function of doping density \( n_D \) in n-GaAs at low temperatures. In the metallic phase \( (n_D > 2 \cdot 10^{16} \text{ cm}^{-3}) \) spin relaxation is dominated by the D’yakonov-Perel’ (DP) mechanism with maximum lifetimes of the order of 100 ns (adapted from \[74\]).
2.3.3. Spin relaxation in 2D electron systems

Since spin-orbit coupling in quantum confined systems is usually much larger than in bulk materials [43], spin relaxation in a GaAs-based 2DEG is according to Eq. 2.5 expected to be more effective than in bulk GaAs. Moreover, the long momentum relaxation times $\tau_p$ of high-mobility 2DEG samples should additionally contribute to an efficient D’yakonov-Perel’ spin relaxation. However, it turns out that one has to be very careful, if one wants to apply Eq. 2.5 to the two-dimensional case, since 2D systems exhibit some important peculiarities, which make the DP mechanism for them less straightforward compared to bulk samples.

The influence of electron-electron interactions

The first peculiarity in 2DEGs concerns the electron scattering time $\tau_p^\ast$. In the DP mechanism spin precession occurs in between scattering events, which randomize the $k$-vector and thus the momentum-dependent effective magnetic fields. The time span in between the scattering events determines how long a spin can precess about a given $\Omega_k$ and therefore, according to “motional narrowing”, how fast it will dephase. For bulk semiconductor samples the scattering time $\tau_p^\ast$ of an individual electron is commonly identified with the momentum relaxation time $\tau_p$ of the electron ensemble [70,71]. The latter is connected with the electron mobility $\mu_e$ via $\mu_e = e\tau_p/m_e^\ast$.

However, as was first pointed out by Glazov and Ivchenko, this assumption is no longer valid for two-dimensional structures [75–77]. In this case electron-electron interactions begin to play an important role. Just like scattering processes off phonons or impurities electron-electron scattering randomly reorients the $k$-vectors of the electrons, which leads to a randomization of the precession frequencies $\Omega_k$. Thus, if the spins of the colliding electrons are different, electron-electron interactions will contribute to the DP mechanism as well [78]. The corresponding electron-electron scattering rate for a degenerate 2D electron system is approximately given by [77,78]

$$\frac{1}{\tau_{\text{ee}}} \approx 3.4 \frac{E_F}{\hbar} \left( \frac{k_B T}{E_F} \right)^2, \quad \text{for } T \ll T_F. \quad (2.7)$$

Since electron-electron scattering does not affect the total electron momentum, these kinds of scattering events do not reduce the mobility and thus are not taken into account by the momentum relaxation time $\tau_p$ of the electron ensemble. Hence, the effective momentum scattering rate $1/\tau_p^\ast$ for an individual electron can be written as [77,79]:

$$\frac{1}{\tau_p^\ast} = \frac{1}{\tau_p} + \frac{1}{\tau_{\text{ee}}}. \quad (2.8)$$
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It has been argued that the contribution from electron-electron scattering to the DP mechanism can be similarly strong as from other electron scattering events \[^{[77]}\]. Moreover, experiments showed that \(\tau_p^*\) can be significantly smaller than \(\tau_p\) \[^{[78]}\]. Thus, electron-electron interactions in the 2DEG may lead to an enhanced spin relaxation time \(\tau_s\).

Anisotropic spin relaxation

In two-dimensional structures spin-orbit interaction consists of two contributions. Apart from the already mentioned Dresselhaus term \[^{[73]}\], which has its origin in the lack of an inversion center of the GaAs crystal, the Bychkov-Rashba term \[^{[80],[81]}\] has to be taken into account. The latter stems from the built-in electric fields, which are present at the interfaces of an asymmetrically grown heterostructure, which confines the 2DEG. In a \((001)\)-grown GaAs-based 2DEG both Bychkov-Rashba and Dresselhaus spin-orbit interaction create effective magnetic fields, which lie in the quantum confinement plane. In the coordinate system with \(x|[1\bar{1}0]\), \(y|[110]\) and \(z|[001]\) the corresponding momentum-dependent Larmor precession frequencies read \[^{[82],[83]}\]:

\[
\Omega_{\text{BR}} = \frac{\alpha}{\hbar} \begin{pmatrix} -k_y \\ k_x \\ 0 \end{pmatrix} \quad \text{and} \quad \Omega_{\text{D}} = \frac{\beta}{\hbar} \begin{pmatrix} k_y \\ k_x \\ 0 \end{pmatrix},
\]

where \(\alpha\) and \(\beta\) are the Bychkov-Rashba and Dresselhaus spin-orbit parameters, respectively\[^4\]. Fig. 2.11 illustrates the angular dependence of the superposition \(\Omega_k = \Omega_{\text{BR}} + \Omega_{\text{D}}\) on the Fermi surface. In the presence of both types of spin-orbit interaction the effective fields show a tendency to be oriented along the \([110]\) crystallographic direction (see Fig. 2.11(a)). In particular, if the Bychkov-Rashba and the Dresselhaus term have equal strengths \((\alpha = \beta)\), the effective magnetic field points exactly along \((\pm)[110]\) for all directions of the electron wavevector \(k\), as shown in Fig. 2.11(b).

The anisotropy of the effective magnetic fields has direct consequences on electron spin relaxation. Contrary to bulk GaAs, spin relaxation in two-dimensional systems shows a pronounced anisotropy, as has been realized by Averkiev and Golub \[^{[85],[86]}\]. The lifetime of an electron’s spin in a 2DEG strongly depends on the spin polarization direction with respect to the effective fields. Since the \(\Omega_k\) are oriented in the quantum confinement plane, a spin polarization perpendicular

\[^4\]Note that the sign of \(\alpha\) depends on the direction of the internal electric fields within the quantum well and can in principle be reversed with an applied gate voltage. For the considerations here the sign of \(\alpha\) was chosen such that the symmetry of the resulting spin relaxation anisotropy fits to the majority of the experimental reports on spin relaxation in GaAs-based QW systems. A different sign of \(\alpha\) would rotate the preferential direction of the effective magnetic fields along the \([1\bar{1}0]\) direction, yet the main ideas of the discussion would be qualitatively unchanged.
Figure 2.11.: Effective magnetic fields on the Fermi surface of a two-dimensional electron gas in the presence of both Bychkov-Rashba and Dresselhaus spin-orbit coupling. (a) For $\alpha = 0.6\beta$ the fields show a tendency to be oriented along the [110] direction. (b) At the extreme $\alpha = \beta$ the fields are perfectly oriented along [110] (replotted from [84]).

For the case of an in-plane polarized spin imbalance a giant spin relaxation anisotropy has been predicted for $\alpha \approx \beta$ [85,86]. In this case $\Omega_k$ is oriented along [110] for all $k$. Thus, a spin polarization along [110] does not precess at all and therefore it cannot relax via the D’yakonov-Perel’ mechanism. On the other hand, a spin accumulation along the perpendicular in-plane direction [1\(\bar{1}\)0] has a finite relaxation rate. Indeed, it has been experimentally shown that the D’yakonov-Perel’ mechanism is strongly suppressed for a spin polarization along the [110] crystallographic direction, with spin lifetimes ranging from a few to several tens of nanoseconds, whereas the spin lifetime for a spin ensemble along the [1\(\bar{1}\)0] direction typically remains in the sub-nanosecond regime [87,90,91].

In a mathematical sense, the spin relaxation anisotropy of a two-dimensional system can be modeled by introducing a spin relaxation tensor $\hat{\Gamma}$. This tensor is diagonal in the coordinate system $x||[1\bar{1}0]$, $y||[110]$ and $z||[001]$ [82,83]:

$$\hat{\Gamma} = \begin{pmatrix} 1/\tau_x & 0 & 0 \\ 0 & 1/\tau_y & 0 \\ 0 & 0 & 1/\tau_z \end{pmatrix}. \quad (2.10)$$

The eigenvalues, which correspond to the spin relaxation rates for spins polarized...
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along the principal axes\(^{\text{5}}\) are given by\(^{82,83}\):

\[
\frac{1}{\tau_{x,y}} = C \left( \alpha \pm \beta \right)^2 \quad \text{and} \quad \frac{1}{\tau_z} = C \left( \alpha^2 + \beta^2 \right),
\]

(2.11)

with \(C = k_F^2 \tau_p^*/\hbar^2\). Note that the spin relaxation rate along [110] vanishes for \(\alpha = \beta\) in accordance with the considerations above.

Spin dynamics in a magnetic field

As a final note, the dynamics of a spin ensemble \(s\) in an external magnetic field \(B\) shall be addressed. Ignoring spin drift and diffusion the time evolution of \(s\) is given by the Bloch equation\(^{43,83}\)

\[
\frac{ds}{dt} = s \times \omega_0 - \hat{\Gamma} s.
\]

(2.12)

Here, \(\omega_0 = g \mu_B B / \hbar\) is the Larmor precession frequency in the external magnetic field (not to be confused with the intrinsic Larmor frequencies \(\Omega_k\) arising from spin-orbit interaction) with \(g\) and \(\mu_B\) being the electron \(g\)-factor and the Bohr magneton, respectively. \(\hat{\Gamma}\) describes the spin relaxation anisotropy. Assuming an out-of-plane applied magnetic field \(B \parallel z\) and an initial spin polarization along \(x\) \((s(0) = (s_0, 0, 0))\) the solution of the Bloch equation reads (cf. Ref.\(^{84}\) and appendix \(\text{A}\)):

\[
s_x(t) = s_0 \exp \left( -t / \bar{\tau} \right) \left[ \cos(\tilde{\omega} t) - \left( \frac{1}{\tau_x} - \frac{1}{\tau_y} \right) \frac{\sin(\tilde{\omega} t)}{2\tilde{\omega}} \right],
\]

(2.13)

\[
s_y(t) = -s_0 \exp \left( -t / \bar{\tau} \right) \frac{\omega_0}{\tilde{\omega}} \sin(\tilde{\omega} t),
\]

(2.14)

where\(^{6}\)

\[
\frac{1}{\tau} = \frac{1}{2} \left( \frac{1}{\tau_x} + \frac{1}{\tau_y} \right) \quad \text{and} \quad \tilde{\omega} = \sqrt{\omega_0^2 - \left( \frac{1}{\tau_x} - \frac{1}{\tau_y} \right)^2}.\]

(2.15)

For \(B = 0\) the spin accumulation \(s_x(t)\) shows a simple exponential decay with the decay time \(\tau_x\). For larger fields a damped precessional motion can be observed, just like in the case of isotropic spin dephasing. However, note that for the anisotropic case both the decay time and the precession frequency are modified. In particular, for large enough fields (when \(\tilde{\omega}\) becomes real) the spin polarization decays with the harmonic mean value \(\bar{\tau}\) of the two in-plane spin relaxation times \(\tau_x\) and \(\tau_y\). For this reason time resolved pump-probe experiments on precessing spin ensembles are primarily sensitive to the harmonic mean value \(\bar{\tau}\) (cf. e.g. Ref.\(^{92}\)).

\(\text{5}\)The relaxation rate for a spin along the principal axis \(i\) \((i = x, y, z)\) is given by \(\frac{1}{\tau} = \left( \Omega_{k,\perp i}^2 \right) \tau_p^*\).

\(\text{8}\) \(\Omega_{k,\perp i}\) represents the components of the Larmor frequency \(\Omega_k\) perpendicular to the direction \(i\).

\(\text{6}\)Note that \(\tilde{\omega}\) can be real or imaginary. However, the solutions for \(s_x(t)\) and \(s_y(t)\) are always real-valued due to \(\cos(i\omega t) = \cosh(\tilde{\omega} t)\) and \(\frac{\sin(i\omega t)}{i\omega} = \frac{\sinh(\tilde{\omega} t)}{\tilde{\omega}}\).
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After discussing electrical spin injection and spin relaxation the question arises, how the distribution of the spin imbalance in the semiconductor will evolve spatially after being injected. Since the spin density \( s \) in the semiconductor is carried by the electrons in the conduction band \( (s = n^\uparrow - n^\downarrow) \), its motion can be described as a combination of drift and diffusion, just like the motion of the conduction electrons. An electric field \( E \), for instance, accelerates both spin up and spin down electrons in the same way, and thus also accelerates the spin ensemble \( s \).

As the electrons experience friction due to scattering the total electronic system moves on average with the drift velocity \[ v_d = -\mu_e E, \quad (2.16) \]

where the electron mobility \[ \mu_e = \frac{e\tau_p}{m^*_e} \quad (2.17) \]
is determined by the momentum scattering time \( \tau_p \) of the electron ensemble and the effective mass \( m^*_e \) of the electrons in the conduction band \[26,43\]. Hence, in the presence of an electric field a spin imbalance in the semiconductor travels on average a distance \( \lambda_d = v_d\tau_s \) within the spin lifetime \( \tau_s \). Note that the mobility \( \mu_e \) is connected with the conductivity \( \sigma \) of the sample via \( \sigma = ne\mu_e \) \[26\]. Therefore, it can be obtained from simple transport experiments, either by measuring the resistivity \( \rho_N \) of bulk GaAs samples, or by determining the sheet resistance \( R_s \) of two-dimensional electron systems.

In contrast to the directed drift motion in an applied electric field \( E \), diffusion describes the random walk of electrons due to scattering events off phonons and impurities. In general, electrons at the Fermi surface propagate with the Fermi velocity \( v_F \) through the semiconductor. After each scattering event the direction of the velocity changes randomly. In between two scattering events an electron travels on average a distance \( l_{\text{e,mf}} = v_F\tau_p \), the so-called mean free path \[26,43\]. Thus, an initially well confined spatial distribution of electrons or spins broadens with time due to the undirected nature of diffusive motion. The rate of electron diffusion is measured with the diffusivity \( D \), for which the relation \[ D \propto v_F^2\tau_p \quad (2.18) \]
holds. In degenerate electron systems the diffusivity can be calculated from the electron mobility via Einstein’s relation \[43\]:

\[ \frac{eD}{\mu_e} = \frac{n}{g(E_F)}, \quad (2.19) \]
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where \( g(E_F) \) denotes the density of states at the Fermi level. Altogether, the time evolution of the spin density \( s \) is determined by the drift-diffusion equation [43]

\[
\frac{\partial s}{\partial t} = D \frac{\partial^2 s}{\partial y^2} + \mu_e E \frac{\partial s}{\partial y} - \frac{s}{\tau_s}.
\] (2.20)

The terms with \( D \) and \( E \) describe spin diffusion and spin drift along the \( y \)-direction, respectively. The term with \( \tau_s \) accounts for spin relaxation. In many cases this one-dimensional model is sufficient to describe the spatial distribution of a spin accumulation in a semiconductor channel. In particular, Eq. (2.20) shows that the spin accumulation decays exponentially as it spreads in the semiconductor. In the purely diffusive case with \( E = 0 \) the spin polarization decays with the spin diffusion length [43]

\[
\lambda_s = \sqrt{D \tau_s},
\] (2.21)

which is determined by the diffusivity and the spin lifetime. When an electric field \( E \) is applied, the injected spin polarization additionally drifts with \( v_d \) against the field direction. Thus, there will be a superposition of drift and diffusion, which enhances or reduces the decay length with respect to \( \lambda_s \) depending on the direction of the electric field.

The discussion so far assumed that spin diffusion and electron diffusion have equal strengths. This is a widely used assumption, especially since the standard model of spin injection [41-43] tacitly equates the spin diffusivity \( D_s \) with the electron diffusivity \( D_e \). However, both experimental and theoretical work suggest that the assumption \( D_s = D_e \) cannot be true in general. In 1999 Kikkawa and Awschalom, for instance, reported an experiment on bulk n-GaAs, which gave a spin diffusivity \( D_s \), which exceeded the electron diffusivity \( D_e \) by more than one order of magnitude [93]. In this experiment the spins have been generated optically by absorption of circularly polarized light. An explanation for this large discrepancy between electron and spin diffusion has been given by Flatté and Byers [94], who pointed out, that optically generated electrons in the conduction band are always accompanied by holes in the valence band. Thus, electron diffusion is limited by the low mobility and diffusivity of the holes, as the electrons drag the holes with them. On the other hand a spin imbalance in the conduction band can exist as a charge-neutral object without a hole density in the valence band, resulting in a larger \( D_s \) with respect to \( D_e \) [94]. For electrical spin injection experiments into degenerate bulk GaAs this simple model suggests that \( D_s \) should be equal to \( D_e \), since in this case electron diffusion is not inhibited by holes. Indeed, B. Endres found no significant difference between electron and spin diffusion in bulk spin injection devices [22] similar to those investigated in this work.

The situation changes when one considers two-dimensional systems. In this case electron-electron interactions play an important role, as has already been discussed in Sec. [2.3.3]. Hence, instead of Eq. (2.18) the relation \( D_s \propto v_F^2 \tau_p^* \) should be
used to describe spin diffusion, where $\tau_p^*$ is the scattering time of an individual electron. Since $\tau_p^*$ is smaller than the ensemble scattering time $\tau_p$ (cf. Eq. 2.8), this simple consideration already suggests a less effective spin diffusion with respect to electron diffusion in 2DEG systems. A more elaborate theoretical discussion has been given by D’Amico and Vignale, who demonstrated that Coulomb interactions give rise to an intrinsic source of friction between spin up and spin down electron populations \[95-97\]. This so-called spin Coulomb drag (SCD) effect has been shown to be of particular importance for 2D systems \[98,99\]. The basic working principle of the SCD effect is sketched in Fig. 2.12. Since a spin current is based on a counterflow of oppositely polarized electrons, it is strongly affected by Coulomb scattering events. Charge currents, on the other hand, are not affected by electron-electron scattering, as the total electron momentum is conserved. The SCD leads to the complete decay of a spin current even in the absence of impurity or phonon scattering, since Coulomb scattering between electrons tends to equalize the average momenta of the spin up and spin down electron ensembles \[98,99\].

**Figure 2.12:** General principle of the spin Coulomb drag effect: A spin-up electron (red) and a spin-down electron (blue) interact via Coulomb scattering. Before the scattering event the spin current $j_s$ points to the right; thereafter $j_s$ points to the left. The charge current $j_c$ is not affected by e-e scattering (re-plotted from \[100\]).

The SCD effect has been experimentally verified in GaAs/(Al,Ga)As quantum well systems \[100,101\]. These experiments show a quite good agreement with the theoretical predictions, with the spin diffusivity $D_s$ being roughly one order of magnitude smaller than the electron diffusivity $D_e$. An even larger discrepancy between spin and electron diffusion has been measured in Refs. \[91,102\]. Here, $D_s$ was reported to be two orders of magnitude smaller than $D_e$. Although such a large reduction of $D_s$ cannot be explained with the SCD theory alone, the authors of Refs. \[91,102\] still regard electron-electron scattering as the main reason for the small $D_s$. 
3. Experimental methods

In this work the spin accumulation in the GaAs-based heterostructures is mainly investigated by employing scanning Kerr microscopy at the cleaved edge of the samples. This measurement technique was developed by Kotissek et al. in 2007 [17,18] and was used afterwards by Endres et al. [19–22]. This chapter gives an introduction to this experimental approach. First, it will be shown, how a spin imbalance in the GaAs conduction band can be detected by means of the polar magneto-optic Kerr effect. Subsequently, in Sec. 3.2 the cleaved edge detection technique will be explained, especially focusing on the general sample design and the optical setup. The spatial resolution of the setup and the influence of laser illumination on the electronic system are addressed in Sec. 3.3. The chapter concludes with a discussion of the Hanle effect, which is an important tool to study the dynamical aspects of a spin ensemble.

3.1. Magneto-optic Kerr effect in GaAs

For the polar magneto-optic Kerr effect (pMOKE) measurements the sample is illuminated under normal incidence with a linearly polarized laser beam. After reflection from the surface the polarization plane is tilted by the Kerr angle $\theta_K$, which provides a measure for the spin accumulation in the semiconductor. In GaAs-based heterostructures the pMOKE is a consequence of the circular birefringence arising from the spin polarization in the conduction band.

3.1.1. Magneto-optic Kerr effect in bulk GaAs

The origin of the pMOKE in bulk GaAs can be understood by considering the unequal occupation of spin up and spin down states in the conduction band as it is illustrated in Fig. 3.1 on the left hand side. The spin imbalance in the conduction band leads to a difference in the Fermi levels of the two spin populations [103]. This has important consequences for the absorption of photons with energies close to the band gap energy $E_g$. Photons with energies only slightly above $E_g$ can exclusively excite transitions into the spin down subband. Transitions into the spin up subband are only possible for photons with larger energies.
Chapter 3. Experimental methods

Figure 3.1.: Left: Optical transitions in bulk GaAs for left (lc) and right circularly (rc) polarized light for transitions from the heavy (hh) and light hole (lh) bands into the conduction band (adapted from [103]). Right: Calculated absorption spectrum for $n^\uparrow = 1.5 \cdot 10^{17}$ cm$^{-3}$ and $n^\downarrow = 0.5 \cdot 10^{17}$ cm$^{-3}$. $\alpha_0$ denotes the absorption in the unpolarized case (adapted from [103]).

Furthermore, the transitions have to obey the dipole selection rules in GaAs as discussed in Sec. 2.1.1. Therefore, the two circular light modes can only couple to certain transitions. For example, left circularly polarized light can excite a transition from the heavy hole band to the spin down subband, but not from the heavy hole band to the spin up subband [103]. Altogether, the spin imbalance in the conduction band in combination with the optical selection rules causes absorption spectra for left and right circularly polarized light as shown in Fig. 3.1 on the right hand side. The calculated curves clearly reveal a different spectral dependence of the absorption coefficients of the two circular light modes, i.e. the system shows a different response to left and right circularly polarized light. This demonstrates that the spin polarization in the conduction band induces a circular birefringence [103] and for that reason the two circular light modes experience different phase shifts as they propagate through the semiconductor, which results in a rotation of the polarization plane of the incident, linearly polarized light beam.

Figure 3.2 illustrates the expected Kerr rotation spectrum calculated from the absorption coefficients in Fig. 3.1. The Kerr rotation is only non-zero in the vicinity of the GaAs band gap. Moreover, there is a sign reversal in the middle of the spectrum [103]. This shows that the choice of the correct photon energy plays a crucial role for pMOKE measurements in GaAs. Experimentally, it is found that the Kerr rotation spectrum differs slightly from sample to sample. Therefore, the first step in performing pMOKE measurements on an n-GaAs sample is the optimization of the photon energy of the probe laser beam. Most importantly, the calculations of Ref. [103] show, that for a fixed photon energy...
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the Kerr rotation angle $\theta_K$ is directly proportional to the spin accumulation $\mu_s$ in the GaAs conduction band, as long as the electron spin polarization is not too large ($P_n \lesssim 20\%$). As this is always true for the bulk spin injection experiments in this work, $\theta_K$ directly reflects the spin accumulation $\mu_s$.

3.1.2. Magneto-optic Kerr effect in 2D electron systems

Apart from spin injection experiments into bulk GaAs this work also presents results on spin injection into two-dimensional electron systems. Performing optical measurements on such systems is not as straightforward as performing pMOKE measurements on bulk GaAs samples, as the reduced symmetry of the 2DEG might have a severe influence on the optical selection rules and therefore on the strength of the pMOKE. Indeed, it has been shown that in narrow (some 10 nm wide) GaAs/(Al,Ga)As quantum well (QW) systems the confinement potential forces both the orbital angular momentum and the spin angular momentum of the heavy hole states in the valence band into an out-of-plane direction perpendicular to the QW plane \[104,105\]. Furthermore, the confinement lifts the degeneracy of the heavy and light hole states at the $\Gamma$-point, shifting the light hole band to lower energies (see Fig. 3.3). Taking both into account, only the out-of-plane polarized heavy holes can contribute to recombination processes with electrons in the conduction band. This has substantial consequences for magneto-optical processes. In the case of an in-plane polarized electron spin polarization angular momentum conservation prohibits the recombination of an electron with a heavy hole under emission of circularly polarized light with a well-defined helicity. Instead, only linearly polarized light will be detectable.

This effect has been verified in spin-LED experiments by a direct comparison of the circular polarization of the electroluminescence in top-emission (with the electron spin polarization oriented perpendicular to the QW) and edge-emission (with the electron spin polarization in the plane). For 10 nm and 15 nm wide QWs
no significant circular polarization was found with the edge-emission geometry, although a strong signal was measured in top-emission [51,106]. For wide (bulk-like) QWs \((d \geq 50\) nm), however, a circular polarization can even be detected in edge-emission, indicating that the heavy hole spin obtains in-plane components due to the weakened quantum confinement compared to narrow QWs [51,105]. So, for wide GaAs/(Al,Ga)As-QW systems the optical selection rules should still allow magneto-optical effects in edge-emission, but with a reduced efficiency compared to bulk GaAs.

The situation changes if one uses a two-dimensional electron gas, which is confined at a GaAs/(Al,Ga)As interface, as it is the case in the present experiments. In such a system only the electrons in the conduction band are confined within a triangular potential well; the holes in the valence band are not confined at all, except of the (Al,Ga)As-barrier right at the interface (see Fig. 2.2 on the right hand side). Therefore, neither is the degeneracy of the light and heavy holes at the \(\Gamma\)-point lifted, nor is there a confinement which forces the hole spins in the out-of-plane direction. The holes will behave like ordinary bulk holes. Hence, the optical selection rules in the 2DEG will be qualitatively unchanged with respect to bulk GaAs and the magneto-optic Kerr effect in edge-emission will be significant.

## 3.2. Cleaved edge detection of spin accumulation

In this work the spin accumulation in the GaAs is detected by performing pMOKE measurements at the cleaved edge of the sample. The basic idea behind this approach is illustrated in Fig. 3.4. The samples are fabricated in such a way, that they provide optical access to the semiconductor heterostructure from the side of the sample. Thus, by focusing the probe laser beam on the sample edge and utilizing pMOKE detection, it is possible to perform spatially resolved measurements of the spin accumulation in the semiconductor. In particular, the spin density can
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Figure 3.4.: General sample design for spin injection experiments into GaAs-based semiconductor heterostructures. A spin imbalance in the semiconductor can be generated by applying a bias voltage between the center ferromagnetic contact and one of the reference contacts. The spin accumulation can be detected via pMOKE measurements at the cleaved edge of the sample. The dotted arrows indicate the current flow in the sample. The blue solid lines represent the exponentially decaying spin accumulation in the semiconductor channel.

be observed even directly underneath the spin injecting contacts; in that respect the cleaved edge detection approach is superior to other measurement schemes (like e.g. pMOKE experiments from the top of the sample or nonlocal spin valve measurements), which typically are only sensitive to the spin accumulation next to the injector contact.

The samples used for the experiments were grown by molecular beam epitaxy (MBE) on semi-insulating GaAs(001) substrates. The semiconductor layers (GaAs, (Al,Ga)As and (Ga,Mn)As) were grown by Dr. D. Schuh from the group of Prof. Dr. D. Bougeard in a III-V semiconductor MBE system. Fe and Au films were prepared by Dr. M. Kronseder from the group of Prof. Dr. C. H. Back in a metal MBE chamber. Since the two MBE systems are connected to each other, samples can be transferred from the semiconductor MBE to the metal MBE chamber without breaking the vacuum, which is of particular importance for the growth of the Fe/GaAs junctions. A spin imbalance is created and analyzed in both two-dimensional and three-dimensional electron systems. The layer stacks of the corresponding heterostructure wafers are quite different from one another; however, in both cases the heterostructures essentially consist of the same two main elements: an n-conducting semiconductor layer, which serves for the electron transport and the spin accumulation, and a ferromagnetic tunnel junction, which is used to drive a spin-polarized current into the transport layer below. In the case of the bulk GaAs spin injection devices (see Fig. 3.4) a micrometer thick
layer of Si-doped n-GaAs is used for the electron transport layer. The doping density of the n-GaAs is chosen slightly above the metal-to-insulator transition (at about $2 \cdot 10^{16} \text{ cm}^{-3}$) to ensure a metallic conductance and a large spin lifetime. On top of the n-GaAs a 15 nm thick n $\rightarrow$ n$^{++}$ transition layer, 10 to 15 nm n$^{++}$-GaAs ($N_D \sim 5 \cdot 10^{18} \text{ cm}^{-3}$) and a thin layer of Fe are grown. The gradual increase of the doping density at the Fe/GaAs interface leads to the formation of a narrow Schottky barrier, which allows to drive a sizable spin current into the n-GaAs. For the spin injection experiments into a two-dimensional electron gas, on the other hand, an (Al,Ga)As/GaAs heterojunction is used to confine a 2DEG at its interface, and a (Ga,Mn)As/GaAs Esaki tunnel barrier is used as source for the spin current. Since the exact layer stack differs from wafer to wafer, details on layer thicknesses and doping densities are given later in Chap. 4 together with the experimental results.

Samples are patterned utilizing standard lithography techniques. The general sample design is sketched in Fig. 3.4. The electron transport in the semiconductor is confined to a channel, which has two large reference contacts at its ends. The ferromagnetic contacts, which are used to induce the spin imbalance in the semiconductor channel, are fabricated in the center of the transport channel. Details on the sample geometry and the micro-fabrication process will be presented later in Chap. 4. After patterning the samples they are cleaved along the electron transport channel as shown in Fig. 3.5. To this end the sample surface is scratched with a diamond scribe at the outer edge of the sample, far away from the patterned structures. The scratch defines the predetermined cleaving direction and thus has to be oriented along the channel direction. Since GaAs(001) substrates preferentially break along the [110] and [110] crystallographic directions, care has to be taken that the transport channels are oriented along either of these two directions. After scratching the sample surface, the sample is put upside down on the concavely curved surface of a wafer transport box. By gently pressing with a scalpel on its rear side, the sample breaks along the transport channel into two halves. As a result a clean and crystallographically perfect GaAs(110) or GaAs(110) surface is exposed at the cleaved edge plane, suitable for optical experiments as depicted in Fig. 3.4.

The polar magneto-optic Kerr effect is exclusively sensitive to the component of the spin polarization along the laser beam direction (= x-axis, cf. Fig. 3.4). Thus, since the injected spin density is polarized along the magnetization direction of the ferromagnetic contact, one has to take care, that the remanent magnetization of the contact has a non-zero component along the x-axis. The magnetic easy axis of thin Fe films on GaAs(001) is oriented along the [110] crystallographic direction $[107]$. Thus, when Fe is used as spin aligner, the transport channel is fabricated along the [110] direction. In this way the remanent magnetization of the injector contact is aligned perpendicularly to the cleaved edge plane and thereby the injected spin ensemble is fully polarized along the sensitive direction.
of the experiment. (Ga,Mn)As, on the other hand, has a more complicated magnetic anisotropy in the (001) plane. To a first approximation (Ga,Mn)As has at low temperatures a biaxial magnetic anisotropy with the magnetic easy axes along the in-plane \langle 100 \rangle directions \[108,109\]. In addition, for the narrow spin injecting contacts used in this work (see the zoomed view in Fig. 3.5) a change of the anisotropy due to a patterning induced strain relaxation has to be taken into account as well \[110,111\]. Altogether, the remanent magnetization direction of a (Ga,Mn)As contact is found to be oriented in between the \langle 110 \rangle and \langle 1\overline{1}0 \rangle directions \[22,112\] and therefore, the injected spin density has always a non-zero component along the laser beam axis for both \langle 110 \rangle- and \langle 1\overline{1}0 \rangle-cleaved samples.

Figure 3.6 shows a schematic representation of the optical setup. The samples are mounted in vacuum \((p < 10^{-5} \text{ mbar})\) on the cold finger of a He flow cryostat, which can be cooled to about 10 K. The samples are located roughly 1 mm underneath the cryostat window with the cleaved edge plane facing upwards. The cryostat is mounted on top of a piezo stage, which itself is attached to an \(xy\) table. The piezo stage has a travel range of 100 \(\mu\text{m}\) along the axes of the cleaved edge plane of the sample. Thus, by scanning the sample underneath a static laser beam two-dimensional maps of the cleaved edge plane can be made.

For the pMOKE measurements of the electron spin polarization a cw diode laser is used. The photon energy \(E_{\text{photon}}\) of the laser can be tuned in the range between 1.44 eV and 1.54 eV. Thus, it can be chosen in the vicinity of the GaAs band gap \(E_g\) (about 1.518 eV at 10 K), which is necessary to optimize the magneto-optic Kerr response of the sample, as discussed in Sec. 3.1. The laser light is guided via several broadband dielectric mirrors to a pellicle beam splitter. Here, roughly
90\% of the light are transmitted and reach a spectrometer, which is used to
determine the laser wavelength. The remaining 10\% of the light are reflected to
a microscope objective, which focuses the light onto the sample in the cryostat.
The objective has a magnification factor of 60, a numerical aperture of 0.70 and a
working distance of about 2.5 mm. In order to obtain the smallest possible laser
spot diameter on the cleaved edge plane, one has to make sure that the whole
aperture of the microscope objective is uniformly illuminated. For that reason,
the light beam is widened with a telescope after leaving the diode laser. The
light intensity on the sample can be controlled with the aid of a neutral-density
filter wheel. For the measurements a probe laser power of approximately 10 \mu W
is used. The laser light is linearly polarized with a Glan-Thompson prism before
it hits the sample. Upon reflection from the sample surface the polarization
plane of the light is rotated by the Kerr angle $\theta_K$, which is detected by splitting
the reflected light with a Wollaston prism into two orthogonally polarized beams
and measuring the corresponding intensity difference with a differential amplifier.
This difference signal is directly proportional to the Kerr angle and thus also to
the spin polarization in the GaAs conduction band.

The magnetization of the ferromagnetic contacts as well as the spin ensemble in
the GaAs can be manipulated with two electromagnets, which are located outside
the cryostat with the sample sitting in their center, as illustrated in Fig. 3.6. The
air coil magnet is used to switch the magnetization of the injector contact along the sensitive direction of the laser beam (= x-axis, cf. Fig. 3.4). Thus, after switching off the magnetic field it allows to carry out spin injection along the two corresponding remanent magnetization directions of the injector contact. The soft iron core magnet, on the other hand, generates a field in z-direction (= out-of-plane direction of the sample), and is used to perform Hanle depolarization measurements, which will be discussed later in Sec. 3.4.

For the spin injection experiments a unipolar square-wave bias voltage alternating between zero and $V_b$ is applied between a spin injecting contact in the middle of the transport channel and a reference contact at the channel end (see Fig. 3.4). In this way the electron spin accumulation in the semiconductor is periodically switched on and off and thus can be detected phase-sensitively using a lock-in amplifier. Besides the enhanced signal-to-noise ratio the lock-in technique offers the great advantage, that the (quasi-static) magnetization of the ferromagnetic injector contact cannot contribute to the measured Kerr signal; moreover, Faraday effects occurring in the cryostat window or the microscope objective are not detected as well [22]. Fig. 3.7 shows on the left hand side a measurement of the Kerr rotation angle $\theta_K$ as a function of the external magnetic field $H_x$ while applying a positive bias voltage $V_b$ to an Fe contact. The signal was detected with the laser spot being located on the n-GaAs channel directly underneath the spin extracting contact. The measured hysteresis loop reflects the magnetization reversal of the Fe contact along its easy axis and thus provides a direct proof for electron spin extraction from the semiconductor into the ferromagnet. Usually the hysteresis curve is not symmetrically centered around $\theta_K = 0$. The offset can be explained with a not spin-related, electro-optic contribution to the Kerr effect, caused by the square-wave modulated injection current flowing through

**Figure 3.7.:** Left: Kerr rotation $\theta_K$ in the n-GaAs channel as a function of the applied magnetic field $H_x$ for electron spin extraction from the n-GaAs into an Fe contact. The height of the hysteresis loop in remanence, $\Delta \theta_K$, is a measure for the spin accumulation in the semiconductor. Right: Linescan of $\Delta \theta_K$ along the n-GaAs channel. The injector contact position is indicated by the shaded region. The inset illustrates the current path within the sample and the scan direction of the laser spot.
the GaAs. However, the height of the hysteresis loop in remanence, $\Delta \theta_K$, is still strictly proportional to the spin density in the GaAs \cite{18,22}. For that reason, the spin injection experiments are performed in remanence, after saturating the spin aligning contact in $+x$ and $-x$-direction, respectively and taking the difference of both remanent $\theta_K$-values, $\Delta \theta_K$, as a measure for the spin accumulation. Fig. 3.7 displays on the right hand side the spatial dependence of $\Delta \theta_K$ in the n-GaAs channel underneath the spin extracting Fe contact. The measurement was obtained by scanning the laser spot along the cleaved edge plane underneath the contact. The Kerr rotation data directly map the spin density distribution in the n-GaAs channel, illustrating the decay of the spin accumulation outside the contact region.

3.3. Resolution and optically created carrier density

The spatial resolution of the optical setup is determined by the diameter of the laser spot on the cleaved edge plane. The spot size can be estimated by measuring the reflected light intensity while scanning the laser in $z$-direction across the sample edge (see Fig. 3.8 on the top). From a mathematical point of view, the resulting measurement represents the convolution of the laser spot profile with the sample topography. Since the topography of the cleaved edge plane along the $z$-axis can be well described by a Heaviside step function, the deconvolution can be performed by simply calculating the derivative of the reflected light intensity. Fig. 3.8 shows on the bottom the resulting, deconvolved laser spot profile. The laser beam has a Gaussian shape with a full width at half maximum (FWHM) of about $(0.68 \pm 0.02) \mu m$. This value is the minimum achievable laser spot diameter for the present setup.

**Figure 3.8:** Top: Measurement of the reflected light intensity while scanning the laser across the cleaved sample edge. Bottom: The derivative of the reflected light intensity corresponds to the laser spot profile. A Gaussian fit yields a minimum laser spot diameter of about $(0.68 \pm 0.02) \mu m$. 
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For the spin injection experiments into bulk GaAs it is sufficient to focus the laser to a spot size of about 1 \( \mu \text{m} \), because the n-GaAs transport channels are grown with thicknesses larger than 1 \( \mu \text{m} \). Moreover, the spin diffusion length in n-GaAs is typically of the order of several micrometers and thus also well above the diameter of the laser spot. For spin injection into the two-dimensional electron gas systems, on the contrary, the electrons in the 2DEG are confined to a width of only several 10\( \text{nm} \) along the \( z \)-direction. Thus, here it is extremely important that the laser is focused as well as possible in order to obtain a sizable Kerr signal. This difficulty will be discussed in more detail in Sec. 4.2 in conjunction with the corresponding experimental results.

Because of the necessity to use a well focused laser spot, even a small probe laser power of 10 \( \mu \text{W} \) may cause a large light intensity on the cleaved edge of the sample. Moreover, since the laser has to be tuned to the vicinity of the GaAs band gap for the pMOKE measurements, laser illumination continuously creates electron-hole pairs in the sample and therefore increases the carrier density in the conduction band. Thus, the question arises as to what extent the electronic system in the sample is disturbed by the laser illumination. In order to answer this question the optically generated charge carrier density is estimated following a calculation presented previously in Ref. [22]:

GaAs has a refractive index of about 3.6 for photon energies near the band gap \[ \text{[113,114]} \]. Therefore, 32\% of the laser light are reflected at the cleaved edge plane of the sample. The remaining 68\% of the incident 10 \( \mu \text{W} \) laser power are transmitted into the semiconductor and are finally absorbed. The laser power density in the GaAs depends on the laser spot diameter and the penetration depth of the light. As 50\% of the light intensity of a Gaussian laser spot are located within the FWHM of the spot profile (\( \approx 0.7 \mu \text{m} \), see above), the absorbed laser power per area is calculated to be of the order of 9 \( \mu \text{W}/\mu \text{m}^2 \). The penetration depth of the laser is determined by the absorption coefficient of the GaAs, which is known to show a strong dependence on the photon energy close to the band gap. For a wavelength of 825\text{nm}, for instance, the absorption coefficient is of the order of 100 \( \text{cm}^{-1} \) \[ \text{[115]} \], which corresponds to a penetration depth of 100 \( \mu \text{m} \). Assuming an exponential decay of the light intensity in the GaAs, one finds therefore an average absorbed power density \( G \) of the order of 0.06 \( \mu \text{W}/\mu \text{m}^3 \) within the penetration depth of the light. From that, the optically generated, additional charge carrier density can be estimated via \[ 22 \]

\[
\begin{align*}
    n_{\text{opt}} &= \frac{G}{E_{\text{photon}}} \cdot \tau_r, \\
    (3.1)
\end{align*}
\]

where \( \tau_r \approx 1 \text{ ns} \) \[ \text{[116,118]} \] is the recombination lifetime in GaAs. This rough estimation results in \( n_{\text{opt}} \approx 2.5 \cdot 10^{14} \text{ cm}^{-3} \) for a wavelength of 825\text{nm}. For 819\text{nm} the optically created electron density is roughly one order of magnitude larger, as
this wavelength is closer to the band gap of the GaAs and thus the penetration depth is roughly one order of magnitude smaller \cite{22}. This calculation shows, that for photon energies close to the band gap energy the additional electron density $n_{\text{opt}}$ is at least one order of magnitude below the metal-to-insulator transition in GaAs (at about $2 \cdot 10^{16} \text{ cm}^{-3}$) and thus small compared to the doping densities of the investigated samples. Therefore, the optically generated electron density should have a negligible influence on the electron distribution in the samples. Indeed, it has already been shown by B. Endres that laser illumination with this light intensity does not notably disturb the spin accumulation in the GaAs conduction band. Moreover, even a one order of magnitude larger laser power was found to leave the electron spin polarization unaffected \cite{22}.

### 3.4. Hanle effect

The Hanle effect provides a useful tool to study the dynamic properties of the spin accumulation. In particular, it can be used to extract a value for the spin relaxation time $\tau_s$. The basic measurement procedure, as sketched in Fig. 3.9, rests on the depolarization of the injected spin density in an external magnetic field, which is applied perpendicular to the spin injection direction. The detection of the spin signal occurs usually on the diffusion side at a certain distance to the injector contact, either by employing optical detection via pMOKE or by using a second ferromagnetic contact, which allows an electrical detection in a nonlocal measurement geometry. The injected spin ensemble performs Larmor precessions about the magnetic field. Due to their diffusive motion different electrons need different time spans to reach the detection position and thus they arrive with different precession angles. As a result, the projection of the spin density along the sensitive direction of the experiment ($= x$-axis, cf. Fig. 3.9) is suppressed with increasing magnetic field \cite{25,27,43}.

**Figure 3.9:** Measurement geometry for the Hanle effect. While precessing around an externally applied magnetic field $H_z$, the injected spin ensemble diffuses from the injector contact to the detection position.
The dependence of the spin polarization on the magnetic field can often be described by a Lorentzian-like curve (see Fig. 3.10), whose width is determined by the spin lifetime $\tau_s$. For a short spin lifetime, for instance, the electrons can only acquire small precession angles within $\tau_s$. Thus, the precession angles of the spins, which reach the detection position, differ only slightly from each other and the suppression of the spin density is small, resulting in a wide Hanle curve. In contrast, electrons with a long spin lifetime can gather large precession angles within $\tau_s$, leading to a strong suppression of the spin signal at the detection position and thus a narrow Hanle curve.

### 3.4.1. Isotropic spin relaxation

In many cases, the spin dynamics of the Hanle effect can be well described with a one-dimensional model including spin precession, spin diffusion and spin relaxation [43]:

$$\frac{\partial s}{\partial t} = s \times \omega_0 + D_s \frac{\partial^2 s}{\partial y^2} - \frac{s}{\tau_s}.$$  \hspace{1cm} (3.2)

This model assumes an isotropic spin relaxation with one spin relaxation time $\tau_s$ for all components of the spin density $s$. The anisotropic case will be discussed in Sec. 3.4.2. Since in the experiment spins are injected continuously, one has to look for steady-state solutions of Eq. (3.2), i.e. the time derivative has to be taken to zero. Assuming that spins polarized along the x-direction are injected at position $y = 0$, the solution for the spatial spin profile reads [43]:

$$s_x(y) = J_0 \cdot \exp\left(-\frac{\alpha_1}{\lambda_s}y\right) \left[\frac{\alpha_1}{\alpha_1^2 + \alpha_2^2} \cos\left(\frac{\alpha_2}{\lambda_s}y\right) - \frac{\alpha_2}{\alpha_1^2 + \alpha_2^2} \sin\left(\frac{\alpha_2}{\lambda_s}y\right)\right]$$  \hspace{1cm} (3.3)

with the parameters

$$\alpha_{1,2} = \frac{1}{\sqrt{2}} \sqrt{1 + (\omega_0 \tau_s)^2} \pm 1.$$  \hspace{1cm} (3.4)

This equation can be used to fit Hanle curves, which have been measured at a distance $y$ next to the injector contact. The external magnetic field $B$ enters through the Larmor precession frequency $\omega_0 = g\mu_B B/h$ where for the $g$-factor the value of bulk GaAs ($g = -0.44$) is used. The diffusivity is included in the spin diffusion length $\lambda_s = \sqrt{D_s \tau_s}$. Equation (3.2) suggests that $D_s$ and $\tau_s$ are the two fundamental fitting parameters of Hanle depolarization experiments. However, $\lambda_s$ can be obtained from independent linescan measurements along the cleaved edge of the sample and thus $\tau_s$ and the scaling factor $J_0$ are the only remaining fitting parameters [22]. Fig. 3.10 displays an example for a Hanle depolarization measurement of a bulk GaAs sample, which has been modeled with Eq. (3.3). In this case the Hanle curve is almost perfectly Lorentzian.
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Figure 3.10: Hanle depolarization curve of a spin ensemble in bulk n-GaAs. The fit yields a spin lifetime of about 8 ns.

The considerations so far assumed that the injected spin density is initially polarized along the sensitive direction of the experiment. This is true for pMOKE detection when an Fe contact is used as spin aligner, since the magnetic easy axis of thin Fe films on GaAs(001) is oriented along the [110] direction [107], which can be chosen to be perpendicular to the cleaved edge of the sample. (Ga,Mn)As, on the other hand, shows a more complicated magnetic anisotropy, as was already discussed above in Sec. 3.2. Here, the remanent magnetization direction is in general tilted by an angle \( \phi \) with respect to the \( x \)-axis. For that reason the resulting Hanle curves have an asymmetric shape (see Fig. 3.11 on the right hand side) and cannot be fitted with Eq. 3.3 any more. It has been demonstrated by B. Endres that Hanle data resulting from a tilted (Ga,Mn)As magnetization can be analyzed by additionally taking the \( y \)-component of the spin density [43]

\[
s_y(y) = J_0 \cdot \text{sgn}(\omega_0) \cdot \exp\left(-\frac{\alpha_1}{L_x} y \right) \left[ \frac{\alpha_1}{\alpha_1^2 + \alpha_2^2} \sin \left( \frac{\alpha_2}{L_x} y \right) + \frac{\alpha_2}{\alpha_1^2 + \alpha_2^2} \cos \left( \frac{\alpha_2}{L_x} y \right) \right]
\]

(3.5)

into account. The general fitting function then reads [22]:

\[
s_x(\phi, y) = \cos(\phi) \cdot s_x(y) + \sin(\phi) \cdot s_y(y),
\]

(3.6)

where the tilt angle \( \phi \) is used as an additional fitting parameter. Fig. 3.11 shows an example for such an asymmetric Hanle measurement. The non-rectangular hysteresis loop of the spin accumulation proves that the magnetization of the (Ga,Mn)As contact is indeed tilted with respect to the \( x \)-axis. The resulting asymmetric Hanle curve can be well fitted with Eq. 3.6.

3.4.2. Anisotropic spin relaxation

Up to now the Hanle effect has been discussed for systems with isotropic spin dephasing (e.g. bulk GaAs). Spin relaxation in a (001)-grown 2DEG, however, shows a pronounced spin lifetime anisotropy in the quantum confinement plane (see Sec. 2.3.3). For the Hanle measurements in this work the external magnetic
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![Graphs showing experimental data and fitting results for Hanle effect](image)

**Figure 3.11.** Left: Hysteresis loop of a spin accumulation in bulk n-GaAs for electrical spin injection. The non-rectangular shape of the hysteresis loop indicates an in-plane tilt of the magnetization direction of the (Ga,Mn)As contact with respect to the sensitive axis of the laser beam (= x-axis). Right: Corresponding asymmetric Hanle depolarization curve. The fit yields a tilt angle of $45^\circ$.

Field is applied along the [001] direction. Thus, the spin accumulation precesses in the (001) plane and probes all relaxation times in the different in-plane directions. Neglecting spin diffusion the resulting Hanle lineshape has a simple analytical solution, which is derived in appendix A:

$$s_x(\omega_0) = \frac{s_0 \tau_x}{1 + (\omega_0 \sqrt{\tau_x \tau_y})^2} \left( \cos(\phi) + \omega_0 \tau_y \sin(\phi) \right). \quad (3.7)$$

Here, $\tau_x$ and $\tau_y$ are the spin lifetimes along the in-plane $x$- and $y$-directions, respectively, and $\phi$ again allows an in-plane tilt of the easy axis of the injecting contact with respect to the $x$-axis. Just like in the case of isotropic spin dephasing, the Hanle curve has a Lorentzian shape. However, here its width is determined by $\sqrt{\tau_x \tau_y}$. Note that in Eq. 3.7 $\tau_x$ and $\tau_y$ cannot be used as independent fitting parameters\(^1\); only their geometric mean $\sqrt{\tau_x \tau_y}$ remains as a useful fitting parameter. As a result, the spin lifetime extracted from Hanle measurements is given by $\tau_s = \sqrt{\tau_x \tau_y}$.\(^8\)\(^6\)\(^9\)\(^1\)\(^1\).

Equation 3.7 does not take spin diffusion into account. Therefore, it is not fully appropriate to use it as a fitting function for the Hanle experiments within this work. For the general case with diffusion one has to find the solutions of the equation

$$s \times \omega_0 + D_s \frac{\partial^2 s}{\partial y^2} - \hat{\Gamma}s = 0, \quad (3.8)$$

where the tensor $\hat{\Gamma}$ describes the anisotropic spin relaxation. However, in contrast to the isotropic case discussed in the last section, this equation has no simple

\(^1\) $\tau_x$ and $\tau_y$ are highly correlated, since the initial spin density $s_0$ is in general unknown and has to be used as an open scaling factor.
analytical solutions in the form of Eqs. 3.3 and 3.5 anymore. Fig. 3.12 shows some calculated solutions for spin injection along the x-direction for several values of the spin dephasing anisotropy SDA = \(\tau_x/\tau_y - 1\). For all calculations the geometric mean of the relaxation times \(\tau_x\) and \(\tau_y\) was fixed at \(\tau_{geom} = \sqrt{\tau_x \tau_y} = 1.0\text{ ns}\). The blue curve (SDA = 0) illustrates the isotropic case with \(\tau_x = \tau_y\). With increasing anisotropy the amplitude of the Hanle curves increases, as the spins are injected along a direction with increasing spin lifetime, which in turn increases the total spin accumulation; however, the general shape of the Hanle curves remains Lorentzian-like. Most importantly, the widths of the curves do not change much even for large anisotropies, suggesting that the width is still determined by \(\sqrt{\tau_x \tau_y}\).

**Figure 3.12:** Calculated Hanle de-polarization curves for spin injection along the x-direction (parameters: \(\tau_{geom} = 1.0\text{ ns}, D_s = 100\text{ cm}^2/\text{s}, y = 3.0\mu\text{m}\)). The curves are shown for several values of the spin dephasing anisotropy SDA = \(\tau_x/\tau_y - 1\).

It turns out that fitting the experimental data with this anisotropic model yields no benefit with respect to the isotropic fitting formula. Both methods fit the data equally well, resulting in identical values for the spin diffusivity \(D_s\). Moreover, just like in the diffusion-free case, the anisotropic model does not allow to extract independent values for \(\tau_x\) and \(\tau_y\); the fitting parameters are still highly correlated with their geometric mean being equal to the spin lifetime \(\tau_s\) extracted with the isotropic model. Thus, it is justified to use the isotropic model, Eq. 3.6, to fit the Hanle data from the 2DEG samples, bearing in mind that the obtained spin lifetime \(\tau_s\) represents (approximately) the geometric mean of the relaxation times along the two in-plane principal directions:

\[
\tau_s \approx \sqrt{\tau_x \tau_y}.
\] (3.9)

As a final note it is worth to point out the difference between time-resolved experiments and steady-state Hanle measurements: at the end of Sec. 2.3.3 it has been shown that a spin ensemble, which precesses in a plane with a twofold spin relaxation anisotropy, decays exponentially with the decay time given by the harmonic mean \(\bar{\tau}\) of the two in-plane spin lifetimes \(\tau_x\) and \(\tau_y\) (cf. Eqs. 2.13 ff.). Thus,

\footnote{Indeed, Eq. 3.8 still has analytical solutions. However, these solutions are quite lengthy and to the best of the authors knowledge, there is no simple substitution of the form \(\tau_s = \sqrt{\tau_x \tau_y}\) or similar, that would transform them into the form of Eqs. 3.3 and 3.5.}
although in both cases the spin accumulation performs the same precessional motion, time-resolved measurements are sensitive to the harmonic mean $\bar{\tau}$ of $\tau_x$ and $\tau_y$, whereas Hanle measurements yield a value for the geometric mean $\sqrt{\tau_x \tau_y}$. 
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This chapter presents the results of the spin injection experiments. It starts with a discussion of electrical spin injection into bulk n-GaAs using Fe as spin aligning contact. The basic properties like spin diffusion length, spin lifetime and diffusivity will be addressed. Sec. 4.2 continues with experiments on electrical spin injection into a two-dimensional electron gas confined at a GaAs/(Al,Ga)As interface. The electrical and optical properties of the 2DEG will be discussed and the spin accumulation is analyzed using both magneto-optical and electrical detection schemes. Finally, Sec. 4.3 reports on experiments, which aim to generate a spin imbalance in bulk GaAs via a temperature difference between ferromagnet and semiconductor utilizing Seebeck spin tunneling.

4.1. Electrical spin injection into n-GaAs

This section demonstrates electrical spin injection into a 2 µm thick channel of bulk GaAs. The spin accumulation is analyzed by pMOKE measurements at the cleaved edge of the sample. The findings for spin diffusion length $\lambda_s$ and spin lifetime $\tau_s$ are in quite fair agreement with former spin injection experiments into similarly doped n-GaAs using electrical [68,112] and magneto-optical [19,22] detection methods.

4.1.1. Sample

The layer stack of the heterostructure wafer, that was used for the present experiments, is sketched in Fig. 4.1 on the left hand side. The sample consists of a 2 µm thick layer of n-GaAs with a doping density of $N_D = 4 \cdot 10^{16}$ cm$^{-3}$, which is grown on top of an undoped GaAs(001) substrate. The n-GaAs is used for the electron transport and for the spin accumulation. On top of that follow a 15 nm thick n $\rightarrow$ n$^{++}$ transition layer with gradually increasing doping density, a 10 nm thick layer of n$^{++}$-GaAs ($N_D = 4 \cdot 10^{18}$ cm$^{-3}$) and a 2 nm thick layer of Fe, which is capped with 5 nm Au to prevent its oxidation. The Fe/n$^{++}$-GaAs layers form a narrow Schottky barrier, which enables the tunneling of spin-polarized carriers from the Fe into the n-GaAs.
Sample fabrication was performed in the yellow room of Prof. Dr. C. H. Back and the clean room of Prof. Dr. D. Weiss using standard photolithography techniques. In a first step a transport channel oriented along the [110] direction is created. For that purpose a 100 µm wide and 1.5 mm long strip of photoresist is defined on the sample acting as an etching mask for the following process steps. The topmost Au and Fe layers besides the resist are removed by Ar ion etching; subsequently, the n-GaAs layer is etched away via wet chemical etching with peracetic acid (volume ratio: CH$_3$COOH : H$_2$O$_2$ : H$_2$O = 5 : 1 : 5), leaving a 2 µm high and 100 µm wide n-GaAs mesa channel on the semi-insulating substrate behind. After that spin injecting contacts on the channel and bond pads are defined in a second optical lithography step and evaporation of a 160 nm thick layer of Cr/Au. The evaporation is performed under an angle of 45° with respect to the sample plane to ensure a continuous metallization across the mesa edge and thus a proper electrical connection between the bond pads and the Schottky contacts on top of the transport channel. Afterwards, the Au, Fe and n$^{++}$-GaAs layers on the mesa channel in between the spin injecting contacts are removed by Ar ion milling and peracetic acid etching, in order to confine the electron transport solely to the n-GaAs channel. For this last etching step no resist is necessary to protect the spin injecting contacts, since the thick Au layer itself can be used as an etching mask. Finally, the sample is cleaved in the [110] direction along the transport channel, halving the channel width to 50 µm. Spin injection experiments are performed on a 20 µm wide Au/Fe contact (see Fig. 4.1 on the right hand side) at a temperature of 10 K.

4.1.2. Results and discussion

For electrical spin injection a rectangular bias voltage alternating between 0 and $V_b$ is applied between the 20 µm wide contact and a reference contact at the end
of the mesa channel. The detection of the spin accumulation occurs via pMOKE measurements at the cleaved edge of the sample utilizing a lock-in technique. The Kerr rotation angle $\theta_K$ as a function of the magnetic field, which is applied along the [110] direction (= $x$-direction), is plotted in Fig. 4.2 on the left hand side for $V_b = 10$ V. The measurement is performed with the laser spot being located on the n-GaAs channel, 1 $\mu$m underneath the spin injecting contact. Thin Fe films on GaAs(001) exhibit a strong uniaxial in-plane anisotropy with the easy axis oriented along the [110] crystallographic direction [107]. Thus, the rectangular switching behaviour of the pMOKE signal exactly reproduces the magnetization reversal of the Fe contact along its easy axis. This proves that the Kerr signal in the n-GaAs stems from electrical spin extraction from the Fe contact. In the following, to further eliminate any electro-optical contribution to the Kerr signal the difference of both remanent $\theta_K$-values, $\Delta \theta_K$, is used as a measure for the spin polarization.

Figure 4.2 shows on the right hand side the photon energy dependence of the Kerr rotation, which was measured underneath the contact under spin injection conditions. The spectrum reflects the general shape as expected from theory (see Fig. 3.2) with a zero-crossing near the band gap energy of GaAs. However, compared to the calculations the spectrum is slightly shifted to lower energies. This shift can be explained with the smaller doping density that was used in the experiment, since a smaller electron density in the conduction band reduces the Fermi energy and thus smaller photon energies are sufficient to lift electrons into the conduction band (see Sec. 3.1.1). Furthermore, the higher temperature in the experiment smears out the Fermi level and thus leads to a smoothing of the theoretically expected curve, which results e.g. in the experimentally observed absence of the sign reversals near 1.55 eV in Fig. 3.2.

Figure 4.2.: Left: Hysteresis loop of the injected spin polarization in the n-GaAs channel for $V_b = 10$ V. The loop reflects the magnetization curve of the Fe contact along [110]. Right: Kerr rotation spectrum in the n-GaAs channel underneath the spin injecting contact. The red line indicates the band gap of GaAs.
The fact, that the Kerr signal is only non-zero in the vicinity of the GaAs band gap, is a further proof that the experiment is exclusively sensitive to the spin imbalance in the GaAs conduction band. For the following measurements the photon energy is chosen slightly above the band gap near the extremum at $\sim 1.522$ eV. Here, the best signal-to-noise ratio is given. As has already been pointed out in Ref. \[22\], the lateral confinement of the n-GaAs to a 50 $\mu$m wide mesa channel requires the use of a relatively large photon energy. For photon energies below the band gap the penetration depth of the light becomes so large that the light can reach the rear edge of the transport channel and thus the back reflected light produces interference effects, that noticeably affect the signal quality.

Figure 4.3 illustrates linescans of the Kerr rotation angle along the n-GaAs channel for various positive bias voltages $V_b$. The latter is applied between the 20 $\mu$m wide contact located between $y = -10$ $\mu$m and $+10$ $\mu$m and a reference contact on the right hand side at a distance of 650 $\mu$m. Thus, electrons flow from the right into the Fe contact and create a spin imbalance in the n-GaAs by majority spin extraction. The Kerr data directly map the spatial distribution of the spin density in the semiconductor channel. As expected the spin polarization is largest directly underneath the contact and decays exponentially outside the contact region. On the right hand side of the contact the spin density is affected by spin diffusion and spin drift. The electric field drives the spin imbalance to the left underneath the Fe contact. In particular, with increasing bias voltage, the maximum of the spin distribution moves slightly further to the left, as already observed earlier in Ref. \[20\]. On the left hand side of the contact no electric field is present and thus spin propagation is solely governed by spin diffusion. Therefore, the spin accumulation can spread much further outside the contact region than on the drift side. The decay of the Kerr rotation signal on this side can be well fitted by an exponential, yielding a spin diffusion length of 4 $\mu$m.

The spin relaxation time in the n-GaAs can be obtained from Hanle measure-
ments, i.e. by a depolarization of the spin ensemble in a transverse magnetic field $H_z$. Fig. 4.4 shows such a measurement for a bias voltage of $V_b = 4\, \text{V}$, measured on the diffusion side of the contact. The Hanle curve has a symmetric shape, in accordance with the fact that the magnetic easy axis of the Fe contact is aligned parallel to the sensitive direction of the laser beam (cf. the rectangular switching behaviour of the contact in Fig. 4.2 on the left hand side). Fitting the data with the model introduced in Sec. 3.4.1 suggests a spin lifetime of about 9.5 ns. Note that Hanle data are frequently distorted by dynamic nuclear polarization (DNP) effects \[53,121\]. These arise from hyperfine interaction of the spin-polarized conduction electrons with the GaAs nuclear spins. The nuclei are dynamically polarized by the injected electron spin polarization, creating a nuclear magnetic field, which in turn affects the electron spin precession. This leads to an artificial narrowing of the Hanle curves. However, since the nuclear spin relaxation time is of the order of a few minutes \[122\], DNP effects can be avoided by a fast periodic switching of the injector contact magnetization \[123\]. In the present experiment the magnetization of the contacts is reversed every $\sim 5\, \text{s}$. Hence, DNP effects are eliminated in this work and the measured Hanle curves provide reliable values for the electron spin lifetime.
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![Figure 4.4: Hanle depolarization measurement in the n-GaAs channel for $V_b = 4\, \text{V}$. The fit yields a spin lifetime of about 9.5 ns.](image)

To conclude the discussion on electrical spin injection into bulk GaAs, a comparison between electron and spin diffusion shall be given. The electron diffusivity $D_e$ can be determined with the aid of Einstein’s relation \[43\]

\[ \frac{eD_e}{\mu_e} = \frac{n}{g(E_F)}, \quad (4.1) \]

where the electron mobility can be obtained from resistivity measurements of the n-GaAs channel. For the present sample one finds $\mu_e = 4600\, \text{cm}^2/\text{Vs}$. The electron density is given by the doping density of the n-GaAs, thus $n = 4 \cdot 10^{16}\, \text{cm}^{-3}$. Finally, the density of states at the Fermi level, $g(E_F)$, has to be determined. Since the GaAs conduction band can be described as an isotropic, parabolic band in the vicinity of the $\Gamma$-point, one can use the equations \[26\]

\[ g(E_F) = \frac{3n}{2E_F} \quad \text{and} \quad E_F = \frac{\hbar^2}{2m^*_e} \left(3\pi^2 n\right)^{2/3}, \quad (4.2) \]
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which are true for a three-dimensional electron gas with a spherical Fermi surface. Altogether, the electron diffusivity of the investigated sample is found to be \( D_e \approx 20 \, \text{cm}^2/\text{s} \). The spin diffusivity \( D_s \), on the other hand, can be obtained from the spin diffusion length \( \lambda_s \) and the spin lifetime \( \tau_s \) via the expression \( D_s = \lambda_s^2/\tau_s \), which results for the above measured values in \( D_s \approx 17 \, \text{cm}^2/\text{s} \). Thus, electron and spin diffusivities are of the same order of magnitude, as observed earlier by B. Endres on a similar bulk GaAs spin injection device [22]. This justifies the widely used assumption \( D_s = D_e \) for the case of electrical spin injection into bulk GaAs.

4.2. Electrical spin injection into a two-dimensional electron gas

The previous section has shown how a spin imbalance behaves in bulk GaAs. The findings for spin diffusion length and spin lifetime agree nicely with former spin injection experiments into n-GaAs. In particular, it was demonstrated that spin diffusion and electron diffusion have comparable strengths. All in all, electrical spin injection into bulk GaAs seems to be well understood by now and the standard drift-diffusion model of spin injection [41–43] provides in general the correct description. The situation changes, however, when one investigates spin injection into two-dimensional systems.

The demonstration of efficient electrical spin injection into a two-dimensional electron gas is a crucial step towards the development of future spintronic devices like the spin field-effect transistor as proposed by Datta and Das [16]. Spin injection into 2DEGs has by now been reported by several groups [124–127]; however, it turns out that ballistic transport effects need to be taken into account to fully understand the experimental data [124,125,127,128]. This means that the standard drift-diffusion model of spin injection [41–43] that is commonly used to interpret bulk spin injection experiments cannot be used adequately which in turn makes the interpretation of spin injection data into 2DEGs difficult. Only little data is available concerning electrical spin injection into 2DEGs; furthermore, the injected spins are detected exclusively using electrical techniques.

Here, a combination of electrical and magneto-optical detection is used to investigate electrical spin injection from ferromagnetic (Ga,Mn)As contacts into a 2DEG formed at an (Al,Ga)As/GaAs interface. The experiments are performed on a heterostructure system that was developed and first studied by Oltscher et al. in 2014 [127]. The topic of this section has been published in Physical Review B 95, 035304 (2017). Therefore, parts of this section have been directly taken from Ref. [129].
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4.2.1. Samples

The layout of the investigated wafers is sketched in the middle part of Fig. 4.5. The semiconductor layers are grown by molecular beam epitaxy (MBE) on a semi-insulating GaAs(001) substrate. The layer sequence starts with a 1000 nm thick GaAs/(Al,Ga)As superlattice (not shown), followed by 75 nm (Al\textsubscript{0.33}Ga\textsubscript{0.67})As, a Si δ-doping layer, 50 nm (Al\textsubscript{0.33}Ga\textsubscript{0.67})As, 50 nm i-GaAs, 100 nm n-GaAs ($N_D \approx 7 \cdot 10^{16} \text{cm}^{-3}$), a 15 nm thick n → n\textsuperscript{++} transition layer and 8 nm n\textsuperscript{++}-GaAs with $N_D \approx 5 \cdot 10^{18} \text{cm}^{-3}$. The top layer of 50 nm (Ga\textsubscript{0.95}Mn\textsubscript{0.05})As is grown using low-temperature MBE. Additionally, a layer of 2.2 nm (Al\textsubscript{0.33}Ga\textsubscript{0.67})As was grown in between the n\textsuperscript{++}-GaAs and the (Ga,Mn)As layers to prevent diffusion of Mn atoms into the underlying n-GaAs layers. The p-type (Ga,Mn)As and the n-GaAs layers form an Esaki diode structure, enabling tunneling of spin-polarized carriers between (Ga,Mn)As and GaAs. The 2DEG is confined at the GaAs/(Al,Ga)As interface as depicted by the red layer in Fig. 4.5.

Figure 4.5 shows on the left hand side simulations of the band-profile and the electron density for the full layer stack. In addition to the 2DEG at the GaAs/(Al,Ga)As interface there is a bulk electron distribution in the highly doped GaAs layers above. This region with bulk carriers is necessary to ensure an efficient charge transport between the (Ga,Mn)As and the 2DEG.

The spin injection devices have been prepared by M. Oltscher and T. Kuczmik from the chair of Prof. Dr. D. Weiss. Details on the sample fabrication can be found in Refs. [130][131]. The general sample design is sketched in Fig. 4.6. A

![Figure 4.5: Layer stack of the investigated devices. The diagrams on the left and right hand side show calculations for the conduction band (CB) edge (black) and the electron density (red) at $T = 4.2 \text{K}$ for the full layer stack and with the topmost layers removed, respectively (adapted from [127]).](image)
chemical wet etching technique is used to confine the electron transport to a 50 µm wide and 750 µm long channel oriented along the [110] direction. Contacts are defined by standard optical and electron-beam lithography techniques and evaporation of Ti/Au pads. In contrast to the bulk spin injection sample from the previous section, these samples have several narrow spin injecting contacts with varying widths between 0.5 µm and 4 µm located close to each other on the transport channel. Two 150 µm × 150 µm large contacts at the ends of the channel are used as references. In a last etching step the (Ga,Mn)As and n\textsuperscript{++}-GaAs layers in between the contacts are removed to limit the electron transport between the contacts exclusively to the 2DEG. The etching depth \textit{d}_{etch} is a critical parameter to obtain a good 2DEG. It is chosen deep enough to ensure a complete depletion of the bulk carrier density above the 2DEG, in order to avoid transport parallel to the 2DEG. In many cases the 2DEG itself is also depleted or has only a small carrier density after this etching process. However, it can be re-populated by carefully illuminating the sample, which transfers carriers from the δ-doping layer to the GaAs/(Al,Ga)As interface, as discussed in Sec. 2.1.2. Fig. 4.5 shows on the right hand side the simulated electron density in the heterostructure with the (Ga,Mn)As and the n\textsuperscript{++}-GaAs being etched away. In this case the bulk electrons are fully depleted and the 2DEG is the only remaining electronic system \textsuperscript{[127]}

Finally, the sample is cleaved in [110] direction along the transport channel, reducing the channel width to about 30 to 40 µm. This exposes the (1\overline{1}0) surface, which enables direct magneto-optical access to the spin accumulation underneath the injecting contacts. Additionally to the pMOKE measurements at the cleaved edge the sample design allows an electrical detection of the spin accumulation by measuring the nonlocal voltage \textit{V}_{nl} while injecting spins at a neighbouring contact

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{sample_layout.png}
\caption{Sample layout and measurement techniques. Apart from optical measurements at the cleaved edge the experiment allows electrical spin detection by using a nonlocal measurement geometry.}
\end{figure}
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(see Fig. 4.6). Fig. 4.7 shows a light microscope image of one of the investigated samples, illustrating the narrow spin injecting contacts in the center part of the 2DEG channel.

![Figure 4.7:](image)

**Figure 4.7:** Left: Micrograph of a cleaved sample for spin injection into a two-dimensional electron gas. Right: Zoom onto the center part of the sample illustrating three 4 \( \mu \)m wide contacts on the 30 \( \mu \)m wide 2DEG channel.

### 4.2.2. Electrical and optical properties

Experiments are performed on samples from four different wafers, which will be labeled with the letters A to D in the following. The electrical properties of the wafers were characterized by M. Oltscher and T. Kuczmik utilizing magneto-transport experiments. In all cases the formation of a high-quality 2DEG could be observed, albeit sometimes the samples had to be illuminated to populate the 2DEG with carriers. Fig. 4.8 shows on the left hand side magnetotransport measurements of a sample from wafer B. In this case it was not necessary to illuminate the sample to populate the 2DEG. The data reveal clear quantum Hall plateaus and pronounced Shubnikov-de Haas oscillations, both being characteristic features of truly two-dimensional transport without any bulk carrier conductance parallel to the 2DEG. From the magnetotransport data the electron sheet density \( n_s \) and the mobility \( \mu_e \) can be extracted, which are summarized in Tab. 4.1 together with other important properties for all four investigated wafers. In all cases the 2DEGs have high mobilities of the order of several \( 10^5 \) cm\(^2\)/Vs, which exceeds the mobility of bulk GaAs samples by two orders of magnitude.

For the pMOKE measurements at the cleaved edge the samples have to be illuminated with a linearly polarized probe laser beam. Thus, the important question arises, how the system is affected by the laser illumination. In contrast to magneto-optical measurements on bulk GaAs samples, where illumination was shown to have a negligible effect on the electron distribution, laser illumination may disturb the electronic system of the present heterostructures in two ways. First, it continuously creates electron-hole pairs within the GaAs-layers above the 2DEG, which increases the carrier densities within the 2DEG channel and the n-doped GaAs region underneath the spin injecting contacts. However, a simple estimation shows, that for wavelengths \( \geq 820 \) nm this optically created,
additional electron density lies well below the electron density of the 2DEG and therefore this effect should have a negligible influence on the electron distribution of the system. Considering a recombination lifetime in n-GaAs of about 1 ns \[116-118\], in equilibrium between electron-hole pair generation and relaxation, one can roughly estimate the additionally generated electron density in the conduction band for the used laser power of 10 \(\mu\)W to be of the order of \(\sim 10^{14} \text{cm}^{-3}\) to \(\sim 10^{15} \text{cm}^{-3}\), which is well below the metal-to-insulator transition of GaAs (see Sec. 3.3). So, optical generation of carriers in the n-GaAs above the 2D channel will not play an important role next to the contacts, where the bulk electrons have been depleted by chemical etching; bulk carriers will only be present directly underneath the spin injecting contacts.

The second effect, which plays a more severe role for the present system, is the persistent photoconductivity effect \[29-34\] (see Sec. 2.1.2). Persistent photo-

### Table 4.1.

<table>
<thead>
<tr>
<th>wafer</th>
<th>(n_s)</th>
<th>(\mu_e)</th>
<th>(l_{e,\text{mf}})</th>
<th>(D_e)</th>
<th>(E_F)</th>
<th>(T_F)</th>
<th>(\tau_p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>(2.3 \times 10^{11})</td>
<td>(5.0 \times 10^5)</td>
<td>4.0</td>
<td>4200</td>
<td>8.2</td>
<td>95</td>
<td>19</td>
</tr>
<tr>
<td>B</td>
<td>(1.8 \times 10^{11})</td>
<td>(2.1 \times 10^5)</td>
<td>1.5</td>
<td>1300</td>
<td>6.3</td>
<td>73</td>
<td>8.0</td>
</tr>
<tr>
<td>C</td>
<td>(2.5 \times 10^{11})</td>
<td>(3.2 \times 10^5)</td>
<td>2.6</td>
<td>2900</td>
<td>9.0</td>
<td>105</td>
<td>12</td>
</tr>
<tr>
<td>D</td>
<td>(2.2 \times 10^{11})</td>
<td>(3.3 \times 10^5)</td>
<td>2.5</td>
<td>2500</td>
<td>7.9</td>
<td>91</td>
<td>12</td>
</tr>
</tbody>
</table>
conductivity has its origin in the photoexcitation of deep impurity levels (DX centers) in the (Al,Ga)As layer. Photon absorption excites electrons into the (Al,Ga)As conduction band and hence leads to an increased conductivity, which persists even after switching off the light source since the electrons cannot return to the traps at low temperatures due to a repulsive energy barrier. Therefore, laser illumination of the sample creates an additional, parasitic transport channel in the 8-doping region of the (Al,Ga)As. This parallel channel becomes visible in the magnetotransport measurements, as can be seen in Fig. 4.8 on the right hand side. In contrast to the case without illumination the Shubnikov-de Haas-oscillations do not reach zero any more and the Hall resistance is distorted as well. However, the data show that the parallel channel in the (Al,Ga)As does not destroy the 2DEG at the GaAs/(Al,Ga)As interface, as the illuminated sample still exhibits clear Shubnikov-de Haas-oscillations. In particular, the electronic properties of the 2DEG (like the mobility or the electron mean free path) do not change significantly under illumination. Thus, one can conclude, that transport in the illuminated sample can be described as parallel transport in the 2DEG and the (Al,Ga)As channel, as reported earlier in Refs. [35,36]. However, transport should still be dominated by the 2DEG due to its high mobility of several $10^5$ cm$^2$/Vs.

Figure 4.9 shows the $I$-$V$-characteristic of one of the spin injecting contacts. The kink in forward direction at $V_{3T} \approx 0.45$ V is a typical feature of Esaki diodes and confirms proper Esaki tunneling, which is a necessary prerequisite for electrical spin injection from the (Ga,Mn)As into the GaAs-based 2DEG. Since the $I$-$V$-characteristics of the contacts are found to be unchanged under illumination, one can conclude that the process of spin injection itself is unaffected by laser illumination.

In order to characterize the optical properties of the heterostructure, microphotoluminescence ($\mu$-PL) measurements are performed at the cleaved edge of the sample. The $\mu$-PL spectrum of the transport channel clearly reveals three optically active regions in the sample (see Fig. 4.10 on the left): On the one hand one observes the GaAs and the (Al,Ga)As layers with recombination peaks in Figure 4.9: Typical $I$-$V$-characteristic of an Esaki tunnel barrier contact (contact area: 2 $\mu$m $\times$ 40 $\mu$m). The inset illustrates the measurement geometry.
the vicinity of the corresponding band gaps. On the other hand there is a strong peak at $E_{\text{photon}} \approx 1.78$ eV, which stems from the superlattice grown between the substrate and the (Al,Ga)As. The latter does not contribute to charge (and hence to spin) transport and thus does not play a role for the electrical and magneto-optical investigations of the spin accumulation in the system. The luminescence peak at $E_{\text{photon}} \approx 1.98$ eV mainly originates from transitions in the $\delta$-doping area of the (Al,Ga)As and therefore represents the parallel, parasitic transport channel. The $\mu$-PL feature at the GaAs band gap consists of two single peaks. Here, the lower-energy peak is the well-known carbon band in GaAs \[133,134\]. This peak mainly stems from carbon impurities in the GaAs substrate as it is significantly weaker in the topmost, MBE-grown layers compared to the GaAs substrate (see Fig. 4.10 on the right hand side). The higher-energy peak at the GaAs band gap is in part due to excitons which are bound to Si-donors in the GaAs, but it also stems from optical transitions between the 2DEG and the valence band.

With the magneto-optical spin detection approach it should be easy to distinguish the spin accumulation in the 2DEG from a possible spin signal in the parallel transport channel within the (Al,Ga)As layer by simply tuning the laser to the GaAs band gap. Fig. 4.11 displays a Kerr rotation spectrum measured at the cleaved edge in the transport channel underneath a narrow contact under spin extraction conditions. The Kerr signal is only nonzero in the vicinity of the GaAs band gap and therefore it can be clearly attributed to the spin polarization in the GaAs-based 2DEG. A possible spin accumulation in the (Al,Ga)As-based parallel transport channel does not contribute to the Kerr rotation at these photon energies as the corresponding band gap is much larger and would only create a significant Kerr rotation near $E_{\text{photon}} \approx 1.98$ eV. Therefore, in the case of Fig. 4.11 a photon energy of 1.503 eV is chosen for the Kerr measurements of the spin polarization. Here, on the one hand the influence of the laser on the
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The electronic system in the GaAs is reduced to a minimum as the photon energy lies below the band gap and on the other hand one can rule out any Kerr signal originating from the parasitic transport channel underneath the 2DEG.

Note that the height of the transport channel of the 2DEG samples is only about 300 nm [130,131]. Thus, interference effects due to back-reflections of the laser light from the rear edge of the transport channel, as commonly observed in pMOKE experiments on bulk GaAs samples with a micrometer high mesa channel, are not such a severe problem here. Therefore, in contrast to the bulk spin injection experiments, where the photon energy had to be chosen above the band gap to obtain a good signal-to-noise ratio, here it is also possible to choose the photon energy below the band gap of GaAs.

4.2.3. Spin density distribution

Spin injection into the two-dimensional electron gas is carried out in an analogous way to the spin injection experiments into bulk GaAs, i.e. by applying a square-wave bias voltage alternating between zero and $V_b$ between a spin injecting contact and a reference contact on the end of the 2DEG channel and employing lock-in detection. Fig. 4.12 shows on the left the Kerr rotation angle $\theta_K$ as a function of the magnetic field $H_x$ for $V_b = 1\, \text{V}$, detected on the cleaved edge underneath a (Ga,Mn)As contact. The measurement reproduces the (Ga,Mn)As hysteresis loop along the $x$-direction, which demonstrates electrical spin extraction from the semiconductor heterostructure into the ferromagnetic (Ga,Mn)As. Note that the magnetic easy axes of (Ga,Mn)As are along the in-plane $\langle 100 \rangle$ directions \cite{108,109}. Thus, magnetization reversal along the $x$-direction proceeds by magnetization rotation and an irreversible jump due to the formation of 90° domains (see Fig. 4.12 on the right hand side and Ref. \cite{109}). Due to the tilted easy axes of the (Ga,Mn)As contacts with respect to the sensitive direction of the laser beam, the Kerr signals in remanence are slightly reduced with respect to the values at saturation. However, the height of the hysteresis loop in remanence is
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Figure 4.12.: Left: Hysteresis loop of the spin accumulation measured underneath a (Ga,Mn)As contact while extracting spins at $V_b = 1\, \text{V}$. The loop reflects the magnetization reversal of the (Ga,Mn)As contact. Right: Magnetization reversal process in (Ga,Mn)As along the $x$-direction. The magnetic easy axes are along the in-plane $\langle 100 \rangle$ directions. Starting from a saturated state along $-x$ the magnetization reversal takes place via a rotation to $[010]$, a jump to $[100]$ and a final rotation to $[\bar{1}0\bar{1}]$.

still proportional to the spin density in the heterostructure (cf. Ref. [22]). Thus, Kerr measurements are performed in remanence after saturating the sample along $[\bar{1}10]$ and $[\bar{1}10]$, respectively, and taking the difference $\Delta \theta_K$, just like in the case of spin injection into bulk GaAs.

One of the major challenges in detecting a 2D spin accumulation with pMOKE at the cleaved edge arises from the fact that the electron distribution is confined to less than 100 nm along the growth direction of the wafer (cf. Fig. 4.5). The probe laser with a photon energy in the vicinity of the GaAs band gap (corresponding wavelength $\approx 817\, \text{nm}$), on the other hand, can be focused to a minimal spot size of roughly 700 nm (see Sec. 3.3). Thus, less than 10% of the laser light actually experience a Kerr rotation. This is shown in Fig. 4.13 where the laser is scanned along the growth direction of the heterostructure over the sample edge, while extracting spins at a positive bias voltage. The measurement is performed at the position of a spin injecting contact\footnote{Note that the maximum of the Kerr signal in Fig. 4.13 is deeper under the sample surface than expected from the position of the electron density in Fig. 4.5 due to the presence of a thick Ti/Au layer on top of the (Ga,Mn)As.}. The Kerr signal has a Gaussian shape with a FWHM of 720 nm. This shape arises from the convolution of the laser spot profile (FWHM $\approx 700\, \text{nm}$) with the distribution of the spin accumulation along the $z$-direction. Since the spin distribution is much narrower than the laser spot diameter, the measurement essentially reflects the laser spot profile. This underlines the importance of a well focused laser for these measurements. In particular, the laser spot has to be carefully aligned with respect to the 2DEG plane, as a small misalignment of only a few hundred nanometers already drastically reduces the Kerr signal originating from the 2D spin polarization.
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Figure 4.13: Linescan of the Kerr rotation signal while scanning the laser spot in $z$-direction over the sample edge (at $z = 0$). The red stripe indicates roughly the calculated width of the electron density in the sample (cf. Fig. 4.5). A Gaussian fit yields an apparent width of the spin profile of about $(0.72 \pm 0.02)$ µm.

Figure 4.14 illustrates linescans of the Kerr rotation along the 2DEG channel for $V_b = \pm 0.75$ V in a sample from wafer B, representing the spatial spin distribution within the 2DEG. The bias voltage is applied between the 2 µm wide contact at $y = 0$ and the large reference contact on the right-hand side. For positive voltages electrons flow from the right into the contact at $y = 0$, creating a spin accumulation within the 2DEG by majority spin extraction; for negative voltages electrons flow from the contact to the right, injecting majority spins at the contact position. In both cases the spin polarization exhibits a sharp peak right at the position of the injector contact. The decay of the Kerr rotation signal on the left-hand side can be well fitted by an exponential in both cases, yielding spin decay lengths in the field-free region of $\lambda_s = (2.0 \pm 0.2)$ µm and $\lambda_s = (1.8 \pm 0.2)$ µm, respectively. On the right-hand side of the contacts one has to consider a superposition of spin diffusion and drift. Therefore, the decay length is reduced (enhanced) for spin extraction (injection), which is clearly visible in the measurements.

Figure 4.14: Kerr rotation scans along the 2DEG channel for spin injection ($V_b = -0.75$ V) and spin extraction ($V_b = +0.75$ V) in sample B. The bias voltage is applied between the 2 µm wide contact at $y = 0$ and the reference contact on the right-hand side. The contacts are indicated by shaded regions. The red and orange lines represent exponential fits to the data in the field-free region with the corresponding values of the spin decay lengths $\lambda_s$. The inset illustrates the current path within the sample.
The spin decay lengths $\lambda_s$ measured on other samples are altogether found to lie in a range from 2 $\mu$m to 7 $\mu$m. Thus, the magneto-optically determined decay lengths are in quite fair agreement with the nonlocal measurements of Kuczmik et al., where decay lengths between 2 $\mu$m and 12 $\mu$m were reported [135].

4.2.4. Signal enhancement due to ballistic tunneling

The bias dependence of the spin polarization in the heterostructure is shown in Fig. 4.15 on the left for two different, 4 $\mu$m wide injector contacts of a sample from wafer A. In both cases the Kerr signals are measured in the transport channel directly underneath the contacts. The curves exhibit an almost perfectly antisymmetric shape with the expected sign reversal when passing from spin injection to spin extraction. However, in contrast to contact 2, contact 1 exhibits a clear non-linearity for small bias voltages. The discrepancy between the two contacts becomes even more pronounced when normalizing the data with respect to the current $I$ flowing in the device and when plotting the normalized data vs. the three-terminal voltage $V_{3T}$, which is shown in Fig. 4.15 on the right hand side. Here, contact 2 exhibits a maximum signal at $V_{3T} = 0$ which monotonically decreases with increasing $|V_{3T}|$, whereas contact 1 has two maxima at $V_{3T} \approx \pm 0.6$ V and a minimum signal at $V_{3T} = 0$.

The nonmonotonic behaviour of contact 1 strikingly resembles the bias dependence which has been reported by Oltscher et al. on similar samples [127], where it was detected electrically in a nonlocal geometry (see Fig. 4.16). There, the peaks at $V_{3T} \approx \pm 0.6$ V have been linked to a signal enhancement which occurs due to direct, ballistic tunneling of spin-polarized carriers from (Ga,Mn)As to the 2DEG or vice versa. This is sketched in Fig. 4.17. For small voltages electrons

![Figure 4.15.](image)

**Figure 4.15.**: Left: Bias dependence of the Kerr rotation signal $\Delta \theta_K$ for two different contacts of a sample from wafer A. Right: Kerr rotation normalized to the current $I$ plotted vs. $V_{3T}$ for the same two contacts.
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Figure 4.16.: Left: Bias dependence of the nonlocal resistance $\Delta R_{\text{nl}} = \Delta V_{\text{nl}} / I$. The positive- and negative-bias peak correspond to a spin injection efficiency of $\sim 150\%$ and $\sim 650\%$ (adapted from [127]). Right: The same data as in Fig. 4.15 on the right hand side for contact 1. Apart from the peak amplitude ratio the data reproduce the nonmonotonic behaviour of the nonlocal measurements.

Figure 4.17.: Possible transport paths between the (Ga,Mn)As and the 2DEG. (a) At small voltages transport includes the bulk states in the n-GaAs. (b) At large negative bias electrons tunnel directly from the (Ga,Mn)As to the 2DEG or vice versa, i.e. without involving 3D states. Analyzing the nonlocal data near $V_{3T} \approx \pm 0.6 \text{ V}$ with the standard drift-diffusion model of spin injection [41–43] resulted in highly unphysical spin injection efficiencies exceeding 100% [127]. Oltsher et al. attributed this discrepancy to the standard model to be caused by the ballistic motion of the electrons underneath the injector contact [127]. Recently, a signal enhancement in a truly 2D geometry has been explained theoretically by introducing a ballistic contribution to the spin chemical potential and solving the corresponding spin ballistic-diffusion equations [128]. It has been argued that for optically injected spin polarizations such an enhancement should not
be observable due to the absence of ballistic tunneling during optical orientation. Therefore, the experimentally observed nonmonotonic bias dependence of the spin polarization is a clear signature that the magneto-optical approach is sensitive to the electrical spin injection into the 2DEG.

Contact 2 shows a different bias dependence with a maximum at $V_{3T} = 0$ (see Fig. 4.15 on the right hand side). The origin of this maximum is most probably the contribution of bulk-like electronic states in the highly n-doped GaAs layers right underneath the injector contact, which increase the total Kerr rotation. The spin accumulation $\mu_s$ in the nonmagnetic material is proportional to its resistivity (cf. Eq. 2.4), i.e. in the case of the electronic states within the bulk n-GaAs one has $\mu_s \propto \rho_N$ with the resistivity $\rho_N$ of the n-GaAs, whereas for the 2D channel $\mu_s \propto R_s$ applies, with $R_s$ being the sheet resistance of the 2DEG. Hence, due to the large resistance of n-GaAs with respect to the high mobility 2DEG, a sizable spin accumulation can build up in the highly n-doped GaAs layers underneath the contacts. For spin injection into (Ga,Mn)As/GaAs-based bulk systems it has been shown both theoretically [67] and experimentally [68] that the spin injection efficiency is largest for zero bias. This is a robust feature of electrical spin injection experiments into bulk GaAs and has also been measured for FeCo/GaAs Schottky contact injectors [17]. Thus, the maximum signal of contact 2 at zero bias can be attributed to the spin accumulation in the n-GaAs region above the 2DEG. However, the kinks in the bias dependence of contact 2 at $V_{3T} \approx -0.5$ V and $V_{3T} \approx +0.3$ V and the fact that the data for both contacts merge for voltages $|V_{3T}| > 0.6$ V, show that the bias dependence of contact 2 still contains the contributions from the pure 2D spin polarization. Note that these subtle differences in the bias dependence of different (but nominally same) contacts can be detected in magneto-optical experiments, but are difficult to extract from all-electrical measurements.

All in all, these measurements show that the magneto-optical detection method is sensitive to the 2D spin accumulation. However, as shown by the signal below contact 2, directly underneath the spin injecting contacts the bulk-like electronic states within the highly n-doped GaAs layers might become visible as an additional contribution to the optically detected spin signal. Note that this bulk carrier distribution is only present directly underneath the injector contacts; in between the contacts it has been completely removed by wet-chemical etching. Hence, Kerr rotation signals, which are detected next to the contacts, stem solely from the 2D spin accumulation.

As a final remark it should be noted that the nonmonotonic bias dependence of the spin polarization signal could only be observed on samples from wafer A, which is true for both the pMOKE and the all-electrical spin valve experiments [136]. Wafer A has a slightly different doping profile compared to the other wafers, which manifests e.g. in a roughly one order of magnitude larger resistance of
the Esaki barrier. This suggests that the discussed signal enhancement strongly depends on the properties of the investigated 2DEG as well as on the properties of the tunnel barrier. However, apart from this effect all investigated wafers show a similar behaviour concerning the spatial spin distribution or the spin dynamics. The latter of the two will be addressed in the following.

4.2.5. Hanle measurements

The dynamical aspects of the 2D spin injection are investigated by performing Hanle depolarization measurements, which provide values for the electron spin lifetime $\tau_s$ and the spin diffusivity $D_s$. Fig. 4.18 displays on the left hand side a Hanle depolarization curve of a sample from wafer A, measured on the diffusion side 1 $\mu$m away from the injecting contact to rule out any influence of the injector contacts on the spin polarization. Although the large electron mean free path of a few micrometers (cf. Tab. 4.1) suggests that the system has to be considered to be in a crossover regime between ballistic and diffusive transport, the data can be well modeled using the standard drift-diffusion theory of spin injection. A fit of the data yields a spin lifetime of $\tau_s = (1.5 \pm 0.1)$ ns. Fig. 4.18 on the right shows a Hanle curve from a sample from wafer B. For this measurement the distance between injector and the laser spot is chosen to be 3 $\mu$m. Again, the fit yields a spin lifetime of the order of 1 ns.

The spin lifetime $\tau_s$ extracted from the Hanle curves is given by the geometric mean of the spin lifetimes along the two principal axes $[110]$ and $[\bar{1}10]$ (see Sec. 3.4.2):

$$\tau_s = \sqrt{\tau_{s,[110]} \tau_{s,[\bar{1}10]}}.$$  \hspace{1cm} (4.3)

For GaAs-based two-dimensional electron systems the relaxation time for electron spins oriented along the $[110]$ direction was shown to be of the order of several...
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nanoseconds, whereas $\tau_{s,[1\overline{1}0]}$ is typically in the range of a few 100 ps [87,90,91]. Thus, the averaged in-plane spin lifetime $\tau_s$ of the order of 1 ns measured for the present samples, is fully consistent with these lifetime reports. Note, however, that the present experiment does not allow to extract individual values for $\tau_{s,[110]}$ and $\tau_{s,[1\overline{1}0]}$. Hence, the magnitude of the spin dephasing anisotropy remains an unknown quantity.

To rule out that the spin accumulation is affected by optically generated charge carriers, additionally all-electrical nonlocal voltage measurements are performed without laser illumination on the cleaved edge. In these measurements neither are there optically generated electron-hole pairs in the n-GaAs, nor are the (Al,Ga)As DX centers excited. The electrical measurements are carried out using a second ferromagnetic contact to probe the spin imbalance in the 2DEG (see Fig. 4.6). The injected spin accumulation spreads from the injector to the nearby detector contact, where it generates a nonlocal voltage signal $V_{nl}$ via spin-charge coupling [9]. Fig. 4.19 shows on the left hand side the magnetic field dependence of $V_{nl}$ using a 2 $\mu$m wide contact as injector and the neighbouring 1 $\mu$m wide contact as detector (injector-detector distance 3 $\mu$m). The value of the nonlocal voltage depends on the relative orientation of the magnetizations of injector and detector contact, as it is proportional to the projection of the injected spin polarization direction onto the magnetization direction of the detector contact [9]. In the present case the two contacts have very similar coercive forces; furthermore, the magnetization reversals proceed by a gradual rotation of the magnetization within a quite broad field range of about 10 mT (see Fig. 4.19 on the right hand side), which happens due to the tilted easy axes of the (Ga,Mn)As contacts with respect to the applied magnetic field direction. Hence, the nonlocal voltage mea-

![Figure 4.19](image_url)

**Figure 4.19:** Left: Nonlocal voltage $V_{nl}$ as a function of the applied magnetic field $H_x$ while extracting spins at $V_b = +0.75$ V from a 2 $\mu$m wide contact and using the neighbouring 1 $\mu$m wide contact as detector. The amplitude of the spin valve signal $\Delta V_{nl}$ is used as a measure for the spin polarization. Right: Hysteresis loops of the two contacts.
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Measurement does neither show the expected rectangular form as typically observed in spin valve experiments, nor the maximum achievable amplitude. However, the amplitude of the spin valve signal $\Delta V_{\text{nl}}$ can still be regarded as a good measure for the spin polarization in the heterostructure.

Figure 4.20 illustrates on the left hand side the bias-dependence of both the nonlocal voltage $\Delta V_{\text{nl}}$ and the Kerr rotation angle $\Delta \theta_K$ using the same $2 \mu$m wide contact as injector. The Kerr signal is detected directly underneath the injector contact. Both detection techniques show a similar bias dependence, which demonstrates the equivalence of both methods. Fig. 4.20 on the right shows a Hanle depolarization curve measured in a nonlocal voltage geometry without laser illumination on the cleaved edge. Just like in the case of magneto-optical detection, the measurement is free of dynamic nuclear polarization effects, since the contact magnetizations are reversed every $\sim 5$ s. The Hanle curve can be well modeled with the diffusive theory. The fit yields a spin lifetime of $\tau_s = (1.6 \pm 0.5) \text{ ns}$, in good agreement with the optically detected spin lifetimes.

Recently, the spin lifetime in a similar sample has been calculated using the expression $\lambda_s = \sqrt{D_e \tau_s}$ with the electron diffusivity $D_e$ determined from magneto-transport measurements and the spin decay length $\lambda_s$ extracted from nonlocal spin valve measurements [127]. This simple estimation led to a spin lifetime in the range of a few tens of picoseconds, in accordance with former spin lifetime measurements of 2D electron systems confined in GaAs(001)-based quantum well structures [87–89,124]. However, when performing Hanle experiments Oltscher et al. were able to detect nonlocal depolarization curves suggesting spin lifetimes in the range of a few nanoseconds [127], which is comparable to the present measurements. In Ref. [127] the observed Hanle signals have been linked to DNP.

**Figure 4.20.** Left: Comparison of the bias dependence of the nonlocal voltage $\Delta V_{\text{nl}}$ and the Kerr rotation angle $\Delta \theta_K$. The insets illustrate the measurement configurations. Right: Hanle depolarization measurement of a sample from wafer B using the nonlocal voltage geometry without illuminating the sample with the laser. The fit yields a spin lifetime of $\tau_s = (1.6 \pm 0.5) \text{ ns}$.
effects appearing for certain bias conditions. However, as mentioned above, DNP cannot arise in the present experiment. To resolve the discrepancy between the spin lifetimes estimated via $\lambda_s = \sqrt{D_e \tau_s}$ and the lifetimes resulting from Hanle measurements one can consider two possible explanations:

First, as has already been pointed out in Ref. [127], the standard, diffusive model of spin injection [41–43] might be unsuitable to describe high-mobility 2D systems. In the case of Oltscher et al., evaluating the data with the diffusive theory resulted in unphysical spin injection efficiencies larger than 100%. It has been argued that the standard model cannot be applied to samples with ballistic transport properties [127]. Therefore, naively modeling Hanle data with the standard model might lead to artificially enhanced spin lifetimes as the theory does not take into account the (quasi-)ballistic transport between injection and detection position. However, it seems unlikely that ballistic effects play a crucial role in the present Hanle measurements. In contrast to the process of spin injection, which is affected by ballistic tunneling [127], spin transport along a 40 $\mu$m wide transport channel should already exhibit diffusive transport characteristics. Thus, the Hanle effect, which is detected at a distance of a few micrometers to the injector contact, should still be governed by the spin drift-diffusion equations, which is further supported by the fact that the measured Hanle lineshapes can be well modeled with the diffusive theory (see Figs. 4.18 and 4.20 on the right hand side).

The second, more likely explanation for the difference between the spin lifetimes extracted from Hanle measurements and the lifetime estimation of Ref. [127] is the fact that the expression $\lambda_s = \sqrt{D_e \tau_s}$ might not be applicable in the case of a 2D electron system. Indeed, it has been argued that the high electron-electron scattering rates in high-mobility 2DEGs can lead to a reduction of the spin diffusivity $D_s$ with respect to the charge diffusivity $D_e$ [95–99], resulting in an enhanced spin relaxation time [75–78] (see Secs. 2.3.3 and 2.4). Therefore, spin relaxation is affected by $D_s$ rather than $D_e$, suggesting that $\lambda_s = \sqrt{D_s \tau_s}$ should be the correct link between $\lambda_s$ and $\tau_s$. Using this expression one can estimate a value for the spin diffusivity $D_s$ by measuring the spin decay length $\lambda_s$ and the spin relaxation time $\tau_s$. Fig. 4.21 shows an example for such a measurement, carried out on a sample from wafer B. The left hand side of this figure illustrates the spatial spin distribution in the 2D channel while injecting spins at $V_{3T} = -0.09$ V. An exponential fit to the data on the field-free side of the injecting contact yields a spin decay length of $\lambda_s = (3.3 \pm 0.2) \mu$m. The right hand side of Fig. 4.21 shows the corresponding Hanle depolarization curve measured for the same bias condition with the laser spot being located at $y = 4$ $\mu$m. Fitting these Hanle data with $\lambda_s$ being fixed at $3.3 \mu$m suggests a spin lifetime of $\tau_s = (1.0 \pm 0.1)$ ns (see Sec. 3.4.1 for details on the fitting procedure). Altogether, by taking these values for $\lambda_s$ and $\tau_s$ one obtains a spin diffusivity of $D_s = \lambda_s^2/\tau_s \approx (110 \pm 20)$ cm²/s, which
Figure 4.21.: Left: Linescan of the Kerr rotation angle along the 2DEG channel while injecting spins at $V_{3T} = -0.09$ V. An exponential fit in the field-free region yields a spin decay length of $\lambda_s = (3.3 \pm 0.2) \mu$m. Right: Hanle depolarization curve measured at $y = 4 \mu$m. The fit yields a spin lifetime of $\tau_s = (1.0 \pm 0.1)$ ns.

is one order of magnitude smaller than the charge diffusivity $D_e = 1300 \, \text{cm}^2/\text{s}$ for this wafer.

As an alternative to the determination of $D_s$ by measuring both $\lambda_s$ and $\tau_s$, the spin diffusivity can also be extracted from Hanle measurements alone without explicitly measuring the spin decay length. In the latter case $D_s$ is used as an additional fitting parameter for the Hanle experiments. Fig. 4.22 shows the spin diffusivities determined with this method on a sample from wafer D, together with the spin diffusivities obtained with the above described method for wafer B, both measured for various bias conditions. All in all, the spin diffusivity is found to lie in a range from about 50 to 150 cm$^2$/s, which is between one and two orders of magnitude smaller than the corresponding charge diffusivities (cf. Tab. 4.1).

A comparable reduction of $D_s$ with respect to $D_e$ has already been observed in Refs. [91,100–102].

The large discrepancy between spin and charge diffusion can be understood by

Figure 4.22: Spin diffusivities $D_s$ for various bias conditions. The values for wafer B have been extracted from a combination of spin decay length and spin lifetime measurements via $D_s = \lambda_s^2/\tau_s$ (see Fig. 4.21). The data for wafer D represent fitting parameters from Hanle measurements.
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taking electron-electron interactions into account as discussed in Sec. 2.4. Charge
diffusion is governed by electron scattering events off impurities or phonons, thus
the charge diffusivity $D_e$ is determined by the momentum relaxation time $\tau_p$
of the electron ensemble (cf. Eq. 2.18). The ensemble momentum relaxation
times for the present samples lie in a range between 8 ps and 19 ps at $T = 1.6 K$
(see Tab. 4.2). At this temperature $\tau_p$ is mainly limited by impurity scattering
events. Up to about 10 K the momentum relaxation time exhibits only a slight
temperature dependence; only for temperatures above $\sim$ 10 K the momentum
relaxation time shows a significant decrease with temperature due to the onset
of phonon scattering [137]. Spin diffusion, on the other hand, is determined by
the momentum relaxation time $\tau_p^*$ of an individual electron, which additionally
includes the contributions from electron-electron scattering (cf. Eqs. 2.7 and 2.8).
Tab. 4.2 summarizes values for $\tau_p^*$ calculated at $T = 4.2 K$ and $T = 10 K$
for the wafers investigated above. At 4.2 K electron-electron scattering is found to be as
strong as impurity scattering, which leads to an effective electron scattering rate
$1/\tau_p^*$ being twice as large as the ensemble momentum relaxation rate $1/\tau_p$. At a
temperature of 10 K, which corresponds to the temperature of the spin injection
experiments presented above, $\tau_p^*$ even drops below 2 ps, which is roughly one
order of magnitude smaller than $\tau_p$. Thus, these considerations are in line with
the observation that $D_s \ll D_e$ and further substantiate the picture of electron-
electron interactions playing a crucial role for the investigated 2DEG samples.

<table>
<thead>
<tr>
<th>wafer</th>
<th>$\tau_p$</th>
<th>$\tau_p^*(4.2 K)$</th>
<th>$\tau_p^*(10 K)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>19 ps</td>
<td>7.4 ps</td>
<td>1.9 ps</td>
</tr>
<tr>
<td>B</td>
<td>8.0 ps</td>
<td>4.3 ps</td>
<td>1.4 ps</td>
</tr>
<tr>
<td>C</td>
<td>12 ps</td>
<td>6.4 ps</td>
<td>2.0 ps</td>
</tr>
<tr>
<td>D</td>
<td>12 ps</td>
<td>6.0 ps</td>
<td>1.8 ps</td>
</tr>
</tbody>
</table>

In summary, electrical spin injection into a GaAs-based, high-mobility 2DEG was
investigated using electrical and optical measurement techniques. Similar to the
data presented in Ref. [127] a signal enhancement is found in the bias dependence
that may be attributed to a ballistic contribution to the injection process. Both
detection methods independently show a clear Hanle depolarization, yielding av-
eraged in-plane spin lifetimes of the order of one nanosecond. The experiments
further suggest a spin diffusivity $D_s$ which is significantly smaller than the charge
diffusivity $D_e$. This finding underlines the important role of electron-electron in-
teractions for 2D spin systems.
4.3. Thermal spin injection into n-GaAs

In the experiments discussed so far the spin accumulation in the GaAs conduction band was created via electrical spin injection, i.e. by driving a spin-polarized charge current through a ferromagnetic contact into the semiconductor. A quite different mechanism to create a spin imbalance in a semiconductor was reported in 2011 by Le Breton et al., the so-called Seebeck spin tunneling [138]. Seebeck spin tunneling belongs to the class of spin caloritronic effects [139], which make use of the interplay between heat and spin transport. Le Breton et al. showed that a temperature gradient across a magnetic tunnel junction induces a pure spin current from the ferromagnet into the semiconductor. In contrast to electrical spin injection, thermal spin injection can in principle be achieved without employing charge currents, which dissipate energy. Thus, it might offer an energy-saving alternative to electrical spin injection and help to reduce energy consumption in future spintronic devices.

In this section, attempts to generate a thermal spin flow from an Fe contact into a bulk GaAs channel are presented. The experiment is based on former studies on thermal spin injection into n-GaAs carried out by B. Endres [22]. The temperature gradient across the Schottky tunnel barrier is created by utilizing Joule heating and the injected spin accumulation is detected by pMOKE measurements at the cleaved edge of the sample.

4.3.1. Seebeck spin tunneling

The basic working principle of Seebeck spin tunneling is sketched in Fig. 4.23, which illustrates the spin-resolved density of states of the semiconductor and the ferromagnet of a magnetic tunnel junction. The occupation of the electronic states is governed by the Fermi-Dirac statistics. In the ferromagnet, which is assumed to be at $T = 0$, all states below the Fermi level are occupied and all states above $E_F$ are empty. In the hot semiconductor, on the other hand, a finite number of electrons is lifted above $E_F$ due to their thermal energy, leaving an equal number of unoccupied states below $E_F$ behind. The unequal occupation of the electronic states in the semiconductor and the ferromagnet leads to an energy dependent electron transfer between the two materials. Electrons with energy larger than $E_F$ flow from the hot semiconductor to the cold ferromagnet; simultaneously, electrons below $E_F$ tunnel in the opposite direction as denoted by the red arrows in Fig. 4.23. In an open-circuit geometry the total net charge current has to be zero, i.e. the electron currents above and below the Fermi level have to cancel each other. However, the two currents are spin-polarized. Thus, if the two oppositely oriented electron currents have different spin polarizations, a pure spin current across the tunnel barrier may arise [138].
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Figure 4.23: Basic principle of Seebeck spin tunneling in a semiconductor/ferromagnet tunnel junction: electrons above $E_F$ flow from the hot semiconductor to the cold ferromagnet, whereas electrons below $E_F$ flow in the opposite direction. In an open-circuit geometry the total net charge current is zero. However, the tunneling electrons may carry a pure spin current if their tunnel spin polarizations (TSP) above and below $E_F$ are unequal (adapted from [138]).

The spin current originating from Seebeck spin tunneling is not determined by the spin polarization of the tunnel barrier conductance $P_\Sigma$, but by its energy derivative $\partial P_\Sigma / \partial E$ at the Fermi level [138]. In principle, this derivative can become arbitrarily large, if one uses a tunnel junction with suitable material composition. The spin current arising from electrical spin injection, on the contrary, is limited by the spin polarization of the injecting charge current, which cannot exceed 100%. Thus, it has been argued that for properly designed tunnel junctions thermal spin injection should be more efficient than electrical spin injection [140]. Moreover, since the tunnel currents in the junction decay exponentially with barrier thickness, also the induced spin current decreases with increasing barrier width. For that reason thermal spin injection is expected to be most effective for narrow tunnel barriers [138][140], in contrast to electrical spin injection, which requires a reasonably large tunnel resistance to overcome the conductivity mismatch between semiconductor and ferromagnet.

Thermal spin injection into silicon and germanium has by now been demonstrated by several groups (see Tab. 4.3). In all reported experiments the spin accumulation was detected utilizing a three-terminal Hanle geometry with only one ferromagnetic contact. In this technique a single contact is used both to inject and to detect the spin accumulation in the semiconductor at the same time and the spin signal is quantified by applying an external magnetic field and measuring the Hanle depolarization of the three-terminal voltage (cf. e.g. Refs. [146][147]). The temperature gradient across the tunnel junction was applied by sending a
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Table 4.3.: Overview about the reports on thermal spin injection into semiconductors via Seebeck spin tunneling. All experiments used a three-terminal Hanle geometry at room temperature to detect the spin accumulation. $P_{\text{max}}$ denotes the maximum heating power density in the semiconductor channel. The resistance area products $R_{3T}A$ of the tunnel contacts have been estimated from the reported $I$-$V$-characteristics of the tunnel contacts.

<table>
<thead>
<tr>
<th>Reference</th>
<th>material system</th>
<th>$P_{\text{max}} \frac{\text{nW}}{\mu\text{m}^2}$</th>
<th>$R_{3T}A \Omega\mu\text{m}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Le Breton et al. [138]</td>
<td>Py/Al$_2$O$_3$/p-Si</td>
<td>7.6</td>
<td>$3 \cdot 10^7$</td>
</tr>
<tr>
<td>Jain et al. [141]</td>
<td>CoFeB/MgO/n-Ge</td>
<td>20000</td>
<td>$8 \cdot 10^6 - 5 \cdot 10^7$</td>
</tr>
<tr>
<td>Jeon et al. [142]</td>
<td>CoFe/MgO/n-Ge</td>
<td>667</td>
<td>$2 \cdot 10^6$</td>
</tr>
<tr>
<td>Jeon et al. [143]</td>
<td>CoFe/MgO/n-Si</td>
<td>$2 \cdot 10^6$</td>
<td></td>
</tr>
<tr>
<td>Dankert and Dash [144]</td>
<td>Co/SiO$_2$/n-Si</td>
<td>1200</td>
<td>$1 \cdot 10^6$</td>
</tr>
<tr>
<td>Jeon et al. [145]</td>
<td>CoFe/MgO/n-Si</td>
<td>$2 \cdot 10^6$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CoFe/MgO/n-Ge</td>
<td>$1 \cdot 10^6$</td>
<td></td>
</tr>
</tbody>
</table>

Joule heating current either through the semiconductor or through the ferromagnet, or by employing a laser heating technique to increase the temperature of the ferromagnet. Although all authors report quite comparable spin splittings in the conduction band between 0.2 meV and 0.9 meV, the heating power densities to achieve these spin splittings differ by several orders of magnitude, as shown in Tab. 4.3. The authors of Refs. [141,142] explain this large discrepancy with a less sophisticated sample design compared to Le Breton et al. [138].

Up to now Seebeck spin tunneling was not demonstrated for GaAs-based systems. Furthermore, since all reports are based on three-terminal Hanle measurements, an experiment employing other detection schemes like nonlocal spin valve or magneto-optical detection would be highly desirable. A first step in this direction has already been taken by B. Endres, who attempted to create a thermal spin accumulation by Joule heating and utilizing pMOKE detection at the cleaved edge of the sample [22]. However, in these experiments part of the heating current was shunted by the Fe/GaAs tunnel contact due to the low interface resistance of the two investigated samples of only $1 \cdot 10^4 \Omega \mu\text{m}^2$ and $4 \cdot 10^4 \Omega \mu\text{m}^2$. This current shunting made a direct observation of Seebeck spin tunneling impossible, as will be explained in more detail below.

4.3.2. Samples

The wafers that are used for the experiments on thermal spin injection have basically the same layer stack as the one that was investigated in Sec. 4.1.
The spin imbalance is created in an n-doped GaAs layer of micrometer thickness grown on a semi-insulating GaAs(001) substrate. Spin injecting contacts are formed by a 15 nm thick n → n++ transition layer with gradually increasing doping level, a 15 nm thick layer of n++-GaAs and a 2.5 nm thick Fe layer, followed by a 4 nm thick Au capping. The width of the resulting Schottky tunnel barrier is determined by the doping profile of the GaAs; details on that are given below.

The wafers are patterned by standard optical lithography using techniques similar to those described in Sec. 4.1.1. The contact geometry of the lateral devices is shown in Fig. 4.24. The sample preparation starts with the fabrication of an n-GaAs mesa channel. This is done by defining a 70 μm wide and 1.25 mm long strip of photoresist along the [110] crystallographic direction; subsequently, the Au and Fe layers besides the resist are removed by Ar ion etching and the n-doped GaAs layers are etched down to the undoped GaAs substrate using peracetic acid. Contacts are defined in two successive optical lithography steps and evaporation of Cr/Au. First, a U-shaped contact is patterned in the middle part of the mesa. This contact is later on used to electrically heat the Fe layer. Afterwards reference contacts and Au bonding pads to the U-shaped contact are fabricated. The latter have a thickness of ∼ 150 nm. The thickness of the U-shaped contact can be chosen to be thinner to enhance the heating current density on the mesa channel. The U-type contact can either be fabricated with a homogeneous thickness or in such a way that its middle part is thinner than its outer parts (see Fig. 4.24 on the right hand side). Finally, the Au, Fe and n++-GaAs layers in between the contacts are removed by Ar ion and peracetic acid etching. For this last etching step the contacts are protected by an etching mask, defined by optical lithography, which is of particular importance for the thin U-shaped contact. The fabricated lateral device is then cleaved in the [110] direction across the mesa, reducing the channel width to about 40 to 50 μm and exposing the GaAs(110) surface at the cleaved edge.

**Figure 4.24.:** Left: Micrograph of a sample for thermal spin injection prior to cleaving. Right: Zoom onto the center part of a cleaved sample. The U-shaped Au contact can be fabricated in such a way that its middle part is thinner than its outer parts.
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4.3.3. Experimental Results

In the following samples from two different wafers are investigated employing pMOKE detection at the cleaved edge of the sample. The measurements are carried out at a base temperature of \(\sim 10\, \text{K}\). The first sample has a 1.5 \(\mu\text{m}\) thick n-GaAs channel with a nominal doping density of \(N_D = 2.5 \cdot 10^{16}\, \text{cm}^{-3}\). The \(n^{++}\)-GaAs layer at the Fe/GaAs interface is doped up to about \(6 \cdot 10^{18}\, \text{cm}^{-3}\). Fig. 4.25 illustrates the \(I-V\)-characteristic of the resulting Schottky barrier. The characteristic was measured at a U-shaped contact with a homogeneous Au-layer thickness of 150 nm. Due to the high doping level of the \(n \rightarrow n^{++}\) transition layer the contact exhibits an ohmic behaviour with a barrier resistance of \(R_{3T} = 83\, \Omega\). With the known contact area of about 2400 \(\mu\text{m}^2\), the resistance area product \(R_{3T}A\) of the contact is calculated to \(2 \cdot 10^5\, \Omega\mu\text{m}^2\). This value is one order of magnitude smaller than the \(R_{3T}A\) products of the tunnel contacts that were used for thermal spin injection into Si and Ge (see Tab. 4.3). Hence, since a thermal spin current is expected to increase with decreasing tunnel resistance \([138, 140]\), thermal spin injection should be observable in the present sample.

Before discussing the experiments on Seebeck spin tunneling, electrical spin injection into the sample is demonstrated. For that purpose a bias voltage is applied between the U-shaped contact and a reference contact on the end of the transport channel and the Kerr rotation is detected in the n-GaAs channel underneath the U-type contact. Fig. 4.26 shows the magnetic field dependence of the Kerr rotation angle \(\theta_K\) at \(V_B = 10\, \text{V}\). The hysteresis loop reflects the magnetization reversal process of the Fe contact along the [110] direction, thus demonstrating electrical spin extraction from the semiconductor channel into the Fe contact. As usual, the height of the hysteresis loop \(\Delta \theta_K\) is used as a measure for the spin accumulation in the GaAs. Beyond that, the measurement in Fig. 4.26 contains a second piece of information, which manifests in the fact that the hysteresis loop is not symmetrically centered around \(\theta_K = 0\). This offset \(\theta_K^{\text{offset}}\) (calculated as the average of both remanent \(\theta_K\)-values) arises from a not spin-related, electro-optic contribution to the Kerr effect. Since the experiment is based on a lock-in

![Figure 4.25: I-V-characteristic of the U-shaped Schottky barrier contact of sample 1 (contact area: 2400 \(\mu\text{m}^2\)). The inset illustrates the measurement geometry.](image-url)
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Figure 4.26: Hysteresis loop of the Kerr rotation in the n-GaAs channel while electrically extracting spins at $V_b = 10\, \text{V}$. The height of the hysteresis loop $\Delta \theta_K$ is a measure for the spin accumulation. The non-zero offset $\theta_K^{\text{offset}}$ arises from the electro-optic contribution to the Kerr effect.

The technique, which is phase sensitive to the square-wave modulated injection current, this electro-optic contribution has to stem from the injection current itself. Therefore, the offset Kerr signal $\theta_K^{\text{offset}}$ can provide information about the electric field distribution of the injection current in the n-GaAs channel. This is shown in Fig. 4.27 which displays linescans of both $\Delta \theta_K$ and $\theta_K^{\text{offset}}$ along the n-GaAs channel while injecting ($V_b = -10\, \text{V}$) and extracting ($V_b = +10\, \text{V}$) spins at the 60 $\mu\text{m}$ wide U-shaped contact. The left part of the figure illustrates the spatial distribution of the spin accumulation underneath the contact. For $V_b = +10\, \text{V}$ electrons are driven from the reference contact on the right end of the channel into the U-type contact and induce a spin polarization by majority spin extraction; for $V_b = -10\, \text{V}$ electrons flow from the contact to the right and inject majority spins. In both cases the spin accumulation is exclusively concentrated on the right edge of the contact. For spin injection the applied electric field additionally drives the spin-polarized electrons to the right, which leads to a significant spin accumulation outside the contact region; in contrast for spin extraction the electric field pushes the spins underneath the contact region. Hence, in this case the spin density decays to a negligible value next to the contact. The observation

Figure 4.27.: Linescans of the Kerr rotation angle (left: $\Delta \theta_K$, right: $\theta_K^{\text{offset}}$) along the n-GaAs channel for electrical spin injection ($V_b = -10\, \text{V}$) and spin extraction ($V_b = +10\, \text{V}$) in sample 1. The shaded region indicates the position of the U-shaped contact. The inset illustrates the current path within the sample.
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that the spin accumulation is mainly localized on the right contact edge can be explained with the low interface resistance of the injecting contact compared to the channel resistance, as was already discussed earlier in Ref. [19]. The channel resistance underneath the contact region is of the same order of magnitude as the tunnel resistance. Therefore, the current flows mainly on the right edge into the contact. The Kerr offset signal $\theta_{K}^{\text{offset}}$ substantiates this interpretation (see Fig. 4.27 on the right hand side). It has a large value to the right of the contact, where the injection current exclusively flows in the n-GaAs channel. However, as soon as the injection current enters the contact region, $\theta_{K}^{\text{offset}}$ drops within about 15 $\mu$m to almost zero, since the current flows here from the n-GaAs into the Au/Fe contact. Thus, $\theta_{K}^{\text{offset}}$ indeed reflects the electric field distribution in the n-GaAs channel, providing a useful tool to interpret the Joule heating experiments discussed below.

For the Seebeck spin tunneling experiments a Joule heating current is driven either through the n-GaAs channel or through the U-shaped Au contact in order to create a temperature gradient across the Schottky barrier. Just like in the case of electrical spin injection, the current is modulated in the form of a unipolar square-wave; thus, the temperature gradient (and consequently the resulting thermal spin current) is periodically switched on and off and the same lock-in technique as for electrical spin injection can be used [22]. Fig. 4.28 on the left illustrates linescans of the Kerr rotation along the transport channel while passing a heating current through the semiconductor. For that purpose a voltage of 10 V is applied between the two reference contacts at the ends of the channel. Similar to the case discussed above, the spin accumulation is mainly concentrated on the contact edges. However, here a spin density is present at both ends of the Fe contact and the spin polarizations at the two opposing contact edges have a different sign. Moreover, the general shape of the spin distribution is mirrored at $y = 0$ when the direction of the heating current is changed. Thus, the observed spin accumulation cannot stem from a thermal spin current. Instead, the measurements can be explained by ordinary electrical spin injection, if one considers that the heating current is shunted by the Fe contact (see inset of Fig. 4.28 on the right). The heating current enters the Fe contact at one contact edge and leaves it at the other edge, thus creating an electron spin accumulation by spin extraction and injection at the two edges. Exactly the same current shunting effect has already been observed by B. Endres on similar samples [22]. The electro-optic Kerr signal $\theta_{K}^{\text{offset}}$, which is shown in Fig. 4.28 on the right, confirms this explanation. It has a large value outside the contact region, where the heating current induces a strong electro-optic Kerr effect in the GaAs. Right at the contact position, however, the signal drops to zero, as the heating current flows here through the Au/Fe contact and not through the semiconductor. Thus, the GaAs underneath the Schottky barrier is not heated at all. Since almost 100% of the heating current seem to be shunted by the thick Au/Fe contact, one could expect that
Figure 4.28.: Linescans of the Kerr rotation angle (left: $\Delta \theta_K$, right: $\theta_K^{\text{offset}}$) along the n-GaAs channel of sample 1 while heating the semiconductor with an electron current from right to left (+10 V) and vice versa (−10 V).

actually the Fe layer in the middle part of the contact might be heated. However, the absence of any significant Kerr rotation $\Delta \theta_K$ in this region demonstrates that there is no thermal spin current arising from a possible Fe heating.

When a heating current is passed through the U-shaped Au contact in order to increase the temperature of the Fe with respect to the GaAs, a similar current shunting effect can be observed. This is shown in Fig. 4.29, where the Au was heated with a current of ±58 mA. Here, a part of the heating current flows into the GaAs and thereby creates a small, electrically induced spin accumulation at the contact edges. However, due to the low resistance of the Au the current shunting is here less pronounced than in the case of the GaAs heating. The corresponding $\theta_K^{\text{offset}}$ signal confirms the presence of part of the heating current in the GaAs by a small but non-zero signal underneath the contact. The measurement even suggests the presence of a quite strong electric stray field outside the contact region.

Figure 4.29.: Linescans of the Kerr rotation angle (left: $\Delta \theta_K$, right: $\theta_K^{\text{offset}}$) along the n-GaAs channel of sample 1 while heating the ferromagnet by driving a heating current of 58 mA through the Au/Fe contact layers.
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These measurements show that electrical heating cannot be used to create a temperature difference between the Fe and the GaAs in this sample due to its low interface resistance of only $2 \cdot 10^5 \Omega \mu m^2$. Therefore, a second sample from another wafer was prepared. This second wafer has a 2 μm thick n-GaAs layer with a nominal doping density of $N_D = 4 \cdot 10^{16} \text{cm}^{-3}$. The thickness of the n++-GaAs layer at the Fe/GaAs interface is reduced to 10 nm and the doping in this region is lowered to $4 \cdot 10^{18} \text{cm}^{-3}$. The smaller doping density at the Fe/GaAs interface leads to the formation of a wider Schottky barrier for sample 2, as can be seen from the $I$-$V$-characteristic of its U-type contact (see Fig. 4.30). The characteristic indicates a strongly rectifying behaviour of the Schottky contact with a large resistance in reverse direction. At $V_{3T} = -3 \text{V}$ the resistance is roughly $1 \cdot 10^7 \Omega \mu m^2$, which is comparable to the tunnel resistance reported by Le Breton et al. \cite{138}; in the vicinity of $V_{3T} = 0$ the resistance is even larger. Thus, current shunting by the tunnel barrier should play a less important role for this sample.

Figure 4.31 displays a linescan of the Kerr rotation angle along the cleaved edge underneath the U-type contact, while electrically extracting spins at $V_b = 10 \text{V}$. The bias voltage is applied between the 60 μm wide U-shaped contact (with a homogeneous Au layer thickness of $\sim 150 \text{nm}$ above the Fe) and a reference contact on the left end of the electron transport channel. The measurement reveals a large spin accumulation underneath the Fe contact. In this sample the resistance of the Schottky barrier is much larger than the channel resistance. Thus, in contrast to sample 1, the density of the injection current shows a gradual decrease along the channel from the left to the right edge of the Fe contact (see Fig. 4.31 on the right), which results in an almost homogeneous spin current across the whole contact area (cf. also Ref. \cite{19}). This in turn induces a more or less uniform spin accumulation along the whole contact length as shown in Fig. 4.31 on the left.

Figure 4.32 illustrates a linescan of the Kerr rotation angle while electrically heating the Fe layer by driving a current of 50 mA through the U-shaped contact. The

![Figure 4.30: $I$-$V$-characteristic of the Schottky barrier of sample 2 (contact area: 2400 μm²). The inset illustrates the measurement geometry.](image-url)
measurement of the electro-optic Kerr signal shows that the heating current does not enter the n-GaAs channel. Hence, the large interface resistance in conjunction with the low resistance of the thick Au U-type contact prevents a current shunting in this case. However, no significant thermal spin accumulation can be detected. A reason for the absence of the latter might be the \( \sim 150 \text{ nm} \) thick Au layer above the Fe, which acts as an efficient heat sink and thus might inhibit the emergence of a large enough thermal gradient across the interface. Heating the n-GaAs channel, on the other hand, does not create any significant thermal spin accumulation either (see Fig. 4.33). Here, the electro-optic Kerr signal shows a reduction right at the contact position with respect to the signal next to the contact. However, \( \theta_{K}^{\text{offset}} \) does not fully vanish underneath the contact. This suggests that at least some part of the heating current flows through the GaAs channel, in contrast to sample 1, where the heating current was completely shunted by the Au/Fe contact. All in all, the large interface resistance of sample 2 successfully suppresses the current shunting effect. However, again no significant thermal spin accumulation can be observed.

![Figure 4.31](image1)

**Figure 4.31.** Linescan of the Kerr rotation angle (left: \( \Delta \theta_{K} \), right: \( \theta_{K}^{\text{offset}} \)) along the n-GaAs channel for electrical spin extraction at \( V_{b} = 10 \text{ V} \) in sample 2.

![Figure 4.32](image2)

**Figure 4.32.** Linescan of the Kerr rotation angle (left: \( \Delta \theta_{K} \), right: \( \theta_{K}^{\text{offset}} \)) along the n-GaAs channel of sample 2 while heating the ferromagnet by driving a heating current of 50 mA through the Au/Fe contact layers.
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Figure 4.33.: Linescan of the Kerr rotation angle (left: $\Delta \theta_K$, right: $\theta_{K \text{offset}}$) along the n-GaAs channel of sample 2 while heating the semiconductor with an electron current. The heating power density in the GaAs is $\sim 350 \text{nW/} \mu\text{m}^3$.

Since in sample 2 no current shunting is observed when heating the Fe contact, another sample was fabricated from the same wafer. This sample has a 30 $\mu$m wide U-shaped Au contact, whose thickness is reduced to 20 nm in the middle 10 $\mu$m wide section. Due to the reduced thickness in the middle part of the heater a larger current density and thus a larger temperature gradient can be expected. However, when driving a current through this structure, again a large electro-optic Kerr signal $\theta_{K \text{offset}}$ can be detected in the n-GaAs underneath the contact (see Fig. 4.34 on the right), which indicates that the heating current is shunted by the GaAs channel. $\theta_{K \text{offset}}$ is largest in the middle third of the heater; this suggests that the heating current flows into the GaAs channel in order to avoid the 20 nm thin part of the heater contact. Therefore, again no efficient Fe heating can be achieved and consequently the magneto-optic Kerr signal $\Delta \theta_K$, which is shown in Fig. 4.34 on the left, does not reveal any significant thermal spin accumulation.

Nevertheless, the observation that the heating current is not flowing through the

Figure 4.34.: Linescan of the Kerr rotation angle (left: $\Delta \theta_K$, right: $\theta_{K \text{offset}}$) along the n-GaAs channel of sample 3 while heating the ferromagnet by driving a heating current through the Au/Fe contact layers.
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thin part of the U-type contact offers the possibility to electrically heat the semiconductor without a current shunting in this region. This is shown in Fig. 4.35, where the heating current is sent through the n-GaAs channel. The electro-optic Kerr signal $\theta_K^{\text{offset}}$ drops significantly in the outer parts of the U-shaped contact, indicating that the current flows here into the $\sim 150\,\text{nm}$ thick Au layer above; however, in the middle, $20\,\text{nm}$ thin part of the heater contact $\theta_K^{\text{offset}}$ has the same value as next to the contact. Thus, here the current is exclusively flowing in the semiconductor underneath the Fe contact and therefore should provide an efficient heating of the semiconductor. However, although the GaAs is heated with power densities up to $\sim 6000\,\text{nW/\mu m}^3$, no significant thermal spin accumulation can be detected. Note that other samples have been heated with even larger power densities. However, even for power densities, which reach the values reported by Jain et al. (cf. Tab. 4.3), no significant thermal spin current into the GaAs could be generated.

Figure 4.35.: Linescan of the Kerr rotation angle (left: $\Delta \theta_K$, right: $\theta_K^{\text{offset}}$) along the n-GaAs channel of sample 3 while driving a heating current through the semiconductor. The heating power density in the GaAs is $\sim 6000\,\text{nW/\mu m}^3$.

4.3.4. Discussion

Altogether, the experiments demonstrate that Joule heating is no reliable way to observe Seebeck spin tunneling in the present Fe/GaAs devices. The current shunting effect, which can be observed in samples with transparent tunnel barriers, can in principle be avoided by using a highly blocking tunnel barrier. However, in this case no significant thermal spin accumulation can be detected. The absence of a thermal spin current in such samples may not be surprising, since according to Refs. [138, 140] Seebeck spin tunneling is expected to be suppressed by a large tunnel resistance. On the other hand, the use of samples with an ohmic barrier, which is expected to be beneficial for thermal spin injection, does not allow to directly observe a thermal spin accumulation either. In this case the current shunting effect hampers the emergence of a temperature gradient...
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across the tunnel barrier and a spin accumulation may be injected by the heating current via ordinary electrical spin injection instead of Seebeck spin tunneling.

Nevertheless, thermal spin injection into sample 1 should be feasible due to its rather low interface resistance (see Fig. 4.25), if one applies a thermal gradient across the Schottky barrier without employing Joule heating currents (e.g. by utilizing laser heating of the ferromagnet as done in Refs. 142,143). The spin polarization of the electronic states around \( E_F \), which are responsible for Seebeck spin tunneling, can in principle be probed by electrical spin injection at low bias voltages. Fig. 4.36 shows on the left hand side the bias dependence of the spin signal \( \Delta \theta_K \) in sample 1 while electrically injecting spins at the U-shaped contact. The measurement demonstrates that spin extraction is roughly twice as efficient as spin injection. According to the basic working principle of Seebeck spin tunneling (see Fig. 4.23) spin injection is sensitive to the spin polarization of the tunnel barrier conductance \( P_\Sigma \) below the Fermi level, whereas spin extraction is determined by the spin polarization \( P_\Sigma \) above \( E_F \). Thus, the non-linear behaviour of the bias dependence of \( \Delta \theta_K \) in sample 1 suggests that this sample should be suitable to generate a thermal spin imbalance. As discussed in Sec. 2.2.1 the spin accumulation \( \mu_s \) arising from electrical spin injection is given by

\[
\mu_s = R_N P_\Sigma j,
\]

where \( R_N = \rho_N \lambda_s \) is the spin resistance of the GaAs and \( j \) is the density of the injection current \( I \). Thus, since \( \Delta \theta_K \) is proportional to the spin accumulation \( \mu_s \) in the GaAs, the quantity \( \Delta \theta_K / I \) provides a measure for \( P_\Sigma \). Fig. 4.36 shows on the right hand side the bias dependence of \( \Delta \theta_K / I \). The data suggest that \( P_\Sigma \) increases more or less linearly for low bias voltages. Hence, the measurement reveals, that sample 1 has a non-zero energy derivative \( \partial P_\Sigma / \partial E \) in the vicinity of the Fermi level and therefore it basically meets all prerequisites for the successful generation.

**Figure 4.36.** Left: Bias dependence of the spin signal \( \Delta \theta_K \) while electrically injecting spins in sample 1. The measurement was performed with the laser spot located at \( y = 18 \mu m \) (see Fig. 4.27). Right: The same data normalized to the injection current \( I \).
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of a thermal spin current. Similar profiles for $P_\Sigma(E)$ have been assumed in Ref. [138] to explain the Seebeck spin tunneling effect on a phenomenological basis using a free-electron model.

Seebeck spin tunneling arises from a temperature difference $\Delta T$ between ferromagnet and semiconductor. The authors of Refs. [138,142,144] expect $\Delta T$ to lie well below 1 K in their samples; nevertheless Refs. [138,140] suggest that differences up to 10 K should be feasible. Since the Seebeck coefficient of tunnel junctions is of the order of $\sim 100 \mu V/K$, this temperature difference results in a Seebeck voltage across the interface of roughly 1 mV [140]. This value is consistent with the simple model of Seebeck spin tunneling presented in Fig. 4.23, where the electron tunnel currents arise from the different occupation of the density of states of the ferromagnet and the semiconductor. The Fermi-Dirac statistics exhibits an energy smearing around $E_F$ of the order of $4k_B T$ [26]. Thus, assuming that the ferromagnet is cooled to $T = 0$ and the semiconductor is heated to $T = 10$ K, only electrons in an energy range of about $\pm 2$ meV around the Fermi level can contribute to a thermal spin transport. For sample 1 electrical spin injection and extraction at $V_{3T} = \pm 2$ mV is below the detection limit of the optical setup. The corresponding current density $j$ across the Fe contact is of the order of $1 \cdot 10^4 \Lambda/m^2$. By taking a spin injection efficiency of $P_\Sigma = 30\%$ for low bias voltages [17] and the spin resistance of sample 1 of $R_N = 1.5 \cdot 10^4 \Omega \mu m^2$, this results in a spin accumulation $\mu_s$ of the order of $\sim 5 \mu V$. Since thermal spin injection originates from the counterflow of electrons above and below the Fermi level with a spin polarization $P_\Sigma$ comparable to the case of electrical spin extraction and injection at $|V_{3T}| \leq 2$ mV, the resulting thermal spin accumulation $\mu_s^{th}$ is expected to lie well below $5 \mu V$. Indeed, the free-electron model, that was used by Le Breton et al. to explain Seebeck spin tunneling, also suggests maximal thermal spin accumulations $\mu_s^{th}$ of the order of $\sim 5 \mu V$ for a temperature difference of $\sim 1$ K across the tunnel junction [138,142]. Thus, one can conclude that a thermal spin current cannot induce a detectable spin accumulation in this sample.

The efficiency of thermal spin injection can be described by introducing the Seebeck spin tunneling coefficient $S_{st}$, which is defined by [138,140]

$$S_{st} = \frac{2\mu_s^{th}}{\Delta T}. \tag{4.5}$$

Both the considerations on sample 1 presented above and the free-electron model of Le Breton et al. suggest that $S_{st}$ should be smaller than $10 \mu V/K$. However, contrary to their own theory Le Breton et al. as well as all other authors in Tab. 4.3 experimentally find large three-terminal Hanle signals of more than $100 \mu V$, from which the authors calculate a Seebeck spin tunneling coefficient $S_{st}$ of the order of 1 mV/K (cf. e.g. Refs. [138,142,144]). Le Breton et al. explain the large discrepancy between theory and experiment with shortcomings of their
model due to the unknown shape of $P_{\Sigma}(E)$ and the neglect of magnon-assisted tunneling, which is expected to enhance the Seebeck voltage across the tunnel barrier [148] and thereby also the Seebeck spin tunneling coefficient. However, the spin accumulations, which are obtained with three-terminal Hanle experiments, exceed not only the theoretical expectations for thermal spin injection by several orders of magnitude, but also for ordinary electrical spin injection [149,150]. Moreover, three-terminal Hanle signals show an anomalous scaling with the resistance of the tunnel barrier [151], making these experiments especially sensitive to samples with a large interface resistance. The unexpectedly large signals have been explained by the presence of a spin accumulation in localized electronic states at the semiconductor/oxide interface, which greatly enhances the detected voltage signals [152,153]. Thus, today it is believed that three-terminal Hanle experiments are sensitive to the spin imbalance at the ferromagnet/semiconductor interface, rather than to the spin accumulation in the semiconductor [150]. In this sense, three-terminal Hanle measurements provide in general no reliable values for the magnitude of the spin polarization in the semiconductor.

What is even more important is the observation that Lorentzian-shaped magnetoresistance effects can be obtained even in all-nonmagnetic tunnel junctions, i.e. without employing a ferromagnetic electrode and thus without a source for a spin-polarized current [154,155]. These findings were attributed to resonant tunneling via impurity states within the tunnel barrier, which applies both for nonmagnetic and magnetic tunnel junctions [154,156] and thus provides another possible explanation for the unexpectedly large, Hanle-like signals in three-terminal experiments. Most importantly, Song and Dery argue that the three-terminal Hanle signals, detected by Le Breton et al. in their thermal spin injection experiments, originate predominantly from this impurity-assisted tunneling mechanism caused by the heating current flowing past the tunnel barrier, and not from Seebeck spin tunneling [156].

Recently, Wagner et al. estimated the electronic contribution to thermal spin injection in an Fe/GaAs heterostructure with a layer stack similar to the samples investigated in this work [157]. In these experiments the samples were patterned into nonlocal spin valve devices and characterized utilizing all-electrical measurement techniques. Instead of actually generating a temperature difference between the ferromagnet and the semiconductor by employing a Joule or laser heating approach, the authors apply an electrical noise source to the injector contact in order to mimic a temperature gradient across the Fe/GaAs Schottky barrier. The low amplitude voltage noise induces electrical spin injection and extraction across the tunnel barrier, and thus probes the spin polarization of the tunneling electrons at energies slightly below and above the Fermi level in a similar way to the Seebeck spin tunneling mechanism. The effective temperature difference between the Fe and the GaAs is determined by the standard deviation of the Gaussian distributed voltage fluctuations (see Ref. [157] for details). From their
noise-driven nonlocal spin valve measurements Wagner et al. deduce an effective spin-dependent Seebeck coefficient of 33 pV/K \cite{157}, which suggests that the electronic contribution to thermal spin injection in Fe/GaAs is negligibly small. Indeed, such a low value of $S_{st}$ would require temperature differences of the order of several thousand Kelvin across the Fe/GaAs junction, in order to create a measurable thermal spin accumulation in the GaAs, which is clearly unfeasible in standard Joule heating experiments. It should be mentioned, however, that the noise-based experiments of Wagner et al. do not take an increased magnon or phonon temperature in the sample into account. Thus, they do not make any statement as to what extent magnon- or phonon-assisted tunneling might enhance the Seebeck spin tunneling coefficient. Nevertheless, the results of Wagner et al. clearly demonstrate that heating the electron system alone is not sufficient to generate a detectable thermal spin current in Fe/GaAs. Finally, note that Wagner et al. did not only carry out a noise-based investigation of thermal spin injection, but also attempted to directly observe thermal spin injection in Fe/GaAs by utilizing both Joule and laser heating approaches in conjunction with nonlocal detection. However, just like in the present work, it was not possible to unambiguously identify any significant thermal spin signals \cite{158}.

In summary, Seebeck spin tunneling through Fe/GaAs Schottky barriers was investigated by employing pMOKE detection at the cleaved edge and a Joule heating approach. Similar to the results presented by B. Endres \cite{22} no significant thermal spin accumulation could be detected. At least one of the investigated samples meets all prerequisites for the successful generation of a thermal spin imbalance, namely a narrow tunnel barrier and a non-vanishing energy derivative of $P_{\Sigma}$ at the Fermi edge. Nevertheless, the experiments suggest a small Seebeck spin tunneling coefficient $S_{st}$ well below 10 µV/K, in accordance with the Seebeck spin tunneling theory \cite{138} and the findings of Wagner et al. \cite{157,158}. In contrast, three-terminal Hanle experiments yield huge thermal spin signals in Si and Ge-based systems with oxide tunnel barriers, resulting in Seebeck spin tunneling coefficients, which are orders of magnitude larger than expected. This large discrepancy casts doubt on the proposed efficiency of thermal spin injection into semiconductors, especially as the real origin of the three-terminal Hanle signals is still subject of a controversial debate.
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In this work electron spin injection from ferromagnetic Fe or (Ga,Mn)As contacts into GaAs-based heterostructure systems was investigated by employing scanning Kerr microscopy at the cleaved edge of the samples. This magneto-optical measurement technique provides a direct insight into the spatial distribution of the spin density in the semiconductor channel. Furthermore, the dynamical properties of the spin accumulation can be investigated by performing Hanle depolarization measurements.

In the first experiment electrical spin injection from Fe into an n-doped bulk GaAs channel was demonstrated. The results obtained from the magneto-optical measurements are consistent with earlier observations on spin injection into n-GaAs and are in particular in line with previously reported values for the spin diffusion length $\lambda_s$ and the spin lifetime $\tau_s$. The spatial distribution of the spin ensemble in the semiconductor channel revealed an exponential decay of the spin accumulation outside the contact region with a spin diffusion length of roughly 4 $\mu$m. The spin lifetime was determined to 9.5 ns. Moreover, the experiment suggested that spin diffusion and charge diffusion have comparable strengths, which confirms the widely used assumption $D_s = D_e$ for electrical spin injection into a bulk semiconductor.

Subsequently, electrical spin injection into a high-mobility 2DEG confined at a GaAs/(Al,Ga)As interface was investigated. Performing optical measurements on such a system is a delicate subject, since illumination creates a parallel conduction path in the (Al,Ga)As underneath the 2DEG. However, magnetotransport measurements demonstrated that transport through the illuminated heterostructure is still dominated by the 2DEG due to its high electron mobility. Moreover, a possible spin polarization in the parasitic transport channel cannot contribute to the Kerr signal, since the optical setup is exclusively sensitive to the spin density in the GaAs. Linescan measurements of the spin accumulation at the cleaved edge of the sample resulted in spin decay lengths in a range from about 2 $\mu$m to 7 $\mu$m, which is consistent with the findings of all-electrical detection schemes. Both magneto-optical and nonlocal detection methods show a clear Hanle depolarization of the spin signal. Fitting the data with the standard drift-diffusion model of spin injection suggests averaged in-plane spin lifetimes of the order of one nanosecond. Since spin relaxation in two-dimensional systems is anisotropic,
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the obtained spin lifetime corresponds to the geometric mean of the spin lifetimes along the two in-plane principal axes. Considering literature values for the spin relaxation times along these directions, the measured lifetimes of about 1 ns are fully consistent with what one would expect for a GaAs-based two-dimensional spin system. In addition, the measurements yielded spin diffusivities $D_s$, which are orders of magnitude smaller than the charge diffusivity $D_e$. This finding suggests that electron-electron interactions play an important role in the investigated 2DEG samples. Clearly a more thorough theoretical investigation of spin injection into and transport in 2DEG systems is required to explain the influence of electron-electron interactions on two-dimensional spin systems. Moreover, since the process of spin injection seems to be affected by ballistic tunneling, there is a need to extend the standard spin drift-diffusion model to the (quasi-)ballistic case.

Finally, it was investigated, whether a spin imbalance in n-GaAs can be created via thermal spin injection. So far, thermal spin currents have exclusively been detected by employing three-terminal Hanle experiments. As this technique is controversially discussed, a magneto-optical verification of thermal spin injection would be highly desirable. However, in the present experiments no clear signature of a thermally induced spin accumulation was found, although at least one of the used Fe/n-GaAs samples in principle fulfilled all requirements for the successful generation of a thermal spin current. The measurements suggest that the Seebeck spin tunneling coefficient $S_{st}$ for Fe/GaAs is orders of magnitude smaller than the reported values for Si and Ge-based systems with oxide tunnel barriers. Recent results by Wagner et al. even suggest that in Fe/GaAs heterostructures the electronic contribution to thermal spin injection is completely negligible for experimentally accessible temperature gradients. Nevertheless, since the present experiments suffered from a shunting of the Joule heating current by the Schottky tunnel barrier and the approach of Wagner et al. did not take magnon or phonon-assisted tunneling into account, it might be worth to continue the search for thermal spin injection into n-GaAs. These future experiments should be designed in such a way that current shunting can be completely ruled out. One way to achieve this would be to insert a thin insulating layer between the Fe/n-GaAs tunnel barrier and the U-shaped heating contact above. For that purpose a thin film of Al$_2$O$_3$ could be used, as it has a quite large thermal conductivity for an insulator. Another way would be to employ laser heating of the ferromagnet as it was already done in previous experiments. However, considering the data situation available today it seems highly unlikely that thermal spin injection from Fe into n-doped bulk GaAs can develop to a serious alternative to conventional electrical spin injection.

For the development of semiconductor-based spintronic devices, such as the Datta-Das spin-FET [16], the realization of efficient electrical spin injection into a two-dimensional electron gas, as investigated in this work, is an important step. A
further step for future experiments now would be the integration of a gate electrode on top of the 2DEG channel, in order to induce Bychkov-Rashba spin precession and thus a signal modulation in a local measurement geometry. In order to achieve this, it is necessary to use materials with a larger spin-orbit coupling than GaAs. In 2009 Koo et al. already demonstrated a successful gate voltage controlled spin precession using a high-mobility InAs quantum well with strong intrinsic Bychkov-Rashba-type spin-orbit interaction [125]. However, in these experiments the spin signal was detected in a nonlocal geometry, whereas the spin-FET requires a local detection. Electrical spin injection into a 2DEG confined in an (In,Ga)As-QW has also been demonstrated in Regensburg [127]. Thus, in future the study of electrical spin injection into (In,Ga)As-based heterostructures with an integrated gate electrode should be intensified.

However, it should be mentioned that the cleaved edge detection technique is reaching its limits with (In,Ga)As-based heterostructures. In contrast to bulk GaAs samples or 2DEGs confined at a GaAs/(Al,Ga)As interface, the optical selection rules in a quantum well are expected to yield only weak Kerr rotation signals in edge-emission. Furthermore, the effective magnetic fields arising from Bychkov-Rashba spin-orbit interaction are oriented perpendicular to the direction of the 2DEG channel. Therefore, the measurement geometry of the optical setup prohibits a direct observation of a Bychkov-Rashba-precession of the spin signal, as the sensitive direction of the experiment is parallel to the precession axis of the spin accumulation. Thus, the last steps in the development of a working spin-FET will either have to be investigated with purely electrical means or with a revised magneto-optical detection approach.
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Part II.

Anisotropic polar magneto-optic Kerr effect
6. The Fe/GaAs(001) heterostructure

This chapter gives a brief introduction into the crystallographic and magnetic properties of the Fe/GaAs(001) heterostructure. Furthermore, the spin-orbit coupling fields present at the Fe/GaAs interface will be addressed. Throughout the whole chapter special attention is paid to the symmetry of the system.

6.1. Crystal structure

The III-V semiconductor GaAs crystallizes in a zinc-blende structure, i.e. the atoms occupy a face-centered cubic (fcc) lattice with a diatomic basis. The basis contains one As and one Ga atom at the coordinates (0,0,0) and \((\frac{1}{4}, \frac{1}{4}, \frac{1}{4})\), respectively. This crystal structure has tetrahedral coordination; each atom can be thought to be located in the center of a regular tetrahedron with the four nearest neighbour atoms positioned at the vertex corners \([26]\). Fig. 6.1 illustrates the top view onto an idealized GaAs(001) surface\([1]\). Each atom is covalently bound to four atoms of the opposite type, two of them located in the underlying lattice plane and the other two in the overlying lattice plane.

The (001) surface of a GaAs crystal can be Ga- or As-terminated, depending on the atom type in the topmost lattice plane. Since the topmost atoms are lacking two neighbours, with which they could form a covalent bond, there are two unsatisfied bonds per surface atom protruding from the GaAs(001) surface plane. In the case of an As-terminated surface, these dangling bonds are exclusively oriented along the [1\(\bar{1}\)0] crystallographic direction (see Fig. 6.1). On a Ga-terminated surface, on the other hand, the dangling bonds are oriented along the [110] direction. Thus, independent on the surface termination, the dangling bonds cause an intrinsic anisotropy at the surface with the [1\(\bar{1}\)0] direction being

\(^1\)Note that a GaAs(001) surface forms a plethora of different surface reconstructions, when it is exposed to vacuum or air. This happens in order to minimize the large electronic energy, which arises from the dangling bonds. However, the reconstruction vanishes during the Fe-growth, ideally ending up with the interface shown in Fig. 6.1. An excellent overview concerning this topic is given in Ref. \([159]\).
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Figure 6.1.: Top view of the As-terminated, unreconstructed GaAs(001) surface. Atoms, which belong to lower atomic layers, are drawn smaller. The As atoms in the topmost layer form dangling bonds along the [\(1\overline{1}0\)] direction. The lower right part of the figure illustrates, how the first monolayer of Fe grows on the GaAs(001) surface (adapted from [160]).

not equivalent to the perpendicular [110] direction [160]. The resulting symmetry of the GaAs(001) surface can be described with the \(C_{2v}\) point group, i.e. the surface has a twofold rotation axis perpendicular to the surface and two vertical mirror planes (the (110) and the (1\(\overline{1}0\)) plane).

Fe has a body-centered cubic (bcc) crystal structure. Since the lattice constant of GaAs \((a_{\text{GaAs}} = 5.653 \text{ Å})\) is roughly twice the lattice constant of Fe \((a_{\text{Fe}} = 2.867 \text{ Å})\) it is possible to epitaxially grow Fe(001) onto GaAs(001). Due to the rather small lattice mismatch of 1.4% the Fe lattice adopts the lattice constant of the underlying GaAs crystal, which results in an almost strain-free, pseudomorphic growth [159]. In the first Fe monolayer every second atom is bound via the (formerly) dangling bonds to the GaAs (see Fig. 6.1 on the lower right). Hence, the GaAs(001) surface transmits its \(C_{2v}\) symmetry to the Fe/GaAs(001) interface [43].

6.2. Magnetic properties

Thin Fe films on GaAs(001) exhibit both a cubic magnetocrystalline anisotropy, originating from the bulk symmetry of the material, and a uniaxial magnetocrystalline anisotropy, which stems from the Fe/GaAs(001) interface. In general, the

\(^2\)An introduction to the theory of point groups can be found in Ref. [161].
energy density arising from the in-plane magnetocrystalline anisotropy can be written as \[107\]:

\[
\mathcal{E}(\phi_M) = \frac{K_1}{4} \sin^2(2\phi_M) + K_u \cos^2(\phi_M),
\]

(6.1)

where \(\phi_M\) denotes the angle between the magnetization \(M\) and the [110] direction. The thickness dependent anisotropy constants \(K_1\) and \(K_u\) describe the strengths of the fourfold and the twofold anisotropy, respectively. For sufficiently thick Fe films \(K_1\) is found to be negative. This favors two equivalent magnetic easy axes along the in-plane [100] and [010] directions and reflects the magnetocrystalline anisotropy of bulk bcc-Fe.

The \(K_u\)-term arises from the reduced symmetry at the Fe/GaAs interface due to the directed orientation of the dangling bonds \[162\]. Independent of the termination of the GaAs(001) surface or the surface reconstruction prior to the Fe-growth one finds \(K_u > 0\), which favors one easy axis along [110] (see Ref. \[163\]). For ultrathin Fe films with a thickness of only a few monolayers the uniaxial anisotropy dominates over the fourfold one, leading to a magnetic easy axis along the crystallographic [110] direction \[107,163–168\].

### 6.3. Interfacial spin-orbit coupling fields

An electron, which moves through the electric field of a crystal, experiences this electric field in its rest frame due to Lorentz transformation partly as a magnetic field. The interaction of the electron spin with this effective magnetic field and the associated spin splitting of otherwise degenerate electronic states is known as spin-orbit coupling (SOC). In general, spin-orbit coupling can be modeled with the Hamiltonian \[43\]

\[
H_{\text{SOC}} = \frac{\hbar}{4m_e^2c^2} (\nabla V \times \mathbf{p}) \cdot \mathbf{\sigma},
\]

(6.2)

where \(V\) is the electrical potential and \(m_e\) and \(p\) are the electron mass and momentum, respectively. \(\mathbf{\sigma}\) is a vector whose components are the Pauli matrices. The term before the dot can be interpreted as an electron momentum dependent effective magnetic field, which couples to the electron spin. This field is known as spin-orbit (coupling) field (SOF) \[43\].

Spin-orbit coupling in solids arises from a break of the spatial inversion symmetry. In the Fe/GaAs(001) heterostructure this symmetry is broken due to two reasons. First of all, the Fe/GaAs interface introduces a structure inversion asymmetry. The electric field, which is present at the interface, causes a contribution to the SOC, which is known as Bychkov-Rashba term \[80,81\]. Secondly, the GaAs
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lacks due to its zinc-blende crystal structure a center of inversion. From this so-called bulk inversion asymmetry follows the Dresselhaus spin-orbit interaction term \[73\]. At the Fe/GaAs(001) interface both Bychkov-Rashba and Dresselhaus spin-orbit interaction create effective magnetic fields, which lie in the (001) plane. Rewriting Eq. 6.2 in the form \( H_{SOC} \propto w(k) \cdot \hat{\sigma} \), the two types of spin-orbit fields read \[43,169\]:

\[
\begin{align*}
    w_{BR}(k) &= \alpha \begin{pmatrix} -k_y \\ k_x \\ 0 \end{pmatrix} \\
    w_{D}(k) &= \beta \begin{pmatrix} k_y \\ k_x \\ 0 \end{pmatrix},
\end{align*}
\]

(6.3)

where \( \alpha \) and \( \beta \) denote the Bychkov-Rashba and Dresselhaus spin-orbit parameters, respectively. For this representation of \( w_{BR}(k) \) and \( w_{D}(k) \) the coordinate system is chosen with \( x \parallel [1\overline{1}0] \), \( y \parallel [110] \) and \( z \parallel [001] \). Fig. 6.2 illustrates the two types of spin-orbit fields in the (001) interface plane. Both the direction and the magnitude of the SOFs depend on the in-plane components \( k_\parallel \) of the electron wavevector \( k \).

Figure 6.3 illustrates on the left hand side the superposition \( w(k) = w_{BR}(k) + w_{D}(k) \) of Bychkov-Rashba and Dresselhaus spin-orbit fields for \( |\alpha/\beta| = 2 \). In contrast to the case, where only one kind of SOF is present, the superposition exhibits an anisotropy concerning its magnitude \( |w(k)| \); for example, electrons, which travel along \((\pm)[110]\), feel a larger SOF than electrons, which move along \((\pm)[1\overline{1}0]\). This anisotropy can be seen in more detail in Fig. 6.3 on the right hand side, where the magnitude

\[
|w(k)| = k_\parallel \sqrt{\alpha^2 + \beta^2 + 2\alpha\beta \cos(2\phi_k)}
\]

(6.4)

\[
\begin{align*}
    \text{(a) Bychkov-Rashba-SOF} & \quad \text{(b) Dresselhaus-SOF}
\end{align*}
\]

Figure 6.2.: Representation of the \( k_\parallel \)-dependence of the Bychkov-Rashba spin-orbit field \( w_{BR}(k) \) (a) and the Dresselhaus spin-orbit field \( w_{D}(k) \) (b).
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Figure 6.3.: Left: Interfacial spin-orbit fields in the presence of both Bychkov-Rashba and Dresselhaus SOC for $|\alpha/\beta| = 2$. The color of the arrows corresponds to their magnitude. Right: Magnitude $|w(k)|$ of the SOFs for a fixed value of $k_\parallel$ as a function of the direction of $k_\parallel$.

of the SOFs is plotted as a function of $\phi_k$ for a fixed value of $k_\parallel$. The angle $\phi_k$ denotes the direction of the electron $k$-vector with respect to the [110] direction. All in all, the superposition of both Bychkov-Rashba and Dresselhaus SOFs reflects the symmetry of the Fe/GaAs(001) interface with $|w(k)|$ exhibiting its $C_{2v}$ symmetry.
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7. Theory of AP-MOKE

This chapter is dedicated to the polar magneto-optic Kerr effect. It begins with a phenomenological description of the effect and explains the relevant microscopic mechanisms. Special emphasis is put on the important role played by the spin-orbit interaction, without which no Kerr effect would occur. Sec. 7.2 discusses then the anisotropic polar magneto-optic Kerr effect, which can be observed in thin layers of Fe/GaAs(001). First-principles calculations provide a first insight into the basic properties of this effect. Furthermore, a phenomenological model based on simple symmetry considerations is presented, which establishes the connection between the Kerr rotation anisotropy and the interference of interfacial Bychkov-Rashba and Dresselhaus spin-orbit coupling fields.

7.1. Polar magneto-optic Kerr effect

The magneto-optic Kerr effect (MOKE) describes the interaction of electromagnetic waves with a ferromagnetic material. In general, magneto-optic effects may affect the polarization and the intensity of light upon reflection from a ferromagnetic surface. The magneto-optic Kerr effect can be divided into several classes, depending on the orientation of the magnetization $\mathbf{M}$ with respect to the propagation direction of the light beam and the sample normal (cf. e.g. Refs. [170][172] for an overview). The present work deals mainly with the polar MOKE (P-MOKE), which is illustrated in Fig. 7.1 on the left hand side. Here, the sample is illuminated with linearly polarized light at (ideally) normal incidence, which makes the Kerr effect exclusively sensitive to the out-of-plane component of the magnetization $\mathbf{M}$. When the light is reflected from the surface, it becomes elliptically polarized and its polarization plane is rotated by the angle $\theta_K$, the so-called Kerr rotation angle (see Fig. 7.1 on the right hand side). The Kerr ellipticity $\varepsilon_K$, which the light obtains, is defined by $\varepsilon_K = \arctan(b/a)$, where $a$ and $b$ denote the lengths of the semi-major and semi-minor axis of the polarization ellipse, respectively [170].
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Figure 7.1: Left: Working principle of the polar magneto-optic Kerr effect: Linearly polarized light is reflected from an out-of-plane magnetized sample. The reflected light is elliptically polarized. Note that the angle of incidence is drawn highly exaggerated; in the experiment it is typically of the order of 1°. Right: The Kerr effect is characterized by the Kerr rotation angle $\theta_K$ and the Kerr ellipticity $\varepsilon_K$. $\theta_K$ is the angle between the initial polarization direction of the light and the semi-major axis of the ellipse. The ellipticity of the light is defined by $\varepsilon_K = \arctan(b/a)$, where $a$ and $b$ are the lengths of the semi-major and semi-minor axis, respectively.

7.1.1. Classical description

The origin of the P-MOKE can be understood from a simple classical picture [173], if one considers that linearly polarized light can be decomposed into left circularly polarized (lcp) and right circularly polarized (rcp) light of equal amplitudes. When circularly polarized light propagates through a medium, its electric field causes the electrons within to move on circular trajectories. lcp light forces the electrons into a left circular motion, whereas rcp light drives them onto right circular paths. In a nonmagnetic material the two light modes interact with the medium in an equivalent way. However, in a ferromagnet this symmetry is broken by the magnetization of the sample. The magnetization creates a Lorentz force, which deflects the electrons on their paths. For one rotation direction the Lorentz force points towards the center of the circular motion, whereas in the other case it will point away from it. Due to this asymmetry the electrons exhibit a different response to lcp and rcp light, which gives rise to different indices of refraction for the two circular light modes. This circular birefringence leads to a phase shift and a different absorption of the two circular modes, resulting in the Kerr rotation $\theta_K$ and the Kerr ellipticity $\varepsilon_K$, respectively [173].

As it is well known, the effects of charge carriers within a medium are taken into account by the electric displacement $D$, which is connected with the electric field $E$ via $D = \varepsilon E$. The dielectric constant $\varepsilon$ yields the response of a system on
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an externally applied electric field $E$. Thus, the optical properties of a medium, which are determined by the motion of its electrons, are fully included in the dielectric constant $\epsilon$ [173]. In general, $\epsilon$ is a second-rank tensor with complex elements. The exact shape of $\epsilon$ depends on the symmetry of the investigated system. Before examining the consequences of the $C_{2v}$ symmetry of the Fe/GaAs interface on $\epsilon$, it is instructive to discuss the case of higher symmetries. Consider a thin film sample in the $xy$-plane, which has at least a three-fold rotational in-plane symmetry. In the P-MOKE configuration with the magnetization $M$ pointing along the $z$-direction the dielectric tensor is given by [170]:

$$
\epsilon = \begin{pmatrix}
\epsilon_{xx} & \epsilon_{xy} & 0 \\
-\epsilon_{xy} & \epsilon_{xx} & 0 \\
0 & 0 & \epsilon_{zz}
\end{pmatrix}.
$$

(7.1)

This tensor has $C_{\infty}$ symmetry in the $xy$-plane, i.e. it is invariant under any rotation about the $z$-axis [24,174]. Therefore, the optical properties of the system are isotropic as well. This means, in particular, that Kerr rotation $\theta_K$ and ellipticity $\varepsilon_K$ in P-MOKE measurements do not depend on the polarization direction of the incident light beam with respect to the in-plane directions of the sample.

Kerr rotation $\theta_K$ and Kerr ellipticity $\varepsilon_K$ are commonly combined to the complex Kerr angle $\Phi_K$. The latter can be expressed in terms of the dielectric tensor as [24,170]:

$$
\Phi_K = \theta_K + i\varepsilon_K \approx -\frac{\epsilon_{xy}}{(1 - \epsilon_{xx})\sqrt{\epsilon_{xx}}}. 
$$

(7.2)

Note that $\epsilon_{xy}$ obeys the Onsager relation $\epsilon_{xy}(-M) = -\epsilon_{xy}(M)$, whereas $\epsilon_{xx}$ and $\epsilon_{zz}$ are even functions of $M$ [172,174]. This shows that the off-diagonal element $\epsilon_{xy}$ plays a decisive role for the magneto-optic Kerr effect, since it is only non-zero in the presence of a non-zero magnetization $M$. Moreover, it is the off-diagonal element $\epsilon_{xy}$, which mixes the $E_x$- and $E_y$-components of the electric field of the incident light and thus gives rise to the Kerr effect. Hence, the magneto-optical activity of the system is fully determined by $\epsilon_{xy}$.

7.1.2. Quantum-mechanical description

The classical model of the Kerr effect, as described above, assumed that there is an effective magnetic field in the medium, which acts on the electrons in form of a Lorentz force, and thereby rotates the polarization plane of the incident light beam. So, in this simple model, the MOKE is created by the presence of this effective magnetic field only. However, for a quantum-mechanical explanation of magneto-optical effects this field alone is not sufficient. Indeed, also the quantum-mechanical approach considers a mean field; however, in this case it does not affect the motion of the electrons, which determines the optical properties of the
medium; instead it only aligns the spins of the electrons to create a ferromagnetic order. Hence, the mean field only determines the magnetic properties of the sample. The missing link between the magnetic and the optical properties of the solid is given by the spin-orbit interaction, which couples the spin of an electron to its orbital motion. Thus, for a correct, quantum-mechanical description of the Kerr effect both the mean field and the spin-orbit interaction have to be taken into account \[175\].

For the quantum-mechanical calculation one assumes that the interaction between the electrons of the solid and the electric field of the incident light beam can be treated as a small perturbation, which allows electronic transitions from occupied initial states \(|i\rangle\) into unoccupied final states \(|f\rangle\) by the absorption of photons from the optical radiation field. Time-dependent perturbation theory yields then an expression for the off-diagonal element \(\epsilon_{xy} = \epsilon'_{xy} + i\epsilon''_{xy}\) \[176,177\]:

\[
\epsilon'_{xy}(\omega) = -\frac{\pi e^2}{\hbar \omega^2 m_e^2 V} \sum_{i,f} f(E_i) \left[ |\langle f | \pi_- | i \rangle|^2 - |\langle f | \pi_+ | i \rangle|^2 \right] \delta(\omega_{fi} - \omega),
\]

\[
\epsilon''_{xy}(\omega) = \frac{2\pi e^2}{\hbar \omega m_e^2 V} \sum_{i,f} f(E_i) \left[ |\langle f | \pi_- | i \rangle|^2 \frac{1}{\omega_{fi}^2 - \omega^2} - \frac{|\langle f | \pi_+ | i \rangle|^2}{\omega_{fi}^2 - \omega^2} \right].
\]

(7.3)

Here, \(\omega\) is the angular frequency of the light, \(f(E)\) is the Fermi-Dirac distribution and \(\hbar \omega_{fi} = E_f - E_i\) is the energy difference between the states \(|f\rangle\) and \(|i\rangle\). The terms \(|\langle f | \pi_{\pm} | i \rangle|^2\) denote the transition probabilities from the initial state \(|i\rangle\) into the final state \(|f\rangle\) for absorption of lcp and rcp light, respectively. The equations above show that \(\epsilon_{xy}\) is proportional to the difference of the absorption probabilities of lcp and rcp light \[176,177\], i.e. a magneto-optical effect can only occur for a given frequency \(\omega\), if the two circular modes contribute differently to the electronic transitions.

The origin of such different absorption probabilities can be discussed with the aid of Fig. 7.2. Here, one considers the optical transitions from the doubly degenerate \(dxz,dyz\)-levels (quantum numbers \(l = 2, m_l = \pm 1\)) into the \(p_z\)-state (\(l = 1, m_l = 0\)) of a ferromagnetic system. Both exchange and spin-orbit interaction lift the degeneracy of the \(dxz,dyz\)-levels: the exchange interaction separates the majority and minority \(d\)-levels by the exchange energy \(\Delta E_{ex}\). Furthermore, the spin-orbit interaction splits the \(d\)-levels for both spin channels into a \(d_x\)-state \((m_l = +1)\) and a \(d_y\)-state \((m_l = -1)\), separated by the energy \(\Delta E_{so}\) \[177\]. The optical transitions have to obey the dipole selection rules:

\[
\Delta l = \pm 1, \quad \Delta m_l = \pm 1,
\]

(7.4)

where \(\Delta m_l = +1\) and \(\Delta m_l = -1\) correspond to the absorption of lcp and rcp light, respectively. Fig. 7.2 illustrates on the left hand side the allowed optical transitions. Each transition can exclusively couple to one of the two circular
modes, which results in different absorption spectra for lcp and rcp light (see Fig. 7.2 on the right hand side). These considerations explain the existence of the off-diagonal element $\epsilon_{xy}$ of the dielectric tensor and show that both exchange splitting ($\Delta E_{ex} \neq 0$) and spin-orbit interaction ($\Delta E_{so} \neq 0$) are essential to observe a magneto-optic Kerr effect [176,177].

7.2. Anisotropic polar magneto-optic Kerr effect

The present work deals with Fe/GaAs(001) thin film samples, which exhibit a pronounced twofold anisotropy in the $xy$-plane. In this particular case the dielectric tensor adopts the form [23]:

$$
\epsilon = \begin{pmatrix}
\epsilon_{xx} & \epsilon_{xy} & 0 \\
-\epsilon_{xy} & \epsilon_{yy} & 0 \\
0 & 0 & \epsilon_{zz}
\end{pmatrix}
= \begin{pmatrix}
\epsilon_{xx} & \epsilon_{xy} & 0 \\
-\epsilon_{xy} & \epsilon_{xx} + \delta & 0 \\
0 & 0 & \epsilon_{zz}
\end{pmatrix}.
$$

The intrinsic anisotropy in the $xy$-plane is expressed by a non-zero $\delta = \epsilon_{yy} - \epsilon_{xx}$, which reduces the $C_\infty$ symmetry of the $\epsilon$-tensor in Eq. 7.1 to a $C_{2v}$ symmetry. Indeed, a rotation by an angle $\phi$ about the $z$-axis transforms the dielectric tensor as [23]:

$$
\epsilon(\phi) = \begin{pmatrix}
\epsilon_{xx} & \epsilon_{xy} & 0 \\
-\epsilon_{xy} & \epsilon_{xx} & 0 \\
0 & 0 & \epsilon_{zz}
\end{pmatrix} + \frac{\delta}{2} \begin{pmatrix}
1 - \cos(2\phi) & \sin(2\phi) & 0 \\
\sin(2\phi) & 1 + \cos(2\phi) & 0 \\
0 & 0 & 0
\end{pmatrix},
$$

which demonstrates that the parameter $\delta$ is responsible for a twofold rotational symmetry of the dielectric tensor. For this reason the optical properties of
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Fe/GaAs(001) are expected to reflect the $C_{2v}$ symmetry of the interface, too. In particular, since spin-orbit coupling plays a crucial role for magneto-optic effects, the $C_{2v}$ symmetry of the interfacial SOFs is expected to enter the dielectric tensor and should hence lead to an anisotropic polar magneto-optic Kerr effect (AP-MOKE). This means that the Kerr rotation angle $\theta_K$ and Kerr ellipticity $\varepsilon_K$ in P-MOKE configuration depend on the angle between the linear polarization of the probing laser beam and the crystallographic axes of the sample, reflecting the twofold symmetry of the interface [23].

7.2.1. First-principles studies

Sebastian Putz from the group of Prof. Dr. J. Fabian investigated the optical properties of a 3 ML Fe/9 ML GaAs(001) heterostructure model system from first-principles by performing density functional theory (DFT) calculations (for details on the DFT calculations see Refs. [23,24]). The calculations of the dielectric tensor $\epsilon$ demonstrate a significant crystallographic optical anisotropy $\delta$, which has its origin in the interfacial SOFs [23]. This anisotropy directly implicates the existence of an anisotropic P-MOKE at the Fe/GaAs interface.

Figure 7.3 shows results from the ab-initio calculations of Putz et al. in the visible spectral range. It illustrates on the left hand side the wavelength dependence of the polar Kerr rotation angles for the incident laser beam being polarized along the [110] and [110] crystallographic directions, respectively. The calculations reveal a clear difference between both polarization directions with the magnitude of the Kerr rotation angle being slightly larger for the [110]-polarization throughout almost the whole visible spectrum [23]. This can be seen in more detail in Fig. 7.3.

Figure 7.3.: Left: Calculated Kerr rotation angles for the incident laser beam being polarized along the [110] and [110] crystallographic directions, respectively, as a function of the wavelength (data taken from [23]). Right: Calculated wavelength dependence of AP-MOKE = $\theta_{K,[110]} / \theta_{K,[110]} - 1$. 
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on the right hand side, where the quantity \( \text{AP-MOKE} = \theta_K,_{[110]} / \theta_K,_{[1\bar{1}0]} - 1 \) is plotted. The AP-MOKE exhibits a sharp maximum at a wavelength of 400 nm with an amplitude of more than 50% for the investigated ideal Fe/GaAs interface. The calculations suggest that the AP-MOKE should be easily detectable in the blue and green spectral range, whereas its contributions in the red wavelength range should be much weaker or even negligible.

Figure 7.4 illustrates DFT-calculations of the Kerr rotation angle as a function of the polarization direction of the incident laser beam for a wavelength of 405 nm. The calculation of \( \theta_K \) clearly shows a dominating twofold symmetry, reflecting the \( C_{2v} \) symmetry of the SOC of the underlying Fe/GaAs(001) interface [23].

**Figure 7.4:** Ab-initio calculation of the polar Kerr rotation angle as a function of the linear polarization direction of the incident laser beam for a wavelength of 405 nm. The azimuth indicates the direction of linear polarization with respect to the crystallographic directions of the sample (data taken from [23]).

Note that the calculations assume a perfect, clean interface at \( T = 0 \) [178]. In contrast, the experiment is performed at room temperature and real samples will always contain structural imperfections. For that reason the experimentally determined values for the Kerr angle and the magnitude of the AP-MOKE will be smaller than predicted by DFT, as will be shown later. However, the numerical calculations can still be considered as a good, qualitative guideline.

### 7.2.2. Phenomenological model

The first-principles studies of Putz et al. have demonstrated that interfacial spin-orbit coupling fields are an essential prerequisite to observe an AP-MOKE [23]. With this knowledge, it is possible to develop a phenomenological model based on rather simple symmetry considerations, to explain the anisotropy of the P-MOKE. Similar models have already been used to describe the crystallographic anisotropy of the tunneling anisotropic magnetoresistance (TAMR) [43,179,180] and crystalline anisotropic magnetoresistance (CAMR) [169] on Fe/GaAs(001)-based heterostructures.

The phenomenological model for the present case has been developed by P. Högl from the group of Prof. Dr. J. Fabian [181]. The basic assumption of the model is
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that the anisotropy of the Kerr rotation angle \( \theta_K \) can be obtained by expanding it in powers of products of preferential directions of the system. Since the magnetization \( \mathbf{M} \) has to be oriented into the out-of-plane direction for the P-MOKE experiments, there remain only two quantities, which define a preferential direction for a given electron wavevector \( \mathbf{k} \), namely the spin-orbit coupling field

\[
\mathbf{w}(\mathbf{k}) = \begin{pmatrix}
(\beta - \alpha)k_y \\
(\beta + \alpha)k_x \\
0
\end{pmatrix}
\]  

(7.7)

and the polarization direction \( \mathbf{p} \) of the incident light beam

\[
\mathbf{p} = \begin{pmatrix}
\cos(\phi) \\
\sin(\phi) \\
0
\end{pmatrix}
\]  

(7.8)

where the azimuthal angle \( \phi \) is measured with respect to the [1\( \overline{1} \)0] axis. Therefore, the expansion of \( \theta_K \) up to the second order can be written as

\[
\theta_K(\mathbf{k}, \mathbf{p}) \approx a_1^{(0)}(\mathbf{k}) + a_1^{(1)}(\mathbf{k}) [\mathbf{p} \cdot \mathbf{w}(\mathbf{k})] + a_1^{(2)}(\mathbf{k}) |\mathbf{w}(\mathbf{k})|^2
\]

\[
+ a_2^{(2)}(\mathbf{k}) [\mathbf{p} \cdot \mathbf{w}(\mathbf{k})]^2.
\]  

(7.9)

The expansion coefficients \( a_i^{(j)}(\mathbf{k}) \) are independent of \( \mathbf{p} \) and \( \mathbf{w}(\mathbf{k}) \) and have the cubic symmetry of the underlying bulk materials. Substituting \( \mathbf{p} \) and \( \mathbf{w}(\mathbf{k}) \) into this equation and averaging over all in-plane wavevectors \( \mathbf{k}_\parallel \) (represented by \( \langle . . . \rangle \)) finally yield:\footnote{For the calculation it was made use of \( \langle a_i^{(j)}(\mathbf{k})k_x \rangle = \langle a_i^{(j)}(\mathbf{k})k_y \rangle = \langle a_i^{(j)}(\mathbf{k})k_x k_y \rangle = 0 \) and \( \langle a_i^{(j)}(\mathbf{k})k_x^2 \rangle = \langle a_i^{(j)}(\mathbf{k})k_y^2 \rangle = \frac{1}{2} \langle a_i^{(j)}(\mathbf{k})k_x^2 \rangle \), which is true due to the fourfold symmetry of the \( a_i^{(j)}(\mathbf{k}) \).}

\[
\theta_K(\phi) = \langle \theta_K(\mathbf{k}, \mathbf{p}) \rangle =
\]

\[
= A + (\alpha^2 + \beta^2) \left( B + \frac{C}{2} \right) - C\alpha\beta \cos(2\phi)
\]  

(7.10)

with the parameters

\[
A = \langle a_1^{(0)}(\mathbf{k}) \rangle,
\]

(7.11)

\[
B = \langle a_1^{(2)}(\mathbf{k})k_\parallel^2 \rangle,
\]

(7.12)

\[
C = \langle a_2^{(2)}(\mathbf{k})k_\parallel^2 \rangle.
\]  

(7.13)

The parameter \( A \) refers to the Kerr rotation angle in the absence of an interfacial contribution to the spin-orbit coupling, whereas \( B \) and \( C \) introduce interfacial SOF-mediated modifications to \( \theta_K \). In particular, the parameter \( C \) is responsible
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for the twofold crystalline anisotropy of the Kerr rotation angle. Note that \( \theta_K(\phi) \) compares nicely to the general shape of the Kerr rotation angle anisotropy as obtained from the ab-initio calculations (see Fig. 7.4).

Using Eq. \((7.10)\) one can finally derive an expression for the angular dependence of the AP-MOKE

\[
\text{AP-MOKE}(\phi) = \frac{\theta_K(\phi)}{\theta_K_{|||||}} - 1 \propto \alpha \beta \left[ 1 - \cos(2\phi) \right],
\]

which is the main result of the phenomenological model. The AP-MOKE is proportional to the product of the Bychkov-Rashba parameter \( \alpha \) and the Dresselhaus parameter \( \beta \). The interference of both types of spin-orbit fields is crucial to obtain the necessary symmetry of the SOFs and thus a \( C_{2v} \) symmetric Kerr rotation anisotropy.

### 7.2.3. Anisotropic reflectivity

The theoretical predictions of Ref. [23] suggest that not only the Kerr rotation angle \( \theta_K \), but also the reflectivity \( R \) of ultrathin Fe/GaAs(001) films should depend on the angle \( \phi \) between the direction of linear polarization of the incident light and the crystallographic axes of the sample. The reflectivity of the sample is described by the complex reflectivity matrix \( \rho \) via [23]

\[
E_r = \left( \begin{array}{cc} \rho_{xx} & \rho_{xy} \\ -\rho_{xy} & \rho_{yy} \end{array} \right) \cdot E_0,
\]

with \( E_0 \) and \( E_r \) being the polarization states of the incident and reflected light, respectively. Considering a linearly polarized incident laser beam of the form

\[
E_0 = E_0 \begin{pmatrix} \cos(\phi) \\ \sin(\phi) \end{pmatrix}
\]

one finds for the reflected light intensity [181]

\[
I(\phi) = I_0 \cdot \left[ D + E \cos(2\phi) + F \sin(2\phi) \right]
\]

with the coefficients

\[
D = \frac{1}{2} \left( |\rho_{xx}|^2 + |\rho_{yy}|^2 \right) + |\rho_{xy}|^2,
\]

\[
E = \frac{1}{2} \left( |\rho_{xx}|^2 - |\rho_{yy}|^2 \right),
\]

\[
F = \text{Re} \left( (\rho_{xx} - \rho_{yy}) \bar{\rho}_{xy} \right),
\]
where an overbar indicates complex conjugation. Assuming real $\rho_{ij}$ matrix elements, it can be shown that in the limit of a vanishing intrinsic anisotropy $\delta$ the ratio $F/E$ is of the order of the Kerr rotation angle $\theta_K$ \[181\]. Therefore, it is justified to neglect the $F$ coefficient in the analysis of the angular dependence of the reflectivity, as the Kerr rotation angle of ultrathin iron films typically is of the order of $10^{-3}$ or less, and the reflectivity of the sample can finally be written as

$$R(\phi) \approx D + E \cos(2\phi).$$  \hspace{1cm} (7.21)

Thus, similar to the Kerr effect, also the reflectivity of ultrathin Fe/GaAs is expected to depend on the polarization direction of the incident light, again reflecting the $C_{2v}$ symmetry of the interface.
8. Experimental results

In this chapter the experimental results will be discussed. It is shown that an AP-MOKE can indeed be observed in ultrathin Fe/GaAs(001) at room temperature. The Kerr rotation angle is found to be significantly larger with the laser being polarized along the [110] crystallographic axis, compared to a polarization in the [110] direction, altogether showing a uniaxial symmetry. The results presented in the following were published in Physical Review Letters 117, 157202 (2016). Thus, parts of this section directly reproduce Ref. 181.

8.1. Samples

The Fe/GaAs(001) heterostructure system, which is investigated in this work, is sketched in Fig. 8.1 on the left hand side. All layers are grown by molecular beam epitaxy (MBE) on semi-insulating GaAs(001) substrates. The GaAs layers were prepared by Dr. D. Schuh from the group of Prof. Dr. D. Bougeard in a III-V semiconductor MBE system. Here a 100 nm thick buffer layer of undoped GaAs is grown to smoothen the underlying (001)-oriented GaAs substrate prior to the Fe growth. The GaAs is grown with an As-terminated surface, since this assures the formation of an abrupt Fe/GaAs interface (cf. e.g. Refs. 182–185). Subsequently, the sample is transferred under ultra high vacuum conditions to a connected metal MBE chamber, where the final layers were grown by Dr. M. Kronseder from the group of Prof. Dr. C. H. Back. Fe films of various thicknesses are grown at room temperature. On a first wafer a steplike wedge with 4, 6 and 8 monolayers (ML) of Fe is grown; on a second wafer a 20 ML thick Fe film is deposited. Epitaxial growth and the thickness of the Fe layers are monitored in-situ by recording reflection high-energy electron diffraction (RHEED). Finally, to protect the Fe layers from oxidation they are capped in-situ with a 10 nm thick MgO layer and a 6 nm thick layer of Al2O3.

Proper epitaxial growth of the samples was checked via high resolution transmission electron microscopy (HR-TEM) measurements, which were carried out by F. Schwarzhuber from the group of Prof. Dr. J. Zweck. Fig. 8.1 on the right displays as an example a HR-TEM image of an 8 ML Fe/GaAs(001) sample. The image reaches atomic resolution and clearly demonstrates the high crystalline
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Figure 8.1.: Left: Layer stack of the investigated heterostructures. The Fe films have been grown with thicknesses of 4, 6, 8 and 20 monolayers. Right: HR-TEM image of an 8 ML Fe/GaAs(001) sample. The dashed white lines indicate the positions of the MgO/Fe and Fe/GaAs interfaces.

quality of the GaAs buffer layer. Moreover, an atomically sharp, abrupt interface between the GaAs and the Fe can be observed. The TEM measurements do not directly reveal an epitaxial growth of the Fe. However, since the MgO capping on top of the Fe again shows a crystalline order, it can be assumed that the epitaxial order extends from the GaAs through the Fe film into the MgO layer. The two dashed white lines in the figure indicate the expected thickness of the 8 ML Fe film (≈ 1.147 nm), proving that the Fe has indeed the desired thickness.

8.2. Magnetic characterizations

In order to characterize the magnetic properties of the Fe/GaAs layers, longitudinal MOKE and ferromagnetic resonance (FMR) measurements are performed on full film samples at room temperature. These techniques provide information about the in-plane magnetocrystalline anisotropy. Fig. 8.2 shows longitudinal MOKE loops for 4, 6, 8 and 20 monolayers of Fe/GaAs with the magnetic field applied along the [110], [100] and [110] crystallographic directions. In all samples one observes a strong uniaxial energy contribution with the easy axis along [110] and the hard axis along [110]. The hard axis loops for the 4, 6 and 8 monolayers samples have more or less a linear shape in between the saturation fields, whereas the 20 ML Fe/GaAs sample has not. The non-linearity in the latter indicates the presence of a fourfold energy term in addition to the uniaxial one (cf. e.g. Refs. [107,163,186]), which will be confirmed below by FMR measurements. Fig. 8.3 shows on the left hand side the angular dependence of the remanent mag-
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Figure 8.2.: Longitudinal MOKE loops measured on 4, 6, 8 and 20 monolayers of Fe/GaAs with the magnetic field applied along the [110], [100] and [110] crystallographic directions. Note that the field axis of the 4 ML easy axis loop has been stretched by a factor 100.

Figure 8.3.: Left: Angular dependence of the remanent magnetization $M_R$ of 4, 6, 8 and 20 monolayers of Fe/GaAs. Right: In remanence the magnetization is aligned along [110] or [110] and $M_R$ is given by $|\sin(\phi_H)|M_S$. 
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netization $M_R$ for all Fe layer thicknesses. The measurements reflect the twofold symmetry of the Fe/GaAs interface and are fully consistent with the theoretically expected behaviour of a uniaxial system (see Fig. 8.3 on the right hand side).

Figure 8.4 shows the angular dependence of the in-plane ferromagnetic resonance fields $H_{FMR}$ for all four investigated Fe layer thicknesses determined at room temperature for a microwave frequency of 22 GHz. For all thicknesses the magnetocrystalline anisotropy energy is dominated by a uniaxial energy term, favoring an easy axis along $[110]$. However, with increasing Fe thickness the fourfold bulk energy contribution becomes more and more important. In particular, for the 20 ML sample maxima of $H_{FMR}$ appear along the $\pm [110]$ directions. The anisotropy constants $K_1$ and $K_u$ (cf. Eq. 6.1) can be extracted from the FMR measurements by numerically fitting the data to the ferromagnetic resonance condition (cf. Ref. [187] for details). The obtained anisotropy constants are plotted in Fig. 8.5 together with some literature values for the Fe/GaAs(001) system. The measured values for $K_1$ agree nicely with the reported data. In particular, the expected sign reversal of $K_1$ at $d_{Fe} \approx 6$ ML [107] can be observed for the samples in this work. This sign reversal rotates the easy axes of the fourfold anisotropy for ultrathin films along the in-plane $\langle 110 \rangle$ directions, in contrast to thicker Fe films, where the fourfold easy axes are oriented along $\langle 100 \rangle$ [107]. For larger Fe film thicknesses the data scale linearly with $1/d_{Fe}$, which suggests the presence of an interfacial contribution, which decreases $K_1$ with respect to the bulk Fe value of $K_1 \approx -40$ kJ/m$^3$.

The uniaxial anisotropy constant $K_u$ is of purely interfacial origin, which can be seen from the facts that $K_u \propto 1/d_{Fe}$ for $d_{Fe} \geq 10$ ML and that $K_u$ vanishes for $1/d_{Fe} \to 0$. The accordance of the measured $K_u$ data with the literature values is less well pronounced compared to the measurements of $K_1$. The obtained $K_u$ values of the 4, 6 and 8 ML samples are significantly smaller than the reported data from R. Moosbühler [159] and M. Brockmann [188]; on the other hand, the data are in quite fair agreement with the measurements of M. Zölfl [189]. R. Moosbühler argued that the observed difference of the uniaxial anisotropy constants of Refs. [159,188,189] can be explained with a different pretreatment of the GaAs substrates prior to the Fe growth [159]. Moreover, for very thin Fe films the Curie temperature is significantly reduced with respect to the value of bulk Fe (cf. e.g. Refs. [190,191]). Thus, the system is more susceptible to thermal excitations, which reduce the anisotropy. According to Ref. [159] $K_u$ is fully developed only for Fe thicknesses above $\approx 10$ ML. However, for all samples in this work the uniaxial anisotropy is much larger than the fourfold one, in accordance with the twofold symmetry of the Fe/GaAs(001) interface.

Altogether, the magnetic characterizations confirm that the samples have a high quality Fe/GaAs(001) interface, as the magnetic properties show the same $C_{2v}$ symmetry as the interfacial spin-orbit fields do.
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Figure 8.4.: In-plane angular dependence of the resonance field determined from FMR measurements at 22 GHz for 4, 6, 8 and 20 monolayers of Fe/GaAs. The magnetocrystalline anisotropy energy is dominated by a uniaxial energy term, favoring a magnetic easy axis along [110]. For 20 ML Fe the bulk cubic energy contribution becomes visible. The red lines are numerical fits.

Figure 8.5.: Anisotropy constants $K_1$ (left) and $K_u$ (right) as a function of the inverse iron layer thickness. The additional data points are taken from the PhD theses of M. Brockmann [188], G. Woltersdorf [187], R. Moosbühler [159] and M. Zölfl [189]. The black dashed line is a linear fit to the data points with $d_{Fe} \geq 10$ ML. The yellow area is a guide-to-the-eye to visualize the general trend of the data.
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8.3. P-MOKE measurements

8.3.1. Setup

The polar magneto-optic Kerr effect measurements are carried out at room temperature using the setup shown in Fig. 8.6. A diode laser with a wavelength of 405 nm is used as light source. This wavelength is chosen according to the DFT-calculations of Ref. [23], as the theoretical considerations suggest a strong AP-MOKE for this particular photon energy (see also Fig. 7.3). The light is linearly polarized by polarizer P1 and guided to the sample via the two mirrors M1 and M2. The sample is mounted on a special sample holder, which enables a rotation of the sample about its [001] crystallographic direction, which is parallel to the magnetic field and the direction of the incident laser beam. Therefore, it is possible to vary the angle between the in-plane crystallographic directions of the sample and the fixed linear polarization direction of the incident laser beam. Here, it is extremely important to ensure that the sample is properly mounted on the sample holder and that the laser hits the sample perfectly at normal incidence. Even a small misalignment between the sample normal, the rotation axis and the direction of the incident laser beam causes a deviation of the back-reflected beam from the desired optical path by several degrees as soon as the sample is rotated. Such deviations can lead to spurious signal signatures in the angle dependent measurements and thus have to be avoided.

Due to P-MOKE the reflected light undergoes a change of its linear polarization to a rotated, elliptical polarization state, characterized by the Kerr rotation angle \( \theta_K \) and Kerr ellipticity \( \varepsilon_K \). Two different measurement schemes are used for the detection of the Kerr effect (see Fig. 8.6). The first one uses a Wollaston prism (WP) which splits the light into two orthogonally polarized beams whose intensities \( I_1 \) and \( I_2 \) are measured with a balanced photodiode detector. The detector transmits both the sum \( \Sigma(\theta_K, \varepsilon_K) = I_1 + I_2 \) and the difference signal \( \Delta(\theta_K, \varepsilon_K) = I_1 - I_2 \) of the two single photodiodes. A theoretical analysis of the system using Stokes vectors and Müller matrices shows that \( \Sigma(\theta_K, \varepsilon_K) = I_0 \) and \( \Delta(\theta_K, \varepsilon_K) = I_0 \sin(2\theta_K) \cos(2\varepsilon_K) \), where \( I_0 \) is the light intensity right at the sample position (see appendix B for details). Hence, using small-angle approximation, one finds the following expression for the Kerr rotation angle:

\[
\theta_K \approx \frac{\Delta(\theta_K, \varepsilon_K)}{2\Sigma(\theta_K, \varepsilon_K)}.
\]

(8.1)

Therefore, the Wollaston-detector (WD) method yields absolute values for the Kerr rotation angle and separates any signal contributions originating from the Kerr ellipticity.
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The second measurement method used in the experiment utilizes a crossed polarizers detection (CPD) scheme. Here, a second linear polarizer $P_2$ is used to probe the polarization state of the reflected, Kerr rotated light. The optical axis of $P_2$ deviates slightly from the perfectly crossed state. The transmitted light is focused with the aid of lens $L$ onto a single photodiode, which detects the light intensity $I(\alpha, \theta_K, \varepsilon_K)$, where $\alpha$ is the angle of $P_2$ with respect to the perfectly crossed state. A theoretical analysis of the setup shows that $I$ is given by (see appendix $B$)

$$I(\alpha, \theta_K, \varepsilon_K) = \frac{I_0}{2} \left[ 1 - \cos \left( 2(\alpha - \theta_K) \right) \cos(2\varepsilon_K) \right].$$  \hspace{1cm} (8.2)

Hence, in contrast to the WD method, the CPD mixes the $\theta_K$ and $\varepsilon_K$ signal contributions. However, it can be shown that the Kerr rotation angle is directly proportional to the intensity difference between positive and negative applied magnetic field, $\Delta I = |I(+H) - I(-H)|$, resulting in

$$\theta_K \approx \frac{\Delta I}{2I_0 \sin(2\alpha)}. \hspace{1cm} (8.3)$$

CPD does not allow to directly determine $I_0$ and the angle $\alpha$ is in general an ill-defined quantity. Thus, unlike WD, CPD gives only a relative measure for the Kerr rotation signal $\theta_K$. However, the advantage of CPD compared to WD is its better signal-to-noise ratio due to its simpler optical and electrical layout.
8.3.2. Anisotropic reflectivity

Before discussing the results of the P-MOKE experiments, the expected anisotropy of the sample reflectivity (see Sec. 7.2.3) will be briefly addressed. Fig. 8.7 shows polarization angle dependent measurements of the reflectivity of a 4 ML Fe/GaAs sample, with the magnetization pointing along several crystallographic directions. For these measurements the laser light is guided under normal incidence onto the sample and the reflected light intensity is measured using a photodiode. To rotate the direction of linear polarization of the incident laser beam with respect to the crystallographic axes of the sample without changing the incident laser intensity the sample and the magnetic field are simultaneously rotated around the surface normal. Fig. 8.7(a) shows the measured reflectivities with the magnetization along the [110] direction normalized to the reflectivity for a linear polarization along the [110] direction. The reflectivity of the sample shows a clear twofold dependence on the polarization direction of the light with maxima (minima) along the [110] ([110]) direction. This symmetry again reflects the underlying $C_{2v}$ symmetry of the Fe/GaAs interface. While a $C_{2v}$ symmetry in the reflectivity is also expected when the magnetization points along the [110] or [001] directions, no significant anisotropy is observed in these cases, as shown in Figs. 8.7(b) and (c). Apparently the anisotropy is below the detection limit for these cases.

**Figure 8.7.** Reflectivity of 4 ML Fe/GaAs for different polarization directions of the incident laser beam with $M$ being saturated along the [110] (a), the [110] (b) and the [001] direction (c). The solid line in (a) is a fit using Eq. 7.21. Solid lines in (b) and (c) correspond to the average values of the data sets.
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Figure 8.8: Reflectivity of 20 ML Fe/GaAs for different polarization directions of the incident laser beam with the magnetization being saturated along the [110] direction. The symbols are experimental data. The solid line is the average value of the data set.

Figure 8.8 illustrates a polarization angle dependent measurement of the reflectivity of a 20 ML Fe/GaAs sample with the magnetization along the [110] direction. For samples in this thickness range the reflectivity clearly shows an isotropic behaviour, which underlines the interfacial character of the observations.

As a final note, the consequences of a possible linear dichroism of the substrate on the AP-MOKE measurements will be addressed. Linear dichroism describes the dependence of the absorption coefficient of a sample on the direction of the linear polarization of the incident light beam. Since P-MOKE experiments rely on the measurement of reflected light intensities, a combination of the Kerr effect of a ferromagnetic film and a substrate with linear dichroism may give the impression that the Kerr angle depends on the polarization direction even if this is not the case. This effect is of particular importance for ultrathin film samples, since a few monolayers of a material are semi-transparent, i.e. the probing light beam can easily penetrate into the substrate. However, this effect is negligible for the present GaAs(001) substrate because GaAs crystallizes in a cubic lattice and therefore it is to first order optically isotropic [192]. Indeed, it has been shown that even cubic systems can exhibit a small intrinsic birefringence for short wavelengths [193]; however, the authors of Ref. [193] also show that there is no birefringence for light propagation along the [001] crystallographic direction, which corresponds to the situation in the present P-MOKE experiments. Hence, linear dichroism originating from the bulk GaAs substrate is not expected to affect the AP-MOKE experiments. Any anisotropic optical properties therefore have to stem from the Fe/GaAs interface. Moreover, since the polarization angle dependent reflectivity measurements presented above do not show any significant anisotropy for \( \mathbf{M} \parallel [001] \), linear dichroism can generally be excluded as a possible source for the \( C_{2v} \) symmetry in AP-MOKE, as discussed in the following section.

8.3.3. Anisotropic polar magneto-optic Kerr effect

The out-of-plane P-MOKE loops of the four investigated Fe/GaAs samples, measured with the Wollaston-detector, are displayed in Fig. 8.9. For the AP-MOKE
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Figure 8.9.: P-MOKE loops of 4, 6, 8 and 20 monolayers of Fe/GaAs measured with the Wollaston-detector. The height of the loops in saturation, $2\theta_{\text{sat}}^K$, is used as a measure for the strength of the polar MOKE.

measurements the height of the magnetization loops in saturation, $2\theta_{\text{sat}}^K$, is used as a measure for the strength of the polar magneto-optic Kerr effect. In the 4 ML case, for instance, the sample exhibits a maximum Kerr rotation of $\theta_{\text{sat}}^K \approx 0.0145^\circ$ in saturation. The Fe layer thickness dependence of $\theta_{\text{K}}^\text{sat}$ is illustrated in Fig. 8.10 on the left. As the penetration depth of the laser lies well above the thickness of the investigated Fe layers\textsuperscript{[1]} the Kerr rotation shows a linear increase with film thickness.

The measurement procedure for the AP-MOKE experiments is as follows: first a fixed polarization direction with respect to the crystallographic directions of the sample is chosen. Then the sample is saturated alternating with positive and negative magnetic fields. For each saturated state the Kerr rotation is continuously measured for $\sim 1\text{ min}$. These measurements at alternating saturations are repeated several times to increase statistics and to check whether there is a significant drift with time. Finally, the difference of the detected Kerr rotations for positive and negative saturation fields is evaluated to extract a value for $\theta_{\text{K}}^\text{sat}$. By using this fast magnetization reversal procedure one can avoid drift effects which might appear during the measurement of full magnetization loops. Finally, the sample is rotated to a new polarization direction and the measurement procedure is repeated for this new direction.

\textsuperscript{1}The penetration depth into bulk Fe can be determined with the optical constants reported in Ref. \cite{194}. For a wavelength of 405 nm the penetration depth is roughly 86 ML.
8.3. P-MOKE measurements

Figure 8.10: Left: Kerr rotation angle \( \theta_{\text{K}}^{\text{sat}} \) as a function of Fe layer thickness \( d_{\text{Fe}} \). The solid line is a linear fit. Right: Histograms of the Kerr rotation angles \( \theta_{\text{K}}^{\text{sat}} \) for the laser being polarized along the [110] and [1\( \bar{T} \)0] crystallographic directions for 4 ML Fe/GaAs. The inset shows the mean values for both polarization directions with the corresponding error bars.

Figure 8.10 displays on the right hand side histograms of repeated independent measurements of the absolute value of the Kerr rotation angles \( \theta_{\text{K}}^{\text{sat}} \) on the 4 ML Fe/GaAs sample with the incident laser beam being polarized along the [110] and [1\( \bar{T} \)0] crystallographic directions, respectively, measured with Wollaston-detection. The statistical analysis reveals a clear difference between both polarization directions (see inset of Fig. 8.10 on the right) with the Kerr rotation angle \( \theta_{\text{K}}^{\text{sat}} \) in [110] direction being \( \approx 0.7\% \) larger than in the [1\( \bar{T} \)0] direction.

Figures 8.11(a)-(c) show the anisotropy of the Kerr rotation angle \( \theta_{\text{K}}^{\text{sat}} \) for 4, 6 and 8 monolayers Fe/GaAs measured with the crossed polarizers-detector while rotating the sample about the direction of the incident laser beam and keeping both the incident light intensity \( I_0 \) and the tilt angle \( \alpha \) of the analyzer \( P_2 \) fixed. The azimuthal angle \( \phi \) in the plots indicates the direction of the linear polarization of the incident laser beam with respect to the crystallographic axes of the samples. The data are normalized to the value taken along the hard magnetic direction, [1\( \bar{T} \)0]. In all three cases the measurements reveal a clear twofold symmetry of the Kerr rotation angle with maxima (minima) along the [110] ([1\( \bar{T} \)0]) directions, the principal axes of the interfacial spin-orbit coupling fields. Note that the amplitude of the signal decreases with increasing Fe film thickness indicating its interfacial origin.

The experimentally measured twofold symmetry of the Kerr rotation angle suggests that the effect originates from the SOFs present at the Fe/GaAs interface. They exhibit the same twofold symmetry which stems from the combination of Dresselhaus and Bychkov-Rashba spin-orbit interaction arising from bulk inversion asymmetry of the GaAs and structure inversion asymmetry of the Fe/GaAs interface, respectively. Indeed, the data of Figs. 8.11(a)-(c) can be well fitted
Chapter 8. Experimental results

Figure 8.11.: Maximum Kerr rotation $\theta_{K, sat}^\text{sat}$ normalized to the Kerr rotation along the [110] direction for different polarization directions of the incident laser beam for 4, 6, 8 and 20 monolayers Fe/GaAs. The symbols are experimental data. In (a)-(c) the solid lines are fits using the phenomenological model, Eq. 7.14. The solid line in (d) represents the average value of the data points.

using the phenomenological model for the AP-MOKE (see Sec. 7.2.2).

To rule out any systematic errors from the setup as possible origin for the measured twofold symmetry, additionally polarization angle dependent measurements are performed on a single crystalline 20 ML thick Fe/GaAs sample and a polycrystalline 100 nm thick permalloy (Py) film grown onto oxidized GaAs. These measurements are carried out in an analogous way like the measurements of Figs. 8.11(a)-(c) and are shown in Figs. 8.11(d) and 8.12(a). In neither of these control experiments a clear twofold behaviour of $\theta_{K, sat}^\text{sat}$ is observed. In the 20 ML Fe/GaAs sample the AP-MOKE is - due to its interface character - too weak to be detected and in Py it should be completely absent due to the polycrystallinity of the sample. Moreover, a vanishing Kerr rotation anisotropy is also found for symmetrically grown, single crystalline MgO/6 ML Fe/MgO and Au/6 ML Fe/Au samples (see Figs. 8.12(b) and (c)), both lacking interfacial $C_{2v}$ symmetry of the SOC. This confirms that the interference of both Bychkov-Rashba and Dresselhaus SOC in the system is crucial to obtain an AP-MOKE because it ensures the necessary symmetry of the SOFs. In systems where at least one of
the two spin-orbit fields is missing the AP-MOKE is zero. Therefore, the observations of Figs. 8.10 on the right hand side and 8.11(a)-(c) can be linked to the anisotropic polar magneto-optic Kerr effect originating from the interfacial SOC at the Fe/GaAs interface [23].

The observed anisotropy of the Kerr rotation angle for the ultrathin Fe layers compares nicely to ab-initio calculations based on a 3 ML Fe/9 ML GaAs(001) model system [23]. The theoretical considerations reveal a pronounced uniaxial behaviour of $\theta_{K,sat}$ with strong anisotropies in the ultra-violet and violet wavelength range. However, as the DFT calculations assume an ideal Fe/GaAs interface at $T = 0$, they suggest Kerr rotation anisotropies of the order of $\approx 50\%$ for a wavelength of 405 nm (see Sec. 7.2.1), in contrast to the actually measured anisotropies, which lie well below $1\%$ at room temperature. Note that such large discrepancies between ab-initio theory and experiment are not unusual and have already been observed previously. In general, spin-orbit related effects become weaker with increasing temperature. For example, the TAMR ratio of Fe/GaAs/Au tunnel junctions, which was shown to be of the order of some tenths of a percent at 4.2 K [179,195], linearly decreases with increasing temperature and even vanishes for certain bias conditions at room temperature [196]. Moreover, first-principles calculations suggest for Fe-based tunnel junctions a large TAMR of up to 35\% [197,198], which is two orders of magnitude larger than experimentally observed. So, just like in the case of TAMR, a combination of elevated temperatures and enhanced ab-initio values due to the assumption of

Figure 8.12.: (a) Angular dependence of the Kerr rotation for a 100 nm thick film of Py/GaAs. (b), (c) Angular dependence of the Kerr rotation for MgO/(001)/6 ML Fe/4 nm MgO/3 nm Au and GaAs/(001)/100 nm Au/6 ML Fe/3 nm Au. Solid lines represent the average values of the data sets.
perfect interfaces can easily accumulate to the observed two orders of magnitude difference between experiment and theory.

Recently, lateral magnetotransport measurements on identically prepared, epitaxial 4, 6 and 8 monolayers thick Fe/GaAs(001) have revealed a robust magnetoresistance anisotropy depending on the direction of the current flow with respect to the crystallographic directions of the sample [169]. Just like in the present case of AP-MOKE these transport anisotropies have been explained by the presence of interfacial Bychkov-Rashba and Dresselhaus SOFs. However, note that the optical measurements include all optical transitions at a photon energy of 3 eV available in the Brillouin zone, whereas the lateral magnetotransport experiment of Ref. [169] only involves electrons right at the Fermi edge. The optical experiment averages over a wider spectral regime and therefore provides a complementary information.

Finally, the wavelength dependence of the AP-MOKE shall be briefly addressed. The first-principles studies of Putz et al. demonstrate a pronounced photon energy dependence of the AP-MOKE (see Ref. [23] and Sec. 7.2.1). A strong Kerr rotation anisotropy is expected at a wavelength of 405 nm; in contrast, for light in the red spectral range only a small AP-MOKE is predicted (see Fig. 7.3). The latter is experimentally verified by using a diode laser with a wavelength of 635 nm, where the theoretical considerations suggest a nearby zero crossing of the AP-MOKE. In contrast to the experiments described above, where a light source with 405 nm is used, the measurements with 635 nm do not show any robust signal contributions, which could unequivocally be linked to AP-MOKE (see Fig. 8.13). Therefore, the measurements at 405 nm and 635 nm are in qualitative agreement with the predictions of Putz et al. [23].

Figure 8.13: Kerr rotation angle for different polarization directions of the incident laser beam for a 4 ML Fe/GaAs sample measured at a laser wavelength of 635 nm. The solid line is the average of the data points.
9. Summary and outlook

The aim of this work was to investigate the optical properties of ultrathin layers of epitaxial Fe/GaAs(001) at room temperature. It was demonstrated that spin-orbit coupling at the Fe/GaAs(001) interface not only affects the transport properties of the heterostructure, as was shown before \cite{169,179}, but also gives rise to magneto-optical anisotropies. A clear twofold symmetry of the Kerr rotation angle $\theta_K$ depending on the orientation of the linear polarization of the probing laser beam with respect to the crystallographic directions of the sample was detected in samples with 4, 6 and 8 monolayers thick Fe films. In all these samples the Kerr rotation is found to be larger with the incident laser beam being polarized along the [110] crystallographic direction, compared to a polarization along [110]. This anisotropy vanishes in control measurements on thicker Fe films or samples without $C_{2v}$ symmetry of the spin-orbit fields, demonstrating that the observed anisotropic polar magneto-optic Kerr effect stems from the spin-orbit interaction at the Fe/GaAs(001) interface, as has previously been predicted by first-principles calculations \cite{23}. The twofold symmetry of the Kerr angle is fully reproduced by a phenomenological model based on the interference of interfacial Bychkov-Rashba and Dresselhaus spin-orbit coupling fields.

The AP-MOKE is found to be largest for the 4ML Fe/GaAs sample with an anisotropy of roughly 0.7%. This value is two orders of magnitude smaller than theoretically expected, as the first-principles calculations of Putz et al. suggest for the used photon energy an anisotropy of more than 50%. This discrepancy can be explained by the fact that the experiment is carried out at room temperature, whereas the calculations assume a temperature of $T = 0$. In addition, the investigated samples contain structural imperfections, which are not included in the theoretical considerations.

All in all, the experiments have proven the existence of the theoretically expected Kerr rotation anisotropy in the Fe/GaAs(001) heterostructure system. However, the effect is rather small. Therefore, in future experiments it should be investigated to what extent the AP-MOKE can be enhanced by using optimized measurement parameters or a more suitable material system. For example, it should be possible to increase the Kerr rotation anisotropy by cooling the samples to low temperatures. Moreover, according to the density functional theory calculations of Putz et al. the wavelength of the probing laser beam is a crucial parameter.
for the AP-MOKE. A huge anisotropy has been predicted for a photon energy of about 10 eV \[23\]. For that reason, the experiments should be repeated at a synchrotron, which allows to use light with photon energies well above the visible spectrum. In addition, the Fe could be grown on a zinc-blende semiconductor with larger spin-orbit coupling parameters than GaAs. Just recently, it has been demonstrated that the insertion of one monolayer of InAs between the GaAs buffer layer and the Fe enhances the amplitude of the AP-MOKE by a factor of three compared to the case of the here investigated Fe/GaAs(001) \[199\].

Another route for future experiments would be to combine the here presented magneto-optical characterization of interfacial spin-orbit fields with electrical detection techniques. It has been shown that the magnitude of the spin-orbit torques at the Fe/GaAs(001) interface can be quantified by employing the so-called spin-orbit ferromagnetic resonance (SO-FMR) technique \[200\]. This experiment makes use of a micro-fabricated Fe/GaAs(001) stripe. With the aid of a Kerr microscope it should be possible to perform both SO-FMR and AP-MOKE measurements on the same stripe. This allows a direct comparison of the two detection approaches, which is of particular interest, as the AP-MOKE measurement does not yield absolute values for the spin-orbit fields at the interface, whereas SO-FMR does. Another advantage of this approach is that the samples can be mounted in a cryostat, which allows for temperature dependent measurements. Most importantly, due to the used microscope objective a rocking of the back-reflected laser beam arising from the sample rotation is expected to have no significant influence on the detected signals. Thus, the experiment should be much easier to carry out compared to the approach used in this work, as a tedious sample mounting and aligning procedure is no longer necessary.
A. Spin dynamics with anisotropic spin relaxation

The dynamics of a spin $s$, which is the total spin of an ensemble of electrons, in a magnetic field $B$ (ignoring spin drift and diffusion) is given by the Bloch equation \[43,83\]

$$\frac{ds}{dt} = s \times \omega_0 - \hat{\Gamma} s.$$  \hspace{1cm} (A.1)

Here $\omega_0 = \frac{g\mu_B}{\hbar}B$ is the Larmor precession frequency and the tensor $\hat{\Gamma}$ describes the anisotropic spin relaxation. By choosing the coordinate system along the principal axes of the tensor $\hat{\Gamma}$ ($\hat{\Gamma} = \text{diag}(1/\tau_x, 1/\tau_y, 1/\tau_z)$) and taking $B \parallel z$-direction ($\omega_0 = (0,0,\omega_0)$) this equation can be rewritten as a set of three coupled linear differential equations:

$$\frac{ds_x}{dt} - \omega_0 s_y + \frac{s_x}{\tau_x} = 0,$$

$$\frac{ds_y}{dt} + \omega_0 s_x + \frac{s_y}{\tau_y} = 0,$$

$$\frac{ds_z}{dt} + \frac{s_z}{\tau_z} = 0.$$  \hspace{1cm} (A.2, A.3, A.4)

In the experiment the spin polarization is injected in the sample plane, perpendicular to the magnetic field, which forces the spins to precess. The corresponding initial condition for the differential equation problem is therefore given by

$$s(0) = \begin{pmatrix} s_0 \cos(\phi) \\ s_0 \sin(\phi) \\ 0 \end{pmatrix},$$  \hspace{1cm} (A.5)

which represents an initial spin state with magnitude $s_0$ within the $xy$-plane, which is tilted by an angle $\phi$ with respect to the $x$-axis.

Since the $z$-component of $s$ is decoupled from the other two components, one finds for the out-of-plane spin component the trivial solution $s_z(t) \equiv 0$. For the remaining two in-plane components one uses an ansatz of the form

$$s_x(t) = A_x e^{-\lambda t},$$

$$s_y(t) = A_y e^{-\lambda t},$$  \hspace{1cm} (A.6, A.7)
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and obtains the characteristic equation of the problem

$$\det \begin{pmatrix} \frac{1}{\tau_x} - \lambda & -\omega_0 \\ \omega_0 & \frac{1}{\tau_y} - \lambda \end{pmatrix} = 0.$$  (A.8)

By solving this determinant equation one finds the eigenvalues

$$\lambda_{1,2} = \frac{1}{\bar{\tau}} \pm i \tilde{\omega}$$  (A.9)

with

$$\frac{1}{\bar{\tau}} = \frac{1}{2} \left( \frac{1}{\tau_x} + \frac{1}{\tau_y} \right)$$  and  $$\tilde{\omega} = \sqrt{\omega_0^2 - \frac{1}{4} \left( \frac{1}{\tau_x} - \frac{1}{\tau_y} \right)^2}.$$  (A.10)

Note that Re($\lambda_{1,2}$) > 0 for all $\omega_0$. Thus, the boundary conditions $s_x(\infty) = s_y(\infty) = 0$, which describe a vanishing spin signal for large $t$, are always fulfilled. After solving a few last equations to satisfy the boundary conditions for $t = 0$ as well, one finally obtains for the time evolution of the in-plane spin components:

$$s_x(t) = s_0 \exp \left( -\frac{t}{\bar{\tau}} \right) \left\{ \cos(\phi) \cos(\tilde{\omega}t) + \left[ \omega_0 \sin(\phi) - \frac{1}{2} \left( \frac{1}{\tau_x} - \frac{1}{\tau_y} \right) \cos(\phi) \right] \frac{\sin(\tilde{\omega}t)}{\tilde{\omega}} \right\},$$  (A.11)

$$s_y(t) = s_0 \exp \left( -\frac{t}{\bar{\tau}} \right) \left\{ \sin(\phi) \cos(\tilde{\omega}t) - \left[ \omega_0 \cos(\phi) - \frac{1}{2} \left( \frac{1}{\tau_x} - \frac{1}{\tau_y} \right) \sin(\phi) \right] \frac{\sin(\tilde{\omega}t)}{\tilde{\omega}} \right\}. $$  (A.12)

Thus, for small magnetic fields, the spins decay exponentially. For larger magnetic fields (when $\tilde{\omega}$ becomes real) the spins show a damped, precessional motion, with the decay time given by the harmonic mean $\bar{\tau}$ of the two in-plane spin lifetimes $\tau_x$ and $\tau_y$.

**Hanle lineshape with detection along x**

Using the solution for $s(t)$ it is possible to determine the shape of the Hanle depolarization curves. The cleaved edge detection method is exclusively sensitive to the $x$-component of the spins. Therefore, the Hanle signal can be calculated by summing up the $x$-components of all spins, which have been injected into the system in the past, i.e. by integrating the spin signal $s_x(t)$ over all possible transit times from injection to detection:

$$s_x(\omega_0) = \int_0^\infty s_x(t) dt =$$

$$\frac{s_0 \tau_x}{1 + (\omega_0 \sqrt{\tau_x \tau_y})^2} \cdot \left( \cos(\phi) + \omega_0 \tau_y \sin(\phi) \right).$$  (A.13)
The Hanle curve exhibits a Lorentzian lineshape, just like in the case of systems with isotropic spin relaxation. In the present case, however, the width of the depolarization curve is determined by the geometric mean $\sqrt{\tau_x \tau_y}$ of the spin lifetimes along the two in-plane principal axes.

**Hanle lineshape with detection along injection direction**

Another possibility to investigate the Hanle depolarization would be to consider only the spin component along the initial injection direction $\phi$ (which, however, is experimentally harder to achieve). In this case the Hanle lineshape is given by

$$s_\phi(\omega_0) = \int_0^\infty s_\phi(t)dt = \int_0^\infty (s_x(t) \cos(\phi) + s_y(t) \sin(\phi))dt =$$

$$= \frac{s_0}{1 + (\omega_0 \sqrt{\tau_x \tau_y})^2} \cdot \left(\tau_x \cos^2(\phi) + \tau_y \sin^2(\phi)\right). \quad (A.14)$$

Again, the Hanle curve exhibits a Lorentzian lineshape and its width is determined by the geometric mean value $\sqrt{\tau_x \tau_y}$. 
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B. Theoretical analysis of the Kerr detection units

The light intensities, which reach the photodiodes of the Kerr detection units, are calculated by means of the Stokes vector and Müller matrix formalism (cf. e.g. Refs. \[201,202\]). In general, elliptically polarized light can be described by a Stokes vector of the form

\[
S = \begin{pmatrix}
I_0 \\
I_0 \cos(2\varepsilon) \cos(2\gamma) \\
I_0 \cos(2\varepsilon) \sin(2\gamma) \\
I_0 \sin(2\varepsilon)
\end{pmatrix}.
\]

Here, \(I_0\) is the intensity of the light, \(\varepsilon\) the ellipticity and \(\gamma\) the angle between the \(x\)-axis and the semi-major axis of the polarization ellipse (see Fig. B.1). In the experiment the laser light is linearly polarized by polarizer \(P_1\), with the polarization axis being vertically oriented, before it hits the sample. Due to the polar magneto-optic Kerr effect the reflected light obtains a Kerr ellipticity \(\varepsilon_K\) and its polarization axis is rotated by the angle \(\theta_K\). Hence, the Stokes vector of the reflected light can be written as

\[
S_{\text{Kerr}} = I_0 \begin{pmatrix}
\cos(2\varepsilon_K) \cos(2 \cdot (90^\circ + \theta_K)) \\
\cos(2\varepsilon_K) \sin(2 \cdot (90^\circ + \theta_K)) \\
\sin(2\varepsilon_K)
\end{pmatrix} = I_0 \begin{pmatrix}
1 \\
-\cos(2\varepsilon_K) \cos(2\theta_K) \\
-\cos(2\varepsilon_K) \sin(2\theta_K)
\end{pmatrix}.
\]

Figure B.1: Elliptically polarized light is fully described by the angle \(\gamma\) and the ellipticity \(\varepsilon\). \(\gamma\) is the angle between the \(x\)-axis and the semi-major axis of the ellipse. The ellipticity of the light is defined by \(\varepsilon = \arctan(b/a)\), where \(a\) and \(b\) are the lengths of the semi-major and semi-minor axis, respectively.
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**Wollaston detector**

In the Wollaston detector the reflected light is split by a Wollaston prism into two beams, which are perpendicularly polarized. The Wollaston prism behaves effectively like two linear polarizers with optical axes oriented along $\pm45^\circ$. The corresponding Müller matrices are

$$M_{\text{Wollaston }1,2} = \frac{1}{2}\begin{pmatrix} 1 & 0 & \mp 1 & 0 \\ 0 & 0 & 0 & 0 \\ \mp 1 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad (B.3)$$

Therefore, the Stokes vectors of the two split beams can be calculated to

$$S_{1,2} = M_{\text{Wollaston }1,2} \cdot S_{\text{Kerr}} = \frac{I_0}{2}\begin{pmatrix} 1 \pm \sin(2\theta_K) \cos(2\varepsilon_K) \\ 0 \\ 0 \mp 1 - \sin(2\theta_K) \cos(2\varepsilon_K) \end{pmatrix}, \quad (B.4)$$

and their intensities, which are given by the first components of the Stokes vectors, are:

$$I_{1,2} = \frac{I_0}{2} \cdot \left(1 \pm \sin(2\theta_K) \cos(2\varepsilon_K)\right). \quad (B.5)$$

The difference and the sum signals then read:

$$\Delta(\theta_K, \varepsilon_K) = I_1 - I_2 = I_0 \sin(2\theta_K) \cos(2\varepsilon_K), \quad (B.6)$$

$$\Sigma(\theta_K, \varepsilon_K) = I_1 + I_2 = I_0. \quad (B.7)$$

Small-angle approximation finally yields for the Kerr rotation angle:

$$\theta_K \approx \frac{\Delta(\theta_K, \varepsilon_K)}{2 \Sigma(\theta_K, \varepsilon_K)}. \quad (B.8)$$

**Crossed polarizers detector**

The Müller matrix of analyzer $P_2$ can be written as

$$M_{\text{Analyzer}}(\alpha) = \frac{1}{2}\begin{pmatrix} 1 & \cos(2\alpha) & \sin(2\alpha) & 0 \\ \cos(2\alpha) & \cos^2(2\alpha) & \sin(2\alpha) \cos(2\alpha) & 0 \\ \sin(2\alpha) & \sin(2\alpha) \cos(2\alpha) & \sin^2(2\alpha) & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad (B.9)$$

where $\alpha$ is the angle between the $x$-axis and the polarization axis of $P_2$. Multiplication with $S_{\text{Kerr}}$ yields the Stokes vector of the light, which reaches the
photodiode:

\[
S_{\text{Photodiode}} = \frac{I_0}{2} \cdot \left( 1 - \cos(2\alpha) \cos(2\theta_K) \cos(2\varepsilon_K) - \sin(2\alpha) \sin(2\theta_K) \cos(2\varepsilon_K) \right) 
\]

\[
\cos(2\alpha) - \cos^2(2\alpha) \cos(2\theta_K) \cos(2\varepsilon_K) - \sin(2\alpha) \cos(2\alpha) \sin(2\theta_K) \cos(2\varepsilon_K) \right) 
\]

\[
\sin(2\alpha) - \sin(2\alpha) \cos(2\alpha) \cos(2\theta_K) \cos(2\varepsilon_K) - \sin^2(2\alpha) \sin(2\theta_K) \cos(2\varepsilon_K) \right) 
\]

\[
0 \right) . \]  

(B.10)

The first component is the light intensity, which is detected by the photodiode:

\[
I(\alpha, \theta_K, \varepsilon_K) = \frac{I_0}{2} \cdot \left[ 1 - \cos(2\alpha) \cos(2\theta_K) \cos(2\varepsilon_K) - \sin(2\alpha) \sin(2\theta_K) \cos(2\varepsilon_K) \right] = 
\]

\[
= \frac{I_0}{2} \cdot \left[ 1 - \cos(2(\alpha - \theta_K)) \cos(2\varepsilon_K) \right] . \)

(B.11)

Taking the intensity difference between positive and negative applied magnetic field yields:

\[
\Delta I = \left| I(\pi H) - I(-\pi H) \right| = \left| I(\alpha, \theta_K, \varepsilon_K) - I(\alpha, -\theta_K, -\varepsilon_K) \right| = 
\]

\[
= I_0 \sin(2\alpha) \sin(2\theta_K) \cos(2\varepsilon_K) \approx 2I_0 \sin(2\alpha) \theta_K, \]

\[
\approx \left| \frac{\Delta I}{2I_0 \sin(2\alpha)} \right| 
\]

(B.12)

where again small-angle approximation was used in the last step. This finally leads to the expression

\[
θ_K \approx \frac{\Delta I}{2I_0 \sin(2\alpha)} \]

(B.13)

for the Kerr rotation angle.
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