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Due to the vast growth of the many-body level density with excitation energy, its smoothed form
is of central relevance for spectral and thermodynamic properties of interacting quantum systems.
We compute the cumulative of this level density for confined one-dimensional continuous systems
with repulsive short-range interactions. We show that the crossover from an ideal Bose gas to
the strongly correlated, fermionized gas, i.e., partial fermionization, exhibits universal behaviour:
Systems with very few up to many particles share the same underlying spectral features. In our
derivation we supplement quantum cluster expansions with short-time dynamical information. Our
nonperturbative analytical results are in excellent agreement with numerics for systems of experi-
mental relevance in cold atom physics, such as interacting bosons on a ring (Lieb-Liniger model)
or subject to harmonic confinement. Our method provides predictions for excitation spectra that
enable access to finite-temperature thermodynamics in large parameter ranges.

The huge progress in cold atom physics has enabled
precision experiments which allow to confine, control and
study ensembles of atoms with particle numbers rang-
ing from very few [1–5] to nearly macroscopically many
[6–9]. The high control over parameters, trapping to
low dimensions and tunability of interactions has lead
to a synergetic understanding of highly correlated many-
body (MB) systems [10], in many cases based on the-
ories of one-dimensional integrable models [11, 12] and
correspondingly tailored experiments [13, 14]. However,
in situations deviating from integrability (see, e.g., [15–
19]) the theoretical treatment of systems with an inter-
mediate number N of interacting identical particles is
particularly hard, especially when the observed spectral,
thermodynamic or dynamical properties involve highly
excited multi-particle states.

The conceptual challenges are numerous: First, sys-
tems with fixed N require a canonical treatment, in par-
ticular when approaching the few-body regime, where
grand canonical approaches often fail [20]. Second, due
to strong inter-particle correlations that can experimen-
tally be pushed up to the limit of fermionization in Bose
gases [3, 7, 8, 21, 22], and especially for small N , mean-
field approaches or more generally 1/N expansions get
problematic. Elaborate MB techniques allow for calcu-
lating ground and low excited states of such interact-
ing multi-particle systems with high precision. However,
these methods reach their limits when increasing N or
the degree of excitation since this implies vastly growing
Hilbert space dimensions.

This goes along with a close to exponential increase of
the MB density of states (DOS) with excitation energy
for continuous N -particle systems, even in the 1D case.
The universal Bethe law [23, 24] and variants [25, 26]
for sufficiently lowlying excitations in large-N fermionic
systems represent a famous example in nuclear physics.
There, the effect of (residual) interactions is merely a
broadening of the otherwise highly degenerate noninter-
acting MB spectrum [27, 28], while for small to interme-

FIG. 1. Many-body level counting function for six interacting
bosons in a harmonic trap (spacing ~ω) for different contact
interaction strengths α. Numerically exact results for N (E)
(staircases) exhibit characteristic shifts ∆α in E towards the
limit α→∞ of full fermionization. These shifts carry univer-
sal features and are quantitatively explained by our theory
(solid lines) based on (8), (11). Dotted lines denote analyti-
cal QCE-based approximations (5) invoking the limiting cases
of weak and strong α, see main text.

diate N interactions have nontrivial effects and the Bethe
law generally fails [29, 30].

Nonetheless, the spacing between MB levels and the
associated fluctuations tend to zero such that individual
highly-excited MB levels are usually no longer resolvable.
Hence the (locally) energy-averaged, smooth MB DOS
ρ(N)(E) gains particular relevance [31]. In particular it
plays the central role for computing thermodynamic equi-
librium properties at finite temperature. Beyond that,
ρ(N)(E) is a key ingredient to nonequilibrium quantum
work statistics that has drawn much attention lately [32–
35], not least due to a recently revealed connection to
information scrambling [36].

This calls for developing genuinely interacting MB
techniques specifically devised to directly compute the
smooth DOS, thereby circumventing the intricate or sim-
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ply impossible calculation of individual (highly) excited
MB levels which requires additional information that is
afterwards smoothed out anyway.
Similar to the single particle case [37–40], a smooth

MB DOS corresponds to and requires dynamical infor-
mation from MB quantum propagation on finite time
scales only. Invoking such short-time information in a
quantum cluster expansion (QCE) [41–43] implies, as we
will show, that interaction effects in the smooth DOS
arise nonperturbatively from universal cluster kernels
dressed with terms depending on the confinement poten-
tial. Specifically, we consider not directly the MB DOS
ρ(N)(E) but the (smooth) MB level counting function

N (E) =
∫ E

0 dE′ρ(N)(E′), depicted in Fig. 1 for a har-
monically trapped Bose gas. N (E) exhibits interaction-
dependent characteristic horizontal shifts ∆α indicating
what we call partial fermionization. We will analytically
show that these shifts, and thereby N and ρ(N), follow
with high accuracy N -independent universal laws, i.e.,
broad classes of interacting bosonic systems ranging from
very few to many particles possess equal spectral fea-
tures. Remarkably, these robust features are reminiscent
of the spectral shifts in the famous solvable Calogero-
Sutherland models [44, 45] which admit an interpretation
in terms of fractional exclusion statistics [46–48].
We first outline the main steps of our QCE for the

canonical partition function providing the basis for our
further (asymptotic) analysis to derive our main result,
a universal law for partial fermionization.

Canonical partition function.—The MB DOS ρ
(N)
± (E)

of a system of N identical quantum particles (“±” de-
noting bosons and fermions) is related to the canonical

partition function Z
(N)
± (β) through the inverse Laplace

transform ρ
(N)
± (E)=L -1

β [Z
(N)
± (β)](E) with β=1/(kBT ).

Furthermore, Z
(N)
± (β)=Tr±K(N)(t=−i~β) is the trace

over the propagator K(N) for N distinguishable particles
in the properly (anti-)symmetrized basis.
ForN noninteracting particles of massm, each with co-

ordinates q, confined by a homogeneous potential U(q) =
wµU(q/w), it can be expressed in closed form [29] (see
Appendix A),

Z
(N)
0,± (β) =

N∑

l=1

z
(N,d)
±,l

(
Veff

λdT

)l

, (1)

with universal constants z
(N,d)
±,l , physical dimension D

and effective dimension d = D(1+ 2
µ ). Setting ~

2/(2m) =

1, the thermal wavelength is λT =
√
4πβ and the effective

volume is Veff = (4π)D/µ
∫
dDq exp[−U(q)]. The case

without external potential is included as µ → ∞, then
d = D and Veff equals the physical volume VD.
Quantum cluster expansion.—The noninteracting part

K
(N)
0 of the propagator factorizes into single-particle

(SP) propagators, see Fig. 2(a). A contribution to Z
(N)
0,±

FIG. 2. Leading-order contributions to the quantum cluster

expansion. (a) SP propagator K
(1)
0 (qf , qi; t); (b) contribu-

tion An from a single cycle (here n = 3); (c) specific clus-
tering yielding AN (here N = {1, 1, 2, 4}, N = 8); (d) inter-

acting part ∆K
(2)
α ((qf1, q

f
2), (q

i
1, q

i
2); t) of the two-body prop-

agator; (e),(f) examples for intra-/inter-cycle contributions
Aintra

n1,n2
and Ainter

n1,n2
with n1=3, n2=2. A diagram is given by

the product of all SP and interacting two-body components

K
(1)
0 and ∆K

(2)
α after spatial integration over all (internal)

points.

corresponding to a permutation P is a product of cluster
terms, resembling the decomposition of P into cycles [49].
Using the semigroup property of the SP propagator and
identifying qn+1 ≡ q1=q, each cycle involving a subset
of n particles [see Fig. 2(b)] yields the amplitude An(t)=
∫
dDq K

(1)
0 (q,q;nt). In line with our major assumption

of short-time propagation we can use [29] K
(1)
0 (q,q; t) ≃

exp[− i
~
U(q)t]K

(1)
free(q,q; t) where Kfree stands for uncon-

fined propagation. The full contribution to Z
(N)
0,± of a per-

mutation is then AN(−i~β)=
∏

n∈N
An(−i~β), in terms

of the multiset N={n1, n2, . . . , n|N|} of cycle lengths, see
Fig. 2(c). Further evaluation of these amplitudes even-
tually yields the explicit result (1) (see Appendix A and
[29]).
The implementation of interaction effects begins with

a cluster expansion [41–43] of K(N) to first order in the
interaction by decomposing the full two-body propaga-

tor K(2) = K
(2)
0 +∆K

(2)
α into K

(2)
0 and nonperturbative

interaction contributions ∆K
(2)
α where α is an energy as-

sociated with the coupling strength [50]. To calculate
interaction effects we choose all pairs {k, l} of particles

and replace K
(1)
0 (qP (k),qk; t)K

(1)
0 (qP (l),ql; t) in AN by

the interaction term ∆K
(2)
α ((qP (k),qP (l)), (qk,ql); t), see

Fig. 2(d). The interaction can link two particles involved
in either the same [see Fig. 2(e)] or in two different cycles
[see Fig. 2(f)] of P , referred to as intra- and inter-cycle

contributions Aintra/inter
n1,n2 where n1, n2 denotes the distri-

bution of the n = n1 + n2 particles. Evaluation of the
diagram classes in Figs. 2(e) and 2(f) yields

Z
(N)
α,± = Z

(N)
0,± +

N∑

n=2

(±1)nZ
(N−n)
0,±

n−1∑

n1=1

A±
n1,n−n1

(2)

with amplitudes of the form

A±
n1,n2

=
1

2
[Ainter

n1,n2
±Aintra

n1,n2
] =

Veff

λdTn
d/2

a±n1,n2
(βα) , (3)
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definining the interaction kernels a±n1,n2
(βα), see below.

The philosophy behind cluster expansions implies that
the form (3) of amplitudes is generic for arbitrary short-
range interactions [51, 52]: The main contribution to the
n-fold integrals involved stems from the region where all
n particles are close to each other, allowing us to extend
all integrals over relative coordinates to infinity. Hence
the a±n1,n2

(βα) do not depend on the external potential, a
key feature of our approach that also generalizes to higher
order, i.e., clusters involving n-body corrections. Instead,
only the center of mass is subject to U(q), thus yielding
the effective system size Veff as prefactor in (3). In view
of (1–3) this yields the entire QCE partition function

Z
(N)
α,±(β) =

N∑

l=1

[

z
(N,d)
±,l +∆z

(N,d)
±,l (βα)

](Veff

λdT

)l

(4)

with interaction-related terms ∆z
(N,d)
±,l (βα) given by the

kernels, i.e., to first order, a±n1,n2
(βα) (see Appendix B).

Correspondingly, the general QCE expression for the

central quantity Nα(E) =
∫ E

0
dE′ρ(N)(E′) is (see Ap-

pendix C and [51]), to arbitrary order,

Nα(E) =

N∑

l=1

[

z
(N,d)
±,l

Γ
(
ld
2 +1

)+g
(N,d)
±,l

(
E

α

)]

V l
eff

(
E

4π

)ld/2

. (5)

It features the same polynomial structure in VeffE
d/2 as

its noninteracting counterpart, while the g
(N,d)
±,l add a

functional dependence on E/α to the coefficients given
by the interaction kernels, i.e., to first order, a±n1,n2

(βα).
Contact interaction.—For explicit calculations and

motivated by the central importance for quasi 1D cold
atom systems [10, 53, 54] we consider Hamiltonians

Ĥ =

N∑

i=1

(

− ∂2

∂q2i
+ U(qi)

)

+
√
8α
∑

i<j

δ(qi − qj) (6)

of N interacting bosons with coordinates qi in 1D. One
obtains (see Appendix B) explicit analytical expressions
for the kernels a+n1,n2

(βα) in (3). Closed explicit expres-

sions for the g
(N,d)
±,l (E/α) in (5) follow for the prominent

1D cases of U(q) = 0 (d = 1), harmonic confinement
(d=2), and linear potential wells (d=3) (see Appendix
C).
Before addressing representative cases we note that the

QCE (4, 5), evaluated to first-order, although devised
for weak interaction, can also be applied to the comple-
mentary regime of strong coupling (see Appendix D) by
means of fermionization [55, 56] due to an exact dual-
ity [57] of strongly coupled bosons and weakly coupled
spinless fermions.
Harmonic confinement.—We first consider U(qi) =

(~ω)2q2i /4, for which Veff = 4π/(~ω), and compare in
Fig. 1 analytical QCE results (dotted lines) for Nα(E)

with extensive numerical calculations (staircases) based
on exact diagonalization and hence restricted to roughly
the first 40 excited MB levels for N =6. The first-order
QCE, implemented as weak- and dual strong-coupling ex-
pansions, indeed is valid in the respective regimes. How-
ever, for intermediate couplings (here α ≃ 2~ω) it de-
grades. Moreover, such deviations grow with increasing
N calling for an improved method that adequately treats
intermediate couplings.
Partial fermionization.—Interactions predominantly

cause characteristic shifts of Nα(E) towards larger en-
ergies (as visible in Fig. 1). Presuming knowledge of the
noninteracting spectra, the shifts ∆α of individual lev-
els contain all information about the interacting spectra.
We adopt this reformulation of the problem to develop
a method that directly addresses these shifts on average.
Our approach further enables asymptotic considerations
that strongly simplify the MB problem and highlight the
universality behind partial fermionization.
For the interaction-induced energy shift at fixed N ,

∆α ≡ 〈E(n)(α)−E(n)(0)〉n ≡ 〈E(n)(α)〉n − E0 , (7)

averaged over a bunch of individual MB levels E(n) we
propose the ansatz

∆α ≈ χ(N,d)(E/α)∆(N,d)
∞ (E0, Veff) , (8)

where E = E0 + ∆α is the shifted energy, separat-
ing the Veff -dependence from an α-dependent function
χ(N,d), in view of the notable structure of Nα within
QCE (5) and corroborated by a general consistency ar-
gument (see Appendix E, subsection 3 and [51]). ∆∞
denotes the full “horizontal” shift (see Fig. 1) between
fermionized and noninteracting bosonic levels for fixed
N ≡ 〈n〉n = N0(E0). We find (see Appendix E)

∆(N,d)
∞ ≈ const. · V −2/d

eff N (2/d−1)/N . (9)

The α-dependent factor χ∈ [0, 1] in (8) continuously in-
terpolates between the free Bose gas χ→ 0 and the fully
fermionized gas χ → 1, quantifying partial fermioniza-
tion. Most notably, the central function χ(N,d)(E/α) in
(8) is uniquely obtained from QCE (5) by matching

Nα(E) = N = N0(E0) = N0(E −∆α) (10)

in the regime Ed/2Veff ≫ 1 of weak quantum degener-
acy, where the first-order QCE becomes increasingly ac-
curate. For the LHS of (10) we apply QCE (5), while
for the RHS we use the result (1) for α = 0, and im-
plement the shift ∆α, Eq. (8), as an expansion around

E in the small parameter ∆
(N,d)
∞ /E = O(E−d/2V −1

eff ).

Matching the next-to-leading order O(V N−1
eff ) in (10)

fixes χ(N,d)(E/α) ∝ −g(N,d)
+,N−1(E/α) (see Appendix E),

which, remarkably, is fully determined by two-body clus-
ters for which the first-order QCE is exact.
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A solution for Nα(E) is achieved by determining the
partial fermionization for a given initial noninteracting
energy E0, reducing the problem to finding, in view
of (8), the root of

x = χ(N,d)(E/α) = χ(N,d)((E0 + x∆∞)/α) . (11)

This implicitly defines x = χ as a function of E0, α, and
N . The method efficiently emulates the effect of higher-
order clusters in terms of the smallest ones, giving ex-
cellent predictions (see solid curves in Fig. 1). While
the presented lowest-order version involves only two-body
clusters it can be pushed to second (and higher) order in
a controlled way [51, 52], where three-body (and larger)
clusters correct for multi-particle collision effects.
Asymptotics and universality.—An asymptotic analy-

sis (see Appendix F) of χ and ∆∞ for large N further
reveals that

x ≈ lim
N→∞

χ(N,d)(Nǫ̃) = 1− ed/(2ǫ̃) erfc
√

d/(2ǫ̃) (12)

where ǫ̃=[Esc
0 +x∆sc

∞(Esc
0 )]/αsc and, with neff = N/Veff ,

Esc
0 =

E0

N
E−1, αsc = αE−1, E =

2π~2

m
n
2/d
eff , (13)

implying a universal law for the partial fermionization,

χ = χ(d,Esc
0 , α

sc) . (14)

For systems with differentN it predicts that χ, and hence
Nα, depend in the same peculiar way on α and the en-
ergy per particle E0/N of the corresponding noninter-
acting system, both appropriately scaled in terms of the

energy unit E = (2π~2/m)n
2/d
eff , establishing a key feature

of the observed universality: It relates high excitations
in large-N systems to lowlying excitations in correspond-
ing systems with smaller N . Explicit approximants for
χ(d,Esc

0 , α
sc) can be found by iteration (see Appendix

G).
In Figs. 3(a) and 3(b) we compare these predictions

with numerically obtained data based on MB levels of (6)
for the paradigmatic Lieb-Liniger model [58–61] [U(qi)=
0 on a ring with length L, i.e., neff =N/Veff =N/L]. We
find that the universality is fulfilled with remarkable ac-
curacy for the whole range of interactions and particle
numbers, even down to N =2. Moreover, for growing N
spectral fluctuations, not included in our analytical ap-
proach, are strongly suppressed, implying approximate
analytical predictability of individual excited MB ener-
gies for arbitrary parameters.
Inaccuracies at very low energies and couplings are

cured by extending the energy shifting from first order
(dashed), based on two-body processes, to second or-
der (solid) involving three-cluster diagrams which, again,
can be calculated analytically [51, 62]. Our approach
amounts to a description of the entire smooth spectrum

FIG. 3. Universal behavior of partial fermionization in re-
pulsive 1D Bose gases. The ratio χ ∈ [0, 1], Eq. (8), as a
function of energy per particle E0/N of the noninteracting
system is shown for (a), (b) the Lieb-Liniger model and (c)
harmonic confinement for various couplings α and N . Numer-
ical results for χ [dots representing individual levels in (a);
symbols in (b) with bars indicating one standard deviation
of local average over data chunks to obtain smooth densities]
are extracted level-by-level from comparing the staircase func-
tions (see, e.g., Fig. 1) of noninteracting, fully fermionized,
and interacting energies [∼ 106 lowest states in (a), (b) and
∼ 80− 200 states in (c)]. The numerical data for different N
collapse to universal functions (14), see text for details. Inset:
universal prediction for χ(Esc

0 , αsc) for harmonic confinement.

in terms of only two- or three-body processes which non-
perturbatively interpolates between α=0 and α→∞.
Figure 3(c) shows results for harmonic confinement, for

which ∆sc
∞=1/2, representing a generic nonintegrable N -

particle system, see also Fig. 1. The full lines for N =
3, 4, 6, 8 display the respective solutions of (11) converg-
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ing to the large-N limit. The universal prediction (inset)
shows, besides fermionization χ≃ 1 (roof) and the per-
turbative regime χ ≃ 2

√

αsc/(πEsc
0 ) (right flank), a non-

perturbative quantum regime for Esc
0 ≪(αsc)1/3, αsc ≪ 1

where χ ≃ 2(αsc/π)1/3 becomes independent of Esc
0 (see

Appendix G). This peculiarity connects our findings to
the solvable Calogero-Sutherland model with harmonic
trapping [44, 63] where exact spectra are subject to a
constant shift that we identify as a specific realization of
χ: Within our scheme, the dimensionless coupling con-
stant there prohibits an explicit energy dependence of χ
in (11). Here we find a generalization (including non-
integrable systems) where χ is allowed to vary over the
(smoothed) spectrum in a way characteristic for the par-
ticular type of interaction. We stress that due to the gen-
erality of the QCE approach (5), the shifting procedure
(8–11), and the subsequent asymptotic analysis, univer-
sality (14) of χ is not restricted to contact interaction
(6).
We close with a few remarks: (i) Our method pro-

vides predictions for regions of excitation spectra and
particle numbers that are barely accessible via full nu-
merical calculations. (ii) Universality (14) of χ directly
implies, through (10), universal features for Nα(E) =

N0(E − χ∆∞) and for the MB DOS ρ(N)(E)=ρ
(N)
0 (E−

χ∆∞)[1 − d(χ∆∞)/dE], both represented in terms of
their noninteracting limits at shifted energy. (iii) Corre-

sponding expressions for the microcanonical and canoni-
cal partition functions and thereby thermodynamic quan-
tities follow right away. E.g., (14) implies that the mi-
crocanonical temperature T can be determined as well by
the scaled variables (13). Thus, in the thermodynamic
limit N, Veff → ∞ with neff fixed, partial fermionization
χ(T, α, neff) is an intensive quantity. (iv) Eq. (5) holds
also true for fermions indicating that our approach can be
genereralized to fermions. (v) Another application con-
cerns MB scattering through interacting media due to a
fundamental relation between the smooth DOS and the
average dwell time [64, 65] that is, in the single-particle
case, robust against disorder implying universality [66].

To conclude we have shown that the consistent use of
short-time dynamical information in the description of
short-range-interacting 1D systems enables a separation
of interaction and confinement effects implying universal
features of smoothed MB spectra and related thermody-
namic properties. The way universality is derived does
not depend on details of the short-range interactions and
is not restricted to 1D systems. Hence we envisage a
generalization to higher dimensions and other types of
interaction.

We acknowledge illuminating discussions with B.
Geiger, P. Schmelcher and S. Tomsovic, and partial finan-
cial support from the Deutsche Forschungsgemeinschaft
through Research Unit FOR760 and project Ri689/14–1.

Appendix

Appendix A: Noninteracting case

The QCE for noninteracting bosonic or fermionic sys-
tems has been addressed in Ref. [29]. The results needed
for the presented work are here briefly recapped for con-
venience and in order to adapt the notation. The general
form

Z
(N)
0,± (β) =

1

N !

∑

N⊢N
(±1)N−|N|c

(N)
N

AN(−i~β) (A1)

of the multi-particle partition function fro noninteract-
ing bosons (+) or fermions (−) is based on the cycle
decomposition of permutations P involved in the sym-
metrization of the Hilbert space due to indistinguishabil-
ity. A specific clustering, i.e., decomposition of P into
cycles of particular lengths ni, is characeterized by the
multiset N = {n1, n2, . . . , n|N|}, summing up to a total

of
∑

n∈N
n =

∑|N|
i=1 ni = N . The sum in Eq. (A1) thus

runs over all partitions of N , denoted by N ⊢ N , while
|N| denotes the number of parts and the combinatorial

factor

c
(N)
N

:=
N !

∏

n∈N
n
∏

n′ mN(n′)!
(A2)

is the number of distinct permutations of N with a cycle-
decomposition corresponding to N, where mN(n) is the
multiplicity of n in N.
The amplitude of each clustering N in Eq. (A1) is the

product

AN(−i~β) =
∏

n∈N

An(−i~β) (A3)

of the amplitudes An of the individual clusters, speci-
fied by their cluster sizes n, i.e., the number of particles
involved in the cycles.
Using the semigroup property of the single-particle

propagator K
(1)
0 and identifying qn+1 ≡ q1 = q yields

the n-body cluster amplitude

An(t) =

∫

dDq K
(1)
0 (q,q;nt) = A1(nt) . (A4)
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Equivalently, the noninteracting N particle partition
function (A1) can be written as

Z
(N)
0,± (β) =

1

N !

∑

N⊢N
(±1)N−|N|c(N)

N

∏

n∈N

Z(1)(nβ) (A5)

in terms of the single-particle partition function Z(1)(β).
For smooth and homogeneously scaling external poten-
tials U(q) the latter is evaluated in short-time approxi-
mation by replacing

K
(1)
0 (q,q; t) ≃ exp

[

− i

~
U(q)t

]

K
(1)
free(q,q; t) , (A6)

where Kfree stands for unconfined propagation; resulting
in

Z(1)(β) = A1(−i~β) =
Veff

λdT
∝ β−d/2 (A7)

and consequently

Z(1)(nβ) = An(−i~β) =
Veff

λdT
n−d/2 . (A8)

The scaling with the effective dimension

d = D +
2

µ
D (A9)

with µ the degree of homogeneity in the external poten-
tial U(q) = wµU(q/w) allows to absorb the dependence
on cluster sizes n ∈ N into combinatorial coefficients
separated from the dependence on the relevant physi-
cal quantities, which are the temperature encoded in the
thermal de Broglie wavelength

λT =

(
m

2π~2β

)− 1
2

(A10)

and the (effective) volume

Veff =

(
2π~2

me0

)D/µ ∫

dDq exp[−U(q)/e0] (A11)

with an arbitrary unit of energy e0, which, for ~
2/(2m) =

1, coincides with the definition given in the main text.
The final explicit expression [see Eq. (1) of the main

text]

Z
(N)
0,± (β) =

N∑

l=1

z
(N,d)
±,l

(
Veff

λdT

)l

(A12)

involves the coefficients

z
(N,d)
±,l = (±1)N−lC

(N,d)
l /l! , (A13)

where the index l corresponds to the number of clus-
ters [|N| in Eq. (A1)] the total number of particles N is

divided into, or equivalently the number of cycles in a

permutation. The universal coefficients C
(N,d)
l are given

by

C
(N,d)
l =

∑

N⊢N
|N|=l

l!
∏

nmN(n)!

(∏

n∈N

1

n

)d/2+1

=
N∑

n1,...,nl=1∑
nk=N

( l∏

k=1

1

nk

)d/2+1
(A14)

and result from the scaling (A7) of single-particle par-
tition functions with the effective dimension d together
with summing up all contributions with the same num-
ber l of clusters, irrespective of their individual sizes, ab-

sorbing the combinatorial factors c
(N)
N

, Eq. (A2). A full
combinatorial derivation of Eq. (A14) as well as a recur-
sive method for fast evalation at larger values of N was
given in [29].

Appendix B: QCE in thermal equilibrium

1. Arbitrary order

In full generality, i.e., arbitrary order, dimensionality
D, and interaction with short-range character, the QCE
partition function [see Eq. (4) of the main text] is en-
tirely determined by interaction kernels aCn(βα), each as-
sociated with an irreducible cluster of size n, uniquely
labeled by a symbol C and represented by an irreducible
diagram [see, e.g., Figs. 2(b), 2(e), and 2(f) of the main
text]. The kernels are defined via their unique relation
to the amplitudes

AC

n(−i~β) =
Veff

λdT
n−d/2aCn(βα) (B1)

that denote the value of the corresponding diagrams,
where α denotes the energy associated with the coupling
strength. The generic scaling property (B1) can be shown
by consistent use of short-time dynamical information
[51, 52]. It expresses the fact that interactions only affect
the local internal dynamics of a cluster, independent of
the external potential U(q), while confinement effects are
separated, affecting the cluster as a whole. The informa-
tion about U(q) is carried by the effective volume (A11)
and the effective dimension (A9). In the general expres-
sion for the QCE partition function [Eq. (4) of the main
text] the generic scaling (B1) allows to subsume the ef-
fect of the interaction-kernels in the interaction-related
terms ∆z

(N,d)
±,l (βα). They add functional dependence on

βα to the coefficients of the corresponding noninteract-
ing partition function [Eq. (1) of the main text], while the
polynomial structure in Veffβ

−d/2 is unchanged. Due to
the significance of this scaling we introduce the thermal
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FIG. B1. The two classes of interacting cluster diagrams in
first-order QCE: (a) The intra-cycle cluster where the inter-
action effect happens between two particles within the same
cycle. (b) The inter-cycle structure where the interaction ef-
fect between two particles links two distinct cycles together
to a single large cluster.

interaction strength

s = βα . (B2)

2. First order

In first-order QCE, the cluster structure C is fully de-
termined by specifying intra- or inter-cycle configuration,
the cluster size n, and its partition into n1 and n − n1,
referring to the location of the interacting pair within the
cyclic structure of the permutation (see Fig. B1). After
symmetrization of the inter- and intra-cycle configuration
Eq. (B1) reduces to Eq. (3) of the main text, involving
only first-order kernels a±n1,n−n1

(s). A combinatorial re-
finement of Eq. (2) of the main text yields the relation

∆z
(N,d)
±,l (s) =

N−l+1∑

n=2

(±1)n

nd/2
z
(N−n,d)
±,l−1

n−1∑

n1=1

a±n1,n−n1
(s) .

(B3)

3. Delta-type contact interaction

We turn now to the case of contact interaction in 1D
[see Eq. (6) of the main text]. For two distinguishable
particles of equal mass m that live on an infinite line
and are interacting via a repulsive Dirac delta pseudo-
potential a separation into relative and center-of-mass co-
ordinates allows to relate the interacting two-body prop-
agator

K
(2)
0 (qf ,qi; t) + ∆K(2)

α (qf ,qi; t) (B4)

to the known 1D propagator for a single particle on a line
with a Dirac delta barrier (see, e.g., [67]). In imaginary
time t = −i~β and coordinates

X i,f :=
1

2

(

xi,f1 + xi,f2

)

,

∆xi,f := xi,f1 − xi,f2 ,

xj := λ−1
T qj

(B5)

FIG. B2. The four cases of reduced effective intra-cluster di-
agrams (see Fig. B1a) after convolution of consecutive single-
particle propagators. (a) n1,2 ≥ 2 reduces to an effective
cluster of four constituents with scaled coordinates xi, x

′

i. (b)
n1,2 = 1 is not reduced and remains a two-body cluster. (c)
n1 ≥ 2, n2 = 1 reduces to an effective three-body cluster as
well as the case (d) n1 = 1, n2 ≥ 2. Single particle propa-
gators of effective masses are marked with broken blue thick
lines. All four cases are subsumed by the integral in Eq. (B7).

that are scaled with the thermal de Broglie wavelength
λT, the interacting part of the two-body propagator reads

∆K(2)
α (qf ,qi;−i~β) = −√

sλ−2
T e−2π(Xf−Xi)2

×
∫ ∞

0

du exp
[

−√
πsu− π

2

(
|∆xf |+ |∆xi|+ u

)2
]

.

(B6)

Using this expression, the value of intra-cluster diagrams
Aintra

n1,n2
[see Fig. B1(a), and Fig. 2(e) of the main text] is

found to be

Aintra
n1,n2

= − L

λTn1/2

√
2s

4π

∫ ∞

0

dr

∫ ∞

−∞
dz

∫ ∞

0

du

× exp

[

−1

8
z2 −

√
s

2
u− 1

8
(|νz + r|+ |r| + u)2

]

,

(B7)

where L = Veff is the available length of the 1D system
and n = n1 + n2 and ν =

√

(2n1n2)/n− 1.
Expression (B7) is found after using the semigroup

convolution property on all consecutive single-particle
propagators reducing the cluster diagram to a maximum
number of four constituents (see Fig. B2), some of which
have altered (effective) masses (or equivalently modified
propagation times). The remaining integration variables
refer to the relative coordinate of the two interacting par-
ticles scaled with λT, with the initial distance r = x2−x1
and the average distance z = ((x2 − x1) + (x′2 − x′1))/ν
during the process.
Analogue considerations can be made on the inter-

cycle cluster diagrams [see Fig. B1(b) and Fig. 2(f) of
the main text] and lead to the exact identity

Aintra
n1,n2

= Ainter
n1,n2

≡ An1,n2
, (B8)
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which is a special feature of the delta-type interaction
and implies the redundancy of delta-interactions charac-
teristic for spinless fermions. This special implication of
the Pauli exclusion principle is thereby confirmed within
QCE to first order, instead of being imposed explicitly. In
the cluster expansion this happens by rendering the sum
in Eq. (2) of the main text of all (first-order) interact-
ing irreducible diagrams of a specific size n equal to null,
since A−

n1,n−n1
= (Aintra

n1,n−n1
− Ainter

n1,n−n1
)/2 = 0. While,

as a physical fact, this circumstance is expected we find
it here as a nontrivial cancellation effect confirming the
whole approach.
The bosonic cluster contribution A+ = A = Aintra,

Eq. (B7), fulfills the generic scaling (B1) [see also Eq. (3)
of the main text], in this case reading

A+
n1,n2

(α, β) =
L

λT
n−1/2a+n1,n2

(βα) , (B9)

where further evaluation of Eq. (B7) results in the inter-
action kernel

a+n1,n2
(s) =− 2

π
tan-1

1

ν
+

2√
π

[
ν2√
1 + ν2

√
s

− ν
√
ses erfc(

√
s) + (1− 2ν2s)Fν(s)

] (B10)

with

Fν(s) =

∫ ∞

0

dz exp
[

−z
(

z + 2
√

(1 + ν2)s
)]

erfc(νz) .

(B11)
Setting ν = 0 one recovers the case involving only two

particles A1,1 = L
λT

√
2
(−1 + es erfc(

√
s)) on a line [68],

also related to a corresponding expression in fully bal-
anced spin-one-half Fermi gases which has been derived
in the context of second-order virial expansion [69].

Appendix C: QCE in spectral representation

The general relation between the level counting func-
tion and the canonical partition function via inverse
Laplace transform,

Nα(E) = L
-1
β

[
1

β
Z

(N)
α,±(β)

]

(E) , (C1)

applied to Eq. (4) of the main text gives the general QCE
expression [Eq. (5) of the main text] forNα(E) with spec-
tral “coefficient functions”

g
(N,d)
±,l (ǫ) = ǫ−

ld

2 L
-1
s

[

∆z
(N,d)
±,l (s)s−

ld

2
−1
]

(ǫ) , (C2)

defined in terms of the interaction kernels aCn(s) and
the effective dimension d, where we used the identity
L -1

β [f(β)](E) = 1/aL -1
aβ[f(β)](E/a).

We focus on the explicit computation of the spectral

coefficients g
(N,d)
+,l (ǫ) in first-order QCE for contact inter-

actions (see previous section) by applying Eq. (C2) to
Eq. (B3) using the explicit kernels (B10). For more clar-
ity in calculus we split the internal factors of first-order
cluster diagrams, according to

a+n1,n−n1
(s) = a1(s, ν) + a2(s, ν) + a3(s, ν) + a4(s, ν) ,

(C3)
into their four addends

a1(s, ν) =
2

π
tan-1 ν − 1 +

2ν2
√

π(1 + ν2)

√
s ,

a2(s, ν) = − 2√
π
ν
√
ses erfc(

√
s) ,

a3(s, ν) =
2√
π
Fν(s) ,

a4(s, ν) = − 4√
π
ν2sFν(s) = −2ν2sa3(s, ν) ,

(C4)

where we have absorbed the dependence on n1 and the
cluster size n into ν. Combining the explicit expres-
sions (C4) for the contact-interacting 1D Bose gas with
the general first-order QCE formula (B3)] for the coef-

ficients ∆z
(N,d)
+,l (s) of the partition function and subse-

quently plugging it into Equation (C2) gives

g
(N,d)
+,l (ǫ) =

N−l+1∑

n=2

n− d

2 z
(N−n,d)
+,l−1

n−1∑

n1=1

4∑

j=1

b
(ld)
j (ǫ, ν) (C5)

with

b
(ld)
j (ǫ, ν) = ǫ−

ld

2 L
-1
s

[

s−
ld

2
−1aj(s, ν)

]

(ǫ) . (C6)

In the following explicit expressions for the four bj are
calculated for the case of integer upper index ld ∈ N.
This covers all possible contributions one can get for in-
teger effective dimension d ∈ N, Eq. (A9), including the
important 1D cases of

i) vanishing external potential U = 0 (Lieb-Liniger),
where µ = ∞, d = D = 1,

ii) the harmonically trapped Bose gas U(q) ∝ q2,
where µ = 2, d = 2D = 2, and

iii) linear potentials like a linear well U(q) ∝ |q|, where
µ = 1, d = 3D = 3.

To ease notation for the computations, the effective di-
mension is assumed to be d = 1 whithout loss of gen-
erality, since all d ∈ N are also covered by renaming
l 7→ ld ∈ N.
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1. Calculation of b
(l)
1 (ǫ, ν)

Applying standard rules of inverse Laplace transforma-
tion to powers of s gives

b
(l)
1 (ǫ, ν) =

(
2

π
tan-1 ν − 1

)
θ(ǫ)

Γ
(
l
2 + 1

)

+
2ν2

√

π(1 + ν2)

θ(ǫ)

Γ
(
l
2 + 1

2

)√
ǫ
.

(C7)

2. Calculation of b
(l)
2 (ǫ, ν)

Following the recursive approach in [68] gives

b
(l)
2 (ǫ, ν) = − 2ν√

π

(
1 + 1

ǫ

) l

2
− 1

2

Γ
(
l
2 + 1

2

)√
ǫ
hλ(ǫ)

+
2ν

π

⌊ l

2
⌋

∑

k=1

Γ
(
l
2 − k + 1

2

)

Γ
(
l
2 − k + 1

)
Γ
(
l
2 + 1

2

)

(

1 +
1

ǫ

)k−1
θ(ǫ)

ǫ
,

(C8)

with the definitions

hλ(ǫ) =

{
2
πθ(ǫ) tan

-1(
√
ǫ) : λ = 1

2 ,

θ(ǫ) : λ = 0 ,
(C9)

and

λ =
1

2
(l mod 2) =

{
1
2 : l odd ,

0 : l even .
(C10)

Here ⌊q⌋ denotes the integer n ≤ q that is closest to q.

3. Calculation of b
(l)
3 (ǫ, ν)

To simplify the following analysis we define

F̃ν(s) := e−(1+ν2)sFν(s) . (C11)

The integral in F̃ν(s) can not be evaluated to elemen-
tary expressions directly. In contrast to that its inverse
Laplace transform can be related to the solvable deriva-
tive given by

e(1+ν2)sF̃ ′
ν(s) =

ν

2
s−

1
2 es erfc(

√
s)− 1

2

√

1 + ν2s−
1
2 .

(C12)

Using this observation we calculate

L
-1
s [Fν(s)] (ǫ) = L

-1
s

[

F̃ν(s)
]

(ǫ + (1 + ν2))

= −
L

-1
s

[

F̃ ′
ν(s)

]

(ǫ+ (1 + ν2))

ǫ+ (1 + ν2)

= −
L -1

s

[

e(1+ν2)sF̃ ′
ν(s)

]

(ǫ)

ǫ+ (1 + ν2)

= (ǫ+ (1 + ν2))−1

×
(√

1 + ν2

2
√
π

θ(ǫ)√
ǫ
− ν

2
√
π

θ(ǫ)√
1 + ǫ

)

.

(C13)

From there we get

L
-1
s

[
s−1Fν(s)

]
(ǫ) =

∫ ǫ

−∞
dx L

-1
s [Fν(s)] (x)

=
θ(ǫ)√
π

[

tan-1
(√

ǫ

1 + ν2

)

+tan-1

(√

ν2

1 + ǫ

)

− tan-1 ν

]

,

(C14)

and

L
-1
s

[

s−
1
2Fν(s)

]

(ǫ)

=

∫ ∞

−∞
dx L

-1
s

[

s−
1
2

]

(ǫ− x)L
-1
s [Fν(s)] (x)

=
θ(ǫ)

2π

∫ ǫ

0

dx
1√
ǫ− x

[ √
1 + ν2√

x(x+ (1 + ν2))

− ν√
1 + x(x+ (1 + ν2))

]

=
θ(ǫ)

π
(ǫ + (1 + ν2))−

1
2 tan-1

(

1

ν

√

1 +
1 + ν2

ǫ

)

.

(C15)

We calculate L -1
s

[

s−nF̃ν(s)
]

for larger negative pow-

ers of s using a recursive approach, where Eqs. (C14)
and (C15) will serve as initial values. We define

Gn(s) := Γ(n)s−nF̃ν(s) , (C16)

where n may be either integer or half-integer. Taking the
derivative of Eq. (C16) with respect to s leads to

Gn+1(s) = − ∂

∂s
Gn(s) + Γ(n)s−nF̃ ′

ν(s) , (C17)

which implies the recursion relation

L
-1
s [Gn+1(s)] (ǫ) = ǫL -1

s [Gn(s)] (ǫ)

+ Γ(n)L
-1
s

[

s−nF̃ ′
ν(s)

]

(ǫ)
(C18)
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for the inverse Laplace transformed objects, where the

initial values L -1
s [G1(s)] or L -1

s

[

G 1
2
(s)
]

are given explic-

itly by Eqs. (C14) and (C15). The solution to Eq. (C18)
is either given by

L
-1
s [Gn+1(s)] (ǫ) = ǫn L

-1
s [G1(s)] (ǫ)

+
n∑

k=1

ǫn−kΓ(k)L
-1
s

[

s−kF̃ ′
ν(s)

]

(ǫ)

(C19)

for integer indexes or by

L
-1
s

[

Gn+ 1
2
(s)
]

(ǫ) = ǫn L
-1
s

[

G 1
2
(s)
]

(ǫ)

+

n−1∑

k=0

ǫn−1−kΓ

(

k +
1

2

)

L
-1
s

[

s−k− 1
2 F̃ ′

ν(s)
]

(ǫ)

(C20)

for half-integer indexes. In the given form, both solu-
tions (C19) and (C20) are valid for n ∈ N0. After rein-
troducing the exponential prefactor Eqs. (C19) and (C20)

become

Γ(n+ 1)L
-1
s

[
s−n−1Fν(s)

]
(ǫ)

= (ǫ+ (1 + ν2))n L
-1
s

[
s−1Fν(s)

]
(ǫ)

+

n∑

k=1

(ǫ + (1 + ν2))n−kΓ(k) (C21)

× L
-1
s

[

s−ke(1+ν2)sF̃ ′
ν(s)

]

(ǫ) ,

and

Γ

(

n+
1

2

)

L
-1
s

[

s−n− 1
2Fν(s)

]

(ǫ)

=
√
π(ǫ+ (1 + ν2))n L

-1
s

[

s−
1
2Fν(s)

]

(ǫ)

+

n∑

k=1

(ǫ+ (1 + ν2))n−kΓ

(

k − 1

2

)

× L
-1
s

[

s−k+ 1
2 e(1+ν2)sF̃ ′

ν(s)
]

(ǫ) ,

(C22)

where n ∈ N0. The remaining step is to calculate

L -1
s

[

s−ne(1+ν2)sF̃ ′
ν(s)

]

(ǫ) for n being either integer or

half-integer. Using Eq. (C12) leads to

L
-1
s

[

s−ne(1+ν2)sF̃ ′
ν(s)

]

(ǫ)

=
ν

2
L

-1
s

[
s−n−1

√
s erfc(

√
s)
]
(ǫ)

− 1

2

√

1 + ν2 L
-1
s

[

s−n− 1
2

]

(ǫ)

= −
√
π

4
ǫnb

(2n)
2 (ǫ, ν)−

√
1 + ν2

2Γ(n+ 1
2 )
ǫn−

1
2 θ(ǫ) .

(C23)

For l ≥ −1 we get

b
(l)
3 (ǫ, ν) =

(

1 + 1+ν2

ǫ

) l

2

Γ
(
l
2 + 1

)



tλ(ǫ, ν)−
1√
π

⌈ l

2
⌉

∑

k=1

Γ(k − λ)

(

1 +
1 + ν2

ǫ

)λ−k
(√

π

2
b
(2(k−λ))
2 (ǫ, ν) +

√
1 + ν2

Γ
(
k − λ+ 1

2

)
θ(ǫ)√
ǫ

)

 ,

(C24)

where ⌈q⌉ denotes the integer n ≥ q that is closest to q
and the function tλ is defined as

tλ(ǫ, ν) =







2
π θ(ǫ) tan

-1

(

1
ν

√

1 + 1+ν2

ǫ

)

: λ = 1
2 ,

2
π θ(ǫ)

[

tan-1
(√

ǫ
1+ν2

)

+ tan-1
(√

ν2

1+ǫ

)

− tan-1 ν
]

: λ = 0 .

(C25)

4. Calculation of b
(l)
4 (ǫ, ν)

Since Eq. (C24) is not only valid for l ∈ N but also
for the values l = −1, 0 we can use the simple relation
between a3 and a4 [see Eq. (C4)] to get

b
(l)
4 (ǫ, ν) = −2ν2

ǫ
b
(l−2)
3 (ǫ, ν) (C26)

for all l ∈ N.
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Appendix D: QCE in fermionization
regime—Strong-coupling expansion

We employ an exact mapping [57] of 1D bosonic sys-
tems with delta interaction to spinless fermionic systems
with an effective attractive zero-range interaction poten-
tial, here referred to as anti delta. Application of first-
order QCE to the effective fermionic theory relies on the
two-body propagator for the anti delta interaction. To re-
late it to the propagator in the original system we define,
for any two-body propagatorK, the swapping operation,
denoted by K̄, as

K̄((q′1, q
′
2), (q1, q2))

=

{

K((q′1, q
′
2), (q1, q2)), for (q1 − q2)(q

′
1 − q′2) > 0,

−K((q′1, q
′
2), (q1, q2)), for (q1 − q2)(q

′
1 − q′2) < 0 ,

(D1)

which gives a relative sign inversion when the two par-
ticles have to cross each other along any classical path
from (q1, q2) to (q′1, q

′
2). The interacting propagator K of

two distinguishable particles subject to delta interaction
is built from its symmetric part K+ and its antisymmet-
ric part K− w.r.t. particle exchange,

K = K+ +K− , (D2)

where K+(K−) is defined by all symmet-
ric(antisymmetric) eigenfunctions ψ±(R, r) of the
two-body system, where R, r denote center-of-mass and
relative coordinates, respectively. The delta interaction
only has an effect on the symmetric wavefunctions
ψ+(R, r), whereas the antisymmetric ones are unaffected
ψ−(R, r) = ψ0,−(R, r), thus we write

K+ = K0,+ +Kα , (D3)

K− = K0,− , (D4)

where K0,± denotes the (anti)symmetric part of the non-
interacting propagator and Kα the modification to the
symmetric part due to finite interaction.
For the anti delta interaction (which will be denoted

by a tilde) the opposite is the case and one has unaffected
symmetric wavefunction ψ̃+(R, r) = ψ0,+(R, r) whereas

the antisymmetric wavefunctions ψ̃−(R, r) feel the inter-
action in form of a jump discontinuity at vanishing rel-
ative distance r of the particles. Because of the exact
mapping, those antisymmetric wavefunctions are equiv-
alent with the symmetric ones for the delta interaction
with a conditional sign inversion

ψ̃−(R, r) = sign(r)ψ+(R, r) , (D5)

reflected in the propagator K̃ of two distinguishable par-
ticles with anti delta interaction as

K̃ = K0,+ + K̄+

= K0,+ + K̄0,+ + K̄α .
(D6)

For first-order QCE calculations one needs then only the
modification K̃α of the porpagator due to anti delta in-
teraction, thus we write

K̃ = K0 + K̃α

= K0,+ +K0,− + K̃α ,
(D7)

and obtain the final result

K̃α = K̄0,+ + K̄α −K0,− . (D8)

A simple test of this result can be done in the limit
α → ∞ where the symmetric propagator for delta in-
teraction becomes just the swapped version of the free
antisymmetric propagator

K0,+ +Kα −−−−→
α→∞

K̄0,− , (D9)

so that

K̃α −−−−→
α→∞

0 , (D10)

which means the fermionic theory is noninteracting in
this limit, confirming the fermionization effect [55, 56].
Using the relation (D8) in the calculation of the corre-

sponding QCE diagrams involved in the cluster contribu-
tion Ãn1,n−n1

(s) for the fermionic theory one gets then a
replacement of the functions an1,n−n1

7→ ãn1,n−n1
given

by [see Eq. (C4) for comparison]

ã1(s, ν) = − 2

π

ν

1 + ν2
− 2ν2
√

π(1 + ν2)

√
s ,

ã2(s, ν) =
2√
π
ν
√
ses erfc(

√
s) = −a2(s, ν) ,

ã3(s, ν) =
2√
π
Fν(s) = a3(s, ν) ,

ã4(s, ν) =
4√
π
ν2sFν(s) = −a4(s, ν) ,

(D11)

and consequently

b̃
(l)
1 (ǫ, ν) = − 2

π

ν

1 + ν2
θ(ǫ)

Γ( l
2 + 1)

− 2ν2
√

π(1 + ν2)

θ(ǫ)

Γ( l
2 + 1

2 )
√
ǫ
,

b̃
(l)
2 (ǫ, ν) = −b(l)2 (ǫ, ν) ,

b̃
(l)
3 (ǫ, ν) = b

(l)
3 (ǫ, ν) ,

b̃
(l)
4 (ǫ, ν) = −b(l)4 (ǫ, ν) ,

(D12)

which can then be used in the fermionic version

g̃
(N,d)
−,l (ǫ) =

N−l+1∑

n=2

n− d

2 z
(N−n,d)
−,l−1

n−1∑

n1=1

4∑

j=1

b̃
(ld)
j (ǫ, ν)

(D13)
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FIG. E1. Schematic method of energy shifting.

of the coefficients (C5) modified to anti delta interaction,
plugged into the fermionic counting function [Eq. (5) of
the main text] together with the noninteracting fermionic
coefficients (A13)

z
(n,d)
−,l = (−1)n−lz

(n,d)
+,l (D14)

to get the corresponding counting functions for the
fermionization regime.

Appendix E: Energy shifting method

We write the ansatz of the shifting method, i.e., ex-
pressing the effect of interactions as a shift in all energies
(see Fig. E1), as

Nα(E) = N0(E −∆α) . (E1)

The energy shifts ∆α are in general allowed to vary with
their location in the spectrum. Besides E, also d, Veff , N ,
and α are free variables in the formal definition (E1) of
∆α, which can be thought of as a reformulation of the
problem to find Nα(E): Provided that the noninteract-
ing smooth spectrum (represented by N0(E)) is known,
∆α contains all information to construct the interacting
one (represented by Nα(E)). As is pointed out in the
following, the shifts ∆α have a systematic form induced
by the QCE for N0 and Nα which allows then for an it-
erative approximation in a controlled way. This way one
obtains, via Eq. (E1), a method to determine Nα in an
approximative order-by-order manner that is far more ef-
ficient than the direct approximation of Nα using QCE
up to a specific order.

1. The full shifts—Infinite coupling

For the purpose of this section we write the noninter-
acting counting function as

N0(Ẽ) = cN Ẽ
Nd/2 + cN−1Ẽ

(N−1)d/2 + . . . , (E2)

with the dimensionless total energy

Ẽ = ρ0E , (E3)

measured in units of the characteristic energy

ρ0
−1 =

2π~2

m
V

−2/d
eff (E4)

related to the (effective) system size Veff (A11) and using
the short-hand notation

cl =
z
(N,d)
+,l

Γ
(
ld
2 + 1

) (E5)

for the constant coefficients. We note that, while we ex-
plicitly focus on bosonic systems here, the approach can
be easily applied to fermionic systems, replacing z+ 7→ z−
in Eq. (E5), as well.
To start with, we consider 1D bosonic systems with

contact interactions and in particular focus on the
fermionization limit α → ∞, which can be mapped
to noninteracting spinless fermions [55, 56]. We thus
demand equivalence with the noninteracting fermionic
counting function

N∞(E)
!
= cN Ẽ

Nd/2 − cN−1Ẽ
(N−1)d/2 + . . . , (E6)

invoking a requirement on the full shift ∆∞ =
limα→∞ ∆α by comparison (E1) with the shifted non-
interacting counting function. Up to next-to-leading or-
der in the regime of high energy—or equivalently high
temperature and weak quantum degeneracy—the latter
reads

N0(E −∆∞)

= cN Ẽ
Nd/2

(

1− Ẽ−1∆̃∞
)Nd/2

+ cN−1Ẽ
(N−1)d/2 + . . .

= cN Ẽ
Nd/2 − Nd

2
cN

(

∆̃∞Ẽ
Nd/2−1

)

+ cN−1Ẽ
(N−1)d/2 + . . .

(E7)

with the dimensionless full energy shift defined as

∆̃∞ = ρ0∆∞ . (E8)

Equating Eq. (E7) with Eq. (E6) the second term in
the expansion (E7) has to contribute to the term of order
O(Ẽ(N−1)d/2) to correct its sign. Here we find the case
d = 2 to be of special simplicity, because it corresponds
to a full shift ∆∞ that is a constant. From comparison
one easily finds in this case

∆̃∞ =
2cN−1

NcN
=

1

2
N(N − 1) for d = 2 , (E9)

which is remarkably accurate when applied to the 1D
harmonic trapping (for which d = 2), where the exact
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spectra of noninteracting bosons and fermions are related
level-by-level by an exact constant shift coinciding with
the prediction (E9) from the universal consideration of
smooth spectra.
For arbitrary effective dimensionality d the match-

ing (E6) demands that the full shifts asymptotically be-
have like

∆̃∞ ∼ const.× Ẽ1−d/2 as Ẽ → ∞ . (E10)

By comparing ideal bosonic and fermionic smooth count-
ing functions for several different values of the effective
dimension d and numbers of particles N one finds that
the prescription

∆̃∞ = const.× [N ](2/d−1)/N (E11)

is way more favorable than an energy-dependent pre-
scription as in Eq. (E10). It effectively (in a smooth
way) expresses the full fermionization shift of each level
as a function of its quantum number N rather than its
(fermionized) energy E, related here by N = N∞(E).
While exhibiting the same correct asymptotics for large
Ẽ the N -dependent prescription (E11) quite accurately
produces the fully fermionized limit on all energy scales.
So far the explicit N -prescription, Eq. (E11), is heuristic
(if d 6= 2) and only motivated by observation. For finite
coupling α on the other hand, the partial shift ∆α also in-
volves the infinite shift ∆∞ (see subsequent subsection).
There, expressing ∆∞ as a function of N = Nα(E) is
crucial and can be justified by consistency w.r.t. “inter-
action flow” (see the subsection after the next).
A direct comparison of the next-to-leading order terms

in Eqs. (E7) and (E6), using N = N∞(E), yields the
explicit full shift

ρ0∆∞ =
4

Nd
cN−1c

−1−(2/d−1)/N
N

︸ ︷︷ ︸

const.

[N ](2/d−1)/N . (E12)

2. The partial shifts—Arbitrary coupling strengths

The next step in extending the shifts to arbitrary in-
teraction strength crucially relies on the generic struc-
ture [Eq. (5) of the main text] of the QCE: The effect
of arbitrary α is a correction of the coefficients cl by
functions (C2) of the energy in units of the coupling pa-
rameter, E/α, while keeping the polynomial structure in
VeffE

d/2, or equivalently Ẽd/2. Therefore we apply the
same separation in the two distinct energy scales given
by α and Veff to the shifts. The corresponding ansatz
reads

∆α = χ(N,d)

(
E

α

)

∆∞ , (E13)

where the partial shift as fraction χ ∈ [0, 1] of the full
shift is a function of the energy in units of the coupling

strength, E/α, not involving the energy scale given by
Veff . The system size on the other hand enters the full
shift ∆∞ (see also Fig. E1), which should in contrast be
independent of α in the following sense. For finite α, ∆∞
refers to the “horizontal” line which should not change
while the interacting energy E moves along the horizon-
tal line when changing α. To illuminate this meaning of
the separation of energy scales and the prescription (E11)
a bit more, consider the shift of a single exact MB level.
Say, we talk about the n-th excited state E(n)(α), start
from its noninteracting energy E(n)(0) and adiabatically
switch on interactions. The full shift (E11) is expressed in
terms of the counting function N = Nα(E

(n)(α)) which
simply becomes the quantum number n. It does not
change during the process of turning on interactions. The
ansatz (E13) then suggests that the ratio E(n)(α)/α of
the actual interacting energy of this level and the energy-
like coupling parameter is in unique relation to how far
this level has moved from the noninteracting E(n)(0) to
the fully fermionized counter-part E(n)(∞). This notion
of invariance of ∆∞ during a change of α can be expressed
by writing it as a function of the noninteracting energy
E0 ≡ E −∆α to eliminate an explicit α-dependence. By
using N = Nα(E) = N0(E0) in Eq. (E11) one may write

∆(N,d)
∞ (E,α, Veff) = ∆(N,d)

∞ (E0, Veff) . (E14)

From the analytical point of view the ansatz (E13) al-
lows a matching in the next-to-leading order term of the
expansion in Ẽ. The separation into two different energy
scales is here crucial. Matching coefficients in a power
expansion in Ẽ can be thought of as matching power
expansions in the (effective) volume Veff , while E/α is
considered as an independent variable. This way of sep-
arating combines the high amount of analytical control
one has over power series expansions with the high value
of a nonperturbative description in the interaction.
We briefly comment on the generality of the approach.

The interpretation of ∆∞, Eq. (E12), as full shifts
limα→∞ ∆α between noninteracting levels and infinite
strong coupling or fermionized energies only applies to
the 1D bosonic case with contact interactions. Neverthe-
less, for arbitrary particle exchange symmetry, effective
dimension d and short-range interaction potential, the
general approach (E13) together with the N prescrip-
tion (E11), (E12) is still a fully valid and meaningful
ansatz. Matching within this ansatz the next-to-leading
order contribution in the expansion (E7) of the RHS of
Eq. (E1) with the QCE expansion [Eq. (5) of the main
text] on the LHS determines the ratio

χ(N,d)

(
E

α

)

= − 1

2cN−1
g
(N,d)
±,N−1

(
E

α

)

(E15)

in terms of the coefficient functions (C2). In the case
of contact-interacting bosons in one dimension the latter
are given by the explicit expressions (C5) and one has
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the exact fermionization property, implemented as

g
(N,d)
+,N−1

(
E

α

)

−−−−→
α→∞

−2cN−1 , (E16)

for which one reobtains the correct full shifts as
limα→∞ χ(N,d)(E/α) = χ(0) = 1, meaning in this case
the subscript ∞ can be taken literally in the sense
∆∞ = limα→∞ ∆α. In the general case, where actual
fermionization may be absent, the label ∆∞ just refers
to the explicit expression (E12).
The analytic matching (E15) together with the full

shifts (E12) determines the partial shifts (E13) as a
function of E/α and N . Whenn expressing N as a
function of E it is crucial to use the unknown (al-
ready shifted) N = Nα(E) in the expression for the
full shifts (E12), as demanded by the “interaction flow
consistency” argument (see next subsection). In order
to determine the final counting function (or equivalently
the shifts ∆α) from known objects involves therefore a
self-consistent solution: Using the deduced analytical
knowledge, Eqs. (E13), (E12), (E15), about ∆α in the
ansatz (E1) results in a highly nontrivial algebraic equa-
tion for Nα(E). The most practical way to formulate the
corresponding equation is by solving for E with a given
quantum number N instead of the other way around.
The process of solving can be thought of as starting with
a noninteracting level of energyE0 and pushing its energy
until the requirement given by the matching is fulfilled.
When fixing a starting value E0 the corresponding shift
∆α is determined by the equation

ρ0∆α = const.× [N0(E0)]
(2/d−1)/N

× χ(N,d)

(
E0 +∆α

α

)

,
(E17)

where the constant prefactor and the partial fermioniza-
tion function χ are analytically given by Equation (E12)
and Equation (E15), respectively. As the root of
Eq. (E17), the shifts are determined as functions

∆α = ∆α(d,N, Veff , E0, α) . (E18)

of E0 and α as well as the fixed system parameters
d,N, Veff . Equivalently one can solve for the partial
fermionization χ [see also Eq. (11) of the main text] as a
function of E0 and α by finding the root x of

x = χ(N,d)

(

E0 + x∆
(N,d)
∞ (E0, Veff)

α

)

, (E19)

giving χ = x as

χ = χ(d,N, Veff , E0, α) . (E20)

3. Interaction flow consistency—A justification of

the N -prescription

In this subsection an analytical argument is presented
clarifying why the N -dependent prescription (E11) is fa-

FIG. E2. (a) Scheme of an infinitesimal energy shifting, where
Nα is the initial point (green). (b) Sketch of integrated in-
finitesimal shifts dE (along N = const.), reproducing the
finite shift ∆α.

vorable to an energy dependent one (E10). The argu-
ment is based on an infinitesimal version of the shifting
method. Instead of applying the shifting to noninter-
acting counting functions N0, Eq. (E2), or equivalently
individual MB levels, in order to approximately repro-
duce the interacting case, the starting point is here the
case of finite arbitrary coupling strength α. One could
think of the situation with the coupling set to α as an
unperturbed system, while an infinitesimal increase dα
in the interaction can be regarded as a small perturba-
tion. The attempt is then to implement this perturbation
as an infinitesimal version of the energy shifting method
applied to Nα, expressed by

Nα+dα(E) = Nα(E − dE) . (E21)

Similar to the direct finite shift (E13) the ansatz for the
infinitesimal shift is

dE = const.×N (2/d−1)/N

︸ ︷︷ ︸

=∆∞

dχ ∼ Ẽ1−d/2dχ , (E22)

where N = Nα+dα(E) can be regarded as the quantum
number of a level to be shifted. The situation is sketched
in Fig. E2(a). The function dχ is here assumed to depend
on the ratio E/dα of energy and the (here infinitesimal
additional) coupling dα. Again a separation into differ-
ent energy scales given by dα and Veff is crucial. As in the
previous subsection, the shift dE gets then determined
by matching (E21) term by term in an expansion in Ẽ as-
sociated with the energy scale given by the system size.
This is here demonstrated as a first-order shift involv-
ing only the matching of terms of next-to-leading order
O(Ẽ(N−1)d/2). Up to this order, and expanded linearly
in infinitesimal quantities, the shifted counting function,
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according to QCE, reads

Nα(E − dE) = cN Ẽ
Nd/2

+

[

cN−1 + g

(
E

α

)

− 2cN−1dχ

− 4

Nd
cN−1c

−1
N

E

α
g′
(
E

α

)

Ẽ−d/2dχ

︸ ︷︷ ︸

subdominant as Ẽ → ∞

]

Ẽ(N−1)d/2

+ . . . ,

(E23)

which has to be matched with the QCE prediction

Nα+dα(E) = cN Ẽ
Nd/2

+

[

cN−1 + g

(
E

α

)

− g′
(
E

α

)
E

α2
dα

]

Ẽ(N−1)d/2 + . . . ,

(E24)

where g(E/α) is short hand for g
(N,d)
±,N−1(E/α). There is a

subtle issue in identifying the order of terms in Ẽ. Since
in the infinitesimal shift the energy scale regarded dis-
tinctly from Ẽ should be E/dα instead of E/α, the latter
could be associated with the volume scale by E/α = Ẽ/α̃
with a scaled dimensionless parameter α̃ = ρ0α. How-
ever, α could be considered as a third energy scale, fixed
as system parameter of the starting point system, inde-
pendent of both, the (additional) interaction dα and the
system size Veff . The corresponding behaviour α̃ → ∞
as Veff → ∞ keeps the ratio E/α = Ẽ/α̃ finite when
considering the regime of large volume that underlies the
expansion in dominant powers of Ẽ. Moreover, even if
α is not considered as fixed parameter but rather scaling
with Veff , including the otherwise subdominant terms in
Eqs. (E23) and (E24) does not affect the discussion and
leads to the same result, as will be shown in the following.
The only restriction is then that those terms do not be-
come predominant, which would require that g(ǫ) ∼ ǫd/2

when ǫ → ∞, in clear contradiction to the assumption
that the effect of interaction vanishes as α→ 0, expressed
as g(E/α) → 0. Recognizing that

d

dα
g

(
E

α

)

= g′
(
E

α

)(

− E

α2
+

1

α

dE

dα

)

, (E25)

and using Eq. (E22) allows to refine

E

α2
g′
(
E

α

)

dα = −dg

(
E

α

)

+
4

Nd
cN−1c

−1
N

E

α
g′
(
E

α

)

Ẽ−d/2dχ

︸ ︷︷ ︸

subdominant as Ẽ → ∞

+ . . . .

(E26)

The matching then directly leads to the infinitesimal shift

dχ

dα
= − 1

2cN−1

d

dα
g

(
E

α

)

, (E27)

implying a flow equation for E(α) that depends on the
particular choice of ∆∞ in Eq. (E22).
Finally, the N -prescription (E12) for ∆∞ becomes cru-

cial when integrating the infinitesimal shifts (see sketch
in Fig. E2b) to obtain the finite shift

∆α =

∫ α

0

dα′ dE(α′)

dα′ . (E28)

While the energy E(α) of a point on the counting func-
tion, or equivalently of an individual MB level E(n)(α),
naturally changes during the integration, its quantum
number N = n remains constant. Thus, combining
Eq. (E22) with Eq. (E27), the integrated shift becomes

∆α = − 1

2cN−1
∆∞

︸ ︷︷ ︸
const.

×
(

g

(
E

α

)

− lim
ǫ→∞

g(ǫ)
︸ ︷︷ ︸

=0

)

, (E29)

which exactly coincides with the direct finite shift (E13)
with Eq. (E15). This feature is here referred to as inter-
action flow consistency: The direct, finite version of the
shifting with N -prescription is consistent with the inte-
grated flow when applied as infinitesimal version at all
steps in between, a very special feature that is, e.g., not
inherent in an energy-dependent prescription.

4. Generality of the method

First, although the method was deduced based on
fermionization, the matching of the ansatz (E13) together
with the prescription (E11) that results in Eq. (E15) does
not rely on this peculiarity of delta-interactions in 1D.
Instead, it applies to other types of interaction, dimen-
sionality and also statistics. The term “full shifts” should
then not be taken literally, whereas the final implemen-
tation of the method in form of Eqs. (E17) and (E19)
should still hold, even if α → ∞ produces infinite shifts,
then reflected by limǫ→0 χ(ǫ) = ∞.
Second, since the first-order energy shift (E15) only

depends on the two-body clusters, it does not suffer from
the truncation of QCE to first order, making it exact at
the smooth level. This reduction of the universal proper-
ties of a few-body system to the solution of the isolated
two-body problem in particular opens the application to
generic (short-range) interaction potentials. It also sug-
gests an interpretation as a quantum few-body analogue
of leading-order virial expansions of classical macroscopic
systems, that, e.g., lead to the Van-der-Waals equation.
Both incorporate interaction effects at the two-body level
and both are restricted to describing smooth features.
While the latter applies to classical grand canonical en-
sembles of typically macroscopic numbers of particles,
our approach describes canonical ensembles of indistin-
guishable particles down to the regime of quantum de-
generacy.
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Appendix F: Large N asymptotics of partial
fermionization

1. The asymptotic fermionization function χ(N,d)(ǫ)

We analyse the asymptotics of the partial fermioniza-
tion function χ(N,d)(ǫ) [see Eq. (8) of the main text] in the
regime of N ≫ 1. First we work on a general level that
applies to arbitrary dimensionality and arbitrary short
range interaction. To first order of the shifting method
this involves, due to Eq. (E15), the asymptotics of the

function g
(N,d)
±,N−1(ǫ). Expressing the latter in terms of the

interaction kernels a±(s) via Eq. (C2) and (B3) reduces
the problem to find the large-N behavior of

ǫ−(N−1)d/2
L

-1
s

[

s−(N−1)d/2−1a±1,1(s)
]

(ǫ) . (F1)

In general, we consider here an arbitrary clustering
N = {n1, n2, . . . , n|N|}, including also three-body and
higher order clusters, possibly involving both interacting
ones and noninteracting, purely symmetry-related ones.
The corresponding contribution to the spectral coefficient

functions g
(N,d)
±,l (ǫ) involves terms of the form

〈f(s)〉ǫ ≡ Γ(µ+ 1)ǫ−µ
L

-1
s

[
s−µ−1f(s)

]
(ǫ) , (F2)

where µ = ld/2 with l = |N| the total number of clusters
in the specific contribution and f(s) = Πn∈Nan(s) the
product of interaction kernels of all nontrivial, interacting
clusters. We set a(s) ≡ 1 for the trivial one-body clusters
as well as noninteracting cyclic clusters of more than one
particle. This definition, in view of the noninteracting
amplitudes (A8), is compatible with the definition (B1)
While for first-order shifting only the term (F1) with

l = N−1 clusters is needed, the general expressions (F2)
are required for shifting of order N − l and higher. A
large number of particles N thus implies a large number
of clusters l ≃ N contributing to the shifting method
unless the level of approximation becomes comparable to
N . The results presented in the main text [see Fig. 3
of the main text], based on only first- and second-order
shifting, show that this criterion can be met easily while
providing sufficient accuracy to describe average spectra
down to the quantum degenerate regime.
Eqs. (F1) and (F2) can be interpreted as (inverse)

thermal “average” in the following sense. It transfers
functions of temperature, i.e., a±1,1(s) or in general f(s),
from the canonical equilibrium picture of definite tem-
perature (represented by s = βα) to the corresponding
microcanonical picture of definite energy (represented by
ǫ = E/α). The identity

〈f(s)〉ǫ =
L -1

β

[
Zl(β)β

−1f(βα)
]
(E)

L -1
β [Zl(β)β−1] (E)

(F3)

with Zl(β) ∝ β−µ = β−ld/2 reveals the nature of the
ensemble over which this “average” is taken: Zl(β) can

be seen as the partition function of l independent, dis-
tinguishable particles. Therefore each cluster, as far as
concerns the ensemble average, acts as a single effective
particle independent of the other clusters. On the other
hand, the interaction effects that add more detail to such
a composite particle picture by accounting for the in-
ternal dynamics are represented by the interaction ker-
nels in f(s) and “averaged” over in this ensemble rather
than defining it. For instance, replacing f(βα) 7→ β in
Eq. (F3) results in an “average” of β that coincides with
the microcanonical definition of inverse temperature

β̄E =
d

dE
logNl(E) =

d

2
lE−1 (F4)

for a system of l distinguishable particles at given total
energy E, in accordance with the equipartition theorem

Ēβ = − d

dβ
logZl(β) =

d

2
lβ−1 (F5)

for the average energy in the corresponding canonical en-
semble at given inverse temperature β.
Considering the limit N → ∞ and hence l, µ → ∞

leads then to an equivalence of the microcanonical and
canonical ensembles of clusters in the sense that

〈f(s)〉ǫ → f(β̄Eα) = f(µ/ǫ) , (F6)

showing that, during the limiting process, the energy per
particle E/N is the quantity that should be kept fixed
rather than the total energy E in order to get a non-
trivial result. Thermal fluctuations for a finite number
of particles or, more precisely, clusters, lead to subdomi-
nant corrections that can be obtained as an expansion in
the “central moments”:

〈f(s)〉ǫ = f(s̄) +
1

2!
f ′′(s̄)

〈
(s− s̄)2

〉

ǫ
+ · · · , (F7)

where we introduced the notation

s̄ ≡ 〈s〉ǫ = β̄Eα = µ/ǫ , (F8)

which should be considered as a quantity of O(1). From
the definition (F2) the “central moments” can be evalu-
ated to be

〈(s− s̄)n〉ǫ = s̄n
n∑

k=0

(−1)n−k

(
n

k

) k−1∏

j=0

(

1− j

µ

)

. (F9)

To analyse the dominance of higher moment corrections
for large µ we write

k−1∏

j=0

(

1− j

µ

)

=

{∑k−1
l=0 (−µ)−lPl(k) k ≥ 1

1 k = 0
(F10)

where Pl(k) are polynomials in the natural numbers k of
degree 2l, recursively defined by

Pl(k) =

k−1∑

j=l

jPl−1(j) , P0(k) ≡ 1 (F11)
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in the case l < k. One can easily show that these poly-
nomials fulfill Pl(k) = 0 for l ≥ k ∈ N0, except for
P0(0) = 1. Therefore one can lift the upper limit in
the l-summation in Eq. (F10) from k− 1 to n− 1 and re-
order the sum in Eq. (F9) to get the expansion in inverse
powers of µ

〈(s− s̄)n〉ǫ = s̄n
n−1∑

l=0

(−µ)−l
n∑

k=0

(−1)n−k

(
n

k

)

Pl(k) .

(F12)
Since the Pl(k) are of degree 2l, all terms from O(1) up
to O(µ−n/2) vanish, due to the identity

n∑

k=0

(−1)n−k

(
n

k

)

kν = 0 for ν < n , ν ∈ N0 . (F13)

The higher central moments therefore are of order

〈(s− s̄)n〉ǫ = O
(

µ−⌈n/2⌉
)

, (F14)

where ⌈·⌉ denotes the ceiling function. In particular, the
first-order correctionO(µ−1) only involves the “variance”
(n = 2) in the (inverse) thermal “average”. One gets

〈f(s)〉ǫ = f(s̄)− 1

2
f ′′(s̄)s̄2µ−1 +O(µ−2) . (F15)

We return now to the asymptotics for partial fermion-
ization functions. At the level of first-order energy shift-
ing (E15) the exact relation to the two-body interaction
kernels is

χ(N,d)(ǫ) = −
〈
a±1,1(s)

〉

ǫ
(F16)

with µ = (N − 1)d/2, i.e., l = N − 1 clusters in the
ensemble. For large systems N ≫ 1, in view of Eq. (F15),
one has

χ(N,d)(Nǫ̃) = −a±1,1
(
d

2ǫ̃

)

+O(N−1) (F17)

in the fully general case and, by using Eq. (B10),

χ(N,d)(Nǫ̃) = 1−ed/(2ǫ̃) erfc
(√

d/(2ǫ̃)
)

+O(N−1) (F18)

for the repulsive Dirac delta contact interaction in 1D
Bose gases [see Eq. (12) of the main text]. Crucial for
the nontrivial limit when N → ∞ is the scaling of the
total energy with N , which we expressed by introducing
ǫ̃ = ǫ/N = E/(Nα), i.e., the energy per particle in units
of the coupling strength α.
We note that while the asymptotic first-order partial

fermionization function (F18) is determined by only the
dominant term in Eq. (F15), this turns out to be not the
case for energy shifting to higher order, where thermal
fluctuations become non-negligible. This is due to the
fact that to higher order, a sum of more than one “aver-
age” of the form (F15) is involved and the corresponding

dominant terms f(s̄) are divergent as positive powers of
N . In the overall sum, however, all divergent terms can-
cel each other, leaving again a nontrivial limit N → ∞
when ǫ̃ is fixed. In the case of asymptotic second-order
shifting, for instance, the variance term ∼ f ′′(s̄) survives,
while higher moments are of vanishing order in N .

2. Asymptotic scaling of the full fermionization

shifts ∆
(N,d)
∞ (E0, Veff)

In the following we consider the thermodynamic limit
N, Veff → ∞ while keeping N/Veff fixed. Henceforth,

X
TL
= Y or X

TL≃ Y (F19)

denotes identity or approximate identity of two quantities
X and Y in this limit, respectively. We will show that the

full energy shift ∆
(N,d)
∞ (E0, Veff) is an (asymptotically)

extensive quantity in the sense of

∆(λN,d)
∞ (λE0, λVeff)

TL
= λ∆(N,d)

∞ (E0, Veff) . (F20)

From matching fully shifted and fermionized spectra in
the high temperature regime we inferred the full shift
∆∞, Eq. (E12), in an N -dependent prescription (E11)
that was motivated by interaction flow consistency (see
Appendix E, subsection 3). Considering N ≫ 1 in the
coefficients (E5), (A13) the full shift asymptotically be-
comes

ρ0∆
(N,d)
∞ (E0, Veff)

TL
= 2−

d

2 e
d

2
− 2

dN1+ 2
d [N0(E0)]

( 2
d
−1)/N .
(F21)

In order to express all relevant quantities in a dimension-
less way that additionally reflects finite (effective) parti-
cle density neff = N/Veff in the thermodynamic limit, we
introduce the (intensive) unit of energy

E = ρ0
−1N2/d =

2π~2

m
n
2/d
eff (F22)

with ρ0 given by Eq. (E4) and define the scaled energy
Esc

0 and scaled full shift ∆sc
∞ as the energy and full shift

per particle in units of E , Eq. (F22):

Esc
0 ≡ E0

NE , ∆sc
∞ ≡ ∆∞

NE . (F23)

For simplicity, we set kB = 1 and identify the micro-
canonical entropy S of the noninteracting Bose gas in
the usual way

S(N,E0, Veff) = logN0(E0) . (F24)

The difference in using the counting function instead of
the DOS becomes insignificant in the thermodynamic
limit. The only assumption needed to go on is extensiv-

ity of the entropy (F24) in the sense S(λN, λE0, λVeff)
TL
=
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λS(N,E0, Veff), which can be inferred from extensivity
of the grand potential of the non-interacting Bose gas
together with equivalence of ensembles in the thermody-
namic limit. A simple dimensional analysis shows that
extensivity of S, itself a dimensionless quantity, implies
the scaling law

S(N,E0, Veff)
TL
= Ns(Esc

0 ) . (F25)

It follows that the scaled full shift per particle (F23), ex-
pressed in terms of the microcanonical entropy per par-
ticle s, is

∆sc
∞(N,E0, Veff , d)

TL
= 2−

d

2 e
d

2
− 2

d exp

[

s(Esc
0 )

(
2

d
− 1

)]

,

(F26)
which, in view of Eqs. (F22) and (F23), implies the ex-
tensivity (F20) of ∆∞.
From equivalence of grand canonical and microcanon-

ical ensembles in the thermodynamic limit, formally jus-
tified by saddle point approximation, one finds

s(Esc
0 ) =

(

1 +
2

d

)
(
Lid/2[z0(E

sc
0 )]
)2/d

Esc
0 − log[z0(E

sc
0 )]

(F27)
with the fugacity z0(E

sc
0 ) implicitly defined by

Esc
0 =

dLi1+d/2(z0)

2
[
Lid/2(z0)

]1+2/d
, (F28)

as long as condensation effects do not play a role. The
latter can only occur for d > 2, when this poses the
restriction

Esc
0 >

d ζ
(
1 + d

2

)

2
[
ζ
(
d
2

)]1+2/d
≡ Esc

0,crit (F29)

to the validity of Eqs. (F27) and (F28). The polylog-
arithm in Eqs. (F27) and (F28) is defined as Liν(z) =
∑∞

k=1 z
k/kν , |z| < 1. The implicit definition (F28) can

be analytically resolved in two complementary regimes.
In the low-temperature quantum regime Esc

0 ≪ 1 (or
Esc

0 − Esc
0,crit ≪ 1) the full shift reduces to (see also [70])

∆sc
∞(Esc

0 , d)
TL≃ 2−

d

2 e
d

2
− 2

d exp
[

C(d) (Esc
0 )

d

2+d

]

(F30)

with C(d) =
(

4
d2 − 1

) [
d
2 ζ
(
1 + d

2

)]2/(2+d)
. Remarkably,

Eq. (F30) is also valid in the BEC regime Esc
0 < Esc

0,crit,
while Eqs. (F27) and (F28) are not applicable. This one
finds by splitting off the contributions N cond,Econd

0 , and
Scond to N , E0, and S that originate from the single-
particle ground state while setting z0 = 1 in the thermal
contributions. While the occupation of the ground state
N cond becomes macroscopic in the BEC regime, the to-
tal energy E0 and total entropy S are dominated by the
thermal contributions in the thermodynamic limit. For-
mally, the low-temperature entropy per particle in the

exponent of Eq. (F30) could also be viewed as continua-
tion of the function implicitly defined by Eqs. (F27) and
(F28) into the BEC regime.
In the classical regime Esc

0 ≫ 1, on the other hand, the
entropy per particle becomes logarithmic, resulting in a
simple power-law for the full shift

∆sc
∞(Esc

0 , d)
TL≃ 21−ddd/2−1(Esc

0 )1−d/2 . (F31)

In the case d = 2 (e.g., given by a harmonic trap in
1D), the scaled full shift asymptotically becomes a unique
constant for all energies:

∆sc
∞

TL
=

1

2
for d = 2 , (F32)

in accordance with the exact unscaled full shift (E9).

3. Asymptotic universality of partial fermionization

χ(d,Esc
0 , αsc)

We address the final question of the asymptotic scaling
of partial fermionization as a function of the noninter-
acting energy E0 as contrasted to the interacting energy
E = E0 + ∆α of the already shifted levels. We express
the generic asymptotic scaling (F17) of the fermioniza-
tion function for arbitrary short-range interaction as

χ(N,d)

(
E

α

)

TL
= f

(
2E

dNα

)

(F33)

where, in the case of δ-type contact interaction,

f(y) = 1− e1/y erfc
(√

1/y
)

. (F34)

To get χ as a function of the noninteracting energy E0,

χ = χ(d,N,E0, α, Veff) , (F35)

one has to solve [see Eq. (12) of the main text]

χ = f

(
2

dNα

(

E0 + χ∆(N,d)
∞ (E0, Veff)

))

, (F36)

which, by implementing Eq. (F26), reduces to

χ
TL
= f

(
2

dαsc
(Esc

0 + χ∆sc
∞(Esc

0 , d))

)

, (F37)

where αsc = α/E is the coupling strength in units of the
intensive unit of energy E , Eq. (F22). We arrive at the
universal scaling law [Eq. (14) of the main text]

χ(d,N,E0, α, Veff)
TL
= χ(d,Esc

0 , α
sc) . (F38)

The significance of Eq. (F38) is that it establishes uni-
versality in the sense that it relates smoothed spectra of
interacting systems that differ in the number of particles
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FIG. F1. The three regimes of partial fermionization in 1D Bose gases with contact interaction. I: perturbative regime, see
Eq. (G1) [classical (Ia) and quantum (Ib)] (green); II: nonperturbative quantum regime, see Eq. (G3) (blue); III: fermionization
regime, see Eq. (G6) [classical (IIIa) and quantum (IIIb)] (red). Validity of particular regimes is encoded by lightness. The
separation of regimes is indicated by three boundaries (dashed) αscd/2 = (Esc

0 )3(∆sc
∞)−2 (I–II), αscd/2 = ∆sc

∞ (II–III), and
αscd/2 = Esc

0 (I–III), corresponding to Eqs. (G1), (G3), and (G6). The panels (a)–(e) show several cases of varying effective
dimension: (a) d = 1, i.e., periodic boundary condition and U(q) = 0; (b) d = 3/2; (c) d = 2, i.e., harmonic trapping U(q) ∝ q2;
(d) d = 5/2; (e) d = 3, i.e., linear well, e.g., U(q) ∝ |q|. For d > 2 the noninteracting Bose gas enters the BEC regime (indicated
in dark blue) when Esc

0 ≤ Esc
0,crit (marked dashed blue), see Eq. (F29) .

with each other, involving a rescaling of the coupling α
and the unshifted (noninteracting) energy E0. Remark-
ably, the implicit definition (F37) of the asymptotic χ
even admits to write it as a function of only two param-
eters 2Esc

0 /(dα
sc) and 2∆sc

∞/(dα
sc), which augments the

universality to even unify systems that differ in effective
dimension d, i.e., systems with all kinds of external po-
tentials that are homogeneous functions. This statement
can be put as a relation between χ for arbitrary d and
the simplest case of d = 2 via

χ(d,Esc
0 , α

sc) = χ

(

2,
Esc

0

2∆sc
∞
,
dαsc

4∆sc
∞

)

. (F39)

Since it is based on the generic asymptotic scaling prop-
erty of f , Eq. (F17), it applies to arbitrary short-range
interaction potentials and physical dimension, as long as
compatible with the QCE framework.

Appendix G: Regimes of χ and explicit
approximants

We specify contact interaction in 1D and identify three
basic regimes of the asymptotic χ = χ(d,Esc

0 , α
sc), con-

sidering the thermodynamic limit, where the implicit def-
inition (F37) can be resolved and shows characteristic
behavior. First, we identify the perturbative regime (I),
characterized by

αsc ≪ Esc
0 ,

Esc
0 ≫ (∆sc

∞)2/3(αsc)1/3 ,
(G1)

where the first term of the argument on the RHS of Eq.
(F37) becomes large while the second term can be ne-
glected, i.e., χ∆sc

∞/E
sc
0 ≪ 1, and

χ ≃ f
(
2Esc

0 /(dα
sc)

︸ ︷︷ ︸

≫1

)
≃
√

2dαsc/(πEsc
0 ) . (G2)
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This covers a “classical perturbative regime” (Ia) as well
as a “quantum perturbative regime” (Ib), distinguished
by either Esc

0 > ∆sc
∞ or Esc

0 < ∆sc
∞, respectively.

Second, we identify a nonperturbative quantum regime
(II) by

αsc ≪ ∆sc
∞ ,

Esc
0 ≪ (∆sc

∞)2/3(αsc)1/3 ,
(G3)

where the second term of the argument on the RHS of
Eq. (F37) becomes large while the first term can be
neglected, i.e., χ∆sc

∞/E
sc
0 ≫ 1, and

χ ≃ f
(
2χ∆sc

∞/(dα
sc)

︸ ︷︷ ︸
≫1

)
≃
√

2dαsc/(π∆sc
∞χ) , (G4)

which simplifies to

χ ≃
(
2dαsc

π∆sc
∞

)1/3

. (G5)

Regimes I and II are both characterized by a large
argument to the function f in Eq. (F37), i.e., a low level
of fermionization χ≪ 1. They are complemented by the
fermionization regime (III), i.e.,

Esc
0 ≪ αsc ,

∆sc
∞ ≪ αsc ,

(G6)

where a small argument to the function f in Eq. (F37)
implies 1− χ≪ 1 and one gets

χ ≃ 1−
√

2(Esc
0 +∆sc

∞)/(πdαsc) , (G7)

covering both, a “classical fermionization regime” (IIIa)
as well as a “quantum fermionization regime” (IIIb).
The identification of these regimes becomes especially

simple in the case d = 2, where ∆sc
∞

TL
= 1/2 is constant.

For this case, χ becomes a particularly rigid shift w.r.t.
Esc

0 in the nonperturbative quantum regime.
Figure F1 shows the partition of the parameter space

into the regimes identified above and the validity of the
respective approximations, Eqs. (G2),(G5), and (G7).
Finally, an overall good approximation is already ob-

tained by a single iteration. Using the expression for
regime II, Eq. (G5), on the RHS of Eq. (F37) gives

χ ≃ f

(

2Esc
0

dαsc
+

(
4

π

)1/3(
2∆sc

∞
dαsc

)2/3
)

(G8)

with f and ∆sc
∞(Esc

0 ) defined in Eqs. (F34) and (F26),
respectively. In the full parameter range the interpola-
tion function (G8) has a maximum relative error δ =
|χapprox − χ|/χ of δ < 11.7% w.r.t. the exact numerical
solution of the implicit Eq. (F37). If one applies the it-
eration once more, i.e., plugging Eq. (G8) into the RHS

of Eq. (F37) results in an explicit approximation with
maximum relative error δ < 3.0%. The third and fourth
iteration give δ < 0.99% and δ < 0.38%. It is worth to
note that for the second and higher iterations also the
relative error in 1 − χ, i.e., δ̄ = |χapprox − χ|/(1 − χ),
referring to the deviation from fermionization, is bound
by δ̄ < 5.3%, 0.88%, 0.23%, referring to the second, third
and fourth iteration, respectively. Note that it is crucial
to take the approximation in regime II as initial value.
It is special in so far that it correctly produces the domi-
nant behavior in all three regimes after just one iteration.
In contrast, taking for instance χ ≡ 0, 1, or Eq. (G2) as
starting point results in unbounded relative errors δ, even
after multiple iterations.

∗ quirin.hummel@ur.de
[1] M. Greiner, O. Mandel, T. Esslinger, T. W. Hänsch, and
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de Almeida, A. J. Roncaglia, and F. Toscano, Phys.
Rev. E 98, 012106 (2018).

[36] A. Chenu, I. L. Egusquiza, J. Molina-Vilaplana, and
A. del Campo, Sci. Rep. 8, 12634 (2018).

[37] H. Weyl, Nachr. Ges. Wiss. Gött. Math.-Phys.: Kl. , 110
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