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Abstract: Road network performance (RNP) is a key element for urban sustainability as it has a significant impact on economy, environment, and society. Poor RNP can lead to traffic congestion, which can lead to higher transportation costs, more pollution and health issues regarding the urban population. To evaluate the effects of the RNP, the involved stakeholders need a real-world data base to work with. This paper develops a data collection approach to enable location-based RNP analysis using publicly available traffic information. Therefore, we use reachable range requests implemented by navigation service providers to retrieve travel times, travel speeds, and traffic conditions. To demonstrate the practicability of the proposed methodology, a comparison of four German cities is made, considering the network characteristics with respect to detours, infrastructure, and traffic congestion. The results are combined with cost rates to compare the economical dimension of sustainability of the chosen cities. Our results show that digitization eases the assessment of traffic data and that a combination of several indicators must be considered depending on the relevant sustainability dimension decisions are made from.
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1. Introduction

Rising urbanization around the globe leads to high requirements in terms of urban sustainability [1]. Therefore, indicators to measure urban sustainability are an extensively discussed topic in literature [2–5]. These indicators often contain terms such as “mobility” [6], “efficient transportation”, or “transportation and roads” [7]. When dealing with the sustainability of transportation and the efficient movement of people and goods, in addition to topics such as railways [8] and public transportation [9–13], the urban road network is a major research area [14–20]. This stems from the fact that road network performance (RNP) can lead to significant negative impacts on all three dimensions of urban sustainability.

Economic sustainability can suffer in several ways. Many authors found that poor RNP, in terms of traffic congestion, is a reason for higher costs and reduces efficiency significantly [21–26]. In addition to that, traffic congestion intensified in the past [27,28], causing as much as 23 percent of all truck transportation delays [29].

Environmental sustainability is mainly focused on pollution and greenhouse gas emissions. A lot of literature proves the relation between traffic congestion and air pollution [30–34]. Longer travel distances and congestion lead to more pollution and a lower level of sustainability.

Social sustainability focuses on the well-being of the population. Poor RNP can lead to several health issues. Traffic congestion implies a higher number of vehicles polluting engine noises on road.
The generated noise has a significant health impact [35,36] such as sleep disturbance and anxiety [37]. In addition to that, the number of accidents happening can depend on the road network [38–40].

RNP in general has been studied extensively over the years, employing different methods and geared towards different purposes [41–45]. Especially the relation between the three-dimensional urban sustainability (economy, environment, and society) and the road network has been addressed.

An extensive body of literature discusses the reduction in traffic congestion [46–48]. Russo and Comi [49] analyze the effects of logistics measures on the economy of the city, Baghestani et al., Armah et al., Borza et al. and Zhang et al. [32,50–52] deal with on-road emissions and Kleiziené et al., Ohiduzzaman et al. and Sirin [36,37,53] discuss vehicle noise reduction and the development of quieter pavements.

To carry out these analyses, all stakeholders who are dealing with road networks and urban sustainability must gather a real-world data base to work with. Therefore, the research hypothesis of this paper can be formulated as follows:

How can relevant data be collected programmatically to measure road network performance?

The long-term trend towards digitizing the environment, including the logistical infrastructure such as road networks and vehicles, fundamentally eases the programmatical assessment of information and gives way to study new data collection methods [54–57]. Due to this, the purpose of this paper is to develop a new methodological approach to gather relevant RNP data on an area-wide scale. An exemplary application of the gathered data on the economic dimension is demonstrated on four selected cities in Germany to prove the usability of the proposed methodology. Thus, the paper deals with what Sun et al. [58] call the physical issues of RNP, i.e., we are concerned with the determination of travel times, travel speed, and traffic conditions.

The paper is organized as follows: Section 2 provides theoretical information on RNP measurement and the underlying data collection procedure. In Section 3, a data collection method for measuring RNP is presented by providing an exemplary use case. In Section 4, this methodology is applied to four German cities and a comparison of these cities is carried out. In Section 5, theoretical and practical implications are discussed. An outlook for further research is provided in Section 6, followed by a short conclusion highlighting the main takeaways of this paper.

2. Literature Review

2.1. Fundamentals on Road Network Performance Measurements

The assessment of RNP has been widely researched. We start by introducing our definition and will then give reference to the extant body of research. We suggest defining RNP generally as the network driven impact on sustainability. In the context of this paper, we particularly focus on the economic dimension, which leads to the refined definition of RNP as being the network driven economical costs of moving a vehicle from a specified origin to a specified destination using the road network. Although the definition is open, we confine our analysis to urban transportation, i.e., short distance traffic, sometimes called the last mile or urban cargo traffic [59,60]. The road network is defined as the set of roads that can be used by vehicles. Thus, our definition of RNP is geared towards the structural properties of the network that shapes the flows within the network and affects operational performance [61,62]. The definition acknowledges but excludes the analysis of further notions or indicators of network performance, such as levels of service, capacity, safety, smoothness of flow, reliability, vulnerability, accessibility, resource constraints, or travel time reliability [63], that, respectively, represent the functionality of the network for particular research goals. As our analysis is restricted to network driven costs only, it is confined to a share of the total cost only. The cost of moving a vehicle is determined by many factors such as vehicle type [64], toll [65] or fuel [66]. We restrict the analysis to those factors that are related to the road network. The definition of RNP borrows in part from Santosa and Joewono [67] who measure RNP by speed and vehicle cost.
We suggest measuring RNP by detour and travel speed. Detour is defined as “road distance from origin to destination” over “aerial distance from origin to destination” [68]. Thus, detour represents widely discussed network attributes such as density [62] or connectivity [69]. Travel speed is defined as the average speed that can be driven from origin to destination considering vehicle and road constraints. Thus, travel speed summarizes road network attributes such as speed limits, traffic lights, or the level of congestion within the network [70–72]. Travel speed can be easily converted into travel time [73]. Thoen et al. [74] demonstrate that longer travel times lead to higher transportation costs, emphasizing the importance of determining travel times objectively.

Road distance is defined as the distance of a tour. A tour is defined as the network path a rational decision maker would choose to minimize the travel time from origin to destination. Thus, we assume an efficient use of existing road infrastructure and available traffic status information [75]. We suggest measuring RNP with reference to two factors only and thus depart from earlier approaches that suggest multi-criteria measurements such as Fancello et al. [42].

RNP results vary by tour since characteristics of the road network vary across space. Ciscal-Terry et al. [76] called this the origin-destination-distribution problem. Thus, a meaningful RNP statement must be specific on how to select the locations that enter the analysis.

Fundamentally, RNP can be measured via three origin-destination settings. One is to measure across the complete network, i.e., from anywhere to anywhere. A second setting measures from defined origins to defined destinations [77], i.e., from somewhere to somewhere. We suggest following a third setting, given an origin, we do not specify a destination and then measure detour and travel speed for the origin-destination pair but specify the origin only and list all destinations that can be reached within a given range or time frame.

Since we focus on studying RNP for general cargo moving purposes, typical logistics service providers’ locations such as freight transport centers, logistic zones or urban consolidation centers represent meaningful origins. For a case-specific analysis, Alho A.R. et al. [78] find that declared data regarding bases might not be as accurate as inferred data, suggesting the identification of central network nodes via algorithms instead of relying on survey data to determine meaningful points of origin. Referring to Saedi et al. [63] our approach does not report RNP across the complete road network but well-defined partitions.

2.2. Road Network Data Collection: Developing A New Method

Data sources to compute RNP have been mentioned in recent literature but have never been an explicit focus of the research community. Some papers model the variability of RNP via a stochastic framework and compute journey time estimators [79]. Figliozzi [22] uses tour data reported in the literature to perform a sensitivity analysis on changes in travel time and tour characteristics. The problem with this procedure is the availability of data as the current literature does not provide suitable or publicly available tour data for most areas around the world. Another way to gather road data is the usage of equipped single cars [80,81]. These cars are equipped with a range of sensors to record road data while driving. The extensive manpower and machinery required for this solution is multiplied as global coverage is attempted. Urban areas could be analyzed under consideration of induction loops, cameras, and sensors measuring current road traffic [82,83]. Data accessibility as well as processing data from a lot of different sources drive complexity of this data collection method. Mondschein and Taylor [21] interviewed people about personal trip data and corresponding travel times. Two major concerns arise when we take a closer look at this procedure. Global coverage is very weak as a lot of interviews must be conducted to gather enough data for one specific area. An additional problem are people’s privacy concerns when sharing their driving data [22]. A “digital version” of interviewing people is the usage of navigation service providers’ application programming interfaces (APIs) as these providers gather and compress anonymized data from all their users [84]. The anonymization of data also overcomes the privacy concerns mentioned before. Kellner et al. [77] used navigation service providers’ data to build distance matrices with customers’
locations and requested travel times at different times throughout the day. To generalize the approach by Kellner et al. [77] and bypass any problems related to subjective trip generation, as for example experienced by Sun et al. [85], we use real-world floating car data (FCD) with compressed information collected over time.

The use of FCD to evaluate traffic status has been studied intensively [86–92]. However, there is no research that exploits FCD, especially FCD processed into reachable ranges, to assess RNP. That is what we suggest doing.

Processing FCD to measure RNP is challenging as traffic data can be considered big data due to its complexity and heterogeneity [78,93,94]. However, navigation service providers can produce the needed data efficiently [84]. Due to this, we suggest using navigation service providers’ APIs, especially retrieving so-called “reachable ranges”.

A “reachable range” is defined as an area that can be reached by a specific vehicle under certain constraints such as maximum travel time or maximum travel distance starting at a specified location. The use of reachable ranges to assess networks has gained only limited attention so far. Hirako et al. [95] analyze reachable areas to understand the travel behavior of elderly citizens to medical facilities. Referring to Phan et al. [96], calculating a reachable range is one part of the algorithm for maximizing range sum queries turned inside out.

In our case, we retrieve a reachable set \( K \) that consists of 50 nodes that can be reached from origin node \( v_0 \) by the end of constraint \( c \) [97]. As a result, we obtain a subgraph showing only one origin and 50 reachable destinations. Assuming a completely paved environment, the reachable range would resemble a circle. In a real-world scenario, it will be a snowflake-shaped object with some locations being closer to the origin (areas with poor RPN) and some locations further from the origin (areas with good RNP).

By combining this information with the need for multi-time measurements, we obtain time-dependent graphs. By varying the defined timeframe, the RNP measurement can be suited to different goals of the analysis.

Our approach is considered efficient as wide areas can be analyzed by a few API calls. This allows measuring RNP on a large scale for defined origins without the need for second best solutions such as regional aggregation as suggested by Casadei et al. [98] for instance.

3. Methodology

3.1. Basic Idea

To measure RNP and make regional comparisons using speed information, the following data are required: free flow and congested speeds, which can be derived from travel times and travel distances as well as air distances, which in relation to previously determined actual road travel distances enable a detour calculation.

To investigate the relation between the time of day and congestion-induced delays, exemplary trips are simulated leading from the city center outwards (to the east, west, north and south) for every city considered in the comparison below (Section 4). The results generated via the TomTom routing API are shown in Figure 1. From 03:40 to 21:50 delays are occurring in every city. Two rush hours can be identified, the first one can be classified as the morning rush hour where large numbers of employees commute to work and more than 75 percent of commercial distribution tours depart from their origin as observed by Nuzzolo et al. [99]. It peaks at about 08:00, in accordance with the observations made in Italy. The second rush hour peaks at 17:00, when most people are heading home from work. In between these rush hours the congestion-induced delays settle in Hamburg, Munich and Stuttgart whereas Berlin shows a rise in level of delay until peak rush hour is reached. The interval from 22:00 to 03:30 the next day can be considered as free flow state as there are no congestion-induced delays measured.
The data collection process uses the TomTom reachable range API. It returns the reachable area in the form of reachable destinations from a certain starting point in the form of a polygon. The restrictions for the reachability analysis can be as follows: maximum travel distance = “distance budget”, maximum travel time = “time budget”, or maximum fuel consumption = “fuel budget”.

This API has become more and more interesting, especially during the electrification of vehicles because it is possible to determine which locations can be reached with a given battery capacity and a corresponding consumption.

In the context presented in this paper, the API is used to determine all locations that can be reached within a time or distance restriction. Many parameters can be specified as input variables. The most important parameters in this context are shown in Table 1 below:

### Table 1. TomTom reachable range application programming interface (API) parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit/Format</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Origin</td>
<td>Latitude, Longitude</td>
<td>Origin describes the starting point of the request.</td>
</tr>
<tr>
<td>Time Budget</td>
<td>Seconds</td>
<td>Time restriction that limits the maximum travel time.</td>
</tr>
<tr>
<td>Distance Budget</td>
<td>Meters</td>
<td>Distance restriction that restricts the maximum travel distance.</td>
</tr>
<tr>
<td>Route Type</td>
<td>Fastest; Shortest; Eco</td>
<td>Describes the routing mode. Fastest optimizes travel times, shortest travel distance, eco finds a compromise.</td>
</tr>
<tr>
<td>Depart At</td>
<td>Date in the RFC 3339 Format</td>
<td>Start time of all fictitious routes. Must be in the future.</td>
</tr>
<tr>
<td>Travel Mode</td>
<td>Van/Truck/Car</td>
<td>Historical speed profiles that are used depending on the vehicle type.</td>
</tr>
</tbody>
</table>

As a result, the API always provides a polygon with a maximum of 50 corner points (see Figure 2), regardless of the selected input parameters. The area described by the polygon includes all geolocations that can be reached considering the specified restrictions. For each corner point of the polygon, the corresponding air distance can be estimated using the great circle distance formula [100]. Consequently, the air distance can be used as a common base to compare queries for different restriction parameters.

The data collection methodology to determine the attributes detour factor, infrastructure and traffic congestion is explained below. The parameters Origin, Travel Mode and Route Type are identical for all queries. In case of the following example, the starting point “Schäftlarnstraße 10, 81371 Munich, Germany” with the coordinates of 48.116431 degrees latitude and 11.556811 degrees longitude is selected. The parameter Travel Mode is set to “truck”, the Route Type requested is “fastest”.

To summarize the data collection methodology, necessary variables are defined in Table 2. All three calculation steps are presented in Table 3 and explained in depth in the following sections.
Table 2. Variables and descriptions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>d_t</td>
<td>Travel distance</td>
<td>The road distance from a start point to an end point. Air distance with ( d_a = \frac{1}{n} \cdot \sum_{i=1}^{n} d_i ) where ( d_i ) is the air distance between the polygon’s corner point ( i ) and the request’s origin and ( n ) is the number of polygon corner points (in our case 50).</td>
</tr>
<tr>
<td>d_a</td>
<td>Air distance</td>
<td>Continuous Detour Factor regression based on discrete measures</td>
</tr>
<tr>
<td>t_t</td>
<td>Travel time</td>
<td>Continuous free flow velocity regression based on discrete measures</td>
</tr>
<tr>
<td>df(d_a)</td>
<td>Detour Factor regression</td>
<td>Continuous congested velocity regression based on discrete measures</td>
</tr>
<tr>
<td>v_f(d_a)</td>
<td>Free flow velocity regression</td>
<td></td>
</tr>
<tr>
<td>v_c(d_a)</td>
<td>Congested velocity regression</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Data collection overview.

<table>
<thead>
<tr>
<th>Calculation Step</th>
<th>1: Detour Factor</th>
<th>2: Infrastructure/Free Flow</th>
<th>3: Traffic Congestion</th>
</tr>
</thead>
<tbody>
<tr>
<td>API Restriction</td>
<td>d_t</td>
<td>t_t</td>
<td>t_t</td>
</tr>
<tr>
<td>API Result</td>
<td>d_a</td>
<td>df(d_a) = d_t</td>
<td>d_a \cdot df(d_a) = d_t</td>
</tr>
<tr>
<td>Deduced information</td>
<td>Polynomial regression df(d_a)</td>
<td>Power Regression v_f(d_a)</td>
<td>Power Regression v_c(d_a)</td>
</tr>
</tbody>
</table>

The next subsections focus on an in-depth explanation of the collection methodology to understand the requirements and results of every step. In addition, the generated data are visualized by individual charts. Connections between marks within one chart indicate that the gradients are results of continuous regressions based on discrete measures.
3.2. Detour

Detour in general is defined as the difference between travel distance via road and the corresponding air distance. The detour factor is defined as the quotient of travel distance and calculated air distance between two points. It will always be greater-than or equal to 1.0, because the shortest travel distance is always a straight line and thus equals the air distance. The detour factor changes with the length of the travel distance/air distance (with increasing air distance, straight routes such as highways can be used, which reduces the detour factor). However, the API query only accepts one maximum travel distance value as a restriction at a time. Consequently, one query for each value between 1 km and 30 km travel distance (= distance budget) with a step size of 1 km is requested and the returned polygons analyzed. The parameter Depart At is not relevant here as the polygon is calculated via a traffic-independent shortest path algorithm.

In the last step, the query’s restriction (= travel distance) can be related to the average value of the calculated air distances. Thus, for each travel distance a corresponding air distance and a detour factor is calculated. The relationship between air distance and detour factor can be displayed using a polynomial regression. In our example, this results in the chart shown in Figure 3:

![Figure 3. Detour factor for Munich, Germany.](image)

One can clearly see that the detour factor decreases with increasing air distance, which is due to the possibility of using relatively straight routes (e.g., access to inner-city highways or the German motorway network), until it reaches a nearly stable value (in this case about 1.5).

3.3. Infrastructure

After determining the detour factor regression, the API can be used to determine the average speed during free-flow state. The free-flow state describes the traffic flow without congestion exceeding an agreed upon norm [101]. This means that delays due to infrastructural influences such as speed limits or traffic light changes are considered part of the free flow. Consequently, the average free-flow speed provides a quantification of the existing infrastructure. In order to determine this average speed, queries are formulated sequentially to retrieve points that can be reached for a certain journey duration. For this purpose, the queries are restricted by applying a time budget restriction. To ensure free-flow conditions, the parameter Depart At is set to 00:00:00. This time is derived from Figure 1 as there is no delay measured in any of the investigated regions. Using the returned polygon, the average air distance between all polygon corners and the starting point can be calculated per iteration step. The time steps and their corresponding free flow distances are shown in Figure 4. However, the magnitude of
the travel distance is dependent on the air distance and implicitly manipulated via the detour factor. For this reason, a travel distance is estimated using air distance averages and the corresponding detour factor, as is shown by the formula in Table 3. The ratio of travel distance to travel time returns the average free flow travel speed.

3.4. Traffic Congestion

With the given definition of free-flow state in mind, the effect of traffic congestion can be measured by the difference between free-flow speed and congested speed. The travel speed in congested state can be determined by repeating the procedure for calculating the free-flow speed, setting the Depart At parameter at a time suitable for the analyzed scenario. In the context of this research, we set the Depart At parameter of the API query to 07:00:00. The results are shown in Figure 5. The ratio of travel distance (estimated by using the detour factor regression) to travel time again gives the average travel speed.

3.5. Speed Comparison

To compare free flow and congested states more clearly, Figure 6 shows the average travel speed as a function of the travel distance for both states of the road network. By using a power regression
model of the free flow and congested speeds, the speed difference can be determined continuously throughout the analyzed travel distance interval.

Both speed profile curves displayed in Figure 6 clearly show a degressive course. When reaching beyond the localized, urban space, both slopes approach a common value. The convergence of these curves can be explained as follows: as the travel distance increases, the traffic density usually decreases outside the inner-city boundaries and traffic volume considered with the API-calls corresponds more and more to the free flow state. The actual value that both graphs converge towards can be explained by referring to the route type, which is defined as fastest for all calls. This means that roads with the highest possible travel speed (usually motorways) are favored for the analysis. Consequently, the asymptote of the two speed graphs corresponds to the average speed at which the vehicle type defined in travel mode moves on motorways.

3.6. Area Comparison

Travel times needed to reach an end point from a start point are the result of travel distance and travel speed of the specific route. To compare different areas, a combination of detour based on the street layout and delays based on traffic influences must be considered. This means that both the detour and traffic factor for different areas must be calculated based on a comparable variable. Since in practice, the determination of air distances with the help of the great circle formula is easy to implement and free of location-specific influences, the air distance is chosen as the comparable variable. The goal of this area comparison is to derive a travel distance and travel time for free and congested states depending on the covered air distance. The travel distance on the one hand can already be determined by the air distance multiplied with the detour factor: \( d_t = d_a \cdot df(d_a) \). On the other hand, the travel time is calculated as follows: \( t_t = d_a \cdot df(d_a) \cdot v(d_a) \). The travel time comparison is shown in Figure 7.

The combination of travel distance per air distance and travel time per air distance allows us to assess the considered area based on sustainability aspects. To show the applicability of our measures in the context of sustainability we focus on analyzing one specific sustainability dimension: the economical sustainability is measured by costs per air distance. Therefore, we assume EUR 0.7 per kilometer driving costs, an hourly wage of EUR 20.5 as driver costs and EUR 7.5 per hour of vehicle occupation costs, which is in line with other literature [102]. Continuing, the costs per air distance kilometer for Munich are shown individually and in total in Figure 8.
All curves are degressive. The costs during free flow (dashed lines) are always slightly below the congested graphs, although they become more and more similar over time due to the aforementioned reason of motorway access when the air distance increases. The relationship between driving costs and the combination of driver plus vehicle occupation costs is particularly noteworthy. With increasing distance, the driver and vehicle occupation costs are dominated by the driving costs. In this example, the driving costs exceed the driver and vehicle occupation costs in free flow/in the congested state from 8/12 air kilometers. On average, the congested mode results in higher costs of about 12 cents per air distance kilometer compared to free flow, which corresponds to additional costs of about 6.7%.
4. Case Study: Comparison of Four German Cities by Detour, Infrastructure and Traffic Congestion Indices and Their Impact on Road Network Performance

In order to compare four different cities, data on detour factor, travel speed, and costs are determined in free flow and congested states for each city using the previously described methodology. The four selected cities are Berlin, Hamburg, Munich, and Stuttgart as they are ranked among the top six German cities within the 2019 TomTom traffic index ranking. The central starting locations shown in Table 4, mainly based on existing depots by local transportation service providers, were used in this case study:

<table>
<thead>
<tr>
<th>City</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Street-Level Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berlin</td>
<td>52.519051</td>
<td>13.408583</td>
<td>Berliner Innenstadt, 10178 Berlin</td>
</tr>
<tr>
<td>Hamburg</td>
<td>53.551181</td>
<td>9.992416</td>
<td>Alter Wall, 20095 Hamburg</td>
</tr>
<tr>
<td>Munich</td>
<td>48.116363</td>
<td>11.556560</td>
<td>Schäftlarnstraße, 81371 Munich</td>
</tr>
<tr>
<td>Stuttgart</td>
<td>48.776248</td>
<td>9.180116</td>
<td>Dorotheenstraße, 70173 Stuttgart</td>
</tr>
</tbody>
</table>

In the following paragraphs, all results are plotted and interpreted. In the descriptions of the diagrams, the keyword “collected” indicates that the data shown are displayed as it has been retrieved and has not been smoothed or modified in any way. “Calculated” means that the data were estimated by regression and therefore smoothing can occur. The curves of the different cities are always marked identically to allow for easy comparison as shown in Figure 9:

4.1. Detour Factor

The detour factors in Figure 10 describe the interaction between air distance, street network density, and straightforwardness of existing connections. By taking a closer look at the curves of the detour factors, it is noticeable that the detour factors of the three cities Hamburg, Munich, and Stuttgart develop nearly identically, starting at about 11 km air distance and approach a value of 1.4. In addition, the course of the curve for Hamburg is noteworthy, as it is rather constant at the beginning in contrast to the other curves. This indicates a strong deviation from a road network made up of straight connections around the centralized starting point, which is the case in Hamburg due to the river Elbe and its many waterways inside the inner-city area. Only after exiting the inner-city area and gaining motorway access, the detour factor decreases as more direct connections become available. Lastly, Berlin’s detour factor is consistently lower than all other detour factors, which indicates a well-developed road network.

4.2. Travel Times

The travel time curves provide information on how cities position in terms of infrastructure and congestion measurement. Four different charts are generated. The two charts in Figure 11 show the travel distance in relation to the travel time both in free flow and congested states. The next two charts in Figure 12 focus on travel distance loss. The left chart in Figure 12 shows the absolute difference between these curves. The right chart shows the relative loss of travel distance from free flow to congested status.
It is apparent that Stuttgart has the highest travel distances compared to the given travel times in both free flow and congested states. When looking at the relative loss curve for Stuttgart, we notice that it is relatively low compared to the other curves. This means that Stuttgart does not have a major congestion problem and the city has a very good infrastructure.

The counterexample to this is Hamburg. The speed of movement tends to be lowest in Hamburg in free flow and congested states. The relative loss curve for Hamburg is above average. This suggests a poor infrastructure, as the possible travel distances without traffic are already relatively low. The congested state in Hamburg can be classified as slightly above average in comparison.

The most congested cities are Munich and Berlin, with Berlin showing a relatively constant relative loss of around 16 percent (0.16) compared to free flow. Munich, on the other hand, is characterized by an increasing level of relative loss, which is approaching 17 percent (0.17).

Depending on the observation interval, Berlin (up to 10 min of travel time) or Munich (from 10 min of travel time) can be classified as the most congested city in the comparison at 07:00:00 departure time.
4.3. Transportation Costs

The economical sustainability of infrastructure, congestion and detour factor is reflected in total costs of transport. The cost rates from Section 3 were used for this calculation. The first two curves from left to right shown in Figure 13 represent costs per air distance kilometer for free flow and congested conditions. The right curve in Figure 13 shows the cost difference between congested and free flow.

The costs per kilometer are highest in both free flow and congested conditions in Hamburg. This can be explained by the fact that Hamburg has an average detour factor, a poor infrastructure, and a moderate traffic congestion level. Due to the average detour factor, the driving costs per air distance are also average, whereas the driver and vehicle occupation costs are far above average due to the low absolute speeds.
The graphs for Stuttgart in free flow and congested states are slightly above the curves of Munich and Berlin, which describe a comparable course. The absolute speeds are highest in Stuttgart, which means that the higher costs can only be explained by the higher detour factor of Stuttgart. Stuttgart’s detour curve is always above average and to a large extent the highest amongst all cities.

Munich and Berlin share the lowest costs per air distance kilometer. In Munich, the absolute speed is higher than in Berlin, both in free flow and congested states, with Berlin having a significantly lower detour factor. These two facts cancel each other out, resulting in both cities having an almost identical level of transport cost.

The cost difference curves allow conclusions to be drawn as to how much additional cost per air distance kilometer is incurred depending on the choice of departure time. In Berlin, different departure times cause the highest difference; Stuttgart the least and Hamburg and Munich show almost identical cost difference curves. In addition, the costs induced by congestion can vary between EUR 0.07 and EUR 0.5 per air distance kilometer, depending on the distance and city, which results in a considerable total cost difference for a high number of kilometers travelled.

4.4. City Comparison

When approaching a comparison of two or more regions from a RNP standpoint it is essential to define the scope of comparison. As we can derive from the subsections above it is not enough to know detour/travel speeds to conclude a transport cost related order of different regions. To order regions within the context of RNP, a clear perspective to interpret the data must be set. This perspective consists of the following three characteristics: (1) performance indicator; (2) daytime; and (3) air distance. To begin analyzing our four regions, one of the suggested (1) performance indicators must be chosen. This stems from the fact that analyzing only one regional performance indicator indicates high costs per kilometer but at the same time another performance indicator value compensates the first one and leads to lower costs per kilometer as we would have expected. For example, Stuttgart has a high detour factor, which—considered isolated—would lead to the expectation of high costs per kilometer. Stuttgart’s high travel speeds in contrast lead to low travel times and therefore result in transportation costs per kilometer being only slightly above average. Due to this, the interpretation of the level of different performance indicators must not be mixed up. Following that, a (2) daytime to compare regions must be set. This is of course necessary due to the fact that the level of traffic congestion and thus congested speeds/costs in congested state are highly time dependent as shown in Figure 1. As the peak congestion times are slightly different for specific regions the decision must be made whether different regions are analyzed at different times or whether one daytime for all regions is set. Individual daytimes for every region would allow comparison of peak congestion states whereas an identical starting time for every region increases comparability in cases where departure times are fixed (e.g., due to business and delivery hours/time windows). The last aspect to take care of is the air distance (3). Performance indicator values are dependent on the travelled air distance. Therefore, specific air distance intervals or fixed air distance values should be set to ensure context-specific analysis. To remotely compare regions without any knowledge about locations to be approached from the starting point, an average air distance of potential trips should be estimated. If precise information about locations to be approached is available, the distances between these locations and the starting point should be calculated and used for further analysis.

5. Discussion

The collection method presented in this paper assumes that the free flow condition in a traffic area occurs at midnight. This means that the time of departure influences the volume of traffic and thus the transportation costs incurred. To minimize these costs, the additional costs caused by the traffic volume must be included in scheduling algorithms. These are often offset by penalty costs for delayed deliveries. Scheduling algorithms should therefore not solely minimize the penalty costs but consider the addition of congestion costs and penalty costs.
As previously described in literature [82,101], free flow is characterized by an accepted delay. This means that even in free flow, the maximum speeds allowed will mostly not be reached. On the one hand, this is due to a certain number of road users that are considered acceptable, on the other hand, parts of the infrastructure such as road conditions, traffic lights and traffic routing considerably influence the maximum speed any road user can be expected to reach. Traffic congestion therefore is not defined by a speed lower than the maximum speed, but as the excessive delay above an agreed upon norm.

So far in literature, little attention has been paid to the explanation of the detour factor, its determination, and the investigation of its influencing factors. It has a direct influence on the cost per air distance kilometer. Driving costs are influenced because travel distance is dependent on the air distance and the detour factor. In addition, driver and vehicle occupation costs are influenced, since longer travel distances also increase travel times.

As shown in Section 3, the cost factors detour factor, infrastructure, and traffic change with increasing air distance. This means that describing regions by using only a single value for detour, infrastructure, and traffic would be very imprecise. Therefore, when considering the individual performance indicators, a progressive function should be modelled to ensure accuracy. In addition, when comparing different regions, observation intervals must always be defined (here 15 min travel distance or 15 km air distance) and kept constant across all observations, since the arrangement of the curves can change relative to one another for increasing distances.

The detour factor decreases with increasing air distance in urban areas. This means that the greater the air distance to be covered, the less detour is required. As previously explained, this stems mainly from the fact that motorways or inner-city highways, which usually follow a comparably straight or direct course, can be accessed as air distances increase. Consequently, when calculating costs, transportation companies must take a closer look at short distances, as the costs per kilometer can be many times higher than for longer distances. These short distances occur mainly in distribution between customer locations.

The conducted studies show that the arrangement of the curves can differ considerably from detour, travel speed, and cost per kilometer. The transportation costs per kilometer are always the product of the factors detour, free flow speed, and delay by congestion. A consideration of individual cost drivers such as detour or traffic makes sense from certain interpretation points of view, but to estimate or even compare the transportation costs, an isolated consideration is not enough.

Section 4 shows that significant cost differences can arise between different geographical regions. As transport companies mostly charge prices for distribution regardless of the region, the contribution margin of a single shipment will vary between regions. It is therefore advantageous to carry out the analysis presented prior to choosing a location for a terminal or depot. This will allow managers to compare all available locations and make a final choice dependent on future transportation costs. In addition, single customer locations could be evaluated by selecting a customer’s delivery address as the starting point for the analysis. The results obtained can be used to model or adjust customer-specific tariffs.

6. Limitations and Further Research

The results of our analysis are directly dependent on the choice of starting locations. This means that when comparing regions, care should be taken to ensure that the characteristics of the different starting locations are comparable. During the exemplary case study presented in this paper we have decided on terminals or depots of local transportation service providers. For a comparison that is not dependent on the distribution context, we recommend that the centrality of the location should be considered. Consequently, the most accessible and central point within the region to be investigated should be chosen. However, this is only a rule of thumb. Future research could focus even more intensively on the correct choice of starting location.
Large areas where no passable infrastructure is available can influence the result of the analyses. All corner points of the retrieved polygons necessarily form accessible points and are therefore located directly on existing roads. In case of areas without (accessible) roads, the polygon points directly at the edge of the area and remains constant until a road can be reached. This distorts the result of the detour factor. In most cases, this leads to a higher detour factor since the points bordering the road-free area produce small air distances in relation to the increasing API query’s restriction. After overcoming the road-free area by sufficiently large travel distances (= API restriction), the air distances, which have been constant before, increase dramatically and the error of the detour factor is corrected.

Currently, all polygon corner points are included in equal parts in the air distance’s mean value calculation. However, if there are areas within the region to be investigated that are irrelevant for the analysis or that should not be considered, certain corner points could be excluded from the air distance calculation. The key points could also be weighted in relation to the customer locations. The modification of the point weights to individual business cases offers more room for further research.

The TomTom API always returns a polygon with a maximum of 50 corner points. This means that regardless of the size of the accessible area, a maximum of 50 accessible points relates to straight lines and this polygon is used for further evaluation. However, depending on the restrictions of the query, this number of points may be too low. Fifty points are too few if the result of a query with high restrictions (e.g., 120 min of travel time) is retrieved. In this case, many roads could be accessible, i.e., the polygon would have to show many more corner points. TomTom reduces this large number of accessible points to exactly 50 polygon points and thus distorts the average air distance. The methodology on when and especially how this reduction occurs is a black box as TomTom is not providing any details on the algorithm in use. A remedy could be the usage of the HERE maps API, because the maximum number of corner points is unlimited for this service and grows with the number of reachable points. However, the quality of the traffic data currently does not allow the use of HERE’s API. In the future, researchers could try to combine the two APIs, i.e., the accuracy of HERE’s presentation and the accuracy of TomTom’s traffic data.

To estimate the environmental impact of RNP, our presented method can help to estimate pollution per air distance based on speed and detour. Therefore, we must combine our results with vehicle data such as power and fuel type. This information combined with speed values can be used as input variables to calculate energy consumption per kilometer via COPERT regression functions [103,104]. With the information derived by Deutsches Institut für Normung e.V. (DIN) [105], the energy consumption can easily be converted into pollution driven per kilometer. Based on aerial distance and the offset with detour factors travel distances can be derived. The combination of vehicle data, COPERT regressions, travel distance and speed leads to overall emissions produced by certain road users [106,107]. Following that, our method can be used to analyze the impact of the RNP on emissions of specific user groups and areas.

One impact of RNP on social urban sustainability can be expressed by road noise emissions. A widely used calculation model for road noise is Calculation of Road Noise Emission (CoRTN) [108], which was originally designed by the Great Britain Department of Transport [109] and adapted by different researchers for several regions such as Tehran and the whole of the European Union [110,111]. In addition to the travel speed measurements, this model processes information such as traffic flow and road characteristics, which must be gathered from other resources. Combining all of the needed information to implement the CoRTN model, our method can help to quantify the impact of RNP on urban social sustainability.

7. Conclusions

The contribution of this paper is an efficient methodology of programmatical data retrieval, supplementation and analysis for RNP measurements utilizing publicly available traffic information. We base our methodology on the scarcely researched reachable range concept. Reachable range APIs allow for time and resource-efficient retrieval of area-wide results by outsourcing data processing.
Due to this, the problem of defining the sum of all relevant destinations can be overcome by defining a centralized starting location and analyzing the retrieved polygons encompassing all possible, by definition reachable, destinations within a road network.

We have quantified and shown that when examining the impact of road network performance on the economic dimension of sustainability, it is mandatory to consider two types of costs in tandem: distance-based as well as time-based costs. These cost factors are driven by the specific network performance characteristics of detour and travel speed as presented in this paper. Evaluating any of these two factors in isolation, for example by referencing the publicly available TomTom Traffic Index Ranking [112], does therefore not allow for reliable inference of total costs and might lead to wrong business decisions.

Future studies could head in different directions. Considering our methodology, the accuracy can be increased by combining technology from different navigation service providers. Considering the three dimensions of sustainability, our methodology can be used to evaluate the RNP’s environmental and social impacts on urban sustainability with the combination of the retrieved data and a framework such as COPERT or CoRTN.
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