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Chapter 1
Floquet Conductivity

1.1 Introduction
The field of light-matter interaction is one of the fastest growing fields in physics. This multifaceted area has many subfields, such as nonlinear optics, the interaction of photons with semiconductors or, at the most fundamental level, quantum field theory. Light-matter interaction is even an inherent part of everyday life. This, for instance, includes lasers that are used in many areas of daily life, solar cells for generating electricity, or plants using light for photosynthesis. In industry, much effort is used to improve solar cells and the use of lasers for medical purposes has become standard.

The main interest of physicists and engineers is to deepen the understanding of light-matter interaction and to make new technologies applicable in everyday life. The description of light-matter interaction often requires a microscopic theory, since many phenomena are only properly explainable within a quantum theory. Hence, finding such descriptions is of ultimate interest.

Quantum phenomena are often observed in reduced dimensions due to spatial confinement. The light absorption rate in solar cells can be enhanced by using semiconductor heterostructures. These have an increased density of states at the band gap, due to the spatial confinement. This increases the number of particles that can take part in absorption processes which, as a consequence, enhance the efficiency of solar cells. The inverse mechanism is used in light emitting diodes, where the confinement is used to enhance spontaneous emission of light.

The manipulation of quantum systems can be realized in many ways, for example by applying biases or voltages. However, one of the most promising tools for quantum engineering is the use of light, especially laser light. This light, emitted by stimulated emission, can be generated in a very wide frequency and intensity range. This is what makes laser light so advantageous as the path from theory to experiment becomes simplified. Possible effects induced by an external driving are the enhancement of tunneling amplitudes, or tuning the conductivity of materials [1–4]. Another field is the physics of cold atoms, which are often manipulated by time-periodic external optical fields. These systems offer a great way of simulating condensed matter systems such as “effective ferromagnetic domains [..], realization of the topological Haldane model [..], and the creation of a roton-maxon dispersion for a Bose-Einstein condensate in a shaken optical lattice. [..]” [1].

The current response of a system to an electric field is the conductivity. The im-
Importance of controlling the conductivity of materials is underlined by mentioning computer chips exemplarily. The central processing units of mobile phones, laptops, desktop PCs but also modern fridges and washing machines are based on transistors. The functionality of these can be traced back to the ability of switching between a conducting and a non-conducting state.

Paul Drude published his theory of electric transport in metals as long ago as in 1900 [5, 6], which is known as Drude theory today. To the present day several approaches have been developed to deepen the understanding of the microscopic mechanisms occurring in charge transport, including scattering theory using Fermi’s golden rule [7, 8] or quantum corrections to the Drude conductivity. The latter covers weak (anti-)localization [9, 10] in the form of geometry or spin dependent corrections [11–19]. In contrast to studies of static systems, the development of lasers and masers generated a rising activity on explicitly time-dependent Hamiltonians, where the external field cannot be considered a small perturbation [20]. In the most recent decade, owing to the possibility of changing the topology of a system by means of external driving, the investigation of transport in driven systems increased [4, 21–29]. This includes transport in driven systems [30, 31], either with or without disorder [32–34], or the photo-voltaic Hall effect [23]. Most works studying the renormalization of conductivity, due to an external driving, use a perturbative approach regarding the external driving [4, 25]. This work aims in the presentation of a new general formalism that allows the determination of the Drude conductivity in the presence of a non-perturbative external driving. Linear response theory and Floquet formalism are unified to account for the probe bias and an external driving, providing an alternative approach to the Keldysh formalism [22]. Using a new type of four-times Green’s function formalism, a Floquet-Dyson series is derived in a rigorous manner, providing new Feynman rules for the driven case compared to the static system. To prove the consistency, a generalized Floquet Fermi’s golden rule is derived, yielding the same scattering time as the Dyson series, a link that was missing so far. Even more important, the theory properly describes not only impurity mediated intra- but also inter-Floquet-replica scattering, which has been completely neglected in literature thus far. Finally, a closed analytical form for the Floquet-Drude conductivity is presented and applied to a parabolic approximation of the 2DEG and the corresponding tight-binding model both with circularly polarized external driving. Regarding the 2DEG, the analysis shows that previous results overestimate the effect of the driving on the conductivity. The driven tight-binding model shows an entirely different driving dependency even in the low energy limit. This observation is mainly caused by the different eigenstates rather than the similar spectra. This observation has two important consequences. Both the parabolic dispersion and the square lattice are rather simple models for a realistic material. Nevertheless, even the results from these simplified models strongly deviate from each other, which underlines the importance of starting with a realistic model. The findings for the square lattice and parabolic dispersion might also be true for other materials, e.g. graphene [35]. As a consequence, previous works using effective models should be revised. (Reprinted text with permission from [36]. Copyright (2020) by the American Physical Society.)
1.2 Floquet Theory - Mathematical foundation

In physics, symmetries are often used to derive general statements about physical systems or to simplify calculations. In solid state theory, one famous example is the Bloch theorem. Felix Bloch used the spatial periodicity of a crystal to derive a general form of the wave function of electrons in a periodic potential \[37\]. The counterpart to translational invariance in time rather than in space \[1\] was investigated by the French mathematician M. G. Floquet in Ref. \[38\] as early as 1883. This section does not aim to give an introduction to Floquet theory with full mathematical rigor \[38, 39\]. It is rather a summary of the most important results and relations of the Floquet framework that are used in this work. Floquet theory is intended to treat time periodic Hamiltonians

\[ H(t) = H(t + T) \] (1.1)

with driving period \(T = 2\pi/\Omega\). There are also extensions of Floquet theory to non-periodic drivings, e.g. Ref. \[20\], but those are not considered in this work. It can be shown by properties of the time evolution operator \[1\] that the solutions of the time-dependent Schrödinger equation

\[ i\hbar \frac{\partial}{\partial t} |\psi_\alpha(t)\rangle = H(t) |\psi_\alpha(t)\rangle \] (1.2)

are Floquet states

\[ |\psi_\alpha(t)\rangle = e^{-i\epsilon_\alpha t} |u_\alpha(t)\rangle . \] (1.3)

The index \(\alpha\) labels a discrete set of quantum numbers. The exponential function contains the quasienergy \[40\] \(\epsilon_\alpha\) and \(u_\alpha(t)\) is called the Floquet function. Since the solutions of Eq. (1.2) form an orthonormal and complete set at any fixed time, and the unitary time evolution conserves the scalar product \[41, 42\], they fulfill

\[ \langle \psi_\alpha(t)|\psi_\beta(t)\rangle = \delta_{\alpha\beta} , \quad \sum_\alpha |\psi_\alpha(t)\rangle \langle \psi_\alpha(t)| = 1 \] (1.4)

and equivalently for the Floquet functions

\[ \langle u_\alpha(t)|u_\beta(t)\rangle = \delta_{\alpha\beta} , \quad \sum_\alpha |u_\alpha(t)\rangle \langle u_\alpha(t)| = 1 . \] (1.5)

The Floquet state (1.3) together with the time-dependent Schrödinger equation (1.2) lead to the Floquet equation

\[ H_F(t) |u_\alpha(t)\rangle = \epsilon_\alpha |u_\alpha(t)\rangle \quad \text{with} \quad H_F(t) = H(t) - i\hbar \frac{\partial}{\partial t} \] (1.6)

with \(H_F\) being the Floquet Hamiltonian. Remarkably, the Floquet Hamiltonian has time-independent eigenenergies, i.e. the quasienergies. The Floquet functions have the same periodicity as the Hamiltonian, which allows both to expand into Fourier series

\[ |u_\alpha(t)\rangle = \sum_{n=-\infty}^{\infty} |u_n^\alpha\rangle e^{-in\Omega t} , \quad |u_n^\alpha\rangle = \frac{1}{T} \int_0^T dt \ |u_\alpha(t)\rangle e^{in\Omega t} \] (1.7)

\[ H(t) = \sum_{n=-\infty}^{\infty} H_n e^{-in\Omega t} , \quad H_n = \frac{1}{T} \int_0^T dt H(t) e^{in\Omega t} . \] (1.8)
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The Fourier coefficients in Eq. (1.7) form a basis, which is evidently proven by integrating Eq. (1.5) over one driving cycle

\[
\frac{1}{T} \int_0^T dt \langle u_\alpha(t) | u_\beta(t) \rangle = \sum_{n=-\infty}^{\infty} \langle u_n^\alpha | u_n^\beta \rangle = \delta_{\alpha\beta},
\]

(1.9)

\[
\frac{1}{T} \int_0^T dt \sum_{\alpha} | u_\alpha(t) \rangle \langle u_\alpha(t) | = \sum_{\alpha} \sum_{n=-\infty}^{\infty} | u_n^\alpha \rangle \langle u_n^\alpha | = \mathbb{1}. \quad (1.10)
\]

Solving Eq. (1.6) is often rather challenging, but Eq. (1.6) can be formulated as an infinite dimensional eigenvalue equation using the Fourier expansions of the Floquet function and of the Hamiltonian

\[
\sum_{m=-\infty}^{\infty} \left( H_n^m - n\hbar \Omega \delta_{mn} \right) | u_n^m \rangle = \varepsilon_n | u_n^m \rangle. \quad (1.11)
\]

Eq. (1.11) is the basis for numerous numerical studies, where the infinite dimensional matrix is truncated at a sufficiently large order. The matrix representation of the Floquet equation (1.11) is also the starting point for the formulation of various perturbation theories [3, 21, 43–45].

1.3 Kubo formula

Linear response theory is an elementary concept of modern theoretical physics [46, 47]. It provides a systematic scheme to calculate the first order correction of an expectation value of an observable quantity [48] to some perturbation. The perturbations can be of various forms, for example magnetic fields, electric fields, temperature gradients, or pressure fields [49]. This demonstrates the power of linear response theory since it is applicable to numerous physical setups. In the present work, the particular focus is on the electrical conductivity linearly relating the current to a perturbing electric field.

The focus of the study is on a system of non-interacting particles in a \(d\)-dimensional Volume \(V\), \(d \in \{2, 3\}\). The system is subjected to two different fields. The first one is a weak electric field inducing the probe bias, which is treated perturbatively with linear response theory. The other field is a periodic external driving of frequency \(\Omega = 2\pi/T\), as schematically depicted in Fig. 1.1. Consider a system described by the Hamiltonian [50]

\[
H = H_0 + V(t)
\]

(1.12)

with \(H_0\) being the Hamiltonian for the system without the time-dependent perturbation \(V(t)\). The expectation value of a not explicitly time-dependent observable \(\hat{A}\) is without the perturbing potential \(V(t)\) given by

\[
\langle \hat{A} \rangle_0 = \text{tr} [\rho_0 \hat{A}]
\]

(1.13)

together with the density matrix for the grand canonical ensemble \(\mathcal{H}_0 = H_0 - \mu \hat{N}\)

\[
\rho_0 = \frac{\exp(-\beta \mathcal{H}_0)}{\text{tr} [\exp(-\beta \mathcal{H}_0)]}.
\]

(1.14)
σ_{xx}\]

Figure 1.1: The figure shows a generic two dimensional system. The longitudinal conductivity is calculated using the Kubo formalism.

\( \mu \) is the chemical potential and \( \beta = 1/k_B T \) the inverse temperature. For a nonzero perturbation, the expectation value of an observable \( \hat{A} \) is the trace over density matrix and observable operator

\[
\langle \hat{A}(t) \rangle = \text{tr}[\rho(t)\hat{A}(t)] .
\]  

(1.15)

The aim of the following is to find an expression for the density matrix \( \rho(t) \). As in Ref. [50], the equation of motion for the density matrix is

\[
i\hbar \dot{\rho}(t) = [\mathcal{H}_0, \rho(t)] + [V(t), \rho(t)] .
\]  

(1.16)

The perturbation is switched on at a certain time \( t_0 \), which leads to the recursive equation in the Dirac picture

\[
\rho^D(t) = \rho_0 - i\frac{\hbar}{\mathcal{L}} \int_{-\infty}^{t} dt' [V^D(t'), \rho^D(t')] .
\]  

(1.17)

Keeping only terms up to linear order in the perturbation \( V^D(t) \), one obtains

\[
\Delta A(t) \equiv \langle \hat{A}(t) \rangle - \langle \hat{A} \rangle_0 = -i\frac{\hbar}{\mathcal{L}} \int_{-\infty}^{t} dt' \langle [\hat{A}^D(t), V^D(t')] \rangle ,
\]  

(1.18)

which is known in literature as the “Kubo formula” [48–50]. Considering higher order corrections is straightforward and accounts for effects, such as the bulk photovoltaic effect [51, 52], which is a second order correction of the current caused by an electric field. In what follows, an equation for the linear response of the current operator to a probe bias is derived. The perturbation operator corresponding to the probe bias is the position integral over the current operator and the vector potential of the probe bias

\[
V^D(t) = -\int_V d^4 r \mathbf{J}(\mathbf{r}, t) \cdot \mathbf{A}(\mathbf{r}, t) .
\]  

(1.19)
The current operator in position representation for \( N \) particles is

\[
\mathbf{J}(\mathbf{r}, t) = -\frac{e}{2m} \sum_{i=1}^{N} \left( \mathbf{p}_i \delta(\mathbf{r} - \mathbf{r}_i) + \delta(\mathbf{r} - \mathbf{r}_i) \mathbf{p}_i \right) 
\]

\[
= \frac{1}{V} \sum_{\mathbf{q}} \mathbf{J}(\mathbf{q}, t) e^{i\mathbf{q}\cdot\mathbf{r}},
\]

where the time-dependence of the momentum operator \( \mathbf{p}_i \) is suppressed and \( e \) is the electron charge and \( m \) the (effective) mass. The vector potential corresponding to the probe bias with frequency \( \omega' \) is

\[
\mathbf{A}'(\mathbf{q}, t') = \lim_{\eta' \to 0^+} \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega' \mathbf{A}(\mathbf{q}, \omega') e^{-i(\omega' + i\eta')t'},
\]

whereby \( \eta' \) accounts for the adiabatic switch-on protocol of the bias which is assumed to be slow enough such that \( \eta' \to 0 \). The Kubo formula (1.18) for the linear current response to a probe bias is

\[
\langle \mathbf{J}(\mathbf{q}, \omega) \rangle = \sum_j \lim_{\eta \to 0^+} \frac{i}{\hbar V} \int_{-\infty}^{\infty} dt' \int_{-\infty}^{\infty} dt \ e^{i\omega t} \frac{i}{2\pi} \int_{-\infty}^{\infty} d\omega_1 \left[ \frac{e^{-i\omega_1(t-t')}}{\omega_1 + i\eta_1} \right]
\times \langle \mathbf{J}(\mathbf{q}, t), \mathbf{J}(-\mathbf{q}, t') \rangle \mathbf{A}(\mathbf{q}, \omega),
\]

where the integral representation of the step function (1.436) was used. \( \langle \cdot \rangle \) denotes the statistical average with respect to the system’s state, which will in the presence of external driving not be in equilibrium. However, in what follows we shall assume the system to be in a stationary state so that occupation numbers of Floquet states are time-independent [22, 27, 53–57]. The expectation value of the particle density operator \( \rho(\mathbf{r}) = \sum_{i=1}^{N} \delta(\mathbf{r} - \mathbf{r}_i) \) is labeled as \( n(\mathbf{r}) = \langle \rho(\mathbf{r}) \rangle \). The current operators \( \mathbf{J}(\pm \mathbf{q}, t(\ell)) \) are expanded with Floquet states (1.3) as basis

\[
\mathbf{J}(\mathbf{q}, t) = \sum_{\alpha\beta} \mathbf{J}_{\alpha\beta}(\mathbf{q}, t) a_\alpha^\dagger(t_0 = 0) a_\beta(t_0 = 0).
\]

\( a_{\alpha, \beta}^{(\dagger)} \) are creation and annihilation operators fulfilling [42, 58]

\[
|\psi_\alpha(t)\rangle = a_\alpha^\dagger(t)|0\rangle, \quad a_\alpha(t)|0\rangle = 0
\]

\[
[a_\alpha(t), a_\beta^\dagger(t)]_\pm = \delta_{\alpha\beta} \quad \text{,} \quad \{a_\alpha(t), a_\beta(t)\}_\pm = \{a_\alpha^\dagger(t), a_\beta^\dagger(t)\}_\pm = 0,
\]

where \(|0\rangle \) is the vacuum state containing no particle, and the positive (negative) subscripts refer to fermionic anticommutators (bosonic commutators). The coefficients in Eq. (1.24) are

\[
\mathbf{J}_{\alpha\beta}(\mathbf{q}, t) = \langle \psi_\alpha(t)|\mathbf{J}(\mathbf{q})|\psi_\beta(t)\rangle
\]

\[
= \langle u_\alpha(t)|e^{i\mathbf{p}_\alpha t}\mathbf{J}(\mathbf{q})e^{-i\mathbf{p}_\beta t}|u_\beta(t)\rangle
\]

\[
= \sum_{n_1, n_2 = -\infty}^{\infty} e^{i\left(\frac{1}{\hbar}(\epsilon_\alpha - \epsilon_\beta) + (n_1 - n_2)\Omega\right)t} \langle u_{n_1}^\dagger|\mathbf{J}(\mathbf{q})|u_{n_2}^\dagger\rangle,
\]
The conductivity tensor depends on both the response frequency \( \omega \) it is convoluted over the bias frequency \( \omega \) the undriven case, no longer a simple product of conductivity and electric field, since performing the time and the \( \omega \) collection the results from Eqs. (1.22), (1.23), and (1.32) yields 

\[
\langle [J^f(q, t), J^f(-q, t')] \rangle = \sum_{\alpha\beta} \sum_{n_1n_2=-\infty}^{\infty} e^{i\left[\frac{1}{\hbar}(\epsilon_\alpha - \epsilon_\beta) + (n_1 - n_2)\Omega\right]t} \times e^{i\left[\frac{1}{\hbar}(\epsilon_\beta - \epsilon_\alpha) + (n_3 - n_4)\Omega\right]t'} \langle u_\alpha^{n_1} | j^f(q) | u_\beta^{n_2} \rangle \langle u_\beta^{n_3} | j^f(-q) | u_\alpha^{n_4} \rangle (f_\alpha - f_\beta).
\]

The operators \( j(q) \) are the single-particle current operators

\[
j(q) = -\frac{e}{2m} \left( p e^{-iqr} + e^{-iqr} p \right).
\]

Collecting the results from Eqs. (1.22), (1.23), and (1.32) yields

\[
\langle J^f(q, \omega) \rangle = \sum_j \lim_{n_1 \to 0} -\frac{1}{\hbar V(2\pi)^2} \int_{-\infty}^{\infty} dt' \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} d\omega_1 \int_{-\infty}^{\infty} d\omega' \times \sum_{\alpha\beta} \sum_{n_1n_2=-\infty}^{\infty} e^{i\left[\omega_1 + \omega + \frac{1}{\hbar}(\epsilon_\alpha - \epsilon_\beta) + (n_1 - n_2)\Omega\right]t} \times e^{i\left[\omega_1 - \omega' - \frac{1}{\hbar}(\epsilon_\beta - \epsilon_\alpha) + (n_3 - n_4)\Omega\right]t'} \langle u_\alpha^{n_1} | j^f(q) | u_\beta^{n_2} \rangle \langle u_\beta^{n_3} | j^f(-q) | u_\alpha^{n_4} \rangle \left[ A^f(q, \omega') \right] \\
- \frac{e^2 n}{m} A^f(q, \omega).
\]

Performing the time and the \( \omega_1 \) integrals yields that the current is, as opposed to the undriven case, no longer a simple product of conductivity and electric field, since it is convoluted over the bias frequency \( \omega' \)

\[
\langle J^f(q, \omega) \rangle = \sum_j \int_{-\infty}^{\infty} d\omega' \bar{\sigma}^f(q, \omega, \omega') E^f(q, \omega').
\]

The conductivity tensor depends on both the response frequency \( \omega \) and the bias
frequency $\omega'$

$$
\sigma^{\ell j}(q, \omega, \omega') = \frac{i}{\hbar \omega} \sum_{\alpha \beta} \sum_{n_1, n_4 = -\infty}^{\infty} \sum_{n_2, n_3 = -\infty}^{\infty} \left[ \frac{f_\alpha - f_\beta}{\omega + \frac{i}{\hbar}(\epsilon_\alpha - \epsilon_\beta) + (n_1 - n_2)\Omega + i0^+} \right. \\
\times \langle u^{n_1}_\alpha | j^i(q) u^{n_2}_\beta \rangle \langle j^j(-q) u^{n_3}_\alpha | u^{n_4}_\beta \rangle \\
+ \frac{\epsilon^2_n}{m \omega} \delta_{\ell j} \delta(\omega - \omega') \right].
$$

(1.36)

The response and bias frequency $\omega$ and $\omega'$ are assumed to be in the central Floquet zone

$$
|\omega|, |\omega'| < \frac{\Omega}{2} \quad \Rightarrow \quad \omega - \omega' < \Omega.
$$

(1.37)

In other words, the Fourier decomposition of the vector potential for the electric field, see Eq. (1.22), contains only frequencies smaller than half of the driving frequency. Additionally, one should rather consider a current expectation value of the form $\langle J^i(q, \tilde{\omega} + p\Omega) \rangle$ together with Eq. (1.35) and $\omega = \tilde{\omega} + p\Omega$, such that the current expectation value is governed by

$$
\langle J^i(q, \tilde{\omega} + p\Omega) \rangle = \sum_j \int_{-\Omega/2}^{\Omega/2} d\omega' \sigma^{\ell j}(q, \tilde{\omega} + p\Omega, \omega') E^j(q, \omega') .
$$

(1.38)

Anticipating that the focus is on the DC limit of the conductivity, only the case $p = 0$ is considered in the present work, where $\omega = \tilde{\omega}$. In the DC limit, the argument of the delta distribution of the first term in Eq. (1.36) can, under condition (1.37), only be zero if

$$
n_1 - n_2 + n_3 - n_4 = 0.
$$

(1.39)

This allows the extraction of the delta distribution

$$
\sigma^{\ell j}(q, \omega, \omega') = \sigma^{\ell j}(q, \omega) \delta(\omega - \omega')
$$

(1.40)

together with

$$
\sigma^{\ell j}(q, \omega) = \frac{i}{\hbar \omega} \sum_{\alpha \beta} \sum_{n_1, n_4 = -\infty}^{\infty} \left[ \frac{f_\alpha - f_\beta}{\omega + \frac{i}{\hbar}(\epsilon_\alpha - \epsilon_\beta) + (n_1 - n_2)\Omega + i0^+} \right. \\
\times \langle u^{n_1}_\alpha | j^i(q) u^{n_2}_\beta \rangle \langle j^j(-q) u^{n_3}_\alpha | u^{n_4}_\beta \rangle \\
+ \frac{\epsilon^2_n}{m \omega} \delta_{\ell j} \right].
$$

(1.41)

Interestingly, introducing Wigner coordinates [27], a mean time $T = (t + t')/2$ and a relative time $\tau = t - t'$, in Eq. (1.32) and averaging the mean time over one driving cycle, whereas the relative time is Fourier transformed, lead to the same expression as Eq. (1.41). Under condition (1.39), the current is the product of conductivity and electric field

$$
\langle J^i(q, \omega) \rangle = \sum_j \int_{-\infty}^{\infty} d\omega' \sigma^{\ell j}(q, \omega) \delta(\omega - \omega') E^j(q, \omega')
$$

(1.42)

$$
= \sum_j \sigma^{\ell j}(q, \omega) E^j(q, \omega)
$$

(1.43)
Concentrating on the real part of the longitudinal conductivity $\ell = j = x$ and using the Dirac identity (1.433) lead to

$$\text{Re}[\sigma^{xx}(0, \omega)] = \frac{\pi}{V} \left( \frac{e}{m} \right)^2 \left[ \sum_{n_1, n_2 = -\infty}^{\infty} \sum_{\alpha \beta} \left( \frac{f_\alpha - f_\beta}{\hbar \omega} \right) \langle u^{n_1}_\alpha | p^x | u^{n_2}_\beta \rangle \langle u^{n_1}_\beta | p^x | u^{n_2}_\alpha \rangle \right] \times \delta \left( \omega + \frac{1}{\hbar} (\epsilon_\alpha - \epsilon_\beta) + (n_1 - n_2) \Omega \right) .$$  

(1.44)

In the last step, it was assumed that the current is spatially homogeneous and that it is thus not a function of $r$, see Eq. (1.33). Per construction $|\epsilon_\alpha - \epsilon_\beta| \leq \hbar \Omega$, the delta distribution in the last equation can thus only have support if

$$n_1 = n_2 \quad \text{Eq. (1.39)} \Rightarrow n_3 = n_4 .$$  

(1.45)

This leads to the equation for the longitudinal conductivity

$$\text{Re} \left[ \sigma^{xx}(0, \omega) \right] = \frac{\pi \hbar}{V} \left( \frac{e}{m} \right)^2 \sum_{n, n' = -\infty}^{\infty} \sum_{\alpha \beta} \left[ \frac{f_\alpha - f_\beta}{\hbar \omega} \langle u^n_\alpha | p^x | u^{n'}_\beta \rangle \langle u^{n'}_\beta | p^x | u^n_\alpha \rangle \right] \times \delta \left( \omega + \frac{1}{\hbar} (\epsilon_\alpha - \epsilon_\beta) \right) .$$  

(1.46)

In the DC-limit, namely at zero response frequency $\omega \to 0$, the conductivity can be reformulated as an energy integral over the central Floquet zone

$$\lim_{\omega \to 0} \text{Re} \left[ \sigma^{xx}(0, \omega) \right] = \frac{\pi \hbar}{V} \left( \frac{e}{m} \right)^2 \int_{-\hbar \Omega/2}^{\hbar \Omega/2} d\epsilon \left( -\frac{\partial f}{\partial \epsilon} \right) \sigma(\epsilon) .$$  

(1.47)

with

$$\sigma(\epsilon) = \sum_{nn'} \sum_{\alpha \beta} \langle u^{n}_\alpha | p^x | u^{n'}_{\beta} \rangle \langle u^{n'}_{\beta} | p^x | u^{n}_\alpha \rangle \delta(\epsilon - \epsilon_\alpha) \delta(\epsilon - \epsilon_\beta) .$$  

(1.48)

In Sec. 1.4.3 this quantity will be expressed with Green’s functions. A similar result, Eqs. (1.47), (1.48), was already derived within the Keldysh framework in Ref. [22]. The derivation presented in this section circumvents an ansatz for the lesser Green’s function, see Ref. [22]. The choice of the energy integration range in Eq. (1.47) is thus far arbitrary and must be chosen suitably for the model of interest. In derivating Eq. (1.46) the only requirement is

$$|\epsilon_\alpha - \epsilon_\beta| \leq \hbar \Omega$$  

(1.49)

being a weaker restriction than claiming that the quasienergies fulfill $|\epsilon_{\alpha, \beta}| \leq \hbar \Omega/2$ and allows even unbounded quasienergies. Eq. (1.49) can be fulfilled choosing a suitable $\lambda$, possibly momentum dependent, such that all quasienergies are within the range

$$\lambda - \frac{\hbar \Omega}{2} \leq \epsilon_\alpha < \lambda + \frac{\hbar \Omega}{2} .$$  

(1.50)

The choice of $\lambda$ depends on the details of the system, e.g. for a parabolic dispersion or a square lattice, both without spin-orbit coupling, an appropriate choice would
be $\lambda = \varepsilon_\alpha$. For graphene, either with full band structure or in the Dirac-cone approximation, a better choice would be $\lambda = 0$. With the knowledge that the choice of the central Floquet is not unique, the DC-limit of the longitudinal conductivity in presence of an external driving is

$$\lim_{\omega \to 0} \text{Re}[\sigma^{xx}(0, \omega)] = \pi \hbar \left( \frac{e}{m} \right)^2 \int_{\lambda - M \Omega/2}^{\lambda + M \Omega/2} d\varepsilon \left( -\frac{\partial f}{\partial \varepsilon} \right) \sigma(\varepsilon),$$

being the main result of this section. The aim of the following section is to find a proper Green’s function that allows for both formulating the result from the Kubo formula for the conductivity in terms of Green’s functions and allowing for a successive scheme to include disorder potentials.

### 1.3.1 Time-dependent distribution function

A full description of a realistic driven system requires the treatment of very rich physics. This covers the population of Floquet bands [59]. General, the density matrix and, with that, also the distribution function of a periodically driven system are time-dependent [49]. Later, the regimes are discussed where the distribution can be assumed to be stationary.

Another important point is the investigation of time-scales. For instance, if the switch-on of the driving is not far in the past, the explicit switch-on protocol might be important for the physics in the temporal vicinity of the switch-on time [60]. There are works that investigate the time scale for forming a Floquet state, and it was found that several tens of driving cycles are sufficient for a Floquet state to be formed [61]. At intermediate time-scales there might already arise a change of the population dynamics [62]. The time scale of the intermediate regime is dominated by various physical processes causing heating of the system. This will be discussed in the following. If the heating is controlled by cooling processes, a pre-thermalized state might be achieved [59, 63]. The latter is approximately described by a time-independent non-equilibrium distribution function [64].

There are works that treat heating, and with that the absorption of energy from the driving field, semi-classically using the Boltzmann approach [30, 65]. However, a fully microscopic description of what is called “heating” is a rather challenging task due to the numerous processes that have to be considered. Absorption of photons by an electron might lead to interband transitions. A possible relaxation channel for these excited states is via phonons [66]. Thus, through electron-phonon interaction, lattice vibrations are induced, increasing the temperature of a system [59, 67]. Interactions are a different topic, as the interaction between electrons itself might be renormalized by the external driving, which is not discussed in this work and left as future work. The discussion of the long time behavior of a driven system is even more subtle. A closed quantum system will tend towards an infinite temperature state in the long time limit [68, 69]. The system must be cooled to avoid an infinite heating, where a possible realization is coupling to baths [59, 67]. The stronger the driving causes heating, the stronger the cooling by the bath must be, such that a balance of incoming and outflowing energy is achieved. To cool the system effectively, the coupling of the bath to the system might be strong, making a perturbative inclusion of the bath to the system rather challenging.
Since, in this work, the distribution is assumed to be time-independent, the actual conditions and requirements for this assumption must be further clarified. In a driven system, absorption of photons and with that energy consumption from the driving field is inherently present in an actual physical system. Hence, to control heating, absorption processes have to be controlled. Whereas the above aimed at the discussion of time scales, the focus is now on energy scales. Following Ref. [62] the photon energy $\hbar \Omega$, the band width of the spectrum $W$, the size of a gap in the spectrum $\Delta$, and the interaction strength $U$ are the most relevant energy scales. If the photon energy is considerably larger than the band width, $\hbar \Omega \gg W$, various perturbation theories are applicable [3, 21, 43]. The authors of Refs. [3, 21, 43] give in their works an overview of von Fleck, Floquet-Magnus, and the Brillouin-Wigner expansion. The latter is used to explain topological phase transitions in graphene caused by renormalization of effective hopping energies due to an external driving. Most importantly, the system becomes effectively time-independent in the high-frequency regime such that the external driving leads to a pure renormalization of the system’s parameters [25, 70] rather than changing the population. Another promising regime, where a time-independent distribution is valid, can be realized in a gapped system, if the photon energy is reasonably smaller than the gap $\hbar \Omega \ll \Delta$. Exciting particles across the gap requires high-order photon processes, which are well known in literature to be strongly suppressed, as demonstrated in Refs. [71–73]. The last energy scale, the interaction strength $U$, requires an even deeper discussion than the others. It is well understood that in a static system, interactions can have a vast influence on the ground state of a system, especially if the interaction strength is the dominating energy scale. The situation is even more complicated if the ground state becomes time-dependent through an additional driving. Since the description of driven systems is still in its infancy, it is still not fully understood how to construct the time-dependent ground state. Nevertheless, if the interaction strength is smaller than both the bandwidth and the photon energy, it seems reasonable to treat the system as without interactions, thus validating a single particle picture. Collecting the above requirements on the different energy scales, the most promising regime for the realization of a non-equilibrium stationary state seems to be when interactions, band width, photon energy, and gap size form an increasing hierarchy $U \ll W \ll \hbar \Omega \ll \Delta$.

1.4 Green’s functions

The Floquet solution of the time-dependent Schrödinger equation is $|\psi_\alpha(t)\rangle = e^{-i\hbar \varepsilon_\alpha t}|u_\alpha(t)\rangle$, where the exponential function and the Floquet function $u_\alpha(t)$ depend on the same time $t$. An extension is the $t-t'$-Floquet state $|\psi_\alpha(t, t')\rangle = e^{-i\hbar \varepsilon_\alpha t}|u_\alpha(t')\rangle$ where the wave function now depends on two times. The $t-t'$-formalism is intensely studied in Refs. [1, 20, 74]. A possible application of this formalism is the separation of time scales as, for example, done in Ref. [61] where Floquet theory for short laser pulses is investigated. In the following, a further extension to the $t-t'$-Floquet theory is presented. Within this formalism a new type of Green’s functions is found. The properties of these, as well as relations to Green’s functions used in other works, are analyzed. Finally the expression for the conductivity found in Sec. 1.3 is reformulated utilizing the new type of Green’s functions.
1.4.1 The $t$-$t'$-formalism and -Green’s functions

This subsection aims to introduce the $t$-$t'$-formalism. This includes basic definitions and relations used in this work. Furthermore, a proper Green’s function that is suitable to express the result from the Kubo formula in terms of Green’s functions is constructed. A deeper justification for the use of this formalism is given in Sec. 1.4.4, where it is shown that the straightforward approach using two time Green’s functions fails to reproduce the expression obtained from the Kubo formula. Separating the periodic from the aperiodic time-dependence of a Floquet state yields the $t$-$t'$-Floquet state

$$|\psi_\alpha(t,t')\rangle = e^{-i\epsilon_\alpha t} |u_\alpha(t')\rangle,$$

recovering for $t = t'$ the Floquet state solution of the time-dependent Schrödinger equation and fulfilling the $t$-$t'$-Schrödinger equation

$$i\hbar \frac{\partial}{\partial t} |\psi_\alpha(t,t')\rangle = H_F(t') |\psi_\alpha(t,t')\rangle.$$

The time derivative on the left side of Eq. (1.53) depends on a different time than the Floquet Hamiltonian $H_F$ on the right side. The advantage of discriminating the time dependence of the exponential from the periodic Floquet function lies in the fact that the evolution of the states is governed by the operator

$$U(t, t_0, t') = e^{-\frac{i}{\hbar} H_F(t-t_0)},$$

which avoids any time ordering [20, 75]. Following H. Sambe [76], we define, on the space of all states depending periodically with period $T$ on a parameter $t'$ having dimension of time, the scalar product

$$\langle\langle \varphi|\chi \rangle\rangle = \frac{1}{T} \int_0^T dt' \langle \varphi|t'\rangle \langle t'|\chi \rangle.$$

The notation $\langle t'|\psi \rangle \equiv |\psi(t')\rangle$ suggests to consider $t'$ as a coordinate rather than a time parameter [36]. The corresponding operator $\hat{t}'$ can be defined to act multiplicatively on the above wave functions,

$$\hat{t}'|\psi(t')\rangle = \langle t'|\hat{t}'|\psi \rangle = t'|\psi(t')\rangle,$$

and the canonically conjugate operator is

$$\hat{w} \equiv -i\hbar \frac{\partial}{\partial t'} \Rightarrow [\hat{w}, \hat{t}'] = -i\hbar$$

with a complete system of orthonormalized periodic eigenfunctions

$$\langle t'|\ell \rangle = e^{-i\Omega t'}, \quad \hat{w}|\ell \rangle = \ell \hbar \Omega |\ell \rangle, \quad \langle\langle k|\ell \rangle \rangle = \delta_{k,\ell}, \quad \text{with } k, \ell \in \mathbb{Z},$$

$$\sum_{t'=-\infty}^{\infty} \langle t'|\ell \rangle \langle \ell|t'_2 \rangle = T \sum_{s=-\infty}^{\infty} \delta(t'_1 - t'_2 + sT) = \langle t'_1|t'_2 \rangle.$$  

(1.59)

There is a $t$-$t'$-Floquet state for each Floquet zone. In general the $t$-$t'$-state for the $\ell$-th Floquet zone is

$$|\psi_\alpha^\ell(t,t')\rangle = e^{i\ell \Omega (t'-t)} |\psi_\alpha(t,t')\rangle,$$

(1.60)
fulfilling the $t-t'$-Schrödinger equation, see Eq. (1.53). These states have the same time-evolution operator given in Eq. (1.54) as the $t-t'$-states of Eq. (1.52). Moreover, they have the properties

$$\langle \psi^\ell_\alpha(t,t') | \psi^\ell_{\alpha'}(t,t') \rangle = \delta_{\alpha\alpha'} \delta_{tt'}, \tag{1.61}$$

$$\sum_{\alpha} \sum_{\ell=\pm} \infty |\psi^\ell_\beta(t,t_1') \langle \psi^\ell_{\alpha}(t,t_2')| = 1T \sum_{s=\pm} \delta(t_1' - t_2' + sT). \tag{1.62}$$

Now, the notation $\langle t' | \psi^\ell_\alpha(t) \rangle \equiv |\psi^\ell_\alpha(t,t')\rangle$ for the $t-t'$-state of the $\ell$-th Floquet zone is introduced. In second quantization this allows the definition of a system of creation and annihilation operators $b^\dagger_{\alpha\ell}(t)$, $b_{\alpha\ell}(t)$ with

$$|\psi^\ell_\alpha(t)\rangle = b^\dagger_{\alpha\ell}(t)|0\rangle, \quad b_{\alpha\ell}(t)|0\rangle = 0 \tag{1.63}$$

with the (anti-)commutation relations

$$[b_{\alpha\ell}(t), b^\dagger_{\beta\ell'}(t)]_\pm = \delta_{\alpha\beta} \delta_{\ell\ell'} \quad , \quad [b_{\alpha\ell}(t), b_{\beta\ell'}(t)]_\pm = [b^\dagger_{\alpha\ell}(t), b^\dagger_{\beta\ell'}(t)]_\pm = 0. \tag{1.64}$$

Field operators can be constructed as

$$\Phi(t,t') = \sum_{\alpha} \sum_{\ell=\pm} \infty \psi^\ell_\alpha(t,t')b_{\alpha\ell}(t) \tag{1.65}$$

fulfilling

$$[\Phi(t,t_1'), \Phi^\dagger(t,t_2')]_\pm = T \sum_{s=\pm} \delta(t_1' - t_2' + sT) \tag{1.66}$$

with again all other (anti-)commutators at equal times $t$ being zero. The Floquet Hamiltonian $H_F$ can be formulated as

$$H_F(t) = \sum_{\alpha} \sum_{\ell=\pm} \infty (\varepsilon_\ell + r\hbar \Omega) b^\dagger_{\alpha\ell}(t)b_{\alpha\ell}(t), \tag{1.67}$$

which is neither bounded from below nor from above. The time-evolution in the unprimed times of the $t-t'$-states from Eq. (1.60) is governed by the operator given in Eq. (1.54), hence the Heisenberg picture of the field operators is

$$\Phi_H(t,t') = U^\dagger(t,0,t')\Phi(t,t')U(t,0,t') = \sum_{\alpha} \sum_{\ell=\pm} \infty \psi^\ell_\alpha(t,t')b_{\alpha\ell}. \tag{1.68}$$

This quantity allows for the definition of a retarded/advanced Green’s function

$$G^{\alpha\alpha'}_{\beta\beta'}(t_1, t_2, t_1', t_2') = \mp i\Theta(\pm(t_1 - t_2)) \frac{1}{T} \langle \left[ \Phi_H(t_1, t_1'), \Phi_H(t_2, t_2') \right] \rangle \tag{1.69}$$

$$= \mp i\Theta(\pm(t_1 - t_2)) \frac{1}{T} \sum_{\ell=\pm} \sum_{\alpha} \infty |\psi^\ell_\alpha(t_1, t_1') \langle \psi^\ell_{\alpha'}(t_2, t_2')| \tag{1.70}$$

$$= \mp i\Theta(\pm(t_1 - t_2)) \frac{1}{T} \sum_{\ell=\pm} \sum_{\alpha} \infty e^{-\frac{1}{\hbar}(\varepsilon_\alpha + r\hbar \Omega)(t_1 - t_2)} \tag{1.71}$$

$$\times |u_{\alpha}(t_1') \langle u_{\alpha}(t_2')| \mp e^{i\Omega(t_1' - t_2')} \tag{1.71}$$
The last equation is a double Fourier series of the Green’s function of the difference of times

\[ A(t_1, t_1', t_2, t_2') = \frac{1}{T} \langle [\Phi_H(t_1, t_1'), \Phi_H(t_2, t_2')] \rangle \]

\[ = \frac{1}{T} \sum_{t=-\infty}^{\infty} \sum_{\alpha} \left[ e^{-\frac{i}{\hbar}(\epsilon_\alpha + \ell \Omega)(t_1-t_2)} |u_\alpha(t_1')\rangle \langle u_\alpha(t_2')| e^{i\ell \Omega(t_1'-t_2')} \right] \]

having Fourier components

\[ A(\epsilon, t_1', t_2') = \frac{\hbar}{T} \sum_{t=-\infty}^{\infty} \sum_{\alpha} \left[ \delta(\epsilon - (\epsilon_\alpha + \ell \Omega)) |u_\alpha(t_1')\rangle \langle u_\alpha(t_2')| e^{i\ell \Omega(t_1'-t_2')} \right] \]

the familiar Lehmann representation of the Green’s function is obtained

\[ G_0^{r,a}(\epsilon, t_1', t_2') = \int_{-\infty}^{\infty} d\epsilon' \frac{A(\epsilon', t_1', t_2')}{\epsilon - \epsilon' + i0^+}. \]

The Green’s function in Eq. (1.71) fulfills

\[ \left( i\partial_1 - \frac{1}{\hbar} H_F(t_1') \right) G_0^{r,a}(t_1, t_2, t_1', t_2') = \delta(t_1 - t_2) \sum_{\alpha} |u_\alpha(t_1')\rangle \langle u_\alpha(t_2')| \]

\[ \times \frac{1}{T} \sum_{\alpha} e^{i\ell \Omega(t_1'-t_2')} \]

\[ = \delta(t_1 - t_2) \sum_{\ell=\infty}^{\infty} \delta(t_1'-t_2' + \ell T) \]

where the Fourier expansion of the Dirac comb

\[ \frac{1}{T} \sum_{\ell=-\infty}^{\infty} e^{i\ell \Omega} = \sum_{\ell=-\infty}^{\infty} \delta(t + \ell T) \]

was used. The Green’s function defined in Eq. (1.71) depends only on the difference of the unprimed times \((t_1 - t_2)\). This allows for the continuous Fourier transformation of the difference of times \((t_1 - t_2)\) on the energy \(\epsilon\). Eq. (1.71) is in energy space

\[ G_0^{r,a}(\epsilon, t_1', t_2') = \frac{1}{T} \sum_{t=-\infty}^{\infty} \sum_{\alpha} |u_\alpha(t_1')\rangle \langle u_\alpha(t_2')| e^{i\ell \Omega(t_1'-t_2')} \]

\[ = \frac{1}{T} \sum_{\ell=-\infty}^{\infty} \sum_{\alpha} \sum_{n,n'=\infty}^{\infty} \frac{1}{\epsilon - \frac{1}{\hbar} \epsilon_\alpha - \ell \Omega \pm i0^+} e^{-i\ell \Omega_1'} e^{i\ell \Omega_2'} \]

The last equation is a double Fourier series of the Green’s function

\[ G_0^{r,a}(\epsilon, t_1', t_2') = \frac{1}{T} \sum_{n,n'=\infty}^{\infty} G_0^{r,a}(\epsilon, n, n') e^{-i\ell \Omega_1'} e^{i\ell \Omega_2'} \]
together with the Fourier coefficients [78, 79]

\[
G_0^{\sigma,a}(\varepsilon, n, n') = \sum_{\ell=-\infty}^{\infty} \sum_{\alpha} \frac{|u_{\alpha}^{n+\ell}\rangle \langle u_{\alpha}^{n'+\ell}|}{\frac{1}{\hbar} \varepsilon - \frac{1}{\hbar} \varepsilon_{\alpha} - \ell \Omega \pm i 0^+}. \tag{1.82}
\]

From now on, the quantities defined in the Eqs. (1.71), (1.79), and (1.82) will be referred to as “Green’s functions”. \(G_0^{\sigma,a}(\varepsilon, n, n')\) can be related to the Floquet Hamiltonian in matrix form (1.11), as shown in the next section.

1.4.2 Properties of the \(t-t'\)-Green’s function

Before proceeding with the calculations regarding the conductivity of a driven system, some elementary properties of the four time Green’s function are summarized. This analysis involves the diagonalization of the Green’s function, as well as a comparison of techniques and Green’s functions used in other works. The Green’s function defined in Eq. (1.71) is periodic in both the primed and unprimed times:

\[
G_0^{\sigma,a}(t_1, t_2, t_1', t_2') = G_0^{\sigma,a}(t_1 + T, t_2 + T, t_1', t_2') \tag{1.83}
\]

\[
= G_0^{\sigma,a}(t_1, t_2, t_1' + T, t_2' + T). \tag{1.84}
\]

Performing a Fourier transformation in the relative time \((t_1 - t_2)\), as suggested in the foregoing section or using the shifted Fourier transform as in Refs. [30, 32, 33, 80–85]

\[
G_0^{\sigma,a}(t_1, \varepsilon, t_1', t_2') = \int_{-\infty}^{\infty} dt_2 \, e^{\frac{i}{\hbar} \varepsilon (t_1 - t_2)} G_0^{\sigma,a}(t_1, t_2, t_1', t_2') \tag{1.85}
\]

leads in both cases to Eq. (1.79), since the Green’s function in Eq. (1.71) depends only on the relative time \((t_1 - t_2)\). The transformed object on the right side of Eq. (1.85) is, in case of the Green’s function (1.71) independent of \(t_1\), and consequently a Fourier series to expand the \(t_1\)-dependency as in Refs. [30, 32, 33, 80–85] is not needed. Making use of the definition in Eq. (1.81) and with the inverse Fourier transformation, it is shown that the four time Green’s function is

\[
G_0^{\sigma,a}(t_1, t_2, t_1', t_2') = \frac{1}{2\pi \hbar T} \int_{-\infty}^{\infty} d\varepsilon \left[ e^{-\frac{i}{\hbar} \varepsilon (t_1 - t_2)} \right. \times \sum_{n,n'=\infty} G_0^{\sigma,a}(\varepsilon, n, n') e^{-in\Omega t_1'} e^{in'\Omega t_2'}] \tag{1.86}
\]

Using the Fourier representation of the delta distribution and the Dirac comb, see Eq. (1.78), it holds that

\[
\delta(t_1 - t_2) \sum_{\ell=-\infty}^{\infty} \delta(t_1' - t_2' + \ell T) = \frac{1}{2\pi \hbar T} \int_{-\infty}^{\infty} d\varepsilon \left[ e^{-\frac{i}{\hbar} \varepsilon (t_1 - t_2)} \right. \times \sum_{n,n'=\infty} e^{-in\Omega t_1'} e^{in'\Omega t_2'} \delta_{nn'} \right]. \tag{1.87}
\]
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Inserting Eqs. (1.86), (1.87) in (1.77) and using the Fourier expansion of the Hamiltonian, see Eqs. (1.1) and (1.8) and the matrix form of the Floquet equation (1.11), it follows from a comparison of the coefficients that

$$\varepsilon G^r,a_0(\varepsilon, n, n') - \sum_{m=-\infty}^{\infty} \left( H_{n-m} - n\hbar \delta_{mn} \right) G^r,a_0(\varepsilon, m, n') = \hbar \delta_{n,n'}.$$  (1.88)

Comparing this with Eq. (1.82) leads to

$$G^r,a_0(\varepsilon, n, n') = \sum_{\ell=-\infty}^{\infty} \sum_{\alpha} \frac{|u^{n+\ell}_\alpha|^2}{\frac{1}{\hbar} \varepsilon - \frac{1}{\hbar} \varepsilon_\alpha - \ell \Omega \pm i0^+} = \left( \frac{1}{\frac{1}{\hbar} \varepsilon - \frac{1}{\hbar} H_F \pm i0^+} \right)_{nn'}.$$  (1.89)

The Green’s function is equal to the inverse of the Floquet Hamiltonian, where the Floquet Hamiltonian $H_F$ is here understood in matrix representation. Before a transformation diagonalizing the above Green’s function is constructed, the relation of the four time Green’s function given in Eq. (1.71), with the two time Green’s functions used in other works, is demonstrated, e.g. Refs. [30, 32, 33, 80–85]. This involves an analysis of the Floquet and Wigner representation of the Green’s functions [83]. The defining equation for the two time Green’s function of the Schrödinger equation is

$$\left(i \partial_1 - \frac{i}{\hbar} H(t_1)\right) G^r,a_0(t_1, t_2) = \delta(t_1 - t_2).$$  (1.90)

In contrast to Eq. (1.77), the partial derivative with respect to time and the Hamiltonian depend on the same time. The second difference is that on the right side of the above equation there is only a single delta distribution, compared to Eq. (1.77) where on the right side there is a delta distribution depending on the difference of the unprimed times and a Dirac comb. The solution of Eq. (1.90) is

$$G^r,a_0(t_1, t_2) = \mp i \Theta(\pm(t_1 - t_2)) \sum_\alpha |\psi_\alpha(t_1)\rangle \langle \psi_\alpha(t_2)|.$$  (1.91)

Introducing Wigner-coordinates [86], a relative time $t$ and a mean time $T$,

$$t = t_1 - t_2, \quad T = \frac{t_1 + t_2}{2}$$  (1.92)

and Fourier transforming the relative time onto an energy, whereas the mean time dependence is kept within a discrete Fourier series, the two time Green’s function becomes

$$G^r,a_0(\varepsilon, T) = \sum_{N=-\infty}^{\infty} G^r,a_0(\varepsilon, N)e^{-iN\Omega T}$$  (1.93)

together with the Fourier coefficients

$$G^r,a_0(\varepsilon, N) = \sum_{\ell=-\infty}^{\infty} \sum_{\alpha} \frac{|u^{\ell}_\alpha|^2}{\frac{1}{\hbar} \varepsilon + \frac{1}{2} N \Omega - \frac{1}{\hbar} \varepsilon_\alpha - \ell \Omega \pm i0^+}.$$  (1.94)

Following the nomenclature of the authors of Ref. [83] the Green’s function in Eq. (1.93) is called to be in “Wigner representation” whereas the form in Eq. (1.94)
is called “Floquet representation”. The relation between the latter Green’s function and the ones in Eq. (1.89) was already established in Refs. [83, 87] and follows the steps:

\[
\begin{align*}
\sum_{\ell=-\infty}^{\infty} \sum_{\alpha} \frac{|u_\ell^{\ell}\rangle \langle u_\ell^{\ell-N}|}{\frac{1}{\hbar} \varepsilon + \frac{1}{2} N \Omega - \frac{1}{\hbar} \varepsilon_\alpha - \ell \Omega \pm i0^+} \\
\sum_{\ell=-\infty}^{\infty} \sum_{\alpha} \frac{|u_\ell^{\ell}\rangle \langle u_\ell^{\ell-m+n}|}{\frac{1}{\hbar} \varepsilon + \frac{m-n}{2} \Omega - \frac{1}{\hbar} \varepsilon_\alpha - \ell \Omega \pm i0^+} \\
= \sum_{\ell=-\infty}^{\infty} \sum_{\alpha} \frac{|u_\ell^{\ell+m}\rangle \langle u_\ell^{\ell+n}|}{\frac{1}{\hbar} \varepsilon - \frac{m+n}{2} \Omega - \frac{1}{\hbar} \varepsilon_\alpha - \ell \Omega \pm i0^+} \\
\sum_{\ell=-\infty}^{\infty} \sum_{\alpha} \frac{|u_\ell^{\ell}\rangle \langle u_\ell^{\ell}|}{\frac{1}{\hbar} \varepsilon - \frac{1}{\hbar} \varepsilon_\alpha - \ell \Omega \pm i0^+}.
\end{align*}
\]

Despite this remarkable connection, the use of the four time Green’s function is clearly superior than the use of the two time Green’s function for the calculation of the conductivity in a driven system, as clarified later in Sec. 1.4.4.

It is of ultimate interest to find a transformation diagonalizing the Green’s function spanned by the Fourier coefficients given in Eq. (1.82). Such a transformation is successively constructed in the following. From the matrix representation of the Floquet equation given in Eq. (1.11), it follows that a shifted eigenstate \( |u_\alpha^n\rangle \rightarrow |u_\alpha^{n-m'}\rangle \) corresponds to a shifted quasienergy \( \varepsilon_\alpha \rightarrow \varepsilon_\alpha - m' \hbar \Omega \)

\[
\sum_{n=-\infty}^{\infty} (H_{m-n} - n\hbar \Omega \delta_{m,n}) |u_\alpha^{m-m'}\rangle = (\varepsilon_\alpha - m' \hbar \Omega) |u_\alpha^{n-m'}\rangle .
\]

Furthermore, the normalized eigenvectors of the Floquet matrix form an orthonormal basis with respect to the Floquet index \( \ell \) and in the space of discrete quantum numbers \( \alpha \), hence

\[
\sum_{n=-\infty}^{\infty} \langle u_\alpha^{n+\ell}|u_\beta^{n+\ell}\rangle = \delta_{\ell,\ell'} \delta_{\alpha\beta} .
\]

Following Refs. [83, 87] we define the unitary transformation

\[
(T)_{\alpha n}^{n'} = |u_\alpha^n\rangle .
\]

The components of the matrix \( T \) are still ket-states. The reason is that the Green’s functions are still operators, as is \( T \). However, using Eqs. (1.99) and (1.100), it can be shown that \( T \) diagonalizes the Green’s function

\[
\left( T^\dagger \frac{1}{\hbar} \varepsilon - \frac{1}{\hbar} \overline{T} \pm i0^+ \right) |u_\alpha^{m-m'}\rangle = \delta_{\alpha\beta} \delta_{mn'} \left( \frac{1}{\hbar} \varepsilon - \frac{1}{\hbar} \varepsilon_\alpha - n\Omega \pm i0^+ \right) .
\]

At this point we recall that the Floquet functions form an orthonormal basis only at equal times [20]

\[
\sum_{\alpha} |u_\alpha(t)\rangle \langle u_\alpha(t)| = 1 .
\]
This relation can be generalized to different times by inserting a Dirac comb, cf.
Eq. (1.78),
\[
\sum_\alpha |u_\alpha(t'_1)\rangle\langle u_\alpha(t'_2)| \sum_{\ell=-\infty}^{\infty} \delta(t'_1 - t'_2 + \ell T) = \frac{1}{\ell} \sum_{\ell=-\infty}^{\infty} \delta(t'_1 - t'_2 + \ell T).
\] (1.104)

This relation gives particular insight regarding the question of whether the Green’s
function of Eq. (1.79) is in Lehmann representation. The Floquet functions in the
numerator of \(G^\epsilon_{r,a}(\epsilon,t'_1,t'_2)\) depend on different times, such that they are, in general,
not eigenstates of the same Hamiltonian
\[
H_F|u_\alpha(t)\rangle = \varepsilon_\alpha |u_\alpha(t)\rangle \tag{1.105}
\]
\[
H_F|u_\alpha(t')\rangle \neq \varepsilon_\alpha |u_\alpha(t')\rangle \tag{1.106}
\]

However, this is cured by the generalized completeness relation of the Floquet function
derived in Eq. (1.104), such that
\[
G^\epsilon_{r,a}(\epsilon,t'_1,t'_2) = \frac{1}{\ell} \sum_{\ell=-\infty}^{\infty} \delta(t'_1 - t'_2 + \ell T) \\
\frac{1}{\frac{\varepsilon - \varepsilon_\alpha}{\hbar}} - \frac{1}{\hbar} H_F(t'_1) \tag{1.107}
\]

where the Floquet Hamiltonian can either depend on \(t'_1\) or \(t'_2\). Eq. (1.107) can also be
derived by Fourier transforming the difference of times \((t_1 - t_2)\) in Eq. (1.77) onto an energy \(\varepsilon\). After the analysis of the properties of the \(t-t’\)-Green’s function,
the focus is in the following section again on the conductivity.

### 1.4.3 Conductivity in terms of Green’s functions

In Sec. 1.3 an expression for the conductivity of a clean system without impurities
was found. The aim of the following is to successively include disorder in the clean
system, where the impurities will be treated perturbatively using a Dyson series. In
order to do so, the conductivity must be expressed in terms of Green’s functions,
the result of this section. With the use of the Dirac identity, the difference of a
retarded and an advanced Green’s function is
\[
\left( G^\epsilon_0(\epsilon,t'_1,t'_2) - G^\epsilon_0(\epsilon,t'_1,t'_2) \right) = -i \frac{2\pi\hbar}{T} \sum_\alpha |u_\alpha(t'_1)\rangle \langle u_\alpha(t'_2)| \delta(\varepsilon - \varepsilon_\alpha) \tag{1.108}
\]

where it was used that \(|\varepsilon - \varepsilon_\alpha| \leq \hbar\Omega\). From this, a relation between the \(t-t’\)-Green’s functions and Eq. (1.48)
\[
\sigma(\varepsilon) = -\frac{1}{(2\pi\hbar)^2} \int_0^T dt'_1 \int_0^T dt'_2 \text{tr} \left[ p^\epsilon \left( G^\epsilon_0(\varepsilon,t'_1,t'_2) - G^\epsilon_0(\varepsilon,t'_1,t'_2) \right) \right. \\
\left. \times p^\epsilon \left( G^\epsilon_0(\varepsilon,t'_2,t'_1) - G^\epsilon_0(\varepsilon,t'_2,t'_1) \right) \right] \tag{1.109}
\]
is found, which can be proven immediately by inserting Eq. (1.108), using the
Fourier expansion of the Floquet function (1.7), and performing the time integrations. Eq. (1.109) allows one to express the conductivity of the clean system (1.47)
in terms of the Green’s functions found in Sec. 1.4

\[
\lim_{\omega \to 0} \text{Re} \sigma^{xx}(0, \omega) = \frac{-1}{4\pi \hbar V} \left( \frac{e}{m} \right)^2 \int_{-\hbar \Omega/2}^{\lambda + \hbar \Omega/2} d\varepsilon \left( -\frac{\partial f}{\partial \varepsilon} \right) \int_0^T dt' \int_0^T dt' \times \text{tr} \left[ p^x \left( G^x_0(\varepsilon, t', t_1) - G^x_0(\varepsilon, t', t_2) \right) p^x \left( G^x_0(\varepsilon, t_2, t') - G^x_0(\varepsilon, t_1, t') \right) \right].
\] (1.110)

In the following, the Green’s functions are kept in the form of Eq. (1.79) to show the coupling of the Fourier modes. The conductivity does not depend on \( t_1', t_2' \), which suggests later the use of the Green’s function in the form given in Eq. (1.89). The ordering of the primed times creates a simple matrix product between the Green’s function matrices spanned by the Fourier coefficients of Eq. (1.89). This is further discussed later.

The calculations in Sec. 1.3 are valid for any parabolic spectrum, which is the focus in the first part of this work. Nevertheless, models beyond the effective parabolic approximation might have time-dependent current operators. The power of the \( t-t' \)-formalism is that even in that case, the previously introduced four times Green’s functions are still sufficient for the calculation of the conductivity. In Sec. 1.3 the current operator is of the form

\[
J(r) = -\frac{e}{2m} \sum_i (p_i \delta(r - r_i) + \delta(r - r_i)p_i).
\] (1.111)

If the driving mechanism is also implemented by an electromagnetic vector potential, the momentum operator of the above current operator should be replaced according to

\[
p_i \mapsto p_i + eA(r_i, t)
\] (1.112)

such that

\[
J(r) \mapsto J(r) - \frac{e^2}{m} A(r, t) \rho(r)
\] (1.113)

with the particle density operator \( \rho(r) = \sum_i \delta(r - r_i) \). However, for a spatially constant driving field \( A(r, t) = A(t) \) in a system of spatially homogeneous density, the additional term in the foregoing equation does not contribute to the expectation values of the commutators in Eq. (1.23), and only leads to a further diamagnetic contribution of the form \(-\left(\frac{e^2}{m}\right)A(t)\rho \) [88]. The current operator for an arbitrary driven system is, in general, time-dependent. Assuming that the current operator has the same temporal periodicity as the Hamiltonian allows for the discrete Fourier expansion

\[
J^f(q, t) = \sum_{n=-\infty}^{\infty} J_n^f(q)e^{-i\Omega nt}. \]

Following the analogue steps as in Sec. 1.3 one ends up with the conductivity of

\[
\lim_{\omega \to 0} \text{Re} \sigma^{xx}(0, \omega) = \frac{\pi \hbar}{V} \int_{-\hbar \Omega/2}^{\hbar \Omega/2} d\varepsilon \left( -\frac{\partial f}{\partial \varepsilon} \right) \sigma(\varepsilon)
\] (1.114)

with

\[
\sigma(\varepsilon) = \sum_{ss'} \sum_{m'=-\infty}^{\infty} \sum_{\alpha \beta} \langle u_{\alpha}^{n+}\mid j_{ss'}^{x} \mid u_{\alpha}^{n} \rangle \langle u_{\beta}^{n'+}\mid j_{ss'}^{x} \mid u_{\beta}^{n'} \rangle \delta(\varepsilon - \varepsilon_{\alpha}) \delta(\varepsilon - \varepsilon_{\beta}).
\] (1.115)
In case of time-dependent current operators, the four-time Green’s functions, found in Sec. 1.4.1, can still be used to express the result for the conductivity, derived from the Kubo formula, in terms of Green’s functions. Eq. (1.115) expressed with Green’s functions is

$$
\sigma(\varepsilon) = -\frac{1}{(2\pi\hbar)^2} \int_0^T dt_1' \int_0^T dt_2' \text{tr} \left[ \mathbf{j}^r(t_1') \left( G^r_0(\varepsilon, t_1', t_2') - G^a_0(\varepsilon, t_1', t_2') \right) \times \mathbf{j}^r(t_2') \left( G^r_0(\varepsilon, t_2', t_1') - G^a_0(\varepsilon, t_2', t_1') \right) \right].
$$

From this, the conductivity for time-dependent current operators is

$$
\lim_{\omega \to 0} \text{Re} \sigma^{xt}(0, \omega) = -\frac{1}{4\pi\hbar V} \int_{\lambda - \hbar \Omega/2}^{\lambda + \hbar \Omega/2} d\varepsilon \left( -\frac{\partial f}{\partial \varepsilon} \right) \int_0^T dt_1' \int_0^T dt_2' \times \text{tr} \left[ \mathbf{j}^r(t_1') \left( G^r_0(\varepsilon, t_1', t_2') - G^a_0(\varepsilon, t_1', t_2') \right) \mathbf{j}^r(t_2') \left( G^r_0(\varepsilon, t_2', t_1') - G^a_0(\varepsilon, t_2', t_1') \right) \right].
$$

This expression for the conductivity is valid for any Floquet system, since it even allows for time-dependent current operators. However, it describes the conductivity for a clean system without any disorder. The latter leads to a finite conductivity and is always present in realistic experiments. Thus, a rigorous scheme to include disorder is presented in the subsequent sections.

### 1.4.4 Justification of the $t\cdot t'$-formalism

The aim of this section is to justify the $t\cdot t'$-formalism introduced above. The necessity to use the $t\cdot t'$-formalism is far from obvious, hence, the focus is again on the Green’s function of the time dependent Schrödinger equation given in Eq. (1.91). It is desirable to express the result from the Kubo formula as trace over the difference of retarded and advanced Green’s functions

$$
\tilde{\sigma} \equiv \text{tr} \left[ p^r \left( G^r(\cdot) - G^a(\cdot) \right) p^a \left( G^r(\cdot) - G^a(\cdot) \right) \right].
$$

The time dependencies of the Green’s functions $G^{r,a}(\cdot)$ are intentionally left blank, since the above expression should only show the desired structure. If $\tilde{\sigma}$ is assumed to have the above structure, there are only few possible time dependencies of the Green’s functions. Using the Green’s functions of the time-dependent Schrödinger equation, some attempts that fail to reproduce the result from the Kubo formula are presented in the following. Utilizing the two-time Green’s function together with the same time ordering as in Eq. (1.110) yields the expression

$$
\sigma(t_1, t_2) = \text{tr} \left[ p^r \left( G^r_0(t_1, t_2) - G^a_0(t_1, t_2) \right) p^r \left( G^r_0(t_2, t_1) - G^a_0(t_2, t_1) \right) \right].
$$

Introducing Wigner coordinates according to Eqs. (1.92), where the relative time is Fourier transformed into energy space and the mean time is averaged over one driving cycle, leads to

$$
\sigma(\varepsilon) = \sum_{\alpha\beta} \sum_{nn'} \langle u_n^\alpha | p^x | u_{n'}^\beta \rangle \langle u_{n'}^\beta | p^x | u_n^\alpha \rangle \delta(\varepsilon + \varepsilon_\alpha - \varepsilon_\beta).
$$
While the ordering of the Floquet indices is correct, the above quantity is proportional to a single delta distribution and thus not equal to Eq. (1.48). Any different time ordering in Eq. (1.119) leads to an incorrect ordering of the Floquet indices. Next, the attempt is analyzed, where the Green’s functions depend on different relative times and the common mean time is averaged

$$\sigma(t, t') = \frac{1}{T} \int_0^T dT \text{tr} \left[ p^r(G_0^r(t, T) - G_0^a(t, T)) p^r(G_0^r(t', T) - G_0^a(t', T)) \right]. \quad (1.121)$$

Now, a Fourier transformation of both relative times is performed onto the same energy

$$\sigma(\varepsilon) = \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dt' e^{i\varepsilon(t+t')} \sigma(t, t'), \quad (1.122)$$

which leads to the correct result for the conductivity if, and only if, the distribution function in Eq. (1.51) fulfills

$$\frac{\partial f}{\partial (\varepsilon + (n + n')\frac{\hbar^2}{2})} = \frac{\partial f}{\partial \varepsilon} \quad \forall n, n' \in \mathbb{Z}. \quad (1.123)$$

The last equation requires a half integer periodicity of the derivative of the distribution function, which is likely not to be fulfilled by an actual distribution function. Rather curiously, defining a function by neglecting the summation over the Floquet indices in Eq. (1.79), namely

$$\tilde{G}^{r,a}(\varepsilon, t_1', t_2') = \frac{1}{T} \sum_\alpha |u_\alpha(t_1')\rangle \langle u_\alpha(t_2')| \frac{\hbar}{2} \delta\varepsilon - \frac{\hbar}{2} \delta_{\alpha \pm 0^+}, \quad (1.124)$$

allows one to reproduce the result form the Kubo formula

$$\sigma(\varepsilon) = \int_0^T dt_1' \int_0^T dt_2' \text{tr} \left[ p^r\left(\tilde{G}^r(\varepsilon, t_1', t_2') - \tilde{G}^a(\varepsilon, t_1', t_2')\right) \right] \times p^r\left(\tilde{G}^r(\varepsilon, t_2', t_1') - \tilde{G}^a(\varepsilon, t_2', t_1')\right). \quad (1.125)$$

However, the function given in Eq. (1.124) is neither a Green’s function of the Schrödinger equation nor of the t-t’-Schrödinger equation. The results presented in this section are not intended to prove that it is not possible to express Eq. (1.48) in terms of the Green’s function of the time-dependent Schrödinger equation. There might be a very complicated expression that relates Eq. (1.48) with the Green’s function presented in Eq. (1.91). Nevertheless, if the structure given in Eq. (1.118) is desired, one is encouraged to use the four-time Green’s functions introduced in Sec. 1.4.

### 1.5 Dyson equation

The results of the last sections were derived for a clean system. However, the aim is to find an expression for the conductivity in a disordered system. Finding the conductivity for a specific impurity configuration is a rather formidable task.
and is not desirable since it is unlikely to have exactly the calculated impurity configuration in an experiment. Hence, the interest is on the statistically averaged, over impurity configurations, conductivity. To calculate the latter, the problem of including impurities must be tackled in a systematic way. If the Green’s function of the unperturbed system is known, it is possible to relate it recursively to the Green’s function of a system with impurities, i.e., via a Dyson series. In the following, Dyson series for time-dependent and static perturbations are derived, where the latter is further considered in the subsequent sections where the disorder average and the self-energy are discussed.

1.5.1 General

The expression for the conductivity derived in Sec. 1.4.3 describes a clean system without any perturbing potential such as impurities. Nevertheless, the conductivity is already expressed in terms of Green’s functions that allow for a perturbative inclusion of impurities. First, a recursive expression for the Green’s function in case of a time-dependent perturbing potential is formulated. In the second part of this section the perturbation is assumed to be time-independent. The calculations in this chapter are based on Ref. [48]. The Green’s functions were thus far operators. In the following, the notation

$\langle x | G^{r,a}(t_1, t_2; t_1', t_2') | x' \rangle \equiv G^{r,a}(t_1, t_2, x, x', t_1', t_2')$,

(1.126)

$\langle x | G^{r,a}(\varepsilon, t_1', t_2') | x' \rangle \equiv G^{r,a}(\varepsilon, x, x', t_1', t_2')$,

(1.127)

for the matrix elements of the Green’s function in real space, is used. The subscript in Eq. (1.126) is dropped, which indicates that this Green’s function is either the bare Green’s function or the one for the system with perturbation. The explicit form of the bare Green’s function is

$G_0^{r,a}(\varepsilon, x_1, x_2, t_1', t_2') = \frac{1}{T} \sum_{\ell = -\infty}^{\infty} \sum_{\alpha} \frac{u_\alpha(x_1, t_1')}{\frac{i}{\hbar} \varepsilon - \frac{1}{\hbar} \varepsilon_\alpha - \ell \Omega \pm i0^+} e^{i\ell \Omega(t_1' - t_2')}$

(1.128)

$= \frac{1}{T} \sum_{n, n' = -\infty}^{\infty} G_0^{r,a}(\varepsilon, x_1, x_2, n, n') e^{-i\Omega t_1'} e^{i\Omega t_2'}$

(1.129)

together with the Fourier coefficients

$G_0^{r,a}(\varepsilon, x_1, x_2, n, n') = \sum_{\ell = -\infty}^{\infty} \sum_{\alpha} \frac{u^{n+\ell}_\alpha(x_1)}{\frac{i}{\hbar} \varepsilon - \frac{1}{\hbar} \varepsilon_\alpha - \ell \Omega \pm i0^+} (u^{n+\ell'}_\alpha(x_2))^*$

(1.130)

and the shortened notation

$u_\alpha(x_1, t_1') \equiv \langle x_1 | u_\alpha(t_1') \rangle \quad , \quad u^n_\alpha(x_1) \equiv \langle x_1 | u^n_\alpha \rangle$.

(1.131)

As already shown in Eq. (1.77), the bare Green’s function $G_0^{r,a}$ fulfills

$\left( i\partial_{t_1} - \frac{1}{\hbar} H_F(x_1, t_1') \right) G_0^{r,a}(t_1, t_2; x_1, x_2, t_1', t_2') = \delta(t_1 - t_2) \delta(x_1 - x_2)$

$\times \sum_{s = -\infty}^{\infty} \delta(t_1' - t_2' + sT) \mathbb{1}$

(1.132)
where \( H_F(x_1, t_1') \) denotes the Floquet Hamiltonian for the unperturbed system. The Hamiltonian for the system with additional potential \( V \) is assumed to be
\[
H_F(x_1, t_1, t_1') = H_F(x_1, t_1') + V(x_1, t_1, t_1')
\]
where it is stressed that the dependency on \( t_1 \) is fully kept by the potential \( V \). Obviously, the bare Green’s function \( G^r_{0}^{,a} \) fulfills
\[
\left( i\partial_{t_1} - \frac{1}{\hbar} H_F(x_1, t_1, t_1') + \frac{1}{\hbar} V(x_1, t_1, t_1') \right) G^r_{0}^{,a}(t_1, t_2, x_1, x_2, t_1', t_2') =
\delta(t_1 - t_2)\delta(x_1 - x_2) \sum_{s=-\infty}^{\infty} \delta(t_1' - t_2' + sT) \mathbb{1},
\]
but the aim of this section is the derivation of a recursive expression for the Green’s function of the perturbed system \( G^r_{p}^{,a} \) being a solution of
\[
\left( i\partial_{t_1} - \frac{1}{\hbar} H_F(x_1, t_1, t_1') \right) G^r_{p}^{,a}(t_1, t_2, x_1, x_2, t_1', t_2') = 
\delta(t_1 - t_2)\delta(x_1 - x_2) \times \sum_{s=-\infty}^{\infty} \delta(t_1' - t_2' + sT) \mathbb{1}.
\]
Following Ref. [48] and equating Eq. (1.134) with Eq. (1.135) yield
\[
\left( i\partial_{t_1} - \frac{1}{\hbar} H_F(x_1, t_1, t_1') \right) G^r_{p}^{,a}(t_1, t_2, x_1, x_2, t_1', t_2') = 
\left( i\partial_{t_1} - \frac{1}{\hbar} H_F(x_1, t_1, t_1') \right) G^r_{0}^{,a}(t_1, t_2, x_1, x_2, t_1', t_2') + \frac{1}{\hbar} V(x_1, t_1, t_1') G^r_{0}^{,a}(t_1, t_2, x_1, x_2, t_1', t_2').
\]
The bare Green’s function \( G^r_{0}^{,a} \) is periodic in the primed times \( t_1', t_2' \), cf. Eq. (1.83), and therefore, without loss of generality, the primed times can be restricted to fulfill
\[
t_1', t_2' \in \left[ -\frac{T}{2}, \frac{T}{2} \right).
\]
Making use of the periodicity of the Green’s function and claiming that the potential is periodic in the second time argument
\[
V(x, t_1, t_1' + T) = V(x, t_1, t_1'),
\]
it can be shown that
\[
\int_{V_k} \frac{d^dx}{-\infty} \int_{-\infty}^{\infty} dt \int_{-T/2}^{T/2} dt' \delta(t_1 - t)\delta(x_1 - x) \sum_{s=-\infty}^{\infty} \delta(t_1' - t' + sT) 
\times V(x, t, t') G^r_{0}^{,a}(t_2, x, x_2, t_2', t_2') = V(x_1, t_1, t_1') G^r_{0}^{,a}(t_1, t_2, x_1, x_2, t_1', t_2')
\]
where it was used that the Dirac comb can only have support if \( s = 0 \). When comparing this with Eq. (1.136) one finds a Dyson expansion for the Green’s function of the perturbed system
\[
G^r_{p}^{,a}(t_1, t_2, x_1, x_2, t_1', t_2') = G^r_{0}^{,a}(t_1, t_2, x_1, x_2, t_1', t_2')
+ \frac{1}{\hbar} \int_{V_k} \frac{d^dx}{-\infty} \int_{-\infty}^{\infty} dt \int_{-T/2}^{T/2} dt' \left[ G^r_{0}^{,a}(t_1, t, x_1, t_1', t') \right] 
\times V(x, t, t') G^r_{0}^{,a}(t_2, x, x_2, t_2', t_2').
\]
This result is thus far exact as long as the potential $V$ is periodic in the second time argument. However, the Dyson series in Eq. (1.140) can be reformulated in an energy domain using Eqs. (1.81), and (1.82). In energy space, $V(x, t, t')$ is also a matrix leading to an impracticable expression for $G_{p,a}^{r,a}$, because the potential matrix is not diagonalized by the transformation $T$ of Eq. (1.101). The scenario of a time-independent potential is analyzed in the following section.

### 1.5.2 Static Potential

In the defining equation for the four time Green’s function, see Eq. (1.77), the time derivative and the Hamiltonian depend on different times. This is not the case when a Hamiltonian as in Eq. (1.133), where the potential $V$ depends only on the periodic time component is assumed:

$$V(x, t, t') = V(x, t') \iff H_F(x, t, t') = H_F(x, t').$$  \hspace{1cm} (1.141)

In this case the Green’s function for the perturbed system is - in the unprimed times - only a function of the difference of times

$$G_{p,a}^{r,a}(t_1, t_2, x_1, x_2, t_1', t_2') = G_{0}^{r,a}(t_1 - t_2, x_1, x_2, t_1', t_2').$$ \hspace{1cm} (1.142)

Fourier transforming Eq. (1.140), under use of the convolution theorem for the Fourier transform, into energy space leads to

$$G_{p,a}^{r,a}(\varepsilon, x_1, x_2, t_1', t_2') = G_{0}^{r,a}(\varepsilon, x_1, x_2, t_1', t_2') + \frac{1}{\hbar} \int_{V_s} d^d x \int_{-T/2}^{T/2} dt' G_{p,a}^{r,a}(\varepsilon, x_1, x, t_1', t') V(x, t') G_{0}^{r,a}(\varepsilon, x, x_2, t', t_2').$$ \hspace{1cm} (1.143)

The demanded periodicity of the potential allows for an expansion into a discrete Fourier series equivalent to Eqs. (1.7) and (1.8)

$$V(x, t') = \sum_{n=-\infty}^{\infty} V_n(x) e^{-i n \Omega t'}, \quad V_n(x) = \frac{1}{T} \int_{0}^{T} dt' V(x, t') e^{i n \Omega t'}. \hspace{1cm} (1.144)$$

Expressing Eq. (1.143) in Fourier components and performing the remaining time integration result in

$$G_{p,a}^{r,a}(\varepsilon, x_1, x_2, n, n') = G_{0}^{r,a}(\varepsilon, x_1, x_2, n, n') + \frac{1}{\hbar} \int_{V_s} d^d x \sum_{n_1, n_2=-\infty}^{\infty} G_{p,a}^{r,a}(\varepsilon, x_1, x, n, n_1) V_{n_1-n_2}(x) G_{0}^{r,a}(\varepsilon, x, x_2, n_2, n'). \hspace{1cm} (1.145)$$

The most important case for the rest of this chapter is a fully static potential

$$V(x, t, t') = V(x).$$ \hspace{1cm} (1.146)

The derivation of the Dyson series for a fully static potential follows the same steps as in the time-dependent case, and Eq. (1.145) simplifies to

$$G_{p,a}^{r,a}(\varepsilon, x_1, x_2, n, n') = G_{0}^{r,a}(\varepsilon, x_1, x_2, n, n') + \frac{1}{\hbar} \int_{V_s} d^d x \sum_{n_1=-\infty}^{\infty} G_{p,a}^{r,a}(\varepsilon, x_1, x, n, n_1) V(x) G_{0}^{r,a}(\varepsilon, x, x_2, n_1, n'). \hspace{1cm} (1.147)$$
In the space of Floquet indices, the potential $V(x)$ is proportional to the unit matrix. The recursive equation above can be related to a set of infinitely many diagrams, namely the Feynman diagrams. Assuming randomly distributed impurities and averaging over all impurity positions allow for the identification of the leading class of diagrams. Feynman rules allow one to describe the latter systematically.

1.6 Random Impurities and self average

In the previous section a perturbative approach was formulated to relate the Green’s function of the clean system to the Green’s function of a system with perturbation. In the following, the perturbation is assumed to be formed by an ensemble of randomly distributed impurities. In this section only the most relevant steps are presented, since a rigorous introduction of random impurities and of the disorder averaging procedure are not the aims of this work and can be found in standard textbooks like Refs. [48, 89, 90]. Formulating the Dyson series in momentum space and averaging over all impurity positions allow one to formulate Feynman rules. It will be shown that all Feynman rules for the static system remain valid for the driven case. However, for time-independent impurities there are two more Feynman rules that account for the Floquet index at each vertex. Consider $N_{\text{imp}}$ identical impurities situated at the randomly distributed but fixed positions $r_{\ell}$ [48]. The elastic scattering potential $V(x)$ is then governed by the sum over uncorrelated single impurity potentials $v$

$$V(x) = \sum_{\ell=1}^{N_{\text{imp}}} v(x - r_\ell). \quad (1.148)$$

It is reasonable to claim translational invariance for the unperturbed system, hence the bare Green’s function fulfills

$$G_{0}^{r,a}(\varepsilon, x_1, x_2, n, n') = G_{0}^{r,a}(\varepsilon, x_1 - x_2, n, n') . \quad (1.149)$$

It is rather convenient to consider scattering in momentum space. To translate the Dyson series found in Eq. (1.147) into momentum space, the bare Green’s function is expanded to

$$G_{0}^{r,a}(\varepsilon, x_1 - x_2, n, n') = \frac{1}{V_k} \sum_{\mathbf{k}} G_{0}^{r,a}(\varepsilon, \mathbf{k}, n, n') e^{i\mathbf{k}(x_1 - x_2)} \quad (1.150)$$

where $G_{0}^{r,a}(\varepsilon, \mathbf{k}, n, n')$ only depends on a single momentum that is a consequence of the translational invariance. The summation over all momenta is normalized by the volume of the system $V_k$. The random potential is equivalently expanded to

$$v(x - r_\ell) = \frac{1}{V_q} \sum_{\mathbf{q}} v(\mathbf{q}) e^{i\mathbf{q}(x - r_\ell)} . \quad (1.151)$$
Utilizing the momentum representations of the Green’s function and of the disorder potential yield

\[
G_p^{\tau, a}(\varepsilon, x_1, x_2, n, n') = \frac{1}{V_{k_1} V_{k_2}} \sum_{k_1, k_2} G_0^{\tau, a}(\varepsilon, k_1, k_2, n, n') \delta_{k_1, k_2} e^{i k_1 \cdot x_1} e^{-i k_2 \cdot x_2} \\
+ \frac{1}{\hbar V_{k_1} V_{k_2}} \sum_{k_1 k_2} \frac{1}{V_q} \sum_{k' k_2} \sum_{n_1 = -\infty}^{\infty} N_{\text{imp}} \sum_{\ell=1}^{N_{\text{imp}}} \left[ G_p^{\tau, a}(\varepsilon, k_1, k, n, n_1) v(q) \right] \\
\times G_0^{\tau, a}(\varepsilon, k', k_2, n_1, n') \int d^d x \ e^{i k_1 \cdot x_1} e^{-i(k-q-k') \cdot x} e^{-i k_2 \cdot x_2} e^{-i q \cdot r} \delta_{k', k_2} .
\] (1.152)

Due to translational invariance, the bare Green’s function only depends on a single momentum, cf. (1.150). To lighten the notation in the following, the short form is used in the subsequent considerations

\[
G_0^{\tau, a}(\varepsilon, k, k', n, n') \delta_{k, k'} \equiv G_0^{\tau, a}(\varepsilon, k, n, n') .
\] (1.153)

Making use of

\[
G_p^{\tau, a}(\varepsilon, x_1, x_2, n, n') = \frac{1}{V_{k_1} V_{k_2}} \sum_{k_1, k_2} G_p^{\tau, a}(\varepsilon, k_1, k_2, n, n') e^{i k_1 \cdot x_1} e^{-i k_2 \cdot x_2} ,
\] (1.154)

performing the position integral and the momentum sums the Dyson series in momentum space

\[
G_p^{\tau, a}(\varepsilon, k_1, k_2, n, n') = G_0^{\tau, a}(\varepsilon, k_1, n, n') \delta_{k_1, k_2} + \\
\frac{1}{\hbar V_k} \sum_{k} \sum_{n_1 = -\infty}^{\infty} N_{\text{imp}} \sum_{\ell=1}^{N_{\text{imp}}} \left[ G_p^{\tau, a}(\varepsilon, k_1, k, n, n_1) v(k - k_2) \right] \\
\times G_0^{\tau, a}(\varepsilon, k_2, n_1, n') e^{-i (k-k_2) \cdot r_\ell} .
\] (1.155)

is straightforwardly deduced. The last equation depends on the exact positions of the impurities. However, the Green’s function for a specific configuration is not desirable, but it is rather the average over all possible impurity locations [48]. Nevertheless, Eq. (1.155) is the fundament of the disorder average. To proceed further, the terms of all orders generated by iterating Eq. (1.155) have to be analyzed. The z-th order term generated by Eq. (1.155) describes the propagation with z scattering events, which can happen on p ∈ \{1, ..., z\} scattering centers. Averaging over all impurity positions \(r_\ell\), by performing a normalized integration over \(r_\ell\), with the restriction that the integration must be performed after the iteration, restores translational invariance

\[
\frac{1}{V} \langle G_p^{\tau, a}(\varepsilon, k_1, k_2, n, n') \rangle_{\text{imp}} \equiv G_p^{\tau, a}(\varepsilon, k_1, n, n') \delta_{k_1, k_2} .
\] (1.156)

As already stated, a rigorous treatment of impurities fills textbooks. However, it is important to summarize the main assumptions made deriving the Feynman rules, whereas the technical details are mainly skipped. Most importantly, the impurities should be a small perturbation compared to the clean system. This manifests in two restriction. First, the concentration of impurities must be much smaller than the
CHAPTER 1. FLOQUET CONDUCTIVITY

particle density \cite{48} and second, the impurity strength must be weak. The latter requires that the spatial extent of the impurities is much smaller than the particle wavelength \cite{89}, and that the potential associated with the impurities is smaller than any level spacing of the particle system. Additionally, the coherence length of the particles must be smaller than the sample size, such that self-averaging is present \cite{48}. For a more detailed derivation see Ref. \cite{48}. The Feynman rules are

1. Let scattering lines \( \cdots \) denote the scattering amplitude \( v(q) \)
2. Let \( \otimes \) denote a momentum-conserving scattering event, i.e. the sum of all momenta leaving an impurity is zero
3. Let fermion lines \( \rightarrow \) denote unperturbed Green’s function
4. Draw \( p \) impurity dots and distribute the \( z \) impurity lines over the impurities
5. Draw all topologically different diagrams containing an unbroken chain of \( z + 1 \) fermion lines and connect the end points of the \( z \) first fermion lines to one of the \( z \) scattering lines
6. Let the first and last fermion line be \( G_0^{r,a}(\ldots) \)
7. Maintain momentum conservation at each vertex
8. Perform the sum \( \frac{1}{i\hbar} \sum_k \) over all free internal momenta \( k \)
9. Sum over all orders \( z \) of scattering and over \( p \), with \( p \in \{1,\ldots,z\} \)
10. Maintain Floquet mode conservation at each vertex \( \bullet \)
11. Sum over all internal Floquet modes \( \sum_{n=-\infty}^{\infty} \)

The above Feynman rules describe all possible diagrams corresponding to propagation with any number of scattering events. The first nine Feynman rules are the same as for the undriven system. The last two account for the Floquet index at each scattering event. The Floquet mode is only conserved at each vertex if the impurity potential is time-independent, as assumed in Sec. 1.5.2. The impurity averaged
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Green’s function can be diagrammatically depicted as

\[ \langle G_r'(\varepsilon, \mathbf{k}, n, n') \rangle_{\text{imp}} = + + + + + + + + + + \ldots \]

Remarkably, the diagrams for the driven system are the same as for the static one. This suggests using the same summation techniques known for the time-independent disorder problems. In the following, the scattering potential is further specified, which allows one to identify the leading contributions of the infinite number of diagrams.

1.7 Self-energy

In the previous section the Feynman rules for the impurity averaged Green’s function in a driven system were found. Identifying the most relevant diagrams for Gaussian white noise is the aim of the first part of this section. This includes the definition of a Floquet self-energy being the sum over all one particle irreducible diagrams. Focusing on the leading order diagrams allows for the calculation of an analytically closed form for the Floquet self-energy. The latter can be shown to be equal to a scattering time derived from a generalized Floquet Fermi’s golden rule, proving both consistency of the presented calculations and interpretability of the self-energy as scattering time. The generalized Floquet Fermi’s golden rule accounts not only for intra- but as also for inter-Floquet zone scattering, like Floquet-Umklapp processes.

1.7.1 First order Born approximation

In the foregoing section, only mild assumptions were made about the explicit form of the impurity potential, namely that the impurity potential must be of short range nature compared to the wavelength of the particles carrying the current. Further specifying the impurity potential allows the identification of the dominating class of diagrams. These can be summed up, leading to the self-energy.

Now, assume that the perturbation \( V \) is a Gaussian random potential. The following holds for the disorder averaged impurity potential [89, 90]

\[ \langle v(x) \rangle_{\text{imp}} = 0 \quad , \quad (1.158) \]

\[ \langle v(x)v(x') \rangle_{\text{imp}} = \nu(x - x') \quad . \quad (1.159) \]
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For further information about the random potential at this point, see Refs. [48, 89, 90]. All diagrams with a dangling impurity line, like the second, third, or sixth diagram of Eq. (1.157), give a constant contribution upon averaging. Since the average impurity strength is set to zero, see Eq. (1.158), all diagrams with a dangling impurity line do not contribute to the averaged propagator [90]. In the language of Feynman diagrams, the impurity averaged Green’s function becomes

\[
\langle G_{\text{imp}}^r(\varepsilon, k, n, n') \rangle = \text{PR} + \text{PI} + \ldots \tag{1.160}
\]

The diagrams, which cannot be divided into two diagrams by cutting a single impurity line, are called one-particle irreducible (1PI) diagrams [90], whereas the others are denoted as one-particle reducible diagrams (1PR). For example, the fourth diagram of Eq. (1.160) is a reducible diagram, whereas all the other depicted diagrams are irreducible. After averaging over disorder, the Dyson series for the perturbed Green’s function is in time domain

\[
G_{r,a}(\varepsilon, k, t_1, t_2) = G_{0}^{r,a}(\varepsilon, k, t_1, t_2) + \frac{1}{\hbar^2 V_q} \sum_q \nu(q) G_{0}^{r,a}(\varepsilon, k, t_1, t) \times G_{0}^{r,a}(\varepsilon, k - q, t, t') G_{0}^{r,a}(\varepsilon, k, t', t_2) + \ldots \tag{1.161}
\]

where the first two terms of Eq. (1.161) correspond to the first two diagrams in Eq. (1.160). The last equation is Fourier component-wise

\[
G^{r,a}(\varepsilon, k, n, n') = G_{0}^{r,a}(\varepsilon, k, n, n') + \frac{1}{\hbar^2 V_q} \sum_q \sum_{n_1, n_2 = -\infty}^{\infty} \left[ \nu(q) G_{0}^{r,a}(\varepsilon, k, n, n_1) \times G_{0}^{r,a}(\varepsilon, k - q, n_1, n_2) G_{0}^{r,a}(\varepsilon, k, n_2, n') \right] + \ldots \tag{1.163}
\]

The diagrams in Eqs. (1.162) and (1.164) that denote the sum over all reducible and irreducible diagrams. \(G^{r,a}(\varepsilon, k, n, n')\) can be understood as entries of a matrix

\[
G_{(0)}^{r,a}(\varepsilon, k, n, n') \equiv (G_{(0)}^{r,a}(\varepsilon, k))_{nn'} \tag{1.165}
\]
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Remembering the component-wise matrix-multiplication, one can imply that Eq. (1.163) becomes

\[
G_{r,a}(\varepsilon, k) = G_{0}^{r,a}(\varepsilon, k)
+ \frac{1}{\hbar^2 V_q} \sum_q \nu(q) G_{0}^{r,a}(\varepsilon, k) G_{0}^{r,a}(\varepsilon, k - q) G_{0}^{r,a}(\varepsilon, k) + \ldots
\]

(1.166)

\[
= \left[ \left( G_{0}^{r,a}(\varepsilon, k) \right)^{-1} + \Sigma_{r,a}(\varepsilon, q) \right]^{-1}.
\]

(1.167)

All reducible diagrams can be expressed as powers of irreducible diagrams, leading to

\[
G_{r,a}(\varepsilon, k) = G_{0}^{r,a}(\varepsilon, k) + G_{0}^{r,a}(\varepsilon, k) \sum_{n=1}^{\infty} \left[ \Sigma_{r,a}(\varepsilon, q) G_{0}^{r,a}(\varepsilon, q) \right]^{n},
\]

(1.168)

where \( \Sigma_{r,a} \) is the sum over all irreducible diagrams, i.e. the Floquet self-energy

\[
\Sigma_{r,a}(\varepsilon, k) = \left[ \ldots \right].
\]

(1.169)

Even if the self-energy is truncated at finite order, the correction to \( G_{r,a}(\varepsilon, k) \) contains diagrams of all orders [48]. The lowest non-trivial order is called the “first order Born approximation” corresponding to the self-energy

\[
\Sigma_{1BA}(\varepsilon, k) = \left[ \ldots \right].
\]

(1.170)

If the potential decays on a length scale much shorter than the wavelength of the particles, it is reasonable to assume white noise characterized by

\[
\langle v(x)v(x') \rangle_{\text{imp}} = V_{\text{imp}} \delta(x - x').
\]

(1.171)

In this case, the self-energy becomes independent of the momentum because \( \nu \) is constant in momentum space. The self-energy is the momentum sum over the bare Green’s function multiplied with the impurity strength \( V_{\text{imp}} \)

\[
\Sigma_{1BA}(\varepsilon) = \frac{V_{\text{imp}}}{\hbar^2 V_k} \sum_k G_{0}^{r,a}(\varepsilon, k).
\]

(1.172)

In the following, the focus is on white noise. It can be shown that the self-energy in first order Born approximation for white noise is equal to a scattering time derived from a generalized Floquet Fermi’s golden rule, which is proven in the following. The solution of the recursive equation (1.168) is

\[
G_{r,a}(\varepsilon, k) = \left[ \left( G_{0}^{r,a}(\varepsilon, k) \right)^{-1} + \Sigma_{r,a}(\varepsilon, q) \right]^{-1}.
\]

(1.173)

Applying the transformation \( T \) from Eq. (1.101) which diagonalizes the bare Green’s function leads to

\[
T(\varepsilon, k) G_{r,a}(\varepsilon, k) T(\varepsilon, k) = \left[ D(\varepsilon) + T(\varepsilon, k) \Sigma_{r,a}(\varepsilon, k) T(\varepsilon, k) \right]^{-1},
\]

(1.174)
together with the diagonal matrix containing the eigenvalues

\[
\begin{align*}
(D(k))_{\alpha\beta}^{nm'} & \equiv \left( T^\dagger(k) G^{r,a}_0(\varepsilon, k) T(k) \right)_{\alpha\beta}^{nm'} \\
& = \delta_{\alpha\beta} \delta_{nn'} \left( \frac{1}{\hbar} \varepsilon - \frac{1}{\hbar} \varepsilon_\alpha - n\Omega \right).
\end{align*}
\]

(1.175)

(1.176)

However, the self-energy \(\Sigma\) is, in general, not diagonalized with the same transformation \(T\) from Eq. (1.101) as the bare Green’s function. The transformed self-energy for white noise in first order Born approximation is governed by

\[
\begin{align*}
\left( T^\dagger(k) \Sigma^{r,a}_1(\varepsilon) T(k) \right)_{\alpha\beta}^{nm'} = & \frac{V_{\text{imp}}}{\hbar} \sum_{k'} \sum_{m,m'=-\infty} \infty \left( u_{\alpha}^{m+n}(k) \right)^* u_{\beta}^{m'+\ell}(k') \left( u_{\gamma}^{m'+\ell}(k') \right)^* u_{\beta}^{m'+n'}(k) \\
& \frac{1}{\hbar} \varepsilon - \frac{1}{\hbar} \varepsilon_\gamma(k') - \ell \Omega \pm i0^+.
\end{align*}
\]

(1.177)

Now, the focus is on the difference of the retarded and advanced self-energy

\[
\begin{align*}
\left( T^\dagger(k) \left( \Sigma^{r}_1(\varepsilon, k) - \Sigma^{a}_1(\varepsilon, k) \right) T(k) \right)_{\alpha\beta}^{nm'} = & \frac{2\pi V_{\text{imp}}}{\hbar} \sum_{k'} \sum_{\gamma} c_{\alpha\gamma}(k, k') (c_{\beta\gamma}(k, k'))^* \delta(\varepsilon - \varepsilon_\gamma(k'))
\end{align*}
\]

(1.178)

with the abbreviation

\[
c_{\alpha\beta}^{m}(k, k') \equiv \sum_{m=-\infty}^\infty \left( u_{\alpha}^{m+n}(k) \right)^* u_{\beta}^{m}(k')
\]

(1.179)

The difference of the retarded and advanced self-energy can be related to a scattering time derived within the framework of the Floquet Fermi Golden rule in Sec. 1.7.2. However, on the diagonal, the difference of the retarded and advanced Green’s function is equal to the imaginary part of the diagonal elements of the retarded self-energy

\[
\begin{align*}
2\text{Im} \left( T^\dagger(k) \Sigma^{r,a}_1(\varepsilon, k) T(k) \right)_{\alpha\alpha}^{nn} = & \\
\left( T^\dagger(k) \left( \Sigma^{r}_1(\varepsilon, k) - \Sigma^{a}_1(\varepsilon, k) \right) T(k) \right)_{\alpha\alpha}^{nn}.
\end{align*}
\]

(1.180)

The explicit form of the imaginary part of the diagonal elements is

\[
- \text{Im} \left( T^\dagger(k) \Sigma^{r,a}_1(\varepsilon, k) T(k) \right)_{\alpha\alpha}^{nn} = \\
\frac{\pi V_{\text{imp}}}{\hbar} \sum_{k'} \sum_{m=-\infty}^\infty \sum_{\gamma} |u_{\alpha}^{m+n}(k) u_{\gamma}^{m}(k')|^2 \delta(\varepsilon - \varepsilon_\gamma(k'))
\]

(1.181)

which will be of interest later on. As in the static case, the first order Born approximation for white noise yields the same scattering time as the Fermi’s golden rule [89]. The corresponding holds for the driven system, which will be shown in the subsequent section.
1.7.2 Floquet Fermi’s Golden Rule

The aim of this section is to relate the imaginary part of the self-energy in first order Born approximation, see Eq. (1.181), to a scattering time derived from Fermi’s golden rule [7, 8, 89, 91, 92]. To show this relation, the Fermi’s golden rule must be generalized to t-t’-Floquet states. First, a recall of Fermi’s golden rule for Floquet states is presented to show that this is an approximation of the generalized Floquet Fermi’s golden rule derived in the second part of this section. The latter accounts for both inter- as well intra-Floquet zone scattering. Remarkably, the generalized Floquet Fermi’s golden rule is proven to yield the same result for the scattering time as the Floquet Dyson series.

Fermi’s Golden Rule for Floquet States

For a time-independent perturbation $V$ switched on at time $t = 0$, the transition rate between an initial and a final state is governed by

$$\Gamma_{if} = \frac{2\pi}{\hbar} |\langle \psi_i | V | \psi_f \rangle|^2 \delta(E_f - E_i) .$$  \hspace{1cm} (1.182)

For details or derivation of this formula, see Ref. [7, 8, 89–92]. $\Gamma_{if}$ describes the long time limit of the transition probability of an initial state $\psi_i$ into a final state $\psi_f$ in the presence of a weak perturbation $V$. A generalization of Fermi’s golden rule to time periodic Hamiltonians, i.e. the Floquet Fermi’s golden rule

$$\Gamma_{if} = \sum_{m=-\infty}^{\infty} |\langle \psi_i^m(t) | V | \psi_f^0(t) \rangle|^2 \delta(\varepsilon_i - \varepsilon_f - m\hbar\Omega)$$  \hspace{1cm} (1.183)

together with

$$|\psi_i^m(t)\rangle = \sum_{n=-\infty}^{\infty} e^{-i\Omega t n} |u_{i,f}^{n+m}\rangle$$  \hspace{1cm} (1.184)

was already derived by Kitagawa et al. in Ref. [21]. A more detailed discussion of “Scattering theory for Floquet-Bloch states” is given in Ref. [93]. The Floquet Fermi’s golden rule was used by Kibis in Ref. [28] to explain the suppression of backscattering of conduction electrons in the presence of a high-frequency electric field. In regard to the Fermi’s golden rule for the t-t’-Floquet states, the derivation of the Floquet Fermi’s golden rule is presented here in detail. It is assumed that the solution of the time-dependent Schrödinger equation

$$i\hbar \frac{\partial}{\partial t} |\psi_\alpha(t)\rangle = H(t)|\psi_\alpha(t)\rangle$$  \hspace{1cm} (1.185)

and the corresponding time evolution operator $U_0(t,t_0)$, fulfilling the Schrödinger equation, are known. In the presence of a time-dependent perturbation $V(t)$, the Schrödinger equation becomes

$$i\hbar \frac{\partial}{\partial t} |\Psi_\alpha(t)\rangle = [H(t) + V(t)]|\Psi_\alpha(t)\rangle .$$  \hspace{1cm} (1.186)
The potential $V(t)$ is switched on at a reference time $t_0$, such that the solutions of the Schrödinger equation coincide for times $t \leq t_0$

$$|\psi_\alpha(t)\rangle = |\Psi_\alpha(t)\rangle \quad \text{for} \quad t \leq t_0 . \quad (1.187)$$

At times $t \leq t_0$, the particle is in an eigenstate of the unperturbed Hamiltonian. According to Refs. [91–93], the interaction picture for the solution of the system with perturbation is

$$|\Psi_\alpha(t)\rangle_I = U_0^\dagger(t,t_0)|\Psi_\alpha(t)\rangle . \quad (1.188)$$

The operator $U(t,t_0)$ fulfills Eq. (1.185) and describes the time evolution of the system without perturbation. Inserting the wave function in the interaction picture (1.188) into the Schrödinger equation (1.186) leads to the Schrödinger equation in the interaction picture

$$i\hbar \frac{\partial}{\partial t} |\Psi_\alpha(t)\rangle_I = V_I(t)|\Psi_\alpha(t)\rangle_I , \quad (1.189)$$

where the role of the Hamiltonian is kept by the perturbation in the interaction picture

$$V_I(t) = U_0^\dagger(t,t_0)V(t)U_0(t,t_0) . \quad (1.190)$$

Following Ref. [91], the solution of the Schrödinger equation in the interaction picture (1.189) is a recursive integral series

$$|\Psi_\alpha(t)\rangle_I = |\Psi_\alpha(t_0)\rangle_I + \frac{1}{i\hbar} \int_{t_0}^t dt' V_I(t')|\Psi_\alpha(t')\rangle_I \quad (1.191)$$

which is thus far exact. At reference time $t_0$, Eq. (1.188) simplifies to

$$|\Psi_\alpha(t_0)\rangle_I = |\Psi_\alpha(t_0)\rangle$$

since $U(t_0,t_0) = 1$. Iterating Eq. (1.191) up to first order in the potential and using Eq. (1.187) yield the approximation

$$|\Psi_\alpha(t)\rangle_I \approx |\psi_\alpha(t_0)\rangle + \frac{1}{i\hbar} \int_{t_0}^t dt' V_I(t')|\psi_\alpha(t')\rangle . \quad (1.193)$$

Multiplying from the left with $\langle \psi_\beta(t_0) |$ leads to

$$\langle \psi_\beta(t_0) |\Psi_\alpha(t)\rangle_I = \langle \psi_\beta(t) |\Psi_\alpha(t)\rangle$$

$$= \delta_{\alpha\beta} + \frac{1}{i\hbar} \int_{t_0}^t dt' \langle \psi_\beta(t') |V(t')|\psi_\alpha(t')\rangle \quad (1.195)$$

describing up to first order in the potential the transition amplitude to find the particle in the state $|\Psi_\alpha(t)\rangle$. In the last step, the properties of the time-evolution operator were used, namely

$$\langle \psi_\beta(t_0) |U_0^\dagger(t,t_0) = \langle \psi_\beta(t) | , \quad (1.196)$$

$$U_0(t,t_0)|\psi_\alpha(t_0)\rangle = |\psi_\alpha(t)\rangle . \quad (1.197)$$
Without loss of generality $t_0$ can be set to zero, and for $\alpha \neq \beta$ the first nontrivial order of Eq. (1.194) is

$$a_{\alpha\beta}(t) = -\frac{i}{\hbar} \int_0^t dt' \langle \psi_\beta(t') | V(t') | \psi_\alpha(t') \rangle.$$  (1.198)

This formula, the Floquet Fermi’s golden rule, is equal to Eq. (10) of Ref. [28]. The Floquet Fermi’s golden rule will be used later in Sec. 1.9.3 to establish a link to the results for the scattering time derived using the Dyson series for the Floquet Green’s function, see Sec. 1.7.1. To proceed further, scattering from a Floquet state into a state with constant energy

$$|\psi_\alpha(\varepsilon, t)\rangle = e^{-\frac{i}{\hbar} \varepsilon t} |u_\alpha(t)\rangle$$  (1.199)

is considered. The quasienergy $\varepsilon$ is independent of the quantum number. Hence, this state is not an eigenstate of the Hamiltonian. Nevertheless, it fulfills

$$\langle \psi_\alpha(t) | \psi_\beta(\varepsilon, t) \rangle = \delta_{\alpha\beta} e^{i(\varepsilon - \varepsilon) t}.$$  (1.200)

Consequently, Eq. (1.198) remains valid if the final state is $|\psi_\alpha(\varepsilon, t)\rangle$. Now consider a scattering event from a Floquet state into a state with constant energy

$$\psi_\alpha(k', t) = e^{-\frac{i}{\hbar} \varepsilon_\alpha(k') t} u_\alpha(k', t) \mapsto e^{-\frac{i}{\hbar} \varepsilon t} u_\beta(k, t).$$  (1.201)

If the perturbation $V(t)$ is time-independent, Eq. (1.198) becomes

$$a_{\alpha\beta}(k, k', t) = -\frac{V_{kk'}}{\hbar} \sum_{n,n'=\infty} \int_0^t dt' e^{i(\varepsilon - \varepsilon_\alpha(k') - (n-n')\hbar \Omega) t'} (u^*_\beta(n') (k)) u^n_\alpha(k').$$  (1.202)

Considering the absolute squared of $a_{\alpha\beta}(k, k', t)$ and substituting in the time integral $t' = t'' - t/2$ yield

$$|a_{\alpha\beta}(k, k', t)|^2 = \frac{V^2_{kk'}}{\hbar^2} \left| \sum_{n,n'=\infty} e^{i\frac{(\varepsilon - \varepsilon_\alpha(k') - (n-n')\hbar \Omega) t'}{2}} (u^*_\beta(n') (k)) u^n_\alpha(k') \right|^2.$$  (1.203)

In the long time limit, the integral turns into a delta distribution

$$\delta(\varepsilon) = \frac{1}{2\pi \hbar} \lim_{t \to \infty} \int_{-t/2}^{t/2} dt' e^{i\varepsilon t'}$$  (1.204)

and therefore

$$|a_{\alpha\beta}(k, k', t)|^2 = 4\pi^2 V^2_{kk'} \left| \sum_{n,n'=\infty} (u^*_\beta(n') (k)) u^n_\alpha(k') \right|^2 \delta(\varepsilon - \varepsilon_\alpha(k') - (n-n')\hbar \Omega).$$  (1.205)
The quasienergies $\varepsilon$ and $\varepsilon_\alpha$ are chosen to be in the central Floquet zone such that
\[
|\varepsilon - \varepsilon_\alpha| \leq \hbar \Omega ,
\] (1.206)
\[
\delta(\varepsilon - \varepsilon_\alpha - n\hbar\Omega)\delta(\varepsilon - \varepsilon_\alpha - m\hbar\Omega) = \delta^2(\varepsilon - \varepsilon_\alpha - n\hbar\Omega)\delta_{nm} .
\] (1.207)

Hence, the absolute squared can be applied to each summand in Eq. (1.205) and with the definition given in Eq. (1.179):
\[
|a_{\alpha\beta}(k,k',t)|^2 = 4\pi^2 V_{kk'}^2 \sum_{n=-\infty}^{\infty} c_{\beta\alpha}^{-n}(k,k')(c_{\beta\alpha}^{-n}(k,k'))^* \times \delta^2(\varepsilon - \varepsilon_\alpha(k') - n\hbar\Omega) .
\] (1.208)

The square of the delta distribution can be rewritten as [28]
\[
\delta^2(\varepsilon) = \delta(\varepsilon)\delta(0) = \frac{\delta(\varepsilon)}{2\pi\hbar} \lim_{t \to \infty} \int_{-t/2}^{t/2} dt' e^{i\Omega t'} = \frac{\delta(\varepsilon)t}{2\pi\hbar} .
\] (1.209)

The transition probability is governed by the time derivative of Eq. (1.208):
\[
\Gamma_{\alpha\beta}(k,k') \equiv \frac{d|a_{\alpha\beta}(k,k',t)|^2}{dt} = \frac{2\pi V_{kk'}}{\hbar} \sum_{n=-\infty}^{\infty} c_{\beta\alpha}^{-n}(k,k')(c_{\beta\alpha}^{-n}(k,k'))^* \delta(\varepsilon - \varepsilon_\alpha(k') - n\hbar\Omega) .
\] (1.210)

The delta distribution can only have support if $n = 0$. Performing an impurity average according to Eq. (1.171) leads to $\langle V_{kk'}^2 \rangle_{\text{imp}} = V_{\text{imp}}$, such that
\[
\langle \Gamma_{\alpha\beta}(k,k') \rangle_{\text{imp}} = \langle \Gamma_{\alpha\beta}(k,k') \rangle_{\text{imp}}
\] (1.211)
\[
= \frac{2\pi}{\hbar} V_{\text{imp}} |c_{\beta\alpha}^0(k,k')|^2 \delta(\varepsilon - \varepsilon_\alpha(k')) .
\] (1.212)

The scattering time is governed by the sum over all initial states and momenta over the impurity averaged transition probability
\[
\frac{1}{\tau_\beta(\varepsilon,k)} = \frac{1}{V_{kk'}} \sum_{k'} \sum_{\alpha} \langle \Gamma_{\alpha\beta}(k,k') \rangle_{\text{imp}}
\] (1.213)
\[
= \frac{2\pi}{\hbar} V_{\text{imp}} \frac{1}{V_{kk'}} \sum_{k'} \sum_{\alpha} |c_{\beta\alpha}^0(k,k')|^2 \delta(\varepsilon - \varepsilon_\alpha(k')) .
\] (1.214)

The last equation is the scattering time deduced from the Floquet Fermi’s Golden rule. It is later shown that this scattering time is equal to the central entry of an infinite dimensional scattering time matrix derived from the generalized Floquet Fermi’s Golden rule.

**Fermi’s Golden Rule for t-t’-Floquet States**

In the following, the calculation steps are similar as in Refs. [28, 91]. The difference is in the use of the t-t’-Floquet states (cf. Eq. (1.60)) instead of Floquet states (cf. Eq. (1.3)). The t-t’-state of Eq. (1.60) fulfills the t-t’-Schrödinger equation (1.218)
\[
\frac{i\hbar}{\partial t} |\psi^\ell_{\alpha}(t,t')\rangle = H_F(t')|\psi^\ell_{\alpha}(t,t')\rangle .
\] (1.216)
There is a time-evolution operator fulfilling this Schrödinger equation, i.e.

\[ U_0(t, t_0; t') = e^{-\frac{i}{\hbar}\mathcal{H}_F(t'-t_0)} \, . \]  \hfill (1.217)

If a perturbation is switched on at time \( t_0 \), the Schrödinger equation becomes

\[ i\hbar \frac{\partial}{\partial t} |\Psi^\ell_\alpha(t, t')\rangle = \left[ \mathcal{H}_F(t') + V(t, t') \right] |\Psi^\ell_\alpha(t, t')\rangle \]  \hfill (1.218)

together with the boundary condition that without perturbation, i.e. \( t \leq t_0 \), both solutions of the Schrödinger equation coincide \[91]\n
\[ |\psi^\ell_\alpha(t, t')\rangle = |\Psi^\ell_\alpha(t, t')\rangle \quad \text{for} \quad t \leq t_0 \, . \]  \hfill (1.219)

Now, the \( t-t' \)-state in the interaction picture

\[ |\Psi^\ell_\alpha(t, t')\rangle_I = U^\dagger_0(t, t_0; t') |\Psi^\ell_\alpha(t, t')\rangle \]  \hfill (1.220)

and the perturbation in the interaction picture

\[ V_I(t, t') = U^\dagger_0(t, t_0; t') V(t, t') U_0(t, t_0; t') \]  \hfill (1.221)

are defined. Inserting Eq. (1.220) into Eq. (1.218) leads to the \( t-t' \)-Schrödinger equation in the interaction picture

\[ i\hbar \frac{\partial}{\partial t} |\Psi^\ell_\alpha(t, t')\rangle_I = V_I(t, t') |\Psi^\ell_\alpha(t, t')\rangle_I \]  \hfill (1.222)

with the solution

\[ |\Psi^\ell_\alpha(t, t')\rangle_I = |\Psi^\ell_\alpha(t_0, t')\rangle_I + \frac{1}{i\hbar} \int_{t_0}^t dt_1 V_I(t_1, t') |\Psi^\ell_\alpha(t_1, t')\rangle_I \, . \]  \hfill (1.223)

Iterating up to first order yields

\[ |\Psi^\ell_\alpha(t, t')\rangle_I \approx |\psi^\ell_\alpha(t_0, t')\rangle + \frac{1}{i\hbar} \int_{t_0}^t dt_1 V_I(t_1, t') |\psi^\ell_\alpha(t_0, t')\rangle \]  \hfill (1.224)

and multiplying from the left with \( \langle\psi^\ell_\beta(t_0, t'') \rangle \) gives

\[ \langle\psi^\ell_\beta(t, t'') |\Psi^\ell_\alpha(t, t')\rangle = \langle\psi^\ell_\beta(t, t'') |\psi^\ell_\alpha(t, t')\rangle \]
\[ + \frac{1}{i\hbar} \int_{t_0}^t dt_1 \langle\psi^\ell_\beta(t_1, t'') |V(t_1, t') |\psi^\ell_\alpha(t_1, t')\rangle \, . \]  \hfill (1.225)

Now consider the matrix element

\[ a^\ell_\alpha_\beta(t, t') = \sum_{n=-\infty}^{\infty} a^\ell_\alpha_\beta(t, n) e^{in\Omega t'} \]  \hfill (1.226)

\[ = \langle\psi^\ell_\beta(t, t') |\Psi^\ell_\alpha(t, t')\rangle \]  \hfill (1.227)

\[ \approx \delta_{\alpha\beta} e^{\Omega(t-t')} + \frac{1}{i\hbar} \int_{t_0}^t dt_1 \langle\psi^\ell_\beta(t_1, t') |V(t_1, t') |\psi^\ell_\alpha(t_1, t')\rangle \]  \hfill (1.228)

36
where the $t-t'$-Floquet states have the same time dependence but different Floquet indices. The Fourier coefficients for $a$, in the second time argument, time-independent perturbation $V(t)$ are governed by

$$a_{\alpha\beta}^{(t,t')} = \frac{1}{T} \int_0^T dt' a_{\alpha\beta}^{(t,t')} e^{i\Omega t'}$$

(1.229)

$$= \delta_{\alpha\beta} \delta_{n',-n} e^{-i\Omega t} + \frac{1}{i\hbar} \int_{t_0}^t dt_1 e^{i\hbar\varepsilon(t-t_1)} \Delta_{t_1} \sum_{m=-\infty}^{\infty} \langle u_m^{m+n} | V(t_1) | u_m^{m+n} \rangle$$

(1.230)

which is so far general. The transition amplitude is only a function of the difference of the Floquet indices

$$a_{\alpha\beta}^{(t,t')} = a_{\alpha\beta}^{(t-t')}.$$  

(1.231)

Analogue to the last section, $t_0$ can be set to zero and for $\alpha \neq \beta$ the lowest order in $V$ of Eq. (1.228) is

$$a_{\alpha\beta}^{(t,t')} = -\frac{i}{\hbar} \int_{t_0}^t dt_1 \langle \psi_\beta(t_1,t') | V(t_1,t') | \psi_\alpha(t_1,t') \rangle.$$  

(1.232)

Now, lets assume a scattering event from a $t-t'$-Floquet state into another $t-t'$-Floquet state with constant quasienergy $\varepsilon$.

$$|\psi_\alpha^f(\varepsilon, t, t')\rangle \equiv e^{-\frac{i}{\hbar}(\varepsilon+\Omega t)} |u_\alpha(t, t')\rangle e^{i\Omega t'}.$$  

(1.233)

The quasienergy $\varepsilon$ is independent of the quantum number $\alpha$. This state is not necessary an eigenstate of the Hamiltonian, but nevertheless it fulfills

$$\langle \psi_\alpha^f(\varepsilon, t, t') | \psi_\alpha^f(\varepsilon, t, t') \rangle = \delta_{\alpha\beta} e^{-\frac{i}{\hbar}(\varepsilon-\varepsilon_\alpha+(\ell-\ell')\Omega)t} e^{i\Omega(\ell-\ell')t'}.$$  

(1.234)

Hence, Eq. (1.232) remains valid if the final state is of the form as in Eq. (1.233).

Now, consider a scattering event from a $t-t'$-Floquet state into a state with constant energy

$$\psi_\alpha^f(k', t, t') = e^{-\frac{i}{\hbar}(\varepsilon+\Omega t)} u_\alpha(k', t') e^{i\Omega t'} \rightarrow e^{-\frac{i}{\hbar}(\varepsilon+\Omega t)} u_\beta(k, t') e^{i\Omega t'}.$$  

(1.235)

The Fourier coefficient of the matrix element for a scattering, as in Eq. (1.235), is for a time-independent perturbation

$$e_{\alpha\beta}^{(t,t')} = -\frac{iV_{kk'}}{\hbar} \int_{t_0}^t dt' e^{i\hbar(\varepsilon-\varepsilon(k')-(\ell-\ell')\Omega)t'}$$

(1.236)

$$\times \sum_{m=-\infty}^{\infty} \left( u_m^{m+n}(k') \right)^* u_m^{m+n}(k')$$

$$= -\frac{iV_{kk'}}{\hbar} \int_{t_0}^t dt' e^{i\hbar(\varepsilon-\varepsilon(k')-(\ell-\ell')\Omega)t'} e^{-\frac{i}{\hbar}(\varepsilon-\varepsilon_\alpha+(\ell-\ell')\Omega)t'}$$

(1.237)

where in the last step the definition given in Eq. (1.179) was used. This allows for the definition of a transition probability matrix

$$(A_{\alpha\beta}^{(t,t')}(k, k', t))_{n,n'} \equiv \sum_{\gamma} a_{\gamma\alpha}^{(t,t')}(k, k', t, n) \left( a_{\gamma\beta}^{(t,t')}(k, k', t, n') \right)^*.$$  

(1.238)
Equivalently to Eq. (1.203), the substitution $t' = t'' - t/2$ of the integral is performed, and in the long time limit, using Eq. (1.204), the transition probability matrix becomes

\[
\langle A_{\alpha\beta}^{ll'} j' j'' (k, k', t) \rangle_{n,n'} = 4\pi^2 V_{kk'}^2 \sum_{\gamma} c_{\alpha\gamma}^{l-l'+n'}(k, k') \delta(\varepsilon - \varepsilon_{\gamma}(k') - (l - l')\hbar\Omega) \times (c_{\beta\gamma}^{l-j'+n'}(k, k'))^* \delta(\varepsilon - \varepsilon_{\gamma}(k') - (j' - j')\hbar\Omega).
\] (1.239)

The quasienergies are always in the central Floquet zone, c.f. Eq. (1.207), therefore

\[
\langle A_{\alpha\beta}^{ll'} j' j'' (k, k', t) \rangle_{n,n'} = 4\pi^2 V_{kk'}^2 \sum_{\gamma} c_{\alpha\gamma}^{n}(k, k')(c_{\beta\gamma}^{n'}(k, k'))^* \delta^2(\varepsilon - \varepsilon_{\gamma}(k')).
\] (1.240)

Using Eq. (1.209) and performing the time derivative of each matrix element yield the transition amplitude matrix

\[
\Gamma_{n,n'}^{\alpha\beta}(k, k') \equiv \frac{d\langle A_{\alpha\beta}^{ll'} j' j'' (k, k', t) \rangle_{n,n'}}{dt}.
\] (1.241)

\[
= \frac{2\pi}{\hbar} V_{kk'}^2 \sum_{\gamma} c_{\alpha\gamma}^{n}(k, k')(c_{\beta\gamma}^{n'}(k, k'))^* \delta(\varepsilon - \varepsilon_{\gamma}(k')).
\] (1.242)

Once again, an impurity average allows to identify $\langle V_{kk'}^2 \rangle_{\text{imp}} = V_{\text{imp}}$. The inverse scattering time matrix is the sum over all momenta over the transition probability matrix

\[
\left( \frac{1}{\tau(\varepsilon, k)} \right)^{nn'}_{\alpha\beta} \equiv \frac{1}{V_k'} \sum_{k'} \langle \Gamma^{nn'}_{\alpha\beta}(k, k') \rangle_{\text{imp}}.
\] (1.243)

\[
= \frac{2\pi}{\hbar} V_{\text{imp}} \frac{1}{V_k'} \sum_{k'} \sum_{\gamma} c_{\alpha\gamma}^{n}(k, k')(c_{\beta\gamma}^{n'}(k, k'))^* \delta(\varepsilon - \varepsilon_{\gamma}(k'))
\] (1.244)

\[
= i \left( T^r(k) (\Sigma_{\text{BA}}^{\alpha}(\varepsilon, k) - \Sigma_{\text{BA}}^{\alpha}(\varepsilon, k)) T(k) \right)^{nn'}_{\alpha\beta}
\] (1.245)

being equal to the result from the Dyson series for the Floquet Green’s function (cf. Eq. (1.178)). Interpreting the $(n, n')$-th entry of the foregoing scattering time matrix as scattering from the $n$-th Floquet zone into the $n'$-th Floquet zone allows for disorder-mediated inter-Floquet mode scattering, like Floquet Umklapp processes. A comparison of the results of Refs. [21, 28, 93] and the central entry, i.e. the $(n, n') = (0, 0)$-entry, shows that both coincide. In general, there is not only intra-Floquet zone scattering within the central Floquet mode, but rather within every Floquet zone and inter-Floquet zone scattering between every Floquet zone, see Fig. 1.2.

### 1.8 Floquet-Drude conductivity

In the previous sections, a successive scheme to include disorder in the conductivity was set up. Assuming a time-independent white noise disorder potential, a recursive expansion of the Green’s function to all orders in the impurity potential was found, see Sec. 1.6. In this section, the focus is on the lowest non-trivial order approximation.
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Figure 1.2: The red shaded area shows the $n$-th Floquet replica of some two band model. The blue wavy arrows label both intra-Floquet mode scattering, where the left one shows an inter-band and the right one an intra-band process. As opposed to them, the green curly arrows show scattering between different Floquet zones.

of the Green’s for the disordered system. Replacing the impurity average over the product of two Green’s function by the average over each Green’s function

$$
\langle G_{r,a}(\varepsilon, k, t'_{1}, t'_{2}) G_{r,a}(\varepsilon, k, t'_{1}, t'_{2}) \rangle_{\text{imp}} \approx \langle G_{r,a}(\varepsilon, k, t'_{1}, t'_{2}) \rangle_{\text{imp}} \langle G_{r,a}(\varepsilon, k, t'_{2}, t'_{1}) \rangle_{\text{imp}}
$$

is known as “Boltzmann approximation” [50, 89, 90]. In this approximation, all interference terms arising in the disorder average are neglected. These are further investigated in Sec.1.10. In the Boltzmann approximation, Eq. (1.51) becomes

$$
\lim_{\omega \to 0} \text{Re} \left[ \sigma_{xx}(0, \omega) \right] = -\frac{\hbar}{4\pi V} \left( \frac{e}{m} \right)^{2} \int_{\lambda_{-\Omega/2}}^{\lambda_{+\Omega/2}} d\varepsilon \left( -\frac{\partial f}{\partial \varepsilon} \right) \int_{0}^{T} dt'_{1} \int_{0}^{T} dt'_{2} \times \frac{1}{V_{k}} \sum_{k} k_{x}^{2} \text{tr} \left[ \left( G^{r}(\varepsilon, k, t'_{1}, t'_{2}) - G^{a}(\varepsilon, k, t'_{1}, t'_{2}) \right) \left( G^{r}(\varepsilon, k, t'_{1}, t'_{2}) - G^{a}(\varepsilon, k, t'_{1}, t'_{2}) \right) \right].
$$

Performing the time integrations over the primed times with the Fourier expansion of the Floquet functions (1.7) yields

$$
\lim_{\omega \to 0} \text{Re} \left[ \sigma_{xx}(0, \omega) \right] = -\frac{\hbar}{4\pi V} \left( \frac{e}{m} \right)^{2} \int_{\lambda_{-\Omega/2}}^{\lambda_{+\Omega/2}} d\varepsilon \left( -\frac{\partial f}{\partial \varepsilon} \right) \frac{1}{V_{k}} \sum_{k} k_{x}^{2} \times \text{tr} \left[ \sum_{n,n'=\pm \infty} \left( G^{r}(\varepsilon, k, n, n') - G^{a}(\varepsilon, k, n, n') \right) \left( G^{r}(\varepsilon, k, n', n) - G^{a}(\varepsilon, k, n', n) \right) \right].
$$

Using again the matrix notation of the Green’s function (1.165), the Floquet-Drude conductivity can be written in the compact form

$$
\lim_{\omega \to 0} \text{Re} \left[ \sigma_{xx}(0, \omega) \right] = -\frac{\hbar}{4\pi V} \left( \frac{e}{m} \right)^{2} \int_{\lambda_{-\Omega/2}}^{\lambda_{+\Omega/2}} d\varepsilon \left( -\frac{\partial f}{\partial \varepsilon} \right) \frac{1}{V_{k}} \sum_{k} k_{x}^{2} \times \text{tr} \left[ \left( G^{r}(\varepsilon, k) - G^{a}(\varepsilon, k) \right) \left( G^{r}(\varepsilon, k) - G^{a}(\varepsilon, k) \right) \right].
$$
The last equation is only valid for the parabolic dispersion. To obtain an expression for any other model, one must evaluate Eq. (1.117). As for the parabolic dispersion one is, for the general expression for the conductivity after disorder averaging, left with

$$\lim_{\omega \to 0} \text{Re} \left[ \sigma_{xx}^{rr}(0, \omega) \right] = \frac{-1}{4\pi \hbar V} \int d\varepsilon \left( \frac{\partial f}{\partial \varepsilon} \right) \frac{1}{V_k} \sum \sum \left( j^r_s(k) \left( G^r(\varepsilon, k, n, n' + s') - G^a(\varepsilon, k, n, n' + s') \right) \right) \times \text{tr} \left[ \sum_{s,s'} \left( j^r_{s'}(k) \left( G^r(\varepsilon, k, n + s) - G^a(\varepsilon, k, n + s) \right) \right) \right].$$

The shifted matrix product $\odot_s$ between two infinite dimensional matrices $A$ and $B$ is defined as

$$(A \odot_s B)_{ij} = \sum_{\ell = -\infty}^{\infty} a_{i,\ell+s} b_{\ell,j}$$

and the trace over the minor diagonal is defined as

$$\text{tr}_s[A] = \sum_{\ell = -\infty}^{\infty} a_{\ell,\ell+s}$$

such that the conductivity becomes

$$\lim_{\omega \to 0} \text{Re} \left[ \sigma_{xx}^{rr}(0, \omega) \right] = \frac{-1}{4\pi \hbar V} \int d\varepsilon \left( \frac{\partial f}{\partial \varepsilon} \right) \frac{1}{V_k} \sum \sum \left( j^r_s(k) \left( G^r(\varepsilon, k, n, n' + s') \right) \odot_{s'} \left( G^r(\varepsilon, k, n + s) \right) \left( G^a(\varepsilon, k, n + s) \right) \right).$$

The evaluation of Eqs. (1.253) and (1.249) is the aim of the following. The focus will be on two different single band models for a 2DEG. One is an effective model, i.e. the parabolic dispersion, which allows analytical progress, and the other one is the square lattice. The latter is investigated rather numerically.

1.9 Application of the theory

Until now everything presented has been rather general. The first nontrivial application of the derived theory, investigated in the following, is a two dimensional electron gas (2DEG). One is an effective model, i.e. the parabolic dispersion, which allows analytical progress, and the other one is the square lattice. The latter is investigated rather numerically.
formulate an analytically closed form for the conductivity of a 2DEG described by an effective model under circular driving. These results as well the predictions for other polarizations are compared with results already known in literature. Next, a tight-binding model is used as toy model for the 2DEG. The conductivity of the tight-binding model yields an entirely different driving dependency, even in the low energy limit, than the effective model. This observation is mainly caused by the different eigenstates, rather than the similar Floquet spectra.

1.9.1 2DEG with circular driving

The system of interest is a 2DEG at the $\Gamma$-point of a direct semiconductor under illumination with circularly polarized light. The effective model for the lowest s-type conduction band near the $\Gamma$-point of the Brillouin zone is

$$H = \frac{p^2}{2m}$$

where $m$ is understood as effective mass. The parabolic dispersion is a rather simple model, but it covers a large number of materials, such as GaAs [94]. Additionally, it gives a deeper insight in the renormalization of conductivity caused by the driving, particularly when the results of this section are compared with the findings from a more general model as, done in Sec. 1.9.4. The focus is on circular driving in order to embed this work into the results already known in literature for the driven 2DEG [4]. The appropriate vector potential is

$$A(t) = A \sin(\Omega t) \hat{e}_x + A \cos(\Omega t) \hat{e}_y,$$

where $\hat{e}_i$ is the unit vector showing into the subscript direction and $A\Omega$ is the field strength of the electric field. Minimal coupling leads in the basis of plane waves $e^{ik \cdot x}$ to the time-dependent Hamiltonian

$$H(t) = \frac{\hbar^2}{2m} \left[ k^2 + \gamma^2 + 2\gamma(k_x \sin(\Omega t) + k_y \cos(\Omega t)) \right]$$

with $\gamma = eA/\hbar$. The solution of the time-dependent Schrödinger equation [4]

$$i\hbar \frac{\partial}{\partial t} \Psi(k, t) = H(k, t)\Psi(k, t)$$

is

$$\Psi(k, t) = e^{-i\epsilon_k t} e^{i\left(\frac{\hbar^2 k}{m} / \hbar\Omega \right) \cos(\Omega t + \phi)},$$

where, in comparison to Eq. (1.3), the index $\alpha$ is missing, since the Hamiltonian is an effective single band model. The quasienergy and Fourier components of the Floquet function are

$$\epsilon_k = \frac{\hbar^2}{2m} \left[ k^2 + \gamma^2 \right], \quad u_n(k) = J_n \left( \frac{\hbar^2 \gamma k}{m} / \hbar\Omega \right) e^{in(\phi + \pi/2)}.$$

The momentum above is given in polar coordinates

$$k = \begin{pmatrix} k_x = k \cos(\phi) \\ k_y = k \sin(\phi) \end{pmatrix}.$$
The circular driving induces a shift, quadratic in $\gamma$, of the band structure, which can be compensated by an appropriate choice of the Floquet zone. A suitable choice of the Floquet zone in Eq. (1.249) is $\lambda = \epsilon_k$ to assure

$$|\epsilon - \epsilon_k| \leq \hbar \Omega.$$  

(1.261)

It was shown in Sec. 1.7.1 that, on the diagonal, the difference of the retarded and advanced self-energy is equal to the imaginary part of the self-energy. The reason why the focus is on the diagonal will be clarified later. The imaginary part of the self-energy on the diagonal is governed by

$$-\text{Im}(T^\dag(k)\Sigma^r_{BA}(\epsilon, k)T(k))_{nn} = \frac{2\pi V_{\text{imp}}}{\hbar} \sum_{k'} |c^n(k, k')|^2 \delta(\epsilon - \epsilon_{k'})$$  

(1.262)

$$= \frac{V_{\text{imp}}m}{2\pi \hbar^3} \int_0^{2\pi} d\phi' \sum_{m, m' = -\infty}^\infty J_{m+n}(z_k)J_m(z_\epsilon)$$  

(1.263)

$$\times J_{m'+n}(z_k)J_{m'}(z_\epsilon) e^{i\phi(m-m')} e^{i\phi'(m'-m)}$$

$$= \frac{V_{\text{imp}}m}{\hbar^3} \sum_{m = -\infty}^\infty J_{2m+n}(z_k)J_{m}^2(z_\epsilon)$$  

(1.264)

$$= \left( \frac{1}{\tau(\epsilon, k)} \right)_{nn}$$  

(1.265)

together with

$$z_k \equiv \frac{\hbar^2 \gamma k}{m} / \hbar \Omega , \quad z_\epsilon \equiv \frac{\hbar^2 \gamma \sqrt{2m \epsilon / \hbar^2}}{m} / \hbar \Omega.$$  

(1.266)

Remarkably, the scattering time given in Eq. (1.265) is independent of the angle of the momentum $k$. Fig. 1.3 shows the central entry of the scattering time, normalized on the bare scattering time for some experimentally relevant parameters. Keeping only the diagonal of the imaginary part of the self-energy in the expression for the conductivity leads to

$$\lim_{\omega \to 0} \text{Re} \sigma^{xx}(0, \omega) = \frac{\hbar}{4\pi V} \left( \frac{\epsilon}{m} \right)^2 \int_{-\hbar \Omega/2}^{\hbar \Omega/2} d\epsilon \left( -\frac{\partial f}{\partial \epsilon} \right) \frac{1}{V_k} \sum_{k} k_x^2$$  

(1.267)

$$\times \sum_{n = -\infty}^\infty \left( \frac{1}{\tau(\epsilon, k)} \right)^2_{nn} \left[ \left( \frac{1}{\hbar} \epsilon - \frac{\hbar k^2}{2m} - n \Omega \right)^2 + \left( \frac{1}{2\tau(\epsilon, k)} \right)^2 \right]^{-2}.$$  

The disorder is not supposed to change the eigenenergies of the bare system, hence all off-diagonal elements of the self-energy were dropped. To evaluate the expression for the conductivity, one must specify the distribution function further. In the off resonant regime, absorption of photons is suppressed, hence a Fermi distribution can be assumed. However, it is not obvious how to set the Fermi energy for the driven parabolic spectrum. In the following, three possible choices and the arising difficulties are discussed. The first possibility is to set a constant Fermi energy through all Floquet zones, as schematically depicted in Fig. 1.4. The first problem that arises with this choice of the quasi-Fermi energy is that it violates the fundament of the derivation of the expression for the conductivity found in Eq. (1.49), namely
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Figure 1.3: The figure shows the ratio between the central entry of the dressed inverse scattering time with the bare scattering time \( \frac{1}{\tau_{00}(k)} \) for the parabolic dispersion. The Fermi energy was set to 10 meV, the driving frequency to 0.3 THz and the intensity to 5 mW/cm\(^2\). The Fermi energy is shown as a black contour. (Reprinted figure with permission from [36]. Copyright (2020) by the American Physical Society.)

Figure 1.4: The Floquet zones are chosen to wrap around the parabolas. The quasi-Fermi energy, the red curve, is constant and defined in all Floquet zones. (Reprinted figure with permission from [36]. Copyright (2020) by the American Physical Society.)

that all quasienergies are in the central Floquet zone. Moreover, an infinite number of bands are crossing the quasi-Fermi energy, leading to a divergent conductivity, even in the disordered system. Another choice for the quasi-Fermi energy is shown.
in Fig. 1.5. If the quasi-Fermi energy has the contour seen in Fig. 1.5, it obviously fulfills Eq. (1.49). However, this choice once again leads to a divergent conductivity, which is only confirmed numerically. The reason for the diverging conductivity is that the energetic distance between the quasienergy and the quasi-Fermi energy is constant for all momenta, apart from the momenta where it passes from the lower to the upper Floquet zone edge. Due to the energy-denominator, the contribution of the Green’s function to the conductivity is not suppressed, since the quasienergetic distance is constant for almost all momenta. Thus, one is left with the truncation of the momentum range where the quasi-Fermi energy is defined, as in Fig. 1.6, giving a physically consistent result. This limits the validity of the calculation to the high frequency regime. In Fig. 1.6 $k_1$ and $k_2$ are functions of the driving frequency $\Omega$. For decreasing $\Omega$, the momenta $k_1$ and $k_2$ move closer together. If the momentum range $k \in [k_1, k_2]$ is of the order of the broadening of the Green’s function, the
truncation leads to an incorrect result for the conductivity. This is rather an issue of the parabolic spectrum than of the theory for the conductivity of a driven system. If $\Omega \tau_0 \gg 1$, $\tau_0$ being the scattering time of the undriven system, the broadening of the nonzero Floquet modes is small enough such that the leaking into the central Floquet zone is negligibly small, see Fig. 1.7.

Figure 1.7: The peaks show the broadening of the Floquet bands caused by the scattering time. The blue shaded area is the central Floquet zone. If $\Omega \tau_0 \gg 1$, the leaking of the nonzero Floquet modes (red curves) into the central Floquet zone is negligibly small. (Reprinted figure with permission from [36]. Copyright (2020) by the American Physical Society.)

If $\Omega \tau_0 \simeq 1$, the nonzero modes give a significant contribution to the conductivity, as depicted in Fig. 1.8. In the following, the focus will be on the off resonant
regime $\Omega \tau_0 \gg 1$. Furthermore, assuming that the distribution function is the Fermi function and its derivative is sharply peaked around the Fermi energy leads, for the conductivity, to

\[
\lim_{\omega \to 0} \text{Re} \sigma^{xx}(0, \omega) = \frac{\hbar}{4\pi V} \left( \frac{e}{m} \right)^2 \frac{1}{V_k} \sum_k k_F^2 \left[ 2G^r(\varepsilon_F, k)G^a(\varepsilon_F, k) - G^r(\varepsilon_F, k)G^r(\varepsilon_F, k) - G^a(\varepsilon_F, k)G^a(\varepsilon_F, k) \right]_{00}.
\] 

(1.268)

Now, all pairings of only retarded or advanced Green’s functions are neglected. The central entry of the product of the retarded with an advanced Green’s function is

\[
\left[ G^r(\varepsilon_F, k)G^a(\varepsilon_F, k) \right]_{00} = \frac{1}{\left( \frac{\hbar}{\varepsilon_F} - \frac{\hbar}{\varepsilon} \right)^2 + \left( \frac{1}{2\pi(\varepsilon_F k)} \right)_{00}^2} \approx 2\pi\hbar \left[ \tau(\varepsilon_F, k) \right]_{00} \delta(\varepsilon_F - \varepsilon_k).
\] 

(1.269) 

(1.270)

Dropping the retarded and advanced Green’s function pairs, the conductivity of the last equation becomes

\[
\lim_{\omega \to 0} \text{Re} \sigma^{xx}(0, \omega) = \frac{\hbar^2}{V(2\pi)^2} \left( \frac{e}{m} \right)^2 \int d^2 k k^2_F \left[ \tau(\varepsilon_F, k) \right]_{00} \delta(\varepsilon_F - \varepsilon_k)
\] 

(1.271) 

\[
= \frac{1}{V4\pi} \left( \frac{e^2}{m} \right) \frac{k_F^2}{\varepsilon_F} \left[ \tau(\varepsilon_F, k_F) \right]_{00} \bigg|_{k_F = \sqrt{2m\varepsilon_F / \hbar}}.
\] 

(1.272)

with the scattering time evaluated at the Fermi energy and Fermi wave vector

\[
\left( \tau(\varepsilon_F, \sqrt{2m\varepsilon_F / \hbar}) \right)_{00} = \left( \frac{V\text{imp} m}{\hbar^3} \sum_{m=-\infty}^\infty J_m^4(z_{\varepsilon_F}) \right)^{-1}.
\] 

(1.273)

Hence, the ratio between conductivity without driving and dressed conductivity is

\[
\lim_{\omega \to 0} \frac{\text{Re} \sigma^{xx}(0, \omega)}{\lim_{\omega \to 0} \text{Re} \sigma^{xx}(0, \omega)|_{\gamma=0}} = \frac{1}{\sum_{m=-\infty}^\infty J_m^4(z_{\varepsilon_F})}.
\] 

(1.274)

In Fig. 1.9 the results from the following section are anticipated. The figure shows the normalized conductivity for a 2DEG described by an effective model in the presence of circularly and linearly polarized light. Since the comparison of these results with the findings from a tight-binding model is essential, the discussion of experimentally relevant quantities will be presented later on.
Figure 1.9: The ratio of bare conductivity and light dressed conductivity as a function of intensity: The three curves show the longitudinal conductivity in the presence of circularly, in $x$-, and $y$-direction linearly polarized light.

1.9.2 2DEG with linear driving

In this section the focus is on linear driving. The calculations are similar to Sec. 1.9.1 and are thus presented in condensed manner. The vector potential corresponding to an in $x$-direction oscillating electric field is governed by

$$A(t) = A \cos(\Omega t) \hat{e}_x .$$

The vector potential $A(t)$ is coupled to the momentum $p$ again via minimal coupling. In the basis of plane waves $e^{ikx}$ the Hamiltonian (1.254) becomes time-independent in the presence of the driving and reads

$$H(k, t) = \frac{\hbar^2}{2m} \left[ k^2 + 2k_x \gamma \cos(\Omega t) + \frac{\gamma^2}{2} \left( 1 + \cos(2\Omega t) \right) \right]$$

with $\gamma$ defined as in Sec. 1.9.1. To calculate the Floquet-Drude conductivity, the solution of the time-dependent Schrödinger equation, i.e. the Floquet state, is needed. The Schrödinger equation (1.257), along with the Hamiltonian of Eq. (1.276), was already solved by O. V. Kibis in Ref. [28]. Adopting the result from Ref. [28], the wave function is given by

$$\Psi(k, t) = e^{-\frac{i \hbar^2}{4m} \left( k^2 + \frac{\gamma^2}{2} \right) t} e^{-if(\gamma^2/4) \sin(2\Omega t)} e^{-if(2\gamma k_x) \sin(\Omega t)}$$

with the function

$$f(x) = \frac{\hbar^2 x}{2m/\hbar \Omega} .$$

Using the Jacobi-Anger expansion (1.435), one can write the wave function as

$$\Psi(k, t) = e^{-\frac{i \epsilon k}{2}} \sum_{n=-\infty}^{\infty} u_n(k) e^{-i n \Omega t}$$
with the quasienergy $\epsilon_k$ and the Fourier components $u_n$:
$$\epsilon_k = \frac{\hbar^2}{2m} \left( k^2 + \frac{\gamma^2}{2} \right), \quad u_n(k) = J_n(f(2\gamma k_x), f(\gamma^2/4)). \quad (1.280)$$

The function $J_n(\cdot, \cdot)$ is a generalized Bessel function [95]
$$J_n(x, y) = \sum_{m=-\infty}^{\infty} J_{n-2m}(x)J_m(y) \quad (1.281)$$

where $J_n(\cdot)$ is the ordinary Bessel function of the first kind [96]. Properties of the generalized Bessel function are analyzed in Ref. [95]. A particularly useful relation is
$$\sum_{m=-\infty}^{\infty} J_m(x', y')J_{n+m}(x, y) = J_n(x \pm x', y \pm y'). \quad (1.282)$$

The Floquet zone is chosen equivalently to Eq. (1.261) to compensate for the shift of the band structure caused by the linear drive. With the knowledge of the eigenstates of the Floquet Hamiltonian, i.e. the $u_n$, it is possible to calculate the self-energy. With the help of Eq. (1.179), using the identity for the generalized Bessel function (1.282) yields
$$\epsilon^\prime(n, k') = \sum_{m=-\infty}^{\infty} u^{m+n}(k)u^m(k') \quad (1.283)$$
$$= J_n\left(f\left[2\gamma(k_x - k'_x)\right], 0\right) \quad (1.284)$$
$$= J_n\left(f\left[2\gamma(k_x - k'_x)\right]\right) \quad (1.285)$$

The imaginary part of the self-energy, using the Dirac identity (1.433), becomes
$$-\Im \left( T^\dagger(k)\Sigma^\prime_{iba}(\epsilon, k)T(k) \right)_{nn'} = \frac{2\pi \nu_{imp}}{\hbar} \sum_{k'} c^n(k, k')c^{n'}(k, k')\delta(\epsilon_F - \epsilon_k'). \quad (1.286)$$

The central entry, i.e. $n = n' = 0$, is equal to Eq. (3) of Ref. [4]. Replacing the summation over momenta with an integral in polar coordinates yields
$$-\Im \left( T^\dagger(k)\Sigma^\prime_{iba}(\epsilon, k)T(k) \right)_{00} = \frac{\nu_{imp}m}{2\pi \hbar^3} \int_0^{2\pi} d\phi J_n(z_\phi)J_{n'}(z_\phi) \quad (1.287)$$

with
$$z_\phi = \frac{h^22\gamma}{2m\hbar\Omega}\left[k_x - k'_x \cos(\phi)\right]_{k' = \sqrt{\nu_{imp}/\hbar}}. \quad (1.288)$$

Finally, the conductivity for in $x$-direction linearly polarized driving is
$$\lim_{\omega \to 0} \Re \sigma^{xx}(0, \omega) = \frac{1}{V(2\pi)^2} \left( \frac{e^2}{m} \right) k_F^2 \int_0^{2\pi} d\phi \cos^2(\phi) \left[ \tau(\epsilon_F, k) \right]_{00} \bigg|_{k = \sqrt{\nu_{imp}/\hbar}} \quad (1.289)$$

and equivalently for $y$-polarization
$$\lim_{\omega \to 0} \Re \sigma^{xx}(0, \omega) = \frac{1}{V(2\pi)^2} \left( \frac{e^2}{m} \right) k_F^2 \int_0^{2\pi} d\phi \sin^2(\phi) \left[ \tau(\epsilon_F, k) \right]_{00} \bigg|_{k = \sqrt{\nu_{imp}/\hbar}} \quad (1.290)$$

The Eqs. (1.289) and (1.290) are evaluated numerically. The results are shown in Fig. 1.9.
1.9.3 Comparison to other works

The aim of this section is to compare the results of the foregoing sections with the results already known in literature. In Ref. [4], Morina et al. investigate the same setup as in Sec. 1.9.1 and 1.9.2, i.e. the transport properties of a two dimensional electron gas dressed by light. The calculations in Refs. [4, 25, 35] are limited by two conditions that must be fulfilled by the driving frequency. Due to consistency, the driving frequency is denoted as $\Omega$ in this work, whereas in Ref. [4] the authors use $\omega$.

The first requirement is that the driving frequency should not meet any electronic transitions. Additionally, the driving frequency is supposed to be much larger than the inverse scattering time of the undriven system

$$\Omega \tau_0 \gg 1.$$  \hfill (1.291)

The authors of Refs. [4, 25, 35] consider Fermions, hence the equilibrium distribution function is the Fermi-distribution function. This is reasonable, since absorption is negligibly small in the off resonant driving regime. However, the mean free time at the Fermi energy used in Refs. [4, 25, 35] is

$$\frac{1}{\tau_F} = \sum_{k_F} w_{k_F k_F'}$$ \hfill (1.292)

along with the scattering probability $w_{k_F k_F'}$, calculated in Ref. [28] within the framework of the Floquet-Fermi golden rule [21, 93]

$$w_{k_F k_F'} = \frac{2}{\hbar} J_0^2 (f_{k_F k_F'}) |U_{k_F k_F'}|^2 \delta(\epsilon_{k_F'} - \epsilon_k).$$  \hfill (1.293)

The result above coincides with the central entry of the scattering time matrix derived in this work, see Eq. (1.262). For linearly polarized light, the argument of the Bessel function is

$$f_{k_F k_F'} = \frac{\hbar \gamma (k_x - k_x')}{m\Omega}.$$  \hfill (1.294)

and for circular polarized light, it is

$$f_{k_F k_F'} = \frac{2\hbar \gamma k}{m\Omega} \sin \left( \frac{\phi - \phi'}{2} \right).$$  \hfill (1.295)

$\gamma$ and the quasienergy $\epsilon_k$ are adopted from the previous two sections. In the previous equation, it was already used that later only the case $|k| = |k'|$ contributes to the conductivity. The angles $\phi$ and $\phi'$ correspond to the momenta $k$ and $k'$. This scattering probability was calculated for transitions of an electron from

$$\frac{1}{\sqrt{V}} e^{i k \cdot r} \Psi(k, t) = \psi_k(r, t) \rightarrow \psi_{k'}(r, t)$$  \hfill (1.296)

where $\Psi(k, t)$ is adopted from Eq. (1.277) and $V$ denotes the Volume of the system. The authors of Ref. [4] claim that the current density for a periodically driven 2DEG is

$$j = \frac{e^2}{2\pi^2} \int_{V_k} d^2 k \mathbf{E} \cdot \mathbf{v}(k) \tau(k) \mathbf{v}(k) \delta(\epsilon_F - \epsilon_k).$$  \hfill (1.297)
where \( \mathbf{E} \) is a stationary electric field and \( \mathbf{v}(\mathbf{k}) = (1/\hbar)\nabla_k \varepsilon_k \) is the electron velocity. This formula is derived without driving in Ref. \[98\]. The conductivity can be determined by \[98\]

\[
j_\ell = \sum_i \sigma_{\ell i} E_i ,
\]

(1.298)

\[
\sigma_{\ell i} = \frac{e^2}{2\pi^2} \int_{V_k} d^2 k \tau(k) \delta(\varepsilon_F - \varepsilon_k) v_\ell(k) v_i(k) .
\]

(1.299)

With that, an expression for the conductivity in the presence of a circular driving was derived in Ref. \[4\]

\[
\lim_{\omega \to 0} \frac{\text{Re} \sigma^{xx}(0, \omega)}{\text{Re} \sigma^{xx}(0, \omega)}|_{\gamma=0} = 2\pi \left[ \int_0^{2\pi} d\theta (1 - \cos \theta) J_0^2 \left[ 2z_{\varepsilon_F} \sin(\theta/2) \right] \right]^{-1}
\]

(1.300)

where \( z_{\varepsilon} \) is defined in Eq. (1.266). In Eq. (1.300), the angle \( \theta = \phi - \phi' \) denotes the angle between the wave vectors \( \mathbf{k} \) and \( \mathbf{k}' \) \[4\]. Curiously, Eq. (1.300) depends on the angle \( \phi' \). This dependency should not arise due to the momentum summation over \( \mathbf{k}'_F \) in Eq. (1.292). This explains the difference between the results of Ref. \[4\] and the results derived in this work. A direct comparison is shown in Fig. 1.10. Properly evaluating Eq. (1.292) together with Eq. (1.293) for circular polarized light lead to the same result as in Eq. (1.265), where the scattering time is independent of the angle \( \phi' \). Hence, the ansatz used by the authors of Ref. \[4\] leads to the same result for the ratio between light dressed conductivity and bare conductivity as in Sec. 1.9.1

\[
\lim_{\omega \to 0} \frac{\text{Re} \sigma^{xx}(0, \omega)}{\text{Re} \sigma^{xx}(0, \omega)}|_{\gamma=0} = \sum_{m=-\infty}^{\infty} \frac{1}{J_m^4(z_{\varepsilon_F})} .
\]

(1.301)

In conclusion, the formalism presented in this work proves on the one hand the expression used by the authors of Ref. \[4\]. On the other hand, it corrects the final results for the conductivity in presence of circular polarized light. So far, an effective model under driving has been analyzed. In the following, a lattice model is used to describe a 2DEG. The square lattice is still far from a realistic model, but it provides a deep insight into the comparability of different Floquet models describing the same system.

## 1.9.4 Square lattice

In the following, a periodically driven square lattice as model for a 2DEG is investigated. The Schrödinger equation is solved to obtain quasienergy and Floquet function. The two lattice vectors of the square lattice are

\[
\mathbf{a}_1 = a \begin{pmatrix} 1 \\ 0 \end{pmatrix} , \quad \mathbf{a}_2 = a \begin{pmatrix} 0 \\ 1 \end{pmatrix}
\]

(1.302)

with \( a \) being the lattice constant. To find the solution of the Schrödinger equation for linear, circular and elliptic polarization, the vector potential is

\[
\mathbf{A}(t) = \begin{pmatrix} A_x(t) \sin(\Omega t) \\ A_y(t) \cos(\Omega t) \end{pmatrix}
\]

(1.303)
which allows one to tune between the polarizations by choosing the amplitudes appropriately. In the presence of a vector potential, the hopping parameter $g$ acquires a Peierls phase

$$g_{a_j} \mapsto ge^{i\phi_j(t)} \quad \text{with} \quad \phi_j = \frac{e}{\hbar} \int_{R} A(t) \cdot d\mathbf{r}. \quad (1.304)$$

In the case of a time-independent vector potential, the Peierls phase is the scalar product of vector potential and nearest neighbor vector. Thus, the time-dependent tight-binding Hamiltonian for the square lattice is

$$H(k, t) = -g[e^{ik\mathbf{a}_1}e^{i\frac{\mathbf{r}}{\hbar}A(t) \cdot \mathbf{a}_1} + e^{ik\mathbf{a}_2}e^{i\frac{\mathbf{r}}{\hbar}A(t) \cdot \mathbf{a}_2} + \text{h.c.}] \quad (1.305)$$

To solve the Schrödinger equation, the following identities based on the Jacobi-Anger expansion (1.435) will be used:

$$\int dt e^{i\gamma \sin(\omega t)} = \sum_{n=-\infty}^{\infty} J_n(\gamma) \int dt e^{i\omega t} = \sum_{n \neq 0} \frac{J_n(\gamma)}{in\omega} e^{i\omega t} + J_0(\gamma)t, \quad (1.306)$$

$$\int dt e^{i\gamma \cos(\omega t)} = \sum_{n=1}^{\infty} \frac{i^n J_n(\gamma)}{n\omega} \sin(n\omega t) + J_0(\gamma)t. \quad (1.307)$$

The time-dependent Schrödinger equation can be solved by the ansatz [28]

$$\psi(k, t) = e^{i\frac{\mathbf{r}}{\hbar}F(k, t)}, \quad (1.308)$$

where the exponent is the time integral over the Hamiltonian

$$F(k, t) = \int dt H(k, t). \quad (1.309)$$
Integrating the Hamiltonian of Eq. (1.305) over time yields

\[
F(k, t) = -2g \left[ J_0(\gamma_x) \cos(k_xa) + J_0(\gamma_y) \cos(k_ya) \right] t \\
- ge^{-ik_xa} \sum_{n \neq 0} \frac{J_n(\gamma_x)}{in\omega} e^{in\omega t} - ge^{-ik_ya} \sum_{n \neq 0} \frac{J_n(\gamma_y)}{in\omega} e^{-in\omega t} \\
- 2ge^{-ik_ya} \sum_{n=1}^{\infty} \frac{inJ_n(\gamma_y)}{n\omega} \sin(n\omega t) - 2ge^{-ik_ya} \sum_{n=1}^{\infty} \frac{(-i)^nJ_n(\gamma_y)}{n\omega} \sin(n\omega t)
\]  

(1.310)

with the light parameter

\[
\gamma_{x,y} = \frac{eaA_{x,y}}{\hbar}.
\]  

(1.311)

The quasienergy is the non-oscillatory part of \( F(k, t) \)

\[
\epsilon_k = -2g \left[ J_0(\gamma_x) \cos(k_xa) + J_0(\gamma_y) \cos(k_ya) \right]
\]  

(1.312)

and the corresponding Floquet function is

\[
u(t, \gamma_x, \gamma_y) = \prod_{n \neq 0} \exp \left[ -i \frac{2g}{\hbar} J_n(\gamma_y) \sin(k_ya + n\omega t) \\
- i \frac{2g}{\hbar} (\gamma_x) \sin(k_xa + n\omega t - \frac{n\pi}{4}) \right].
\]  

(1.313)

Interestingly, the quasiband structure of a periodically driven square lattice can be completely flattened if the light parameters meet the zeros of the zeroth Bessel function \( J_0(\cdot) \). According to M. Genske [65], the current density \( j \) is given by the continuity equation

\[
\frac{\partial \rho(r, t)}{\partial t} = -\nabla \cdot j(r, t),
\]  

(1.314)

where \( \rho \) describes the charge density. Introducing the polarization operator \( P(t) = \int d^3r \rho(r, t) \), it can be shown that

\[
\frac{\partial P(t)}{\partial t} = \int d^3r \frac{\partial \rho(r, t)}{\partial t} = -\int d^3r \nabla \cdot j(r, t) = \int d^3r j(r, t).
\]  

(1.315)

Now, assume a hopping Hamiltonian in second quantization. The polarization operator is the product of position operator \( r_{m,n} \) and particle number operator \( n_{n,m} = c_{n,m}^\dagger c_{n,m} \)

\[
P = e \sum_{m,n} r_{n,m} n_{n,m}.
\]  

(1.316)

With the help of the Heisenberg equation of motion, the current operator is

\[
J(t) = \frac{\partial P}{\partial t} = \frac{i}{\hbar} [H(t), P] = \frac{i}{\hbar} e \sum_{n,n',m,m'} (r_{n,m} - r_{n',m'}) g_{n,m,n',m'}(t) c_{n,m}^\dagger c_{m',m'}.
\]  

(1.317)
Figure 1.11: The figure shows the ratio between the central entry of the dressed inverse scattering time with the bare scattering time \( (1/\tau_{00}(k_\gamma))/(1/\tau_{00}(k)|_{\gamma=0}) \) for the tight-binding model. The Fermi energy was set to 10 meV; the driving frequency was set to 0.3 THz and the intensity to 5 mW/cm\(^2\). The Fermi energy is shown as a black contour. (Reprinted figure with permission from [36]. Copyright (2020) by the American Physical Society.)

Assuming that only hopping to nearest neighbors is present and denoting the nearest neighbor vectors as \( \mathbf{a}_n \), lead, for the current operator, to

\[
J(t) = ie\frac{\hbar}{\epsilon} \sum_{n,m,j} \mathbf{a}_j g_{\mathbf{a}_j}(t) c_{n,m}^\dagger c_{(n,m)+\mathbf{a}_j}.
\] (1.318)

In the last step, it was assumed that the hopping amplitude is only a function of the difference of the positions. Expanding the creation and annihilation operators in momentum space

\[
c_{n,m}^{(\dagger)} = \sum_{\mathbf{k}} e^{-i\mathbf{k} \cdot \mathbf{r}_{n,m}} c_{\mathbf{k}}^{(\dagger)}
\] (1.319)

and performing the sum over all positions yield, for the current operator,

\[
J(t) = ie\frac{\hbar}{\epsilon} \sum_{j,k} \mathbf{a}_j e^{i\mathbf{k} \cdot \mathbf{A}(t) \cdot \mathbf{a}_j} e^{i\mathbf{k} \cdot \mathbf{a}_j} c_{\mathbf{k}}^\dagger c_{\mathbf{k}}
\] (1.320)

\[
\equiv \sum_{\mathbf{k}} J(\mathbf{k},t) c_{\mathbf{k}}^\dagger c_{\mathbf{k}}. 
\] (1.321)

Now, the square lattice with nearest neighbor vectors given in Eq. (1.302) and circularly polarized driving \( \mathbf{A}(t) = \mathbf{A}(\sin(\Omega t),\cos(\Omega t))^T \) is considered. The current
coefficient becomes
\[ \mathbf{J}(\mathbf{k}, t) = \frac{iega}{\hbar} \left( e^{i\mathbf{k}\cdot\mathbf{a}_1} e^{i\gamma A(t)} e^{i\mathbf{k}\cdot\mathbf{a}_2} - e^{-i\mathbf{k}\cdot\mathbf{a}_1} e^{-i\gamma A(t)} e^{-i\mathbf{k}\cdot\mathbf{a}_2} \right) \] (1.322)
\[ = \frac{iega}{\hbar} \sum_{n=-\infty}^{\infty} \left( e^{i\mathbf{k}\cdot\mathbf{a}_1} J_n(\gamma) e^{in\Omega t} - e^{-i\mathbf{k}\cdot\mathbf{a}_1} J_n(\gamma) e^{-in\Omega t} \right). \] (1.323)

Focusing on the \( n = 0 \) component, i.e. average over one driving period, leads to
\[ \bar{\mathbf{J}}(\mathbf{k}) \equiv \frac{1}{T} \int_0^T dt \mathbf{J}(\mathbf{k}, t) \] (1.324)
\[ = \frac{iega}{\hbar} J_0(\gamma) \left( e^{i\mathbf{k}\cdot\mathbf{a}_1} - e^{-i\mathbf{k}\cdot\mathbf{a}_2} \right) \] (1.325)
\[ = -2\frac{iega}{\hbar} J_0(\gamma) \left( \frac{\sin(k_xa)}{\sin(k_ya)} \right). \] (1.326)

A comparison with the quasienergy of the circularly driven square lattice \( \epsilon(\mathbf{k}) = -2gJ_0(\gamma)[\cos(k_xa) + \cos(k_ya)] \) yields
\[ \bar{\mathbf{J}}(\mathbf{k}) = -\frac{e}{\hbar} \nabla_k \epsilon_k. \] (1.327)

Focusing on the one-cycle averaged current allows for the evaluation of Eq. (1.253). Despite the solution of the Schrödinger equation being known, an analytic progress towards a closed form for the conductivity of the driven square lattice is a rather formidable task. This manifests itself in the complexity of the Floquet function. The latter, given in Eq. (1.313), can be expressed as
\[ u(t, \gamma_x, \gamma_y) = \prod_{n \neq 0} \sum_{\ell=\infty}^{\infty} c_{n,\ell,\ell'} e^{i(\ell+\ell')n\Omega t} \] (1.328)
\[ = \sum_{n=-\infty}^{\infty} u_n^s(\gamma_x, \gamma_y) e^{in\Omega t} \] (1.329)

together with
\[ c_{n,\ell,\ell'} \equiv J_\ell \left( \frac{-2g}{\hbar} \frac{J_n(\gamma_y)}{n\Omega} \right) J_{\ell'} \left( \frac{-2g}{\hbar} \frac{(-1)^n J_n(\gamma_x)}{n\Omega} \right) \times e^{i k_x a} e^{i t (k_x a - \frac{na}{4})}. \] (1.330)

However, focusing on the \( n = n' = 0 \) contribution to the conductivity yields
\[ \lim_{\omega \to 0} \text{Re} \sigma^{xx}(0, \omega) = \frac{e^2}{V(2\pi\hbar)^2} \int_{BZ} d^2k [\nabla_k \epsilon_k]^2 \left[ \mathbf{T}(\epsilon_F, \mathbf{k}) \right]_{00} \delta(\epsilon_F - \epsilon_k). \] (1.331)

This expression can be numerically evaluated with high precision by applying the triangle method [99–101]. What one would expect is that the results for the square lattice and parabolic dispersion coincide in the low intensity regime. The spectra of the two models almost coincide for low Fermi energies, where “low” means at the lower end of the bandwidth of the square lattice. However, as depicted in Fig. 1.12, the conductivities as functions of the intensity show a strikingly different behavior, even for low intensities. This rather surprising result needs further analysis to deepen the understanding of the reason for this discrepancy. In the following section, the results for the conductivity from the effective model and the predictions from the tight-binding approach are compared.
1.9.5 Comparison of parabolic dispersion with the square lattice

In this section, all derivations and calculations presented so far are used to underline the main finding of the first part of this work. The focus for both models, parabolic dispersion and square lattice, for the 2DEG is on circularly polarized light. The electric field corresponding to the vector potential used in Secs. 1.9.1 and 1.9.4 is governed by

\[
E(t) = -\frac{\partial A(t)}{\partial t} = A\Omega \left(\cos(\Omega t) - \sin(\Omega t)\right).
\]  

(1.332)

The speed of light will be labeled as \( c \) in the following, the refractive index with \( n \), the dielectric constant with \( \varepsilon_0 \), and \( \langle \cdot \rangle_T \) denotes the average over one period. With these definitions, the intensity is

\[
I = cn\varepsilon_0 \langle E(t)^2 \rangle_T
\]

\[
 = \frac{cn\varepsilon_0}{2} (A\Omega)^2.
\]  

(1.333)  

(1.334)

The intensity and frequency regime for the parabolic dispersion must be found where the conductivity is significantly altered. From Eq. (1.274), it is obviously deduced that the conductivity is renormalized if the argument of the Bessel functions is of the order of one

\[
z_e = \frac{\hbar^2 \gamma_p \sqrt{2m\varepsilon_F}/\hbar^2}{n} \sqrt{\hbar\Omega} \propto 1 \quad \text{with} \quad \gamma_p \equiv \frac{eA}{\hbar}.
\]  

(1.335)
In what follows, the representative parameters of an effective mass of $m = 0.071 m_e$ corresponding to a tight-binding model on the square lattice with lattice constant of $a = 5.6 \text{ Å}$ and hopping energy of $g = 1.7 \text{ eV}$ are used. These exemplary parameters for GaAs are taken from Ref. [94]. Nevertheless, the subsequent discussion remains valid for a broad class of other materials with comparable parameters. Furthermore, the driving frequency is assumed to be in the Terahertz (THz) regime, the Fermi energy to be in the range of eV, and the intensity should be of the order of mW/cm$^2$. This suggests the introduction of the dimensionless quantities

\begin{align}
\tilde{\Omega} &\equiv \Omega/\text{[THz]} \\
\tilde{\varepsilon}_F &\equiv \varepsilon_F/\text{[eV]} \\
\tilde{I} &\equiv I/\text{[mW/cm$^2$]} \\
\tilde{a} &\equiv a/\text{[Å]}. 
\end{align}

(1.336)

Together with these quantities, the aforementioned argument of the Bessel function becomes

\[
z_e = 0.29 \sqrt{\tilde{\varepsilon}_F} \sqrt{\tilde{I}} \sqrt{\tilde{\Omega}^2}. \tag{1.337}
\]

A Fermi energy of 10 meV seems to be reasonable for an experimental realization. In the following discussion, the driving frequency is fixed at 0.3 THz, such that

\[
z_e = 0.33 \sqrt{\tilde{I}}. \tag{1.338}
\]

In doing so, one can then expect a conductivity change in the mW/cm$^2$ regime. The frequency range of the external driving is rather limited for intensities in the mW/cm$^2$ regime. A driving frequency of the order of tens or hundreds of THz would require an enormous Fermi energy, which is far beyond the parabolic approximation. However, if the Fermi energy is set on the meV scale, a driving frequency of hundreds of THz only leads to a significant renormalization of the conductivity if the intensity reaches GW/cm$^2$. Once again, this is far beyond experimental realizability. Now, the driven square lattice is investigated. The zeroth Fourier component of the Floquet function might be used as rough estimate for the regime, where a change of the conductivity could be expected. If the intensity is increased, the absolute squared of the zeroth Fourier component should start to deviate from 1 at some intensity. This would then be the first estimate for the appropriate intensity regime. However, expanding the Floquet function of the square lattice given in Eq. (1.313) analytically into a Fourier series is rather challenging. The Fourier components of the Floquet function of the square lattice, see Eq. (1.313), are denoted with $u_{n}^{\text{sl}}$, and the corresponding ones of the parabolic dispersion given in Eq. (1.280) with $u_{n}^{\text{p}}$. Firstly, the overlap of the Fourier components as a function of the momentum

\[
o(k) = \sum_{n=-\infty}^{\infty} \left| [u_{n}^{\text{sl}}(k)]^* [u_{n}^{\text{p}}(k)] \right|^2 \tag{1.339}
\]

is considered. The results for some representative parameters are plotted in Fig. 1.13. Despite the fact that the intensity chosen is very low, it can be seen that the maximal overlap is less than 30 %. Along the Fermi contour corresponding to 10 meV, shown
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Figure 1.13: The overlap of the Fourier components of the Floquet function for the square lattice and parabolic dispersion: The maximal overlap is below 30%, despite that the intensity chosen is very low. The black ring in the center shows the Fermi contour corresponding to $\varepsilon_F = 10\, \text{meV}$.

As black ring in Fig. 1.13, the overlap is of the order of 1%. To give an estimate of how the overlap behaves as a function of intensity, the averaged overlap is defined as

$$O = \frac{1}{V_{\text{BZ}}} \int_{V_{\text{BZ}}} d^2 k \, o(k).$$  \hspace{1cm} (1.340)

Figure 1.14 shows that the averaged overlap $O$ for $\Omega = 0.3\, \text{THz}$ is rapidly decaying as the intensity is increased. Nevertheless, to fully quantify the reason for the differences of the conductivity of the driven square lattice and parabolic dispersion, it is mandatory to investigate the quasienergy spectra as well. The intensity as a

Figure 1.14: The averaged overlap of the eigenstates of driven square lattice and parabolic dispersion: The overlap is rapidly decaying as a function of intensity.
function of the dimensionless quantities introduced in Eqs. (1.336) is

$$I = 5.57 \cdot 10^9 \left( \frac{\tilde{\Omega}_{\gamma_{sl}}}{a} \right)^2 \text{mW cm}^{-2} \quad \text{with} \quad \gamma_{sl} = \frac{eAa}{\hbar}$$

(1.341)

such that for $\Omega = 0.3$ THz and $a = 5.6 \, \text{Å}$

$$I = 1.60 \cdot 10^7 \gamma_{sl}^2 \text{mW cm}^{-2}.$$ 

(1.342)

Hence, to obtain an intensity of the order of mW/cm$^2$, a $\gamma_{sl} \propto 10^{-4}$ must be chosen. The quasienergy spectrum for the square lattice is known, see Eq. (1.312). Because $\gamma_{sl} \ll 1$, an expansion in $\gamma_{sl}$ and $k$ using

$$J_0(x) \approx 1 - \frac{x^2}{4} + O(x^4),$$

(1.343)

$$\cos(x) \approx 1 - \frac{x^2}{2} + O(x^4)$$

(1.344)

leads to

$$\epsilon_{sl}(k) \approx -4g + ga^2k^2 + O(\gamma_{sl}^2)$$

(1.345)

$$= -4g + \frac{\hbar^2k^2}{2m} + O(\gamma_{sl}^2).$$

(1.346)

A comparison with the quasienergy spectrum for the parabolic case

$$\epsilon_p(k) = \frac{\hbar^2k^2}{2m}$$

(1.347)

shows that both perfectly coincide since the corrections in Eq. (1.346), due to the driving, are negligibly small for the present choice of $\gamma_{sl} \propto 10^{-4}$. In conclusion, the striking difference in the conductivities observed above is dominantly caused by the eigenstates rather than the similar quasienergy spectra. An analysis of the overlap of the wave functions of the continuum and tight-binding model shows that the overlap is rapidly decaying as a function of intensity. This statement is even true at very low intensities, suggesting that there is no intermediate intensity regime where the conductivities smoothly start to deviate from each other. Proving that the quasienergies almost coincide allows for the conclusion that the eigenstates dominate the behavior of the conductivity as the intensity is changed. Both the parabolic dispersion and the square lattice are rather simple models for a realistic material. Nevertheless, even the results from these simplified models strongly deviate from each other, underlining the importance to start with a realistic model. Both models used in this work are single band models. The impact of higher or lower lying bands might be important as well. However, a deeper analysis of multiband models is left for future work. The findings for the square lattice and parabolic dispersion might also be true for other materials, e.g. graphene [35]. As a consequence, previous works using effective models should be revised.
1.10 Weak localization

1.10.1 Diffuson

This section summarizes the most important thoughts and prerequisites for the weak localization effect. There are numerous textbooks explaining and deriving the Diffuson and the Cooperon. For further details see Refs. [10, 48, 89, 90, 102–104]. Thus far, multiple scattering, leading to interference effects, has been neglected in this work. The following considerations are valid for the weak disorder regime, where the mean free path $\ell_0$ is much greater than the Fermi wave length $\lambda$. Interference effects can only occur if the phase coherence length $\ell_\phi$ is larger than the mean free path of the electrons $\ell_0$. The sample size $L$ must be much larger than the phase coherence length. If both are of the same scale, numerous coherence effects occur, leading to universal conductance fluctuations [89]. However, the weak localization survives the self averaging due to the large sample size. Weak localization is mostly pronounced if

$$\lambda \ll \ell_0 \ll \ell_\phi \ll L .$$

If the dephasing length is of the order of the system size, geometric effects of the sample become important [105]. For short range disorder, see Eq. (1.171), and in the weak disorder limit, the collisions are independent. Focusing only on paths with an equal number of scattering events is called Diffuson approximation [89]. The contribution to the conductivity of the diagrams with equal number of scattering events is dominated by those diagrams where the two trajectories pass through the same scattering centers [89], i.e. the Diffuson diagrams. The disorder averaged Green’s function, given in Eq. (1.160) will from now on be depicted as

$$\langle G^r_p(\epsilon, k, n, n') \rangle_{\text{imp}} = \frac{k, n, n'}{k, n, n'}$$

where the dependence on $\epsilon$ is suppressed. The Diffuson diagrams can be summed up recursively, due to the iterative structure of the Dyson series. The sum over all Diffuson diagrams is called Diffuson

$$\Gamma_D(q) = \ldots + \frac{k, n, n'}{k, n, n'} + \ldots$$

If the system is time-reversal invariant, the reciprocity theorem [106] allows one to time reverse the lower path in order to get the Cooperon. In the present work, the conductivity correction only depends on the Floquet Hamiltonian. Hence, if the Floquet Hamiltonian has time-reversal symmetry, the Cooperon can be derived as in the undriven case.

1.10.2 Cooperon

The aim of this section is to derive the quantum correction to the conductivity by the Cooperon diagrams. In the foregoing sections, it was already mentioned that
the reciprocity theorem allows one to time-reverse the lower paths of the Diffuson diagrams depicted in Eq. (1.350). These diagrams are called Cooperon

\[ \Gamma(q) = \ldots \]  

These diagrams can be summed up, due to the large number of impurities, using the geometric series, such that the Cooperon

\[ \Gamma(q) = \frac{V_{\text{imp}}}{1 \otimes 1 - V_{\text{imp}} \Pi(q)} \]  

(1.352)

together with the correlation matrix, spanned by the sum over momenta over the Kronecker product \( \otimes \) of a retarded and an advanced Green’s function

\[ \Pi(q) \equiv \frac{1}{\hbar^2 V_k} \sum_k G^r(k) \otimes G^a(q-k) . \]  

(1.353)

For example the fourth order diagram of the above series is

\[
\begin{align*}
&\left( k_1, m_n, n_1 \right) \left( k_2, m_1, n_2 \right) \left( k_3, m_2, n_3 \right) \left( k_4, m_3, n_4 \right) \\
&\left( k_5, m_4, n_5 \right) \left( k_6, m_5, n_6' \right) \\
&\left( k_6 + k_1 - k_2 \right) \left( k_2 + k_3 - k_4 \right) \left( k_3 + k_5 - k_6 \right) \left( k_4 + k_6 - k_1 \right)
\end{align*}
\]

\[ = \frac{1}{V_{k_6} V_{k_1}} \sum_{k_0 k_1} \left[ G^r(k_1) \otimes G^a(k_1) \right] \left[ \frac{V_{\text{imp}}}{\hbar^2 V_k} \sum_k G^r(k) \otimes G^a(k + k_6 - k) \right]^4 \]  

(1.354)

where it was used that for matrices \( A, B, C, D \) holds

\[ AC \otimes BD = (A \otimes B) (C \otimes D) . \]  

(1.355)

The conductivity caused by coherent propagation, i.e. the Cooperon, is

\[ \sigma_C = \frac{\hbar}{2\pi V} \left( \frac{e}{m} \right)^2 \int_{\lambda - \hbar \Omega / 2}^{\lambda + \hbar \Omega / 2} d\varepsilon \left( -\frac{\partial f}{\partial \varepsilon} \right) \frac{1}{V_{k} V_{k'}} \sum_{kk'} k_x k'_y \]  

\[ \times \text{tr} \left[ \left[ G^r(k) \otimes G^a(k) \right] \Gamma(k + k') \left[ G^r(k') \otimes G^a(k') \right] \right] . \]  

(1.356)
Assuming that the dominant contribution to the Cooperon comes in a driven system still from \(\mathbf{k} + \mathbf{k}' \approx 0\), and claiming that \(G^{r,a}(-\mathbf{k}) = G^{r,a}(\mathbf{k})\), one obtains for the Cooperon conductivity
\[
\sigma_C = \frac{\hbar}{2\pi V} \left(\frac{e}{m}\right)^2 \int_{\mathcal{L} - \mathcal{M}/2}^{\mathcal{L} + \mathcal{M}/2} d\varepsilon \left(\frac{\partial f}{\partial \varepsilon}\right) \frac{1}{V_k V_q} \sum_{kq} k_x^2 \times \text{tr} \left[ \left[G^{r}(\mathbf{k}) \otimes G^{a}(\mathbf{k})\right] \Gamma(\mathbf{q}) \left[G^{r}(\mathbf{k}) \otimes G^{a}(\mathbf{k})\right] \right].
\]

The transformation diagonalizing the bare Green’s function, cf. Eq. (1.174), obviously fulfills
\[
\left(T^\dagger(\mathbf{k}) \otimes T^\dagger(\mathbf{k})\right) \left(T(\mathbf{k}) \otimes T(\mathbf{k})\right) = 1 \otimes 1.
\]

Now, the transformed structure factor
\[
\Gamma_T(\mathbf{q}, \mathbf{k}) = \frac{\nu_{\text{imp}}}{1 \otimes 1 - \nu_{\text{imp}} (T^\dagger(\mathbf{k}) \otimes T^\dagger(\mathbf{k})) \Pi(\mathbf{q})(T(\mathbf{k}) \otimes T(\mathbf{k}))}
\]
and the transformed Green’s function
\[
D_T^{r,a}(\mathbf{k}) = T^\dagger(\mathbf{k}) G^{r,a}(\mathbf{k}) T(\mathbf{k})
\]
are introduced. Assuming that the disorder does not change the eigenenergies of the system allow one to drop all off-diagonal elements of the self energy. Hence, the Green’s function in Eq. (1.360) is diagonal within this approximation. With this assumption, the weak localization correction becomes
\[
\sigma_C = \frac{\hbar}{2\pi V} \left(\frac{e}{m}\right)^2 \int_{\mathcal{L} - \mathcal{M}/2}^{\mathcal{L} + \mathcal{M}/2} d\varepsilon \left(\frac{\partial f}{\partial \varepsilon}\right) \frac{1}{V_k V_q} \sum_{kq} k_x^2 \times \text{tr} \left[ \left[D_T^{r}(\mathbf{k}) \otimes D_T^{a}(\mathbf{k})\right]^2 \Gamma_T(\mathbf{q}, \mathbf{k}) \right].
\]

It might give some deeper insight to compare the above equation with the static case and weak spin-orbit coupling. Despite there being structural similarities, there is one striking difference. For weak spin-orbit coupling, the Drude part, i.e. the integral over the product of \(G^{r,a}\), is assumed to be negligibly altered by the spin-orbit coupling [18, 19]. Hence, the additional transformation applied in Eq. (1.360) is not necessary in this case. The present case of a driven system is rather comparable to a multiband system with strong spin-orbit coupling, where the analogue to the multiple bands are the Floquet replica and the analogue to the strong spin-orbit coupling is the coupling of the different Floquet modes induced by the external driving. The structure factor given in Eq. (1.359) has a pole if
\[
\nu_{\text{imp}} \Pi(\mathbf{q}) \approx 1 \otimes 1.
\]

In the following, the structure factor \(\Gamma_T(\mathbf{q}, \mathbf{k})\) and additionally the correlation function \(\Pi(\mathbf{q})\) are further analyzed. Following the procedure suggested in Refs. [18, 19]
and inserting an identity matrix in the correlation matrix lead to

\[
\Pi(q) = \frac{1}{\hbar^2 V_k} \sum_k G^r(k) \otimes G^a(q - k) \\
\times \left( G^r(k)^{-1} \otimes 1 - 1 \otimes G^a(q - k)^{-1} \right) \\
\times \left( G^r(k)^{-1} \otimes 1 - 1 \otimes G^a(q - k)^{-1} \right)^{-1}. \tag{1.363}
\]

Using the identity for the Kronecker product defined in Eq. (1.355) and the Floquet matrix representation of the Green’s function of Eq. (1.89), one can show that the correlation matrix becomes

\[
\Pi(q) = \frac{1}{\hbar^2 V_k} \sum_k \left( 1 \otimes G^a(q - k) - G^r(k) \otimes 1 \right) \equiv \Delta_G \\
\times \frac{1}{-\frac{1}{\hbar} H_F(k) \otimes 1 + \frac{1}{\hbar} \otimes H_F(q - k) + i \frac{1}{2\tau_k} \otimes 1 + i 1 \otimes \frac{1}{2\tau_{q-k}}} \equiv \Delta_E \tag{1.364}
\]

where the two factors commute. Again, a comparison of the last equation with the scenario of weak spin-orbit coupling underlines the peculiarity of weak localization in a driven system. For the spin-orbit coupling case, \( \Delta_G \) can be assumed to be diagonal, and the spin-orbit coupling is only kept in \( \Delta_E \). This assumption is not applicable in strongly driven systems. Hence, evaluating Eq. (1.361) analytically in full glory is similar to the calculation of the weak localization effect in a multiband system with strong spin-orbit coupling. There is a long standing paradigm that weak localization will not survive in a driven system, due to heating and destruction of phase coherence [107]. However, the argumentation thus far has been based on rather heuristic arguments. Now, a deeper investigation is possible with the presented formalism, which might give further insight into the mechanisms leading to the suppression of localization effects.

### 1.11 Homogenous electric field: A Floquet approach

The investigation of the interaction of condensed matter systems with a constant electric field finds its origin in the early stage of the 19th century, with the seminal works of Voigt [108] and Stark [109]. Zak showed in Ref. [110] that the derivations of the Stark ladder by Wannier [111, 112] and Callaway [113] had flaws. Shortly afterwards, Fukuyama et al. proved the existence of a Stark ladder in a linear chain, using a tight-binding approach. The aim of this section is to recall the results of Ref. [114], and shine new light on the stark ladder in the linear chain in the context of Floquet physics. The spatial periodicity of the linear chain allows for a Floquet approach, tackling the constant electric field. Despite the original Hamiltonian being time-independent, it can be mapped on a time-dependent Hamiltonian periodic in time. This justifies the use of Floquet theory. First, some rather general considerations are presented. It is proven that the linear chain with a constant electric field
can be unitarily mapped onto a linear chain with Peierls phase. The discussion also includes finite systems and models with more than one band. Then, the mapping of the system investigated in Ref. [114] onto a Floquet system is constructed. It will be shown that the constant electric field can be mapped onto the time-derivative in Floquet space. Furthermore, the presented scheme allows for the treatment of the next-nearest neighbor hoppings in a straightforward manner, since they correspond to higher harmonic terms in the Floquet Hamiltonian. In the last section, the momentum dependency of the Stark ladder in two dimensions is investigated.

1.11.1 General

A time-independent constant electric field can be described by either the gradient of a scalar potential $\phi$ or by the time-derivative of a vector potential $A$

$$E = -\nabla \phi - \frac{\partial A}{\partial t}.$$ (1.365)

In this section, it will be shown that, if the constant electric field is introduced via the second term of the last equation, depending on the representation, some Hamiltonians are time-periodic, despite the electric field obviously being time-independent. Consider a generic tight-binding model [114]

$$H = -g \sum_{n=-\infty}^{\infty} (c_n^\dagger c_{n+1} + c_{n+1}^\dagger c_n) - qEa \sum_{n=-\infty}^{\infty} nc_n^\dagger c_n$$ (1.366)

where the first term is the kinetic part with hopping energy $g$ and the second term accounts for the constant electric field. The creation and annihilation operators are either fermionic or bosonic. The time-dependent Schrödinger equation, together with the Hamiltonian above, are, in what follows, transformed with the time-dependent gauge transformation

$$U = e^{i\frac{q}{\hbar}\Lambda}, \quad \Lambda = -Eat \sum_{n=-\infty}^{\infty} nc_n^\dagger c_n.$$ (1.367)

Defining the transformed eigenstate

$$|\psi'(t)\rangle = U|\psi(t)\rangle$$ (1.368)

and applying the unitary transformation given in Eq. (1.367) lead to the Schrödinger equation for $|\psi'(t)\rangle$

$$i\hbar \frac{\partial}{\partial t} |\psi'(t)\rangle = \left( UHU^\dagger + i\hbar \left( \frac{\partial U}{\partial t} \right) U^\dagger \right) |\psi'(t)\rangle.$$ (1.369)

A particularly useful commutation relation is

$$\left[ \sum_{n=-\infty}^{\infty} nc_n^\dagger c_n, \sum_{n'=-\infty}^{\infty} c_{n'}^\dagger c_{n'+1} \right] = -\sum_{n=-\infty}^{\infty} c_n^\dagger c_{n+1}.$$ (1.370)
allowing the straightforward proof of

\[ U \sum_{n=-\infty}^{\infty} c_n^\dagger c_{n+1} = \left( \sum_{n=-\infty}^{\infty} c_n^\dagger c_{n+1} \right) e^{i qEa t} U \]  

(1.371)

from which the explicit form of the transformed Hamiltonian is readily deduced

\[ H'(t) = -g \sum_{n=-\infty}^{\infty} \left( c_n^\dagger c_{n+1} e^{i qEa t} + c_{n+1}^\dagger c_n e^{-i qEa t} \right) . \]  

(1.372)

This Hamiltonian is time-periodic, with period \( T = \frac{2\pi \hbar}{qEa} \). In higher dimensions, this holds only if the components of the electric field are commensurate. \( H'(t) \) is also translationally invariant. This is analogous to the continuum case, where

\[ H(t) = \frac{(p - qA)^2}{2m} , \quad A = -Et . \]  

(1.373)

The transformed Hamiltonian given in Eq. (1.372) also makes sense for finite systems, i.e. for periodic boundary conditions. The Hamiltonian corresponding to a finite system with \( N \) sites is

\[ H(t) = -g \sum_{n=0}^{N-1} \left( c_n^\dagger c_{n+1} e^{i qEa t} + c_{n+1}^\dagger c_n e^{-i qEa t} \right) \]  

(1.374)

\[ = -g \sum_{\bar{k}} \left[ 2 \cos \left( \bar{k}a + \frac{qEa t}{\hbar} \right) c_{\bar{k}}^\dagger c_{\bar{k}} \right] \]  

(1.375)

together with the creation and annihilation operators

\[ c_{n+N}^{(t)} = c_{n}^{(t)} = \frac{1}{\sqrt{N}} \sum_{\bar{k}} e^{-i\bar{k}na} c_{\bar{k}}^{(t)} , \quad \bar{k} = \frac{2\pi}{Na} m , \quad m \in \{0, ..., N - 1\} . \]  

(1.376)

The quantity \( \bar{k} \) labeling the states

\[ |\bar{k}\rangle = c_{\bar{k}}^\dagger |0\rangle = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} e^{i\bar{k}na} c_n^\dagger |0\rangle \]  

(1.377)

corresponds to a canonical momentum and not the kinematic one. Applying the inverse of the gauge transformation defined in Eq. (1.367) yields

\[ |k\rangle = U^\dagger |\bar{k}\rangle = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} e^{i(\bar{k}a + \frac{qEa t}{\hbar})} c_n^\dagger |0\rangle \]  

(1.378)

leading to the lattice analog of the kinematic momentum

\[ k = \bar{k} + \frac{qEa t}{\hbar} . \]  

(1.379)

Now, consider a more general scenario. The instantaneous eigenstates of a Hamiltonian

\[ H = \sum_{k} \varepsilon_k(t) c_k^\dagger c_k \]  

(1.380)
are just given by $|k⟩ = c_k^\dag |0⟩$, and are therefore independent of time. A solution of the time-dependent Schrödinger equation is then

$$|\psi_k(t)⟩ = e^{-i \int_0^t dt' ε_k(t')} |k⟩.$$  \hfill (1.381)

The situation becomes more complicated if the momentary eigenstates are time-dependent. This will generally be the case for lattice bases with more than one element, or in the presence of spin-orbit coupling. This scenario is analyzed in the following. Consider a more general Hamiltonian

$$H = \sum_{α,β,j} \sum_{n=-∞}^{∞} \left[ h_{αβ,j} c_{α,n}^\dag c_{β,n+j} + \text{h.c.} \right] - qEa \sum_{α,n=-∞}^{∞} n \mathbb{1}_{αα} c_{α,n}^\dag c_{α,n}$$ \hfill (1.382)

where $α$ and $β$ label discrete sets of quantum numbers, e.g. spin or sublattice degrees, $j$ is a finite number of neighbors, and $n$ is the position coordinate. Analogue to Eq. (1.367), the unitary transformation

$$U = e^{\frac{i}{\hbar} Υ}, \quad Υ = -Eat \sum_{α,n=-∞}^{∞} n \mathbb{1}_{αα} c_{α,n}^\dag c_{α,n}$$ \hfill (1.383)

is defined and the commutator

$$\left[ \sum_{α,n=-∞}^{∞} n \mathbb{1}_{αα} c_{α,n}^\dag c_{α,n}, \sum_{α,β,j} \sum_{n=-∞}^{∞} h_{αβ,j} c_{α,n}^\dag c_{β,n+j} \right] = - \sum_{α,β,j} \sum_{n=-∞}^{∞} h_{αβ,j} c_{α,n}^\dag c_{β,n+j}$$ \hfill (1.384)

leads to the transformed Hamiltonian

$$H' = \left( UHU^\dag + i\hbar \frac{∂U}{∂t} U^\dag \right)$$ \hfill (1.385)

$$= \sum_{α,β,j} \sum_{n=-∞}^{∞} \left[ h_{αβ,j} c_{α,n}^\dag c_{β,n+j} e^{i\frac{qE}{\hbar} t} + \text{h.c.} \right].$$ \hfill (1.386)

Expanding the creation (annihilation) operators as Fourier series

$$c_{α,n}^{(f)} = \frac{1}{V} \sum_k c_{α,k}^{(f)} e^{-i|k| r_n}$$ \hfill (1.387)

yields

$$H' = \sum_{α,β,j,k} h_{αβ,j} e^{i|k| r_j + i\frac{qE}{\hbar} t} c_{α,k}^\dag c_{β,k} + \text{h.c.}$$ \hfill (1.388)

which is always periodic in time, since the electric field in Eq. (1.382) was set parallel to the symmetry axis of the system. The Hamiltonian above is equivalently obtained by a Peierls substitution in the gauge $E = -\frac{∂A}{∂t}$. The investigation of the general validity of the Peierls phase for a constant electric field is left as part of future work. This will cover a detailed analysis of commensurate directions of the electric field.
1.11.2 Square lattice in real space

In this section the focus is on the real space representation of a linear chain with a constant electric field. Hence, direct contact to existing literature can be made, i.e. Refs. [110, 114]. As already mentioned, it is possible to map the setup discussed in Ref. [114] onto a simple time-periodic model, which allows for the application of Floquet theory. First, the frequency

\[ \Omega = -\frac{eAa}{\hbar} \]  

(1.389)

is introduced, leading for the Hamiltonian given in Eq. (1.366) to

\[ H = -g \sum_{n=-\infty}^{\infty} (c_n^\dagger c_{n+1} + c_{n+1}^\dagger c_n) - \hbar \Omega \sum_{n=-\infty}^{\infty} nc_n^\dagger c_n. \]  

(1.390)

Using the representation

\[ c_n^\dagger |0\rangle \equiv |u_n\rangle \]  

(1.391)

yields for the time-independent Schrödinger equation

\[ -g(|u_{n-1}\rangle + |u_{n+1}\rangle) - \hbar \Omega n |u_n\rangle = \varepsilon |u_n\rangle. \]  

(1.392)

In anticipation of the use of the Floquet formalism, the Fourier coefficients

\[ H_n = \begin{cases} -g & \text{for } n = \pm 1, \\ 0 & \text{else} \end{cases} \]  

(1.393)

are defined. They allow one to rewrite Eq. (1.392) in the following form

\[ \sum_{m=-\infty}^{\infty} (H_{n-m} - n\hbar \Omega \delta_{nm}) |u_m\rangle = \varepsilon |u_n\rangle \]  

(1.394)

which is equal to Eq. (1.11). Hence, using the Fourier series of a time-dependent Hamiltonian as in Eq. (1.8) leads - together with the Fourier coefficient of Eq. (1.393) - to the time-dependent Hamiltonian

\[ H(t) = -2g \cos(\Omega t). \]  

(1.395)

Whereas the multiple of the photon energy on the diagonal in Eq. (1.392) has its origin in the constant electric field of the Hamiltonian given in Eq. (1.390), it has its origin in the Fourier representation of the Schrödinger equation given in Eq. (1.11) in the time-derivative of the time-dependent Schrödinger equation. This leads to the conclusion that the constant electric field can be mapped onto the time-derivative occurring in the Schrödinger equation. Furthermore, only nearest neighbor hopping is considered in Eq. (1.390). Consequently, the time-dependent Hamiltonian has only ±1 Fourier components. Next-nearest neighbor hopping causes higher harmonics in the time-dependent Hamiltonian. The time-dependent Schrödinger equation, together with the Hamiltonian of Eq. (1.395), is solved by the exponential of the time integrated Hamiltonian

\[ \psi(t) = e^{-\frac{i}{\hbar} \int dt H(t)} = e^{\frac{2g}{\hbar \Omega} \sin(\Omega t)} = \sum_{n=-\infty}^{\infty} J_n \left( \frac{2g}{\hbar \Omega} \right) e^{in\Omega t}. \]  

(1.396)
A time-ordering is not needed here, since the Hamiltonian for this single band model commutes at all times. Expanding the wave function into a Fourier series

$$\psi(t) = \sum_{n=-\infty}^{\infty} u_n e^{i\Omega t} \quad \text{with} \quad u_n = J_n \left( \frac{2g}{\hbar \Omega} \right)$$

(1.397)
yields the same solution $u_n$ as provided by the authors of Ref. [114]. From Eq. (1.397), it can obviously be deduced that the quasienergy is zero. Hence, the stark ladder predicted by Fukuyama et al. are just the Floquet replica of a trivial quasienergy.

### 1.11.3 Square lattice in momentum space

Now, consider a tight-binding model on the square lattice, together with a constant electric Field in $x$-direction. Only nearest neighbor hopping is taken into account with nearest neighbor vectors

$$a_1 = a \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad a_2 = a \begin{pmatrix} 0 \\ 1 \end{pmatrix}.$$  

(1.398)

The electric field is supposed to show in $x$-direction

$$A(t) = (-Et, 0) \quad \Leftrightarrow \quad E = -\frac{\partial A(t)}{\partial t}.$$  

(1.399)

The time-dependent tight-binding Hamiltonian for the square lattice is

$$H(t) = -g \left[ e^{i\mathbf{k} \cdot a_1} e^{i\frac{\pi}{\Omega} A(t) \cdot a_1} + e^{i\mathbf{k} \cdot a_2} e^{i\frac{\pi}{\Omega} A(t) \cdot a_2} + h.c. \right]$$

(1.400)

$$= -2g \left[ \cos(k_x a - \Omega t) + \cos(k_y a) \right]$$

(1.401)

together with the frequency

$$\Omega \equiv \frac{eEa}{\hbar}.$$  

(1.402)

To solve the time-dependent Schrödinger equation, the same ansatz as in Eq. (1.308) can be chosen, leading to

$$\psi(k, t) = e^{-\frac{i}{\hbar}2g \left( \sin(k_x a - \Omega t)/\Omega + \cos(k_y a) t \right)}$$

(1.403)

$$= e^{-\frac{i}{\hbar}2g \cos(k_y a) t} e^{-iz_k \sin(\Omega t) + iw_k \cos(\Omega t)}$$

(1.404)

where in the last equation the definitions

$$z_k \equiv \frac{2g}{\hbar \Omega} \cos(k_x a), \quad w_k \equiv \frac{2g}{\hbar \Omega} \sin(k_x a)$$  

(1.405)

were used. The quasienergy and Fourier components of the Floquet function are readily calculated using the Jacobi-Anger expansion, see Eqs. (1.435),

$$\epsilon_k = -2g \cos(k_y a), \quad u_n(k) = \sum_{m=-\infty}^{\infty} J_{m+n}(z_k) J_m(w_k) e^{im \frac{\pi}{2}}.$$  

(1.406)
CHAPTER 1. FLOQUET CONDUCTIVITY

Remarkably, the quasienergy in $k_x$-direction is completely flat, however, the eigenstates depend on $k_x$ non-trivially. The Fourier components of the Floquet functions can be further simplified using the Graf and Gegenbauer theorem [115]

$$J_n(\alpha \text{ trig}(n\chi)) = \sum_{m=-\infty}^{\infty} J_{m+n}(z) J_m(w) \text{ trig}(m\phi), \quad (1.407)$$

$$\text{trig} \in \{\sin, \cos\}, \quad (1.408)$$

$$\alpha = \sqrt{z^2 + w^2 - 2zw \cos(\phi)}, \quad (1.409)$$

$$\chi = \arcsin \left(\frac{w}{\alpha} \sin(\phi)\right). \quad (1.410)$$

For the present case of $u_n$, identifying the parameters

$$\phi = \frac{\pi}{2} \Rightarrow \alpha = \frac{2g}{\hbar \Omega} \Rightarrow \chi = k_x a \quad (1.411)$$

allows for the application of the Graf and Gegenbauer theorem and simplify the Floquet function to

$$u_n(k) = J_n(\tilde{g}) e^{ink_x a} , \quad \tilde{g} = \frac{2g}{\hbar \Omega}. \quad (1.412)$$

The scattering time is needed for the calculation of the conductivity. For this reason, Eq. (1.179) is again investigated

$$c_n(k, k') = \sum_{m=-\infty}^{\infty} J_{n+m}(\tilde{g}) J_m(\tilde{g}) e^{-ink_x a} e^{im(k'_x - k_x)a}. \quad (1.413)$$

The last equation can be further simplified by again using the Graf and Gegenbauer theorem with

$$\phi = (k'_x - k_x)a \Rightarrow \alpha = 2\tilde{g}|\sin(\phi/2)| \Rightarrow \chi = \arcsin \left(\frac{\sin(\phi)}{2|\sin(\phi/2)|}\right) \quad (1.414)$$

such that

$$c^n(k, k') = e^{-ink_x a} J_n[2\tilde{g}|\sin(\Delta_k)|] e^{im\arcsin \left[\frac{\sin(\Delta_k)}{2|\sin(\Delta_k/2)|}\right]} , \quad (1.415)$$

$$\Delta_k \equiv (k'_x - k_x)a. \quad (1.416)$$

The absolute squared of the above quantity simplifies to

$$|c^n(k, k')|^2 = J_n^2[2\tilde{g}\sin(\Delta_k/2)] \quad (1.417)$$

where the absolute of the argument of the Bessel function was dropped, since the Bessel function is squared. Using the quantity above, one can imply that the inverse scattering time is

$$\left(\frac{1}{\tau(\varepsilon, k)}\right)_{nn} = \frac{\mathcal{V}_{imp}}{2\pi \hbar} \int_{-\pi/a}^{\pi/a} dk'_x \int_{-\pi/a}^{\pi/a} dk'_y |c^n(k, k')|^2 \delta(\varepsilon + 2g \cos(k'_y a)) \quad (1.418)$$
CHAPTER 1. FLOQUET CONDUCTIVITY

First, the $k_y'$-integral is evaluated. The integration interval is split into a negative and positive integration variable region

\[ I(k_y') \equiv \int_{-\pi/a}^{\pi/a} dk_y' \delta(\varepsilon + 2g\cos(k_y'a)) \]

(1.419)

\[ = \int_{-\pi/a}^{0} dk_y' \delta(k_y' - \arccos[-\varepsilon/(2g)]/a) \]

(1.421)

\[ + \int_{0}^{\pi/a} dk_y' \delta(k_y' - \arccos[-\varepsilon/(2g)]/a) \]

(1.422)

The remaining task is to evaluate the $k_x'$ integral

\[ I(k_x',\varepsilon) \equiv \int_{-\pi/a}^{\pi/a} dk_x' J_n^2 \left( 2\tilde{g} \sin \left( \frac{a(k_x' - k_x)}{2} \right) \right) \]

(1.423)

\[ = \frac{2}{a} \int_{-\pi/2}^{\pi/2} dk_x' J_n^2 \left( 2\tilde{g} \sin(k_x' - \tilde{k}) \right) \quad \text{with} \quad \tilde{k} = \frac{ak_x}{2} \]

(1.424)

\[ = \frac{2}{a} \int_{0}^{\pi} dk_x' J_n^2 \left( 2\tilde{g} \cos(k_x' - \tilde{k}) \right) \]

(1.425)

\[ = \frac{2\pi}{a} \sum_{m=-\infty}^{\infty} J_{m+n}^2(\tilde{g})J_m^2(\tilde{g}) \]

(1.426)

In the last step, the integral formula derived in App. 1.13.5 was used. Collecting the results from Eqs. (1.426) and (1.422) yields the scattering time

\[ \left( \frac{1}{\tau(\varepsilon,k)} \right)_{nn} = \frac{\mathcal{V}_{\text{imp}}}{\hbar ga^2 \sqrt{1 - \left( \frac{\varepsilon}{2\tilde{g}} \right)^2}} \sum_{m=-\infty}^{\infty} J_{m+n}^2(\tilde{g})J_m^2(\tilde{g}) \]

(1.427)

which is rather surprisingly momentum independent. Analogue steps, as in Sec. 1.9.4, lead for the current operator to

\[ J(k,t) = -2 \frac{ega}{\hbar} \left( \frac{\sin(k_x'a - \Omega t)}{\sin(k_y'a)} \right) \]

(1.428)

and a comparison with the quasienergy provides an exact expression for the $y$-component of the current

\[ J_y(k,t) = -\frac{e}{\hbar} \left[ \nabla_k \epsilon_k \right]_y \]

(1.429)
Concentrating on the contribution of the central Floquet zone to the conductivity yields

\[
\lim_{\omega \to 0} \text{Re} \, \sigma_{yy}(0, \omega) = \frac{e^2}{V(2\pi \hbar)^2} \int_{BZ} d^2k \left[ \nabla_k \epsilon_k \right]^2_y \tau(\varepsilon_F, k)_{00} \delta(\varepsilon_F - \epsilon_k) \quad (1.430)
\]

\[
= \frac{e^2}{V(2\pi \hbar)^2} \left[ \tau(\varepsilon_F, k) \right]_{00} (2ga)^2 \times \int_{BZ} d^2k \sin^2(k_y a) \delta \left[ \varepsilon_F + 2g \cos(k_y a) \right] \quad (1.431)
\]

\[
= \frac{2e^2}{V\pi\hbar^2} g[\tau(\varepsilon_F, k)]_{00} \sqrt{1 - \left( \frac{\varepsilon_F}{2g} \right)^2}. \quad (1.432)
\]

Remarkably, an increase of the electric field strength in $x$-direction leads to a decrease of the conductivity in $y$-direction. One should note that the limit of vanishing electric field is not properly described by the expression above, since during the derivation it was used that the driving frequency - and thus the electric field strength - is much larger than the broadening of the Floquet bands caused by the disorder.

### 1.12 Summary and Outlook

In recent years there has been a growing interest in the field of non-perturbatively driven systems, which were already studied intensively in the last century. The growing activity is mainly connected with the idea of having access to the topological properties of the system under consideration. That, until now, a formalism which allows for a rigorous derivation of the conductivity from an appropriate Dyson series by means of the Floquet formalism has been missing is rather surprising. This work presents a new type of four-times Green’s functions, which not only facilitates a closed analytical expression of the Floquet-Drude conductivity, but also gives a direct connection to scattering theory for Floquet states. The formalism is derived in a general manner. Hence, the resulting physics is independent of the type of material, and addresses a broad audience on both the theoretical as well as the experimental side. Following the formalism presented in this manuscript, a generalized Floquet Fermi’s golden rule is derived which also comprises inter-Floquet-zone-scattering, like the Floquet-Umklapp scattering. Treating conductivity in this non-perturbative manner, for instance, shows that previous results have been overestimating the effect of external driving on the Drude conductivity. Concerning the scattering theory under driving, it could be shown that present theories are an approximation of the analytical result gained from the formalism presented in this work. Realistic solids are described by their atomic lattice structure, and effective-mass approximations are a rather simplistic approach. Indeed, drastic deviations of the Drude conductivity from effective-mass predictions are found. These findings point out the necessity of a revision of previous studies on conductivity in driven systems using effective models. Independent of the type of material, the findings in this work give a new fundamental insight into the field of transport under driving. This work can be expanded in various directions due to its generality. The contributions from neighboring Floquet modes to the conductivity are relevant, if the
broadening caused by the drive is comparable to the photon energy. A proper description of this regime has not been available thus far. It is well known that the first order Born approximation is valid in the weak disorder limit for static systems [90], namely if $k_F \ell_c \gg 1$. However, the calculation of higher order contributions, like the self-consistent Born approximation, might give further insight into scattering theory for Floquet states. Interference effects play a minor role in this work. Nevertheless, the formalism for weak localization in a driven systems is formulated. As already mentioned in Sec. 1.10, the investigation of the mechanisms that might lead to a suppression of localization effects is now possible. Time-dependencies of distribution function, impurities, and current operators offer further directions for extensions and might unravel new, interesting physics. The driving itself needs further considerations; some instances would be that the magnetic field was mainly neglected in this work or multiple driving frequencies.
1.13 Appendix

1.13.1 Mathematical definitions

This section contains commonly occurring mathematical definitions. The first identity used is the Dirac-identity \[96\]

\[
\frac{1}{x \pm i0^+} = P\left(\frac{1}{x}\right) \mp i\pi \delta(x)
\]

splitting a divergent fraction in a regular part, i.e. the principal value \(P(\cdot)\), and a divergent part proportional to the delta-distribution \(\delta(\cdot)\). During this work the \(0^+\)-notation is used as an alternative for

\[
\frac{1}{x \pm i0^+} \equiv \lim_{\epsilon \to 0^+} \frac{1}{x \pm i\epsilon}.
\]

A particularly useful relation for the investigation of driven systems is the Jacobi-Anger expansion for both sine and cosine exponent \[96\]

\[
e^{iz \sin(\Omega t)} = \sum_{n=-\infty}^{\infty} J_n(z)e^{i\Omega t}, \quad e^{iz \cos(\Omega t)} = \sum_{n=-\infty}^{\infty} i^n J_n(z)e^{i\Omega t}.
\]

In the last equation, \(J_n(\cdot)\) labels the \(n\)-th order Bessel function of the first kind.

The Heaviside or step function is of particular interest for section 1.4 about Green’s functions. The integral representation of the step function is

\[
\Theta(t) = \lim_{\epsilon \to 0^+} \frac{i}{2\pi} \int_{-\infty}^{\infty} d\omega \frac{e^{-i\omega t}}{\omega + i\epsilon}.
\]

The (inverse-) Fourier transformation has the following normalizations

\[
f(\omega) = \int_{-\infty}^{\infty} dt \ f(t)e^{i\omega t},
\]

\[
f(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \ f(\omega)e^{-i\omega t}.
\]

1.13.2 Drude conductivity

This section aims in a rigorous calculation of the Drude conductivity for a parabolic dispersion without any driving mechanism. First, the conductivity is calculated, taking into account all pairing of retarded and advanced Green’s functions. After that, the focus is on pairings of retarded and advanced Green’s functions only, leading to a divergent result. However, making further approximations regularizes the integral leading, to the correct result. This peculiarity is analyzed in detail in the following, since a rigorous discussion seems to be missing in literature thus far.

The retarded and advanced Green’s function of the time-independent Schrödinger equation for the parabolic dispersion are

\[
G^{r,a}(E, \mathbf{k}) = \frac{1}{E - \frac{\hbar^2 k^2}{2m} \pm \frac{i\eta}{2\epsilon}}.
\]
The derivation of the Drude conductivity in $d$-dimensions

$$\sigma_{0x}^{xx} = -\hbar^3 \frac{e^2}{2\pi m} \left( \frac{e}{m} \right)^2 \frac{1}{(2\pi)^d} \int_{\text{V}_k} d^dk \left[ (G^r(E, k) - G^a(E, k))k_x \times (G^r(E, k) - G^a(E, k))k_x \right]$$

(1.440)

can be found in standard textbooks, like Refs. [48, 49, 89, 90] and therefore omitted here. Introducing polar coordinates in the momentum space $k = k(\cos(\phi), \sin(\phi))^T$ and performing the angular integration yield

$$\sigma_{0x}^{xx} = \hbar^3 \frac{2\Omega_d}{2\pi^d} \left( \frac{\hbar}{2\tau} \right)^2 \int_0^\infty dk \frac{k^{d+1}}{\left( (E - \frac{\hbar^2 k^2}{2m})^2 + \left( \frac{\hbar}{2\tau} \right)^2 \right)^2}$$

(1.441)

with $\Omega_d$ being the result of the angular integration in $d$-dimensions. Now, the substitution

$$x = \frac{\hbar^2 k^2}{2m} \Leftrightarrow \frac{m}{\hbar^2} dx = kdk$$

(1.442)

is performed such that the conductivity becomes

$$\sigma_{0x}^{xx} = \frac{\hbar^3}{2\pi d} \left( \frac{e}{m} \right)^2 \frac{2\Omega_d}{(2\pi)^d} \left( \frac{\hbar}{2\tau} \right)^2 \left( \frac{2m}{\hbar^2} \right)^\frac{d}{2} \int_0^\infty dx \frac{x^{\frac{d}{2}}}{\left( (x - E)^2 + \left( \frac{\hbar}{2\tau} \right)^2 \right)^2}$$

(1.443)

$$= \frac{\hbar^3}{2\pi d} \left( \frac{e}{m} \right)^2 \frac{2\Omega_d}{(2\pi)^d} \left( \frac{\hbar}{2\tau} \right)^2 \left( \frac{2m}{\hbar^2} \right)^\frac{d}{2} \int_0^\infty dx \frac{x^{\frac{d}{2}}}{\left( (x - 1)^2 + u \right)^2}$$

(1.444)

where the abbreviation $u = \left( \frac{\hbar}{2\tau} \right)^2$ was used. To calculate $I_d(u)$ in either one, two or three dimensions residue analysis [116] can be performed by using

$$\int_0^\infty dx \ x^\alpha R(x) = \frac{2\pi i}{1 - e^{2\pi i\alpha}} \sum_{z \neq 0} \text{res}_z \left( \zeta^\alpha R(\zeta) \right) \quad \text{for } d \in \{1, 3\},$$

(1.445)

$$\int_0^\infty dx \ R(x) = -\sum_{z \neq 0} \text{res}_z \left( R(\zeta) \ln(\zeta) \right) \quad \text{for } d = 2.$$  

(1.446)

The main interest is in the two dimensional case. Hence, only $I_2(u)$ is analyzed in the following. $I_2(u)$ has two double poles at

$$z_\pm = 1 \pm i\sqrt{u}$$

(1.447)
and the corresponding residues are governed by

\[
\text{res}_z \left( R(\zeta) \ln(\zeta) \right) = \lim_{z \to z_{\pm}} \frac{\partial}{\partial z} \frac{(z - z_\pm)^2}{(z - z_+)(z - z_-)} z \ln(z) \quad (1.448)
\]

\[
= \lim_{z \to z_{\pm}} \frac{\partial}{\partial z} \frac{z \ln(z)}{(z - z_+)(z - z_-)^2} \quad (1.449)
\]

\[
= \ln(z_\pm) + 1 - 2z_\pm \ln(z_\pm) \quad (1.450)
\]

\[
= \frac{(z_\pm - z_\mp) \ln(z_\pm) + (z_\pm - z_\mp) - 2z_\pm \ln(z_\pm)}{(z_\pm - z_\mp)^2} \quad (1.451)
\]

\[
= \frac{-(z_\pm + z_\mp) \ln(z_\pm) + (z_\pm - z_\mp)}{(z_\pm - z_\mp)^3} \quad (1.452)
\]

Since the branch cut is set along the positive real axis, the integral \( I_2 \) becomes

\[
I_2(u) = \frac{2 \ln(z_+) - 1}{-8iu\sqrt{u}} - \frac{1}{-4u} + \frac{2 \ln(z_-)}{8iu\sqrt{u}} - \frac{1}{-4u} \quad (1.453)
\]

\[
= \frac{1}{2u} + \frac{\ln(z_-) - \ln(z_+)}{4iu\sqrt{u}} \quad (1.454)
\]

\[
= \frac{\pi + 2 \arctan \left( \frac{1}{\sqrt{u}} \right) + 2 \sqrt{u}}{4u\sqrt{u}} \quad (1.455)
\]

\[
\approx \frac{\pi}{2u\sqrt{u}} \quad (1.456)
\]

where, in the last step the weak disorder limit was used, namely that \( E\tau \gg \hbar \).

Hence, the leading contribution to the Drude conductivity is

\[
\sigma_{0}^{xx} = \frac{e^2}{2\pi} \frac{E\tau}{\hbar} \quad (1.457)
\]

In the last equation, \( \Omega_2 = \pi \) was used. The particle density is the energy integral over density of states and distribution function. The density of states in two dimensions is given by

\[
D = \frac{1}{(2\pi)^2} \int_{V_k} d^2k \delta \left( E - \frac{\hbar^2k^2}{2m} \right) = \frac{m}{2\pi\hbar^2} \quad (1.458)
\]

The current carriers are electrons such that the particle density at zero temperature, together with the above result for the density of states, becomes

\[
n = \frac{mE}{2\pi\hbar^2} \quad (1.459)
\]

Finally, inserting the last equation into Eq. (1.457) yields the well known Drude conductivity

\[
\sigma_{0}^{xx} = \frac{e^2\tau n}{m} \quad (1.460)
\]
Now, the focus is on pairings of a retarded and an advanced Green’s function only, whereas the other pairings are neglected, such that the conductivity becomes

\[
\sigma_{0}^{xx} = \frac{\hbar^{3}}{4\pi} \left( \frac{e}{m} \right)^{2} \frac{2}{(2\pi)^{2}} \int_{V_{k}} d^{2}k \, k_{x}^{2} G^{r}(E, k)G^{a}(E, k). \tag{1.461}
\]

Performing the substitution given in Eq. (1.442) yields, for the conductivity,

\[
\sigma_{0}^{xx} = \frac{\hbar e^{2}}{(2\pi)^{2}E} \int_{0}^{\infty} dx \frac{x}{(x - 1)^{2} + u}. \tag{1.462}
\]

The integral in the last equation is logarithmically divergent. This suggests that neglecting the pairings of retarded and advanced Green’s function is not possible. However, reformulating the product of retarded and advanced Green’s function as a Dirac series regularizes the divergent integral. The limit of a Lorentz curve is the delta distribution

\[
\lim_{\varepsilon \to 0} \varepsilon \left( x^{2} + \varepsilon^{2} \right) = \pi \delta(x). \tag{1.463}
\]

Using the above, it can be shown that for the product of Green’s functions holds that

\[
G^{r}(E, k)G^{a}(E, k) = \frac{1}{(E - \frac{\hbar^{2}k^{2}}{2m})^{2} + \left( \frac{\hbar}{2\pi} \right)^{2}} \tag{1.464}
\]

\[
\approx \left( \frac{2\tau}{\hbar} \right) \lim_{\tau \to \infty} \frac{\left( \frac{\hbar}{2\pi} \right)}{(E - \frac{\hbar^{2}k^{2}}{2m})^{2} + \left( \frac{\hbar}{2\pi} \right)^{2}} \tag{1.465}
\]

\[
= \pi \left( \frac{2\tau}{\hbar} \right) \delta \left( E - \frac{\hbar^{2}k^{2}}{2m} \right). \tag{1.466}
\]

Performing the momentum integration in Eq. (1.461) yields

\[
\sigma_{0}^{xx} = \frac{e^{2} E\tau}{2\pi \hbar} \tag{1.467}
\]

which is equivalent to the result obtained in Eq. (1.457).

1.13.3 Cooperon divergence at \( q = 0 \)

The aim is to prove that the Cooperon has a divergence at \( q = 0 \) and that there is no divergence stemming from a Cooperon build from pairing only retarded or advanced Green’s functions. In two dimensions, the weak localization correction to the conductivity is governed by [48, 89, 90]

\[
\sigma_{wl} = \frac{\hbar^{3}}{2\pi V} \left( \frac{e}{m} \right)^{2} \frac{1}{(2\pi)^{4}} \int_{V_{k}} \int_{V_{q}} d^{2}k \, d^{2}q \, k_{x}^{2}
\]

\[
\times \left[ G^{r}(E, k)G^{a}(E, k) \right] \mathcal{C}(E, q) \left[ G^{r}(E, k)G^{a}(E, k) \right]^{-1}. \tag{1.468}
\]

The Cooperon

\[
\mathcal{C}(E, q) = \mathcal{V}_{\text{imp}} \left[ 1 - \mathcal{V}_{\text{imp}} \frac{1}{(2\pi)^{2}} \int_{V_{k}} d^{2}k \, G^{r}(E, k - q)G^{a}(E, k) \right]^{-1}. \tag{1.470}
\]
To prove the existence of the divergence of the weak localization correction to the conductivity, it must be shown that the denominator of the Cooperon $C$ vanishes with $q \to 0$. First, the correlation function $\Pi$ is defined

$$
\Pi_{r,a}(q) \equiv V_{\text{imp}} \left( \frac{1}{2\pi} \int_{V_k} d^2k \ G^r(E, k - q)G^a(E, k). \right)
$$

(1.471)

To confirm the statement about the divergence above, it must be verified that

$$
\Pi_{r,a}(0) = V_{\text{imp}} \left\{ \frac{1}{2\pi} \int_{0}^{\infty} dx \frac{1}{x - (E + \frac{i}{2\tau})} \frac{1}{x - (E - \frac{i}{2\tau})} \right\}.
$$

(1.472)

(1.473)

For the correlation function, the same substitution as in Eqs. (1.442) yields

$$
\Pi_{r,a}(0) = V_{\text{imp}} \left( \frac{m}{2\pi \hbar^2} \int_{E}^{\infty} dx \frac{i}{x - (E + \frac{i}{2\tau})} \frac{i}{x - (E - \frac{i}{2\tau})} \right).
$$

(1.474)

The latter has two first order poles at $z_\pm = E \pm \frac{i}{2\tau}$. To use Eq. (1.446), the residuum

$$
\lim_{z \to z_\pm} \left( z - z_\pm \right) \frac{\ln(z)}{(z - z_+)(z - z_-)} = \frac{\ln(z_\pm)}{(z_\pm - z_\mp)}
$$

(1.475)

is needed. This allows one to calculate the integral for the correlation function in the last equation. Hence, Eq. (1.474) becomes

$$
\Pi_{r,a}(0) = V_{\text{imp}} \left( \frac{m}{2\pi \hbar^2} \frac{\ln(z_-) - \ln(z_+)}{z_+ - z_-} \right).
$$

(1.476)

(1.477)

Taking the limit of weak disorder, $E\tau \gg \hbar$ finally proves the $q = 0$ divergence of the Cooperon

$$
\lim_{E\tau \to \infty} \Pi_{r,a}(0) = \frac{2\pi V_{\text{imp}} D\tau}{\hbar} = 1.
$$

(1.478)

In the last step, it was used that the scattering time in first order Born approximation is given by $\hbar/\tau = 2\pi V_{\text{imp}} D$. Besides, the density of states $D$ given in Eq. (1.458) was inserted. Next, it is shown that the weak localization correction stemming from pairs of two retarded or advanced Green’s functions does not have a pole at $q = 0$. The calculations are only presented for the retarded case, since the other follows from analogue steps. The correlation function for the retarded Green’s functions is

$$
\Pi^{r,r}(0) = V_{\text{imp}} \left( \frac{1}{2\pi} \int_{0}^{\infty} dx \frac{i}{x - (E + \frac{i}{2\tau})} \frac{i}{x - (E - \frac{i}{2\tau})} \right).
$$

(1.479)

having one second order pole at $z_0 = E + \frac{i}{2\tau}$. Again, the residuum must be calculated

$$
\lim_{z \to z_0} \left( z - z_0 \right) \frac{\ln(z)}{(z - z_0)^2} = \frac{1}{z_0}
$$

(1.480)
to use Eq. (1.446). A substitution as in Eqs. (1.442) yields
\[ \Pi^{r,r}(0) = \mathcal{V}_{\text{imp}} \frac{m}{2\pi \hbar^2} \int_0^\infty dx \frac{1}{\left[ x - (E + i\frac{\hbar}{2\tau}) \right]^2} \] (1.481)
\[ = \mathcal{V}_{\text{imp}} \frac{m}{2\pi \hbar^2} \frac{1}{E + i\frac{\hbar}{2\tau}} \] (1.482)
and, in the weak disorder limit,
\[ \lim_{E\tau \to \infty} \Pi^{r,r}(0) = \lim_{E\tau \to \infty} \frac{1}{\pi} \frac{\hbar}{2E\tau + i\hbar} = 0. \] (1.483)
Hence, there is no divergent contribution to the conductivity stemming from a Cooperon of only retarded or advanced Green's functions. The Drude part of the weak localization has already been calculated in this section, since it differs from the integrand of the Drude conductivity by just a constant
\[ \left[ G^r(E, k) - G^a(E, k) \right]^2 = - \left( \frac{\hbar}{\tau} \right)^2 \left[ G^r(E, k)G^a(E, k) \right]^2. \] (1.484)
Finally, another integral approximation is proven to complete the analysis of the weak localization. Ref. [89] provides the integral approximation
\[ f_{m,n} \equiv \mathcal{V}_{\text{imp}} \left( \frac{2\pi \hbar}{(2\pi)^2} \right) \int_{V_k} d^2k \left[ G^r(E, k) \right]^m \left[ G^a(E, k) \right]^n \] (1.485)
\[ = \left( \frac{\tau}{\hbar} \right)^{m+n-2} i^{m-n} \frac{(m+n-2)!}{(m-1)!(n-1)!}. \] (1.486)
The focus is only on the case \( m = n = 2 \). The substitution given in Eq. (1.442) transforms Eq. (1.485) into
\[ f^{2,2} = \mathcal{V}_{\text{imp}} \frac{m}{2\pi \hbar^2} \int_0^\infty dx \left[ \frac{1}{x - (E + i\frac{\hbar}{2\tau})} \cdot \frac{1}{x - (E - i\frac{\hbar}{2\tau})} \right]^2 \] (1.487)
having two second order poles at \( z_{\pm} = E \pm i\frac{\hbar}{2\tau} \) and residues
\[ \lim_{z \to z_{\pm}} \frac{\partial}{\partial z} (z - z_{\pm})^2 \frac{\ln(z)}{(z - z_{\pm})^2(z - z_{\mp})^2} = \lim_{z \to z_{\pm}} \frac{\partial}{\partial z} \frac{\ln(z)}{(z - z_{\mp})^2} \] (1.488)
\[ = \frac{1}{z_{\pm}(z_{\mp} - z_{\pm})^2} - \frac{2\ln(z_{\pm})}{(z_{\mp} - z_{\pm})^3}. \] (1.489)
This finally yields
\[ \lim_{E\tau \to \infty} f^{2,2} = \lim_{E\tau \to \infty} \frac{\hbar}{2\pi \tau} \left( \frac{-2E}{E^2 + \left( \frac{\hbar}{2\tau} \right)^2} \cdot \frac{2\pi + 4 \arctan \left( \frac{2\pi E}{\hbar} \right)}{\left( \frac{\hbar}{\tau} \right)^2} \right) \] (1.490)
\[ = 2 \left( \frac{\tau}{R} \right)^2. \] (1.491)
The last equation justifies Eq. (1.486) for \( m = n = 2 \) in the weak disorder limit.
1.13.4 Graphene with linearly polarized light

The following is based on Ref. [117]. The notation is widely adopted from this article. In this section, an attempt is made to solve the time-dependent Schrödinger equation for graphene in Dirac approximation, in the presence of linearly polarized light propagating in $y$-direction.

$$H(t) = v_F \begin{pmatrix} 0 & \pi_x - i\pi_y \\ \pi_x + i\pi_y & 0 \end{pmatrix}$$  \hspace{1cm} (1.492)

together with

$$\pi = p - eA(t) , \quad A(t) = \begin{pmatrix} \frac{E_0}{\omega} \cos(ky - \omega t) \\ 0 \end{pmatrix}.$$  \hspace{1cm} (1.493)

The solution of the time-dependent Schrödinger equation

$$i\hbar \frac{\partial}{\partial t} \psi = H(t)\psi$$  \hspace{1cm} (1.494)

is a two component spinor

$$\psi = \begin{pmatrix} \psi_A \\ \psi_B \end{pmatrix}.$$  \hspace{1cm} (1.495)

Inserting into the Schrödinger equation and multiplying with $i\hbar \frac{\partial}{\partial t}$ from the left yield the two coupled equations

$$i\hbar \frac{\partial}{\partial t} v_F (\pi_x - i\pi_y) \psi_B = -\hbar^2 \frac{\partial^2}{\partial t^2} \psi_A$$ \hspace{1cm} (1.496)

$$i\hbar \frac{\partial}{\partial t} v_F (\pi_x + i\pi_y) \psi_A = -\hbar^2 \frac{\partial^2}{\partial t^2} \psi_B.$$ \hspace{1cm} (1.497)

Performing the time derivative and inserting again the Schrödinger equation, it is obtained that

$$-i\hbar e E_0 v_F \sin(ky - \omega t) \psi_B + v_F^2 (\pi_x - i\pi_y)(\pi_x + i\pi_y) \psi_A = -\hbar^2 \frac{\partial}{\partial t} \psi_A$$ \hspace{1cm} (1.498)

$$-i\hbar e E_0 v_F \sin(ky - \omega t) \psi_A + v_F^2 (\pi_x + i\pi_y)(\pi_x - i\pi_y) \psi_B = -\hbar^2 \frac{\partial}{\partial t} \psi_B.$$ \hspace{1cm} (1.499)

In the following the expression

$$(\pi_x \mp i\pi_y)(\pi_x \pm i\pi_y) = \pi_x^2 + \pi_y^2 \mp i\pi_x\pi_y \pm i\pi_x\pi_y$$  \hspace{1cm} (1.500)

$$= -\hbar^2 \frac{\partial^2}{\partial x^2} + i\hbar e A_x + i\hbar e A_x \frac{\partial}{\partial x} + e^2 A_x^2$$

$$= -\hbar^2 \frac{\partial^2}{\partial y^2} + i\hbar e A_y + i\hbar e A_y \frac{\partial}{\partial y} + e^2 A_y^2$$  \hspace{1cm} (1.501)

$$\mp \hbar e \left[ \frac{\partial}{\partial x} A_y - \frac{\partial}{\partial y} A_x + A_x \frac{\partial}{\partial y} - A_y \frac{\partial}{\partial x} \right]$$

$$= -\hbar^2 \frac{\partial^2}{\partial x^2} + 2i\hbar e A_x \frac{\partial}{\partial x} + e^2 A_x^2 - \hbar^2 \frac{\partial^2}{\partial y^2} \pm \hbar e \left( \frac{\partial A_x}{\partial y} \right)$$  \hspace{1cm} (1.502)
is needed where in the last step \( A_y = 0 \) was used. Introducing the same abbreviations as in Ref. [117]

\[
\xi \equiv \frac{eE_0v_F}{\omega}, \quad \phi \equiv ky - \omega t \tag{1.503}
\]

the equation (7) from Ref. [117] is obtained

\[
-\hbar^2 \left[ v_F^2 \left( \frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial y^2} \right) - \frac{\partial^2 \psi}{\partial t^2} \right] + 2i\hbar \xi v_F \cos(\phi) \frac{\partial \psi}{\partial x} + \left[ \xi^2 \cos^2(\phi) - \xi v_F \hbar \sigma^z k \sin(\phi) - i\hbar \omega \xi \sigma^x \sin(\phi) \right] \psi = 0 .
\tag{1.504}
\]

The authors of Ref. [117] suggest the ansatz

\[
\psi = e^{iG_y + iG_y^2} F(\phi) \tag{1.505}
\]

to solve the Eq. (1.504), where \( \varepsilon \) is a parameter that one is free to choose. The second derivatives of the wave function \( \psi \), with respect to position coordinates and time, are needed: first, the second derivative with respect to \( y \)

\[
-\hbar^2 \frac{\partial^2 \psi}{\partial y^2} = p_y^2 \psi - 2i\hbar k p_y e^{iE_0 x + iE_0 y - i\pi} \frac{\partial F(\phi)}{\partial \phi} - \hbar^2 k e^{iE_0 x + iE_0 y - i\pi} \frac{\partial^2 F(\phi)}{\partial \phi^2} \tag{1.506}
\]

with respect to time

\[
-\hbar^2 \frac{\partial^2 \psi}{\partial t^2} = \varepsilon^2 \psi - 2i\hbar \varepsilon \omega e^{iE_0 x + iE_0 y - i\pi} \frac{\partial F(\phi)}{\partial \phi} - \hbar^2 \omega e^{iE_0 x + iE_0 y - i\pi} \frac{\partial^2 F(\phi)}{\partial \phi^2} \tag{1.507}
\]

and finally, the derivative with respect to \( x \)

\[
-\hbar^2 \frac{\partial^2 \psi}{\partial x^2} = p_x^2 \psi . \tag{1.508}
\]

The parameter \( \varepsilon \) is chosen such that it cancels the contributions from the position and time derivatives

\[
\varepsilon^2 \equiv v_F^2 (p_x^2 + p_y^2), \quad \eta \equiv \varepsilon \omega - v_F k p_y . \tag{1.509}
\]

Collecting the previous results, one obtains equation (9) from Ref. [118]

\[
-\hbar^2 \left[ v_F^2 k^2 - \omega^2 \right] \frac{\partial^2 F(\phi)}{\partial \phi^2} + 2i\hbar \eta \frac{\partial F(\phi)}{\partial \phi} + \left[ -2 \xi v_F p_x \cos(\phi) - \xi v_F h \sigma^z k \sin(\phi) + \xi^2 \cos^2(\phi) - i\hbar \omega \xi \sigma^x \sin(\phi) \right] F(\phi) = 0 . \tag{1.510}
\]

Solving the differential equation above is a rather formidable task. However, the authors of Ref. [118] claim that the results of Ref. [117] are still valid in the long-wavelength limit. The intention of this limit seems to aim in neglecting the second derivative of the function \( F \). Assuming that such a limit exists, the resulting differential equation, Eq. (9) of Ref. [117], is solved in Ref. [117] by the ansatz

\[
F(\phi) = e^{G(\phi)} u , \tag{1.511}
\]
where \( u \) is the solution of the free Dirac equation

\[
u = \frac{1}{\sqrt{2}} \begin{pmatrix} e^{-i\frac{\xi}{2}} \\ e^{i\frac{\xi}{2}} \end{pmatrix}, \quad \varphi = \tan \left( \frac{p_y}{p_x} \right). \tag{1.512}\]

Furthermore, the exponent in the ansatz in Eq. (1.511) is calculated as

\[
2i\hbar \eta G(\phi) = \int \left[ 2\xi v_F p_x \cos(\phi) + \xi v_F \hbar \sigma^z k \sin(\phi) \\
- \xi^2 \cos^2(\phi) + i\hbar \omega \sigma^x \sin(\phi) \right] d\phi \tag{1.513}
\]

leading to

\[
G(\phi) = -i \frac{\xi v_F p_x}{\hbar \eta} \sin(\phi) + i \frac{\xi v_F k}{2\eta} \sigma^x \cos(\phi) + i \frac{\xi^2}{4\hbar \eta} \phi \\
+ i \frac{\xi^2}{8\hbar \eta} \sin(2\phi) - \frac{\omega \xi}{2\eta} \sigma^x \cos(\phi). \tag{1.515}\]

This is equal to equation (11) from Ref. [117], except for the sign of the second term proportional to \( \sigma^z \). However, the derivative of \( G \) does not commute with \( G \)

\[
\left[ \frac{\partial G(\phi)}{\partial \phi}, G(\phi) \right] \neq 0, \tag{1.516}\]

leading to an uncontrolled approximation of the solution of the differential equation (1.510).

1.13.5 Proof of integral formula for square of Bessel function

The aim is to prove the integral identity for the square of Bessel function with cosine argument

\[
I_n(x) \equiv \int_0^{2\pi} d\theta \ J_n^2(2x \cos(\theta - \vartheta)) = \pi \sum_{n=-\infty}^{\infty} J_{n+m}(x)J_n^2(x). \tag{1.517}\]

First, the functions

\[
u(t, x, \phi) = \sum_{n=-\infty}^{\infty} u_n(x, \phi)e^{-inx\Omega} = e^{-ix \cos(\phi + \Omega)}, \tag{1.518}\]

\[
u_n(x, \phi) = J_n(x)e^{-in(\phi+\pi/2)}, \tag{1.519}\]

are defined, which are used subsequently. The right hand side of Eq. (1.517) can be expanded to

\[
I_n(x) = \frac{1}{2} \int_0^{2\pi} d\theta \sum_{m, m'=-\infty}^{\infty} J_{m+n}(x)J_m(x)J_{m'+n}(x)J_{m'}(x) \times e^{i\theta(m'-m)}e^{i\theta(m-m')} \tag{1.520}\]
where one summation is canceled by the Kronecker delta that arises when the integral is performed. Now, the Fourier component

\[ c^n(x, \theta, \vartheta) = \sum_{m=-\infty}^{\infty} [u_{n+m}(x, \theta)]^* u_m(x, \vartheta) \]  

are defined, where summation over the Fourier series yields

\[ c(t, x, \theta, \vartheta) = \sum_{n=-\infty}^{\infty} c^n(x, \theta, \vartheta)e^{in\Omega t} \]  
\[ = \sum_{n,m=-\infty}^{\infty} [u_{n+m}(x, \theta)]^* u_m(x, \vartheta)e^{in\Omega t} \]  
\[ = \sum_{n,m=-\infty}^{\infty} [u_{n}(x, \theta)]^* u_m(x, \vartheta)e^{in\Omega t} \]  
\[ = [u(t, x, \theta)]^* u(t, x, \vartheta) \]

which is correct for any choice of \( u_n(x, \theta) \) and not only for the present one. Nevertheless, for the present case, using an addition theorem for trigonometric functions, one obtains

\[ [u(t, x, \theta)]^* u(t, x, \vartheta) = e^{-i2x \sin \left( \frac{\vartheta + \theta}{2} \right)} \sin \left( \frac{\theta - \vartheta}{2} \right) \]  
\[ = \sum_{n=-\infty}^{\infty} J_n \left( 2x \sin \left( \frac{\theta - \vartheta}{2} \right) \right) e^{-in\left( \frac{\vartheta + \theta}{2} \right)} e^{-in\Omega t} \]

where, in the last step, the Jacobi-Anger expansion was used. A comparison with Eq. (1.522) allows one to identify

\[ c^n(x, \theta, \vartheta) = J_n \left( 2x \sin \left( \frac{\theta - \vartheta}{2} \right) \right) e^{in\left( \frac{\vartheta + \theta}{2} + \pi \right)} \]

where \( J_{-n}(x) = (-1)^n J_n(x) \) was used. Finally, integrating the absolute squared of the quantity above as well as substitution provide the desired integral formula

\[ I_n(x) = \frac{1}{2} \int_0^{2\pi} d\vartheta |c^n(x, \theta, \vartheta)|^2 \]
\[ = \frac{1}{2} \int_0^{2\pi} d\vartheta J_n^2 \left( 2x \sin \left( \frac{\theta - \vartheta}{2} \right) \right) \]
\[ = \int_0^{\pi} d\vartheta J_n^2 \left( 2x \sin \left( \theta - \vartheta \right) \right) . \]  

Remarkably, the integral is independent of the shift \( \vartheta \).
Chapter 2

Topology in driven systems

2.1 Introduction

The integer quantum Hall effect [119, 120] marks, in hindsight, the inception of the field of topological insulators [121, 122]. This discovery was preceded a few years by Hofstadter’s seminal work on hopping models on a two-dimensional square lattice in a perpendicular magnetic field [123]. The celebrated Hofstadter butterfly contains the Landau level structure, underlying the quantum Hall effect in the limit of small fluxes per unit cell. The relation of the band structure to the Hall conductance at general flux was clarified [124] in terms of Chern numbers [125] shortly afterwards. Moreover, an important recent direction of work in the area of topological insulators are systems under external driving, mainly by electromagnetic radiation, and the formation of nontrivial topological phases dubbed Floquet topological insulators [1–3, 23, 126–130]. In fact, the study of light-matter interaction is one of the fastest growing research areas in physics. Here, two-dimensional systems with underlying honeycomb lattice structure have attracted particular interest, including graphene [2, 22, 23, 55, 131–136], silicene [43, 45], germanene [45, 137], and transition metal dichalcogenides [138]. To access e.g. the feasibility of ac-driven fields to generate a finite spin polarization of carriers in graphene, the effect of periodically driven spin-orbit coupling was studied in Refs. [139, 140]. Furthermore, as seen from the quantum Hall effect [120], the topological properties of two-dimensional systems are also drastically altered by applying a perpendicular magnetic field, also leading to fractal structures as the Hofstadter butterfly [123, 141–149]. The question arises in which way an external periodic driving can modify or destroy the fractal structure. Moreover, following the seminal paper by Rudner et al., Ref. [129], it becomes clear that the topology analysis of driven systems needs a different approach compared to the static case, which goes beyond the Chern number calculation.

The pioneering work of measuring the Hofstadter butterfly in moiré superlattices [150], which shows the possibility of measuring the Hofstadter butterfly on a hexagonal lattice structure as well, underlines the experimental realizability of the theory developed in this work. Utilizing superlattice structures, one can lower the necessary magnetic field to easily accessible field strengths of about tens of Tesla. Furthermore, the formation of Floquet bands does not only exist on paper. Using ARPES methods, the periodic band structure was resolved in momentum space, and even the gap opening of driven topological insulators was realized and measured [151]. Thus,
the path to experimental accessibility has already been paved by modern techniques and, the study presented in this work aims to give a better understanding of the fundamental building blocks by focusing on a single graphene sheet, subjected to a strong perpendicular magnetic field and externally driven by polarized light.

First, the Hofstadter butterfly problem \cite{123} on the honeycomb lattice \cite{141, 142, 145, 152} is treated in a rigorous manner, where the periodicity of the Hofstadter spectrum of the hexagonal lattice is explicitly proven. Section 2.9.3 aims to generalize the Hofstadter problem for the case with periodic driving and focus on circularly polarized light. The topological properties of the Floquet-Hofstadter problem are characterized with Chern numbers and $W_3$-invariants. This invariant is thereby compared with the often used summation over Chern numbers in the truncated Floquet space for different frequencies and intensities. (Reprinted text with permission from \cite{153}. Copyright (2019) by the American Physical Society.)

### 2.2 The time evolution operator

This section gives a brief overview of time evolution operators. They are a major ingredient for the topological analysis of driven systems, and will be used in the following. For time-independent systems described by a Hamiltonian $H$, the time evolution operator is governed by the exponential of the Hamiltonian multiplied with time

$$U(t, t') = e^{-\frac{i}{\hbar}H(t-t')} ,$$

(2.1)

whereas, for a general time-dependent system described by $H(t)$ the construction of the time evolution operator is, in general, delicate. However, the evolution in time is formally governed by

$$U(t, t') = T \exp \left[ -\frac{i}{\hbar} \int_t^{t'} d\tau H(\tau) \right]$$

(2.2)

where the difficulty is in the time ordering operator $T$. The latter is necessary if the Hamiltonian $H(t)$ does not commute with itself at different times, $[H(t), H(t')] \neq 0$. Nevertheless, the time evolution operator always fulfills the time-dependent Schrödinger equation (1.2)

$$i\hbar \frac{\partial}{\partial t} U(t, t') = H(t)U(t, t')$$

(2.3)

and can be constructed as

$$U(t, t') = \sum_{\alpha} |\psi_{\alpha}(t)\rangle \langle \psi_{\alpha}(t')|$$

(2.4)

if the solutions of the time-dependent Schrödinger equation $|\psi_{\alpha}(t)\rangle$ are known. In the case of a time-periodic Hamiltonian \cite{20}, $H(t) = H(t+T)$, the wave functions are Floquet states (1.3) and

$$U(t, 0) = \sum_{\alpha} e^{-\frac{i}{\hbar}\epsilon_{\alpha}t} |u_{\alpha}(t)\rangle \langle u_{\alpha}(0)|$$

(2.5)

where, without loss of generality, $t' = 0$. Even if the Hamiltonian is periodic in time, this does in general not hold for the corresponding time evolution operator. As a consequence, the topological properties cannot be directly calculated from the time evolution operator, as discussed further in Sec. 2.7.
2.3 Chern number

First, elementary principles and results of Chern numbers are recalled, since they are an indispensable part of the topological study in the following sections. This section follows the historical growth of topology, rather than trying to give an introduction to topology with full mathematical rigor. M. V. Berry found that the wave function of an adiabatically evolving system can be written as

$$|\psi(t)\rangle = \exp\left[-\frac{i}{\hbar}\int_0^t dt' E_n(R(t'))\right] \exp\left[i\gamma_n(t)\right] |n(R(t))\rangle$$  \hspace{1cm} (2.6)

where the first factor is a dynamical phase factor and

$$H(R) |n(R)\rangle = E_n(R) |n(R)\rangle .$$  \hspace{1cm} (2.7)

$R$ labels the parameter space. The geometrical phase is given by the circuit integral along a path $C$ in the parameter space

$$\gamma_n(C) = \oint_{C=\partial S} A_n(R) \cdot dR = \int_S F_n(R) \cdot dS$$  \hspace{1cm} (2.8)

where, in the last step, Stoke’s theorem was applied, and, with the Berry connection $A_n$ and the Berry curvature $F_n$,

$$A_n(R) = \langle n(R) | \nabla_R | n(R)\rangle$$  \hspace{1cm} (2.9)

$$F_n(R) = i \langle \nabla_R n(R) | \times | \nabla_R n(R)\rangle$$  \hspace{1cm} (2.10)

were used. Identifying the parameter space $R$ as a two-dimensional Brillouin zone leads to the Chern number [155] of the $n$-th band

$$C_n = \frac{1}{2\pi i} \int_{BZ} d^2k F_n(k)$$  \hspace{1cm} (2.11)

with the Berry connection [125]

$$F_n(k) = \partial_{k_x} A_n^x(k) - \partial_{k_y} A_n^y(k) \quad \text{and} \quad A_n^i(k) = \langle n(k) | \partial_i | n(k)\rangle .$$  \hspace{1cm} (2.12)

The Chern number was later used to explain the quantized Hall conductance [124]

$$\sigma_H = e^2/\hbar \sum_{\text{occupied}} C_n$$  \hspace{1cm} (2.13)

with the sum over all occupied bands. Some years later, Haldane proposed a model exhibiting a quantum Hall effect without Landau levels [156]. The existence of such a state of matter is related to the nonzero Chern number.

2.4 Topology in odd dimension

There is a topological invariant in one dimension for operators that map the Brillouin zone, i.e. a circle, onto the space of unitary $m \times m$ matrices. This invariant is defined by

$$W_1[U_k] = \frac{1}{2\pi} \int_{BZ} dk \text{tr} \left[ U_k^{-1}(T) i \partial_k U_k(T) \right] .$$  \hspace{1cm} (2.14)
Kitagawa et al. [126] showed that, in the basis of Floquet states, the invariant is
\[ W_1[U_k] = \sum_{\alpha} \frac{T}{2\pi} \int_{BZ} dk \frac{d\varepsilon_{\alpha}(k)}{dk} \] (2.15)
and can be interpreted as averaged group velocity of a Floquet band. This invariant can be related to quantization of pumped charge [157]. Let \( \{U_k\} \) be the set of maps from the \( \ell \)-dimensional torus \( T_\ell \) to the space of \( m \times m \) unitary matrices \( U(m) \). There is a nontrivial topological invariant associated with the homotopy group of \( U(m) \) in every odd dimension [158]. Especially in three dimensions, \( k \in \mathbb{R}^3 \), the topological invariant reads [21, 129]
\[ W_3[U_k] = \frac{1}{24\pi^2} \int_{BZ} d^3k \varepsilon_{\alpha\beta\gamma} \text{tr} [(U_{k}^{-1}\partial_{k,\alpha}U_{k})(U_{k}^{-1}\partial_{k,\beta}U_{k})(U_{k}^{-1}\partial_{k,\gamma}U_{k})] \] (2.16)
where \( \varepsilon_{\alpha\beta\gamma} \) is the antisymmetric tensor and \( k \) is integrated over the first Brillouin zone, given that \( U_k \) is periodic in all three dimensions [159]
\[ U_k = U(k_x, k_y, k_z) = U(k_x + 1, k_y, k_z) \] (2.17)
\[ = U(k_x, k_y + 1, k_z) \] (2.18)
\[ = U(k_x, k_y, k_z + 1) . \] (2.19)
Without loss of generality, the periodicity in every argument is one. Following Höckendorf et al. [159, 160], the unitary matrix \( U_k \) can be decomposed in a diagonal matrix \( D_k \) and a unitary matrix \( S_k \)
\[ U_k = S_k D_k S_k^\dagger . \] (2.20)
Introducing the definitions
\[ X_\alpha \equiv S_k^\dagger \partial_{k,\alpha} S_k , \quad Y_\alpha \equiv D_k^\dagger \partial_{k,\alpha} D_k \] (2.21)
and the Berry curvature matrix
\[ F_\alpha = \frac{1}{2\pi i} \varepsilon_{\alpha\beta\gamma} (\partial_{k,\beta} X_\alpha) \] (2.22)
as in Ref. [159], one follows from Eq. (2.16) that
\[ W_3[U_k] = \frac{1}{2\pi i} \int_{BZ} d^3k \text{tr} [F_\alpha Y_\alpha] . \] (2.23)
The above defined quantities \( Y_\alpha \) and \( F_\alpha \) also allow for the calculation of the \( W_1 \) and Chern invariant. With the bands \( \phi_k \) defined by
\[ D_k = \exp [i\phi_k] \] (2.24)
the \( W_3 \)-invariant given in Eq. (2.23) can be expressed as
\[ W_3[U_k] = \frac{1}{2\pi} \left( -\int_{[0,1]^3} \text{tr} \left[ (\partial_{k,\alpha} F_\alpha) \right] d^3k \right) \]
\[ + \sum_{\alpha=1}^{3} \int_{0}^{1} \int_{0}^{1} \text{tr} [F_\alpha \phi_k] \bigg|_{k_\alpha=0}^{k_\alpha=1} dk_\beta dk_\gamma . \] (2.25)
This equation is the basis for the numerical algorithm presented in the following section [159].
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2.5 Construction of the numerical algorithm for $W_3$

This section aims to present the algorithm proposed by Höckendorf et al. in Ref. [159]. Notation and nomenclature are widely adopted from Ref. [159]. Eq. (2.25) is the basis for the numerical algorithm for the $W_3$-invariant. From the eigenvectors of $U_k$, i.e. the matrix $S_k$, one can derive the U(1) link variable [125] for the band $\nu$

$$U^\nu(k_i, k_j) = \frac{\langle s^\nu_{k_i}, s^\nu_{k_j} \rangle}{|\langle s^\nu_{k_i}, s^\nu_{k_j} \rangle|}$$  \hspace{1cm} (2.26)

where $\langle \cdot, \cdot \rangle$ denotes the complex Euclidean scalar product. One can assign a field strength $\hat{F}_{k,\alpha} \in \mathbb{R}$ of

$$\hat{F}_{k,\alpha} = \frac{1}{2\pi i} \log \left[ U^\nu(k_1, k_2) U^\nu(k_2, k_3) U^\nu(k_3, k_4) U^\nu(k_4, k_1) \right]$$ \hspace{1cm} (2.27)

to every face, where the vertices of the Field strength follow from the table:

<table>
<thead>
<tr>
<th></th>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$k_3$</th>
<th>$k_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{F}_{k,1}$</td>
<td>$k$</td>
<td>$k + \delta_2$</td>
<td>$k + \delta_2 + \delta_3$</td>
<td>$k + \delta_3$</td>
</tr>
<tr>
<td>$\hat{F}_{k,2}$</td>
<td>$k$</td>
<td>$k + \delta_3$</td>
<td>$k + \delta_1 + \delta_3$</td>
<td>$k + \delta_1$</td>
</tr>
<tr>
<td>$\hat{F}_{k,3}$</td>
<td>$k$</td>
<td>$k + \delta_1$</td>
<td>$k + \delta_1 + \delta_2$</td>
<td>$k + \delta_2$</td>
</tr>
</tbody>
</table>

Every point $k$ corresponds a cube

$$\hat{C}_{k} = \sum_{\alpha=1}^{3} \left[ \hat{F}_{k+\delta_n,\alpha} - \hat{F}_{k,\alpha} \right]$$ \hspace{1cm} (2.28)

which gives the Chern number of the band $\nu$ on an infinitesimal surface at $k$. $\hat{C}_{k}$ can only be nonzero if it contains a degeneracy point, where two eigenvalues of a band $\nu$ and $\nu'$ coincide. In that case, $\hat{C}_{k} = -\hat{C}_{k}'$. The phases $\phi_{k}^\nu$ of the complex eigenvalues $d_{k}^\nu$ of $U_k$ are

$$\phi_{k}^\nu = -i \log \left( d_{k}^\nu \right) .$$ \hspace{1cm} (2.29)

The face numbers $m_{k,\alpha}$ and cube numbers $M_{k}^\nu$ are determined such that

$$|\phi_{k}^\nu - \phi_{k-\delta}^\nu + 2\pi m_{k,\alpha}^\nu| < \pi \quad \text{and} \quad |\phi_{k}^\nu - \phi_{k}^\nu' + 2\pi M_{k}^\nu| < \pi .$$ \hspace{1cm} (2.30)

The above equations are equivalent to the following functions

$$m_{k,\alpha}^\nu = \left[ \frac{\phi_{k}^\nu - \phi_{k-\delta}^\nu}{2\pi} \right] \quad \text{and} \quad M_{k}^\nu = \left[ \frac{\phi_{k}^\nu - \phi_{k}^\nu}{2\pi} \right]$$ \hspace{1cm} (2.31)

where $[\cdot]$ denotes rounding to the closest integer. The discretized version of Eq. (2.25) is

$$W_3[U_k] \approx \hat{W}_3 = \sum_{i_1, i_2, i_3=1}^{N} \sum_{\nu=1}^{n} \left( \hat{C}_{k}^\nu M_{k}^\nu + \sum_{\alpha=1}^{3} \hat{F}_{k,\alpha} m_{k,\alpha}^\nu \right) .$$ \hspace{1cm} (2.32)
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Figure 2.1: The branch cut of the complex logarithm was chosen to be along the negative real axis, indicated as red line in the left plot. The left plot shows exemplary phases of the eigenvalues of the cube $\hat{C}_k^\nu$, containing the degeneracy point with charge $C_2^b$ in the right plot. The degeneracy point in the right panel with charge $C_2^b$ lies exactly on the zone edge, i.e. on the branch cut of the logarithm.

Let, for example, the branch cut of the complex logarithm be along the negative real axis. Then, the phases $\phi_k^\nu$ are in the interval $[-\pi, \pi)$. The term $\hat{C}_k^\nu M_k^\nu$ of Eq. (2.32) is only nonzero if the cube $\hat{C}_k^\nu$ contains a degeneracy point and the phases of the eigenvalues differ by more than $\pi$. This implies that the degeneracy point, in order to contribute to $W_3$, must always be exactly on the branch cut of the logarithm, see Fig. 2.1. Consider the case where the touching is not on the branch cut, as depicted in Fig. 2.2. Here, the branch cut was chosen such that the degeneracy point $C_2^b$ of the right panel is not on the branch cut anymore. Hence, it does not contribute to $W_3$. Nevertheless, the contribution is then carried by a surface in the $k_x$-$k_y$-$t$ space, where the phases $\phi_k^\nu$ of the eigenvalues jump by $2\pi$ from one discretization point to another, i.e. $m_{k,\alpha}^\nu \neq 0$. This follows from the invariance of Eq. (2.32) against shifts of the form $\phi_k \mapsto \phi_k + 2\pi M$, compare Sec. 4.5. of Ref. [159]. This statement can be traced back to the fact that the phases $\phi_k^\nu$ of two eigenvalues can only differ by $2\pi$ when the branch cut of the logarithm is changed

$$\log_{\phi_1}(z) - \log_{\phi_2}(z) \in \{0, \pm 2\pi i\} \quad (2.33)$$

together with the logarithm with rotated branch cut

$$\log_x(z) = \log(|z|) + i \left( \arg (ze^{i\varphi}) - \varphi \right). \quad (2.34)$$

2.6 $W_3$-invariant for flat band Hamiltonians

The authors of Ref. [159] provide two examples of spin-$1/2$ rotations in their work. Both have the remarkable property that the quasienergy bands of these models are flat and the Chern numbers differ from the $W_3$-invariant. These are, in hindsight of the scheme proposed by Rudner et al. [129], discussed in detail.
Figure 2.2: With the present choice of the branch cut of the logarithm, the phases of the eigenvalues of \( U_k \) lie in the gray shaded zone. The degeneracy point with charge \( C_2^b \) does not lie on the zone edge. The phases of the bands 1 and 2 differ by less than \( \pi \) at that point. Consequently, this point does not contribute to \( W_3 \).

### 2.6.1 Time-independent flat band Hamiltonian

The first example is described by the time independent Hamiltonian

\[
H(x, y) = 2\pi w f(x, y) \cdot \sigma. \tag{2.35}
\]

In the following, \( x, y \in [0, 1] \) are referred to as position coordinates and \( w \in \mathbb{Z} \). The function \( f(\cdot) \) is a map from the square \([0, 1]^2\), depicted in Fig. 2.3, to the unit sphere \( S^2 \in \mathbb{R}^3 \), and \( \sigma \) is a vector containing the Pauli matrices. For the construction of \( f(\cdot) \)

\[
\begin{align*}
\text{Figure 2.3: The function } f & \text{ maps the inside of the square onto the surface of the sphere, and the boundary onto the north pole of the sphere.} \\
\text{three different mappings are needed. The first one shifts and stretches the square} \\
s(r) : [0,1]^2 & \rightarrow [-1,1]^2, \quad s(r) : \begin{pmatrix} x \\ y \end{pmatrix} \rightarrow \begin{pmatrix} 2x-1 \\ 2y-1 \end{pmatrix}. \tag{2.36}
\text{The second one is mapping the square to the circle} \\
c(r) : [-1,1]^2 & \rightarrow \{|r| \leq 1 : r \in \mathbb{R}^2\} \\
c(r) : \begin{pmatrix} x \\ y \end{pmatrix} \rightarrow \begin{pmatrix} x \sqrt{1-\frac{x^2}{2}} \\ y \sqrt{1-\frac{x^2}{2}} \end{pmatrix}. \tag{2.37}
\end{align*}
\]
and the third one is the mapping from the circle to the sphere
\[ b(\mathbf{r}) : \{|\mathbf{r}| \leq 1 : \mathbf{r} \in \mathbb{R}^2 \} \to \{|\mathbf{r}| = 1 : \mathbf{r} \in \mathbb{R}^3 \} \]
\[ b(\mathbf{r}) : \begin{pmatrix} x \\ y \end{pmatrix} \to \begin{pmatrix} \frac{x}{n} \sin(\pi n) \\ \frac{y}{n} \sin(\pi n) \\ \cos(\pi n) \end{pmatrix} \] \tag{2.38}
with \( n \equiv \sqrt{x^2 + y^2} \). Finally, the mapping above from the square to the sphere is governed by
\[ f(x, y) = b(c(s(\mathbf{r}))) \quad \text{with} \quad \mathbf{r} = \begin{pmatrix} x \\ y \end{pmatrix}. \] \tag{2.39}

The operator \( f(x, y) \cdot \sigma \) can be diagonalized by a transformation \( \Lambda \)
\[ \Lambda f(x, y) \cdot \sigma \Lambda^\dagger = \sigma^z \] \tag{2.40}
where \( \Lambda \) depends on the choice of the map from the unit square to the unit sphere. However, the topological properties are, of course, independent of the details of the mapping [159]. The eigenvalues are independent of the position coordinates. \( \Lambda \) is constructed from the two eigenvectors of \( H \)
\[ \psi_1(x, y) = \left( \sin \left( \frac{\pi}{2} g_2(x, y) \right) \frac{2i g_1(x)y - ig_1(x) + g_1(y) - 2xg_1(y)}{\cos \left( \frac{\pi}{2} g_2(x, y) \right)} \right) \] \tag{2.41}
\[ \psi_2(x, y) = \left( -\frac{\cos \left( \frac{\pi}{2} g_2(x, y) \right)}{\sqrt{2g_2(x, y)}} \frac{2i g_1(x)y - ig_1(x) + g_1(y) - 2xg_1(y)}{\cos \left( \frac{\pi}{2} g_2(x, y) \right)} \right) \] \tag{2.42}
with \( g_1(x) = \sqrt{1 + 4(1 - x)x} \) and \( g_2(x, y) = \sqrt{1 - 16xy(1 - x)(1 - y)} \). The time evolution operator corresponding to the Hamiltonian (2.35) is
\[ U(\mathbf{r}, t) = e^{-iH(x, y)t} \] \tag{2.43}
with \( t \in [0, 1] \). Evaluating either Eq. (2.16) or Eq. (2.23) yields
\[ W_3[U] = 2w \int_{[0,1]^2} dxdy \frac{g_1(x) + g_1(y) - 2}{g_1(x)g_1(y)g_2(x, y)} \sin \left( \pi g_2(x, y) \right) \tag{2.44} \]
\[ = 2w \] \tag{2.45}
whereas the Chern numbers are \( C_\pm = \pm 1 \). These results will be pursued in Sec. 2.6.3

### 2.6.2 Time-dependent flat band Hamiltonian

The second example discussed by Höckendorf in Ref. [159] is a spin-1/2 rotation once more. The \( z \)-component of the position vector is in the following identified with time. The time evolution operator is given via
\[ U(\mathbf{r}) = e^{-i2\pi wg(\mathbf{r}) \cdot \sigma} \] \tag{2.46}
where \( g(\cdot) \) is a bijective map from the cube \([0,1]^3\) to the unit ball \(|\mathbf{r}| \leq 1\) that maps the surface (center) of the cube to the surface (center) of the unit ball. This mapping
is schematically depicted in Fig. 2.4. To construct \( g(\cdot) \), two maps are needed. The first one shifts the unit cube and stretches it

\[
s(r) : [0, 1]^3 \rightarrow [-1, 1]^3 \quad \text{with} \quad s(r) : \begin{pmatrix} x \\ y \\ z \end{pmatrix} \rightarrow \begin{pmatrix} 2x - 1 \\ 2y - 1 \\ 2z - 1 \end{pmatrix}
\] (2.47)

and the second one is the map to the unit ball

\[
c(r) : [-1, 1]^3 \rightarrow \{|r| \leq 1 : r \in \mathbb{R}^3\} \quad \text{with}
\[
\begin{pmatrix} \sqrt{1 - \frac{y^2}{2} - z^2 \left(1 - \frac{x^2}{3}\right)} \\ \sqrt{1 - \frac{x^2}{2} - y^2 \left(1 - \frac{z^2}{3}\right)} \\ \sqrt{1 - \frac{z^2}{2} - y^2 \left(1 - \frac{x^2}{3}\right)} \end{pmatrix},
\] (2.49)

The described mapping above can be constructed as

\[
g(r) = c(s(r)) \quad \text{with} \quad r = \begin{pmatrix} x \\ y \\ z \end{pmatrix}.
\] (2.50)

The eigenvalues of the operator \( g(r) \cdot \sigma \) are

\[
\lambda_{\pm} = \pm \sqrt{1 + 64xyz(x - 1)(y - 1)(z - 1)}.
\] (2.51)

By computing the \( W_3 \)-invariant, one obtains

\[
W_3 = 2w
\] (2.52)

whereas the Chern numbers of the two bands are \( C_{\pm} = \pm 1 \).

### 2.6.3 \( W_3 \)-invariant and truncated Floquet-Hamiltonian

It is possible to construct the time-dependent Hamiltonian from the time evolution operators given in Eq. (2.43) and Eq. (2.46) via

\[
H(r, t) = i(\partial_t U(r, t)) U^\dagger(r, t).
\] (2.53)

With the knowledge of the time-dependent Hamiltonian, one can construct the Floquet Hamiltonian (1.6) with time-independent eigenenergies, the quasienergies. It
is well known that the spectra of \( U(r, t = T) \), \( T \) being the period, and of the Floquet Hamiltonian coincide. For the cases given in Eq. (2.43) and Eq. (2.46), the quasienergies are

\[
\varepsilon_\pm = 0. \tag{2.54}
\]

Both quasienergy bands are degenerate everywhere. Consequently, there is only one gap in the Floquet zone \([161]\). Now, the discrepancies between the \( W_3 \)-invariant and the calculation scheme suggested by Rudner [129] in frequency space for \( W_3 \) are discussed. Rudner et al. suggested truncating the Floquet Hamiltonian in frequency domain at a sufficiently large number of modes. To calculate the generalized topological invariant for driven systems, one must compute the Chern number of all bands of the truncated Floquet Hamiltonian below the investigated gap. The generalized invariant is then given by the sum of all Chern numbers below this gap. Applying this scheme to the above models for \( w = 1 \) yields, in both cases, \( W_3 = 0 \) for every gap. The Chern numbers do not need to be known, since the bands are degenerate everywhere and the corresponding Chern numbers fulfill \( C_+ = -C_- \). This result is in striking contrast to the analytical \( W_3 = 2 \). Despite the two examples above proving that the summation scheme suggested by the authors of Ref. [129] is not valid for all models, it will later be shown that the summation scheme and the \( W_3 \)-invariant for graphene show a perfect agreement.

### 2.6.4 Time-independent flat band projector Hamiltonians

Rudner et al., Appendix C in Ref. [129], made an attempt to map all time-independent flat band Hamiltonians onto

\[
H_P(r) = \frac{2\pi}{T} P(r) \tag{2.55}
\]

with \( P(r) \) being a projection operator and \( T \) the period. They were able to show that, for this class of Hamiltonians, the \( W_3 \)-invariant is equal to the Chern number. One should note that the quasienergies of a Hamiltonian of the form given in Eq. (2.55) suggested by Rudner [129] would be degenerate everywhere, whereas the Chern numbers are defined. In the following, it will be shown that there is a class of flat band Hamiltonians that cannot be written in the form as found in Eq. (2.55), for example, the Hamiltonian given in Eq. (2.35). First, a “period” \( T \) must be defined. The period \( T \) is understood as the smallest time, greater than a reference time \( t_0 \), such that the time evolution operators at times \( T \) and \( t_0 \) coincide. Without loss of generality, \( t_0 \) can be set to zero. The period is then defined as

\[
T = \min\{T \in \mathbb{R}_+ | U(t + T, 0) = U(t, 0)\}. \tag{2.56}
\]

For the time evolution operator of Eq. (2.43) to achieve being periodic on \([0, 1]^3\), one must set \( w = 1 \) and consequently \( T = 1 \). As shown in Sec. 2.6.1, the operator from Eq. (2.40)

\[
\Lambda f(x, y) \cdot \sigma \Lambda^\dagger = \sigma^z \tag{2.57}
\]

is not a projection operator. To construct a projection operator, the eigenvalues must be shifted and rescaled

\[
\frac{2\pi}{T} \Lambda^\dagger \left( \frac{1}{2} \sigma^z + \frac{1}{2} 1 \right) \Lambda = \frac{\pi}{T} \sigma f(x, y) + \frac{\pi}{T} 1 . \tag{2.58}
\]
This operator has a period of $T = 1$ as well, which assures that the difference in the $W_3$-invariant does not arise from a different choice of periods. The $W_3$-invariant of the time evolution operators of this operator is equal to the Chern number $\pm 1$, as shown in Ref. [129]. Nevertheless, the $W_3$-invariant is not necessarily equal to the Chern number for all time-independent flat band Hamiltonians, as shown is Sec. 2.6.1.

2.7 Non-periodic time evolution operators

If the Hamiltonian is periodic in momentum and time, the corresponding time evolution operator in Eq. (2.5) is, in general, not periodic in time, impeding a direct computation of $W_3$ from Eq. (2.16). However, the time evolution operator for a Floquet system, see Eq. (2.5), fulfills $U(k, t = 0) = 1$. If there is a mapping from $U(t = T)$ to 1 that maintains all gaps of $U(k, t = T)$, one is able to compute $W_3$, since the resulting time evolution operator $\tilde{U}_\varepsilon(k, t)$ is periodic in time and topologically equivalent to $U(k, t)$. Such a mapping can be constructed as

$$\tilde{U}_\varepsilon(k, t) = \begin{cases} U(k, 2t) & \text{if } 0 \leq t \leq T/2 \\ V_\varepsilon(k, 2T - 2t) & \text{if } T/2 \leq t \leq T \end{cases} \quad (2.59)$$

with the return map [129]

$$V_\varepsilon(k, t) = e^{-iH_{\text{eff}} t} \quad \text{with} \quad H_{\text{eff}}(k) = i \frac{T}{2\pi \log \varepsilon} \left( U(k, T) \right). \quad (2.60)$$

The eigenvalues $d_\nu^k = e^{i\phi_\nu^k}$ with $0 \leq \phi_\nu^k < \varepsilon \leq 2\pi$ are rotated clockwise to one, and the eigenvalues with $0 \leq \varepsilon < \phi_\nu^k \leq 2\pi$ are rotated counterclockwise to one, compare Fig. 2.5.

![Figure 2.5: The action of the map $V_\xi$ onto the eigenvalues $d_\nu^k$ of $U(k, t)$: The eigenvalues with phases smaller than $\xi = e^{i\varepsilon}$ are rotated counterclockwise to one, the eigenvalues with larger phase are rotated clockwise to one.](image)

The topological invariant associated with the map given in Eq. (2.59) is related to the one in Eq. (2.25), but with an additional term accounting for $V_\varepsilon$

$$W_3[\tilde{U}_\varepsilon] = W_3[U] - \frac{1}{2\pi i} \int_0^1 d^2k \text{ tr} \left[ F_3(k, t) \log \varepsilon[D(k, t)] \right]_{t=1}. \quad (2.61)$$
It has already been pointed out in Ref. [129] and Ref. [159] that the Chern numbers of the Floquet bands and the $W_3$-invariant are related via

$$W_3[U_{\varepsilon_a}] = W_3[U_{\varepsilon_b}] - \sum_{\nu=1}^{\nu_K} C_3^\nu |_{t=1}. \quad (2.62)$$

The $W_3$-invariants for gaps $\varepsilon_a$ and $\varepsilon_b$ differ by the sum of the Chern numbers of the bands that lie in between $\varepsilon_a$ and $\varepsilon_b$. Of course, this leads to modifications of the numerical algorithm. The $\varepsilon$-dependent term in Eq. (2.61) leads to a correction of Eq. (2.32). The integer

$$K^\nu_{i_1,i_2} = \left[ -i \log_\varepsilon (d_k^\nu) - \phi_k^\nu \right] \frac{2\pi}{\varepsilon} \quad (2.63)$$

is 1 if the Floquet band $\phi_k^\nu$ is below a gap $\varepsilon$, and zero if it is above $\varepsilon$. The $W_3$-invariant for the periodic unitary map $\tilde{U}(k,t)$ is then governed by the equation [159]

$$W_3[\tilde{U}_{\varepsilon}] \approx \hat{W}_3 + \sum_{i_1,i_2=1}^{N} \sum_{\nu=1}^{n} K^\nu_{i_1,i_2} \hat{F}^\nu_{k,3} |_{i_3=1}. \quad (2.64)$$

A slightly different algorithm is presented in Ref. [160].

## 2.8 $W_3$-invariant and the truncated Floquet Hamiltonian

The calculation scheme in frequency space, which was suggested by Rudner et al. in Ref. [129], is described in the following. To calculate the generalized topological invariant for driven systems, one first computes the Chern numbers of all bands below the investigated gap of a truncated Floquet matrix. The generalized invariant is then given by the sum over all Chern numbers below this gap. In Fig. 2.6, the lowest band of the truncated Floquet matrix has Chern number $C_0$ different from $C_F$ [129]. The reason why that Chern number is not $C_F$ is due to the truncation. As already shown by Shirley [162, 163], from the Fourier expansion in Eq. (1.7)

![Figure 2.6](image-url)

Figure 2.6: The lowest and highest band have different Chern numbers than the inner Floquet bands. This is caused by the finite truncation of the a priori infinite dimensional Floquet matrix.
it follows that the eigenvector, corresponding to a quasienergy \( \varepsilon_\alpha \), differs from the eigenvector of the quasienergy \( \varepsilon_\alpha + \hbar \Omega \) only by an index shift of the entries and a phase \( \vartheta \), which one is free to choose \[162\]

\[
\varepsilon_\alpha \leftrightarrow \begin{pmatrix} 
\vdots \\
-u_\alpha^2 \\
u_\alpha \\
u_\alpha^0 \\
u_\alpha^1 \\
u_\alpha^2 \\
\vdots 
\end{pmatrix} \quad \Longleftrightarrow \quad \varepsilon_\alpha + \hbar \Omega \leftrightarrow e^{i\vartheta} \begin{pmatrix} 
\vdots \\
u_\alpha^3 \\
u_\alpha^2 \\
u_\alpha^1 \\
u_\alpha^0 \\
u_\alpha^1 \\
\vdots 
\end{pmatrix}, \quad (2.65)
\]

\( \alpha \) labels a discrete set of quantum numbers, e.g. spin or sublattice degrees. This holds equivalently for arbitrary shifts \( n \hbar \Omega \) with \( n \in \mathbb{Z} \) of the quasienergy. This shows that the Chern number \( C_{\varepsilon_\alpha} \) of a band described by \( \varepsilon_\alpha \) must be equal to the Chern number of the shifted band

\[
C_{\varepsilon_\alpha} = C_{\varepsilon_\alpha + n \hbar \Omega}. \quad (2.66)
\]

For the numerics, this means that if only a finite number of eigenvector entries are different from zero, one must choose the truncation of the Floquet modes large enough to achieve convergence of these. One can assume that \( m \) Floquet replica are enough to achieve convergence of the central quasienergy and the corresponding eigenvector. However, the eigenvector corresponding to \( \varepsilon_\alpha \pm m \hbar \Omega \) is, in general, not converged, which leads to different results in the quasienergy spectrum as well as Chern numbers. To sum up these non converged Chern numbers might lead to an incorrect topological characterization.

### 2.9 \( W_3 \)-invariant for graphene

The Hofstadter problem on the hexagonal lattice is derived in a rigorous manner in this section. First, an explicit proof of the periodicity of the Hofstadter spectrum is presented. After a generalization of the Hofstadter Butterfly to the Floquet-Hofstadter Butterfly, the topological properties are investigated: first without magnetic field and then for a flux per unit cell of \( p/q = 1/3 \). In light of the peculiarity regarding the proper calculation of the topological invariant for driven systems, the two computation schemes presented above are applied and the results compared in the following.

#### 2.9.1 The Hofstadter Butterfly for the hexagonal lattice

Consider a tight-binding model in the hexagonal lattice, where only nearest neighbor hopping can take place. The underlying lattice vectors are chosen to be

\[
b_1 = a \begin{pmatrix} 0 \\ \sqrt{3} \end{pmatrix}, \quad b_2 = a \begin{pmatrix} 3/2 \\ \sqrt{3}/2 \end{pmatrix}, \quad (2.67)
\]

with \( a \) being the lattice constant. The nearest neighbor vectors are

\[
a_1 = a \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad a_2 = a \begin{pmatrix} -1 \\ \sqrt{3} \end{pmatrix}, \quad a_3 = a \begin{pmatrix} -1 \\ -\sqrt{3} \end{pmatrix}, \quad (2.68)
\]
as depicted in Fig. 2.7. The position of an arbitrary unit cell is

$$R(m,n) = mb_1 + nb_2, \quad m,n \in \mathbb{Z}.$$  \hspace{1cm} (2.69)

In the presence of a vector potential, the hopping parameter $g$ becomes modified by the Peierls phase,

$$g \rightarrow g_{m,n}e^{i\phi_{m,n}},$$  \hspace{1cm} (2.70)

where the phase is the integral over the vector potential along the hopping path

$$\phi_{m,n} = \frac{e}{\hbar} \int_{R(m,n)}^{} A(r) \cdot dr \quad , \quad i = 1, 2, 3.$$  \hspace{1cm} (2.71)

For Landau gauge $A(r) = (0, Bx, 0)$, the Peierls phase becomes independent of the index $m$

$$\int_{R(m,n)+a_2,a_3}^{} A(r) \cdot dr = \pm \frac{3\sqrt{3}}{4} Ba^2(n - \frac{1}{6})$$  \hspace{1cm} (2.72)

and zero for the hopping in $a_1$ direction. $B$ is the magnetic field strength. Note that the prefactor in the expression above is related to the area of the elementary unit cell $A_{\text{cell}}$ by $3\sqrt{3}a^2/4 = A_{\text{cell}}/2$. As usual, the flux per unit cell in units of the elementary charge over Planck’s constant is restricted to a rational value

$$\phi = \frac{e}{\hbar} BA_{\text{cell}} = \frac{p}{q}.$$  \hspace{1cm} (2.73)

Thus, the Peierls phase can be written as

$$\frac{e}{\hbar} \frac{3\sqrt{3}}{4} Ba^2(n - \frac{1}{6}) = \pi\phi(n - \frac{1}{6})$$  \hspace{1cm} (2.74)
which then leads to the explicit form of the Hamiltonian

\[
H = -g \sum_{mn} \left[ a_{m,n}^\dagger (b_{m,n} + e^{i\pi(n-\frac{1}{6})}b_{m+1,n-1} + e^{-i\pi(n-\frac{1}{6})}b_{m,n-1}) + h.c. \right],
\]

(2.75)

where the sum is over all unit cell positions. The solutions of the stationary Schrödinger equation are plane-wave type states of the general form

\[
|k\rangle = \sum_{mn} e^{ik \cdot R(m,n)} (\zeta_n a_{m,n}^\dagger + \mu_n b_{m,n}^\dagger) |0\rangle
\]

(2.76)

where the creation operators \(a_{m,n}^\dagger, b_{m,n}^\dagger\) for the different sublattice sites are acting on the fermionic vacuum \(|0\rangle\). \(\zeta_n, \mu_n\) are complex amplitudes depending only on \(n\), since the Peierls phase does so, see Eq. (2.74). Making a projection on a state \(|0\rangle a_{m',n'}\) or \(|0\rangle b_{m',n'}\) leads to a system of coupled equations for the amplitudes

\[
-\frac{\varepsilon}{g} \zeta_n = \mu_n + z_n(k) \mu_{n-1}
\]

(2.77)

\[
-\frac{\varepsilon}{g} \mu_n = \zeta_n + z_{n+1}(k) \zeta_{n+1}
\]

(2.78)

with

\[
z_n(k) = e^{-i\pi(n-\frac{1}{6})-ik \cdot b_2} + e^{i\pi(n-\frac{1}{6})} e^{ik \cdot (b_1-b_2)}.
\]

(2.79)

The spectrum as a function of the flux per unit cell is depicted in Fig. 2.8. The red curve marks the state of lowest energy, which is of particular interest in what follows.
2.9.2 Periodicity of the Hofstadter Problem

Eqs. (2.77), (2.78) define a prima vista infinite system of linear equation, which, however, closes to a finite one due to periodicity properties of the amplitudes involved. The periodicity is explicitly proven in the following. First, the operators

\[
T_r \begin{pmatrix} a_{m,n} \\ b_{m,n} \end{pmatrix} T_r^\dagger = \begin{pmatrix} a_{m,n+r} \\ b_{m,n+r} \end{pmatrix} \quad (2.80)
\]

\[
u \begin{pmatrix} a_{m,n} \\ b_{m,n} \end{pmatrix} \nu^\dagger = (-1)^n \begin{pmatrix} a_{m,n} \\ b_{m,n} \end{pmatrix} \quad (2.81)
\]

are defined such that for

\[
\begin{align*}
p \text{ even: } & \quad T_q H T_q^\dagger = H, \\
p \text{ odd: } & \quad \nu T_q H T_q^\dagger \nu^\dagger = H.
\end{align*}
\]

For even \( p \), the translation operator \( T_q \) acts on the state ansatz as

\[
|\mathbf{k}\rangle = e^{i\mathbf{k} \cdot \mathbf{b}_2 q} T_q |\mathbf{k}\rangle \quad (2.84)
\]

and, consequently, the amplitudes have the periodicity

\[
\zeta_{n+q} = \zeta_n, \quad \mu_{n+q} = \mu_n. \quad (2.85)
\]

In the other case where \( p \) is odd

\[
|\mathbf{k}\rangle = e^{i\mathbf{k} \cdot \mathbf{b}_2 q} \nu T_q |\mathbf{k}\rangle, \quad (2.86)
\]

the amplitudes must fulfill

\[
\zeta_{n+q} = (-1)^{n+q} \zeta_n, \quad \mu_{n+q} = (-1)^{n+q} \mu_n. \quad (2.87)
\]

The relations (2.85) and (2.87) can be summarized as

\[
\zeta_q = (-1)^{pq} \zeta_0, \quad \mu_q = (-1)^{pq} \mu_0. \quad (2.88)
\]

Thus, Eqs. (2.77) and (2.78) define a finite linear system of equations for, say, \( \zeta_0 \ldots \zeta_{q-1} \) and \( \mu_0 \ldots \mu_{q-1} \), and if both \( p \) and \( q \) are odd, the relation between the missing amplitudes \( \zeta_q, \mu_q \) and \( \zeta_0, \mu_0 \) contains an additional minus sign. This sign can be compensated by shifting the wave vectors by half a reciprocal lattice vector such as \( k_x \rightarrow k_x + \frac{2\pi}{3q} \), leading to

\[
\begin{align*}
\zeta_{n+q} &= (-1)^{n+1+q} \zeta_n, \\
\mu_{n+q} &= (-1)^{n+1+q} \mu_n.
\end{align*}
\]

This allows one to use Eq. (2.85) for all flux values for the calculation of the Hofstadter spectrum and Chern numbers. But, one should keep in mind that one gets a shifted band structure for odd flux values according to Eqs. (2.86)-(2.90). As a result, a \( 2q \times 2q \) matrix is sufficient to obtain the full Hofstadter spectrum.
### 2.9.3 Floquet-Hofstadter spectrum

The following vector potential represents in-plane, circularly polarized light and a perpendicular magnetic field

$$A(r, t) = \begin{pmatrix} A \sin(\Omega t) \\ A \cos(\Omega t) + Bx \end{pmatrix}. \quad (2.91)$$

The vector potential is included in the Hamiltonian via Peierls substitution. In what follows, $A$ only represents the time-dependent part of Eq. (2.91), such that the Hamiltonian reads

$$H = -g \sum_{mn} \left[ a_{m,n}^\dagger (e^{i\frac{\pi A}{\hbar}a_1 b_{m,n}} + e^{i\phi(n-\frac{1}{2}) + i\frac{\pi A}{\hbar}a_3 b_{m+1,n-1}} + e^{-i\phi(n-\frac{1}{2}) + i\frac{\pi A}{\hbar}a_3 b_{m,n-1}}) + h.c. \right]. \quad (2.92)$$

According to Eq. (2.76), the general solution of the Floquet Hamiltonian $H_F$ can be written in the form

$$|k, t\rangle = \sum_{mn} e^{i k R(m,n)} (\zeta_n(t) a_{m,n}^\dagger + \mu_n(t) b_{m,n}^\dagger) |0\rangle. \quad (2.93)$$

Due to the periodicity of $|k, t\rangle$, one can expand the terms $\zeta_n(t), \mu_n(t)$ using the Fourier series (1.7)

$$\zeta_n(t) = \sum_{l=-\infty}^{\infty} \zeta_{n,l} e^{-il\Omega t} \quad \text{and} \quad \mu_n(t) = \sum_{l=-\infty}^{\infty} \mu_{n,l} e^{-il\Omega t}, \quad (2.94)$$

where the index $l$ is the quantum number of the Floquet mode. Additionally, using the Jacobi-Anger expansion [136] leads to

$$e^{iz \cos(\Omega t)} = \sum_{n=-\infty}^{\infty} J_n(z) e^{in\left(\Omega t + \frac{\pi}{2}\right)}, \quad (2.95)$$

where $J_n$ denotes the $n$-th order Bessel function of the first kind. The Floquet equation (1.6) leads to the following coupled expressions for the amplitudes

$$lh\Omega \zeta_{n,l} - g \sum_{l'} J_{l'}(\gamma) \left[ \mu_{n,l-l'} + f_{n,l'}(k) \mu_{n-1,l-l'} \right] = \varepsilon \zeta_{n,l}, \quad (2.96)$$

$$lh\Omega \mu_{n,l} - g \sum_{l'} J_{l'}(\gamma) \left[ \zeta_{n,l+l'} + f_{n+1,l'}(k) \zeta_{n+1,l+l'} \right] = \varepsilon \mu_{n,l}, \quad (2.97)$$

with

$$f_{n,l'}(k) = e^{i\pi\phi(n-\frac{1}{2}) - il'\frac{\pi}{3}} e^{ik(b_1 - b_2)} + e^{-i\pi\phi(n-\frac{1}{2}) - il'\frac{2\pi}{3}} e^{-ikb_2} \quad (2.98)$$

where $\gamma \equiv eAa/\hbar$. Exemplary numerical results can be seen in Fig. 2.9 and 2.10. The bending direction represented by the green dashed line depends on the sign of the driving frequency $\Omega$. 
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Figure 2.9: The Hofstadter butterfly becomes deformed in presence of circularly polarized light. The frequency of the periodic driving was set to \(6.0\, g/\hbar\) and the intensity to \(1.0\, eAa/\hbar\). With the present choice of frequency, the different butterflies of the different Floquet modes do not overlap. The red line shows the state of the central Floquet mode with lowest quasienergy. (Reprinted figure with permission from [153]. Copyright (2019) by the American Physical Society.)

Figure 2.10: The frequency of the circularly polarized radiation was set to \(3.0\, g/\hbar\) and the intensity to \(1.0\, eAa/\hbar\): With the present choice of parameters, the spectra of the different Floquet modes overlap. (Reprinted figure with permission from [153]. Copyright (2019) by the American Physical Society.)

2.9.4 Graphene without magnetic field

Although there are examples where the summation over the Chern numbers of the truncated Floquet Hamiltonian fails to give the correct topological invariant, as for instance shown by two examples in Ref. [159], the procedure gives the correct results for several models, including circularly polarized driven graphene. In the seminal work on Floquet topological insulators by Mikami et al. [3], the authors were able to relate topological phase transitions to effective hopping amplitudes. Moreover, the topological phase diagram of graphene with circularly polarized driving has been investigated. To make direct contact with the work by Mikami et al. [3], the discretization of the time-momentum Brillouin zone is set to \(200 \times 200 \times 200\) and the number of Floquet replicas to 50. Although the lowest and topmost eigenvalues and eigenvectors of the truncated Floquet Hamiltonian are not converged, i.e. they are different from the index shifted eigenvectors with eigenvectors taken from the central Floquet zone, compare Eq. (2.65), they remain relevant for the topological classification of driven graphene. In the converged Floquet zones, the sum over all bands inside one specific Floquet zone must be zero [159]. For the lowest and highest Floquet zones, this is not necessarily the case. The deviation from the converged Chern numbers contains the information about the difference of Chern numbers and the \(W_3\)-invariants, such that the summation indeed gives the correct topological invariant. This can be seen when one compares the sum over all Chern numbers of the truncated Floquet Hamiltonian depicted in Fig. 2.11 with the \(W_3\)-invariant shown in Fig. 2.12. The difference between the two values is plotted in Fig. 2.17.
Figure 2.11: The sum over all Chern numbers of the truncated Floquet Hamiltonian below $\varepsilon = 0$ for graphene with circular driving and without magnetic field: The results almost perfectly reproduce the findings from Ref. [3]. (Reprinted figure with permission from [153]. Copyright (2019) by the American Physical Society.)

In the region of small intensities $\gamma$ and $\hbar \Omega < 1.5\kappa$, they do not agree. However, this is due to numerical instabilities of the algorithm for the $W_3$-invariant. To show that there is indeed no difference between the sum over Chern numbers and $W_3$, the sizes of the gaps at zero quasienergy and $-\Omega/2$ are analyzed.

Figure 2.13: The size of the zone edge gap in dependence of intensity $\gamma$ and driving frequency $\Omega$: The data were calculated as distance between the minimum of the lower band of the central Floquet zone and $-\Omega/2$. The zero lines in the right half of the plot are also visible as topological phase transition in Fig. 2.18. (Reprinted figure with permission from [153]. Copyright (2019) by the American Physical Society.)

Figure 2.12: The $W_3$-invariant coincides with the sum over Chern numbers in reliable regions. Except for numerical unstable regions, the Chern number sum and the $W_3$-invariant show a striking agreement. (Reprinted figure with permission from [153]. Copyright (2019) by the American Physical Society.)

Figure 2.14: The minimum of the upper band of the central Floquet zone in dependence of intensity $\gamma$ and driving frequency $\Omega$ is plotted. The zeros, as well as the band touchings, can be directly mapped to a change of the sum over Chern numbers, compare Fig. 2.11. (Reprinted figure with permission from [153]. Copyright (2019) by the American Physical Society.)
Fig. 2.13 shows the difference between $-\Omega/2$ and the minimum of the lower band of the central Floquet zone. Comparing the regions where the $-\Omega/2$-gap is closed with the corresponding regions where the Chern number changes, Fig. 2.18, one can see that the zeros of the $-\Omega/2$-gap are responsible for a change of Chern numbers. The arc in Fig. 2.14 starting from $(\gamma, \Omega) = (0.5 eAa/\hbar, 1.2 g/\hbar)$ to $(\gamma, \Omega) = (1.0 eAa/\hbar, 1.36 g/\hbar)$, where the zero gap is closed, can be seen in Fig. 2.12 as well as in Fig. 2.18. In the following, it is clarified whether there is a difference between the sum over Chern number of the truncated Floquet Hamiltonian and the $W_3$-invariant. For this reason, the gap sizes in the interval $\gamma \in [0.0, 0.6] eAa/\hbar$ for $\Omega = 1.2 g/\hbar$ are calculated. The Brillouin zone is discretized by using $3500 \times 3500$ points. If there was a gap closing, e.g. at $(\gamma, \Omega) = (0.2 eAa/\hbar, 1.2 g/\hbar)$ in Fig. 2.12, one should see a signature of a gap closing either in Fig. 2.15 or in Fig. 2.16. The figures 2.15 and Fig. 2.16 show the gap sizes in a double logarithmic plot for the zero and the $-\Omega/2$ gap. If there was a gap closing, there should be a signature at $-\ln(\gamma) \approx 1.6$. This, however, is not the case, which also shows that the deviations between Chern number summation and $W_3$ can be traced back to numerical instabilities. Indeed, one can achieve agreement between the results of the summation over Chern numbers and the $W_3$-invariant by increasing the discretization of the time-momentum Brillouin zone. This was done for some representative points. As an example, $(\gamma, \Omega) = (0.1 eAa/\hbar, 1.4 g/\hbar)$ was investigated: An increase of the number of discretization points to $800 \times 800 \times 800$ is necessary to achieve convergence of the $W_3$-algorithm and with that agreement with the summation over Chern numbers.
Besides, from numerical demanding regions, both topological characterizations show a striking agreement which is colored in gray in Fig. 2.17. Apart from the observation that the sum over the Chern numbers of the truncated Floquet Hamiltonian and the $W_3$-invariant seem to coincide for circularly driven graphene, a proof seems to be missing thus far. Remarkably, even in the cases where both the Chern number

![Figure 2.17: The difference between the $W_3$-invariant and the sum over Chern numbers of the truncated Floquet Hamiltonian: The parameter spaces where $W_3$-invariant and the sum over Chern numbers agree are shaded in grey. (Reprinted figure with permission from [153]. Copyright (2019) by the American Physical Society.)](image)

and the $W_3$-invariant coincide, e.g. compare $(\gamma, \Omega) = (4.0 eAa/h, 2.0 g/h)$ Fig. 2.18 and Fig. 2.12, not all Floquet zones of the truncated Floquet Hamiltonian have the same Chern numbers as the central Floquet zone, as depicted in Fig. 2.19. This holds even for the off resonant regime. Fig. 2.20 extends Fig. 2.19 to higher driving frequencies. This feature survives for even higher driving frequencies $\Omega \propto 10^6 g/h$. Again, this can be understood by having a closer look at the quasienergy band structure. In the far off resonant regime, the gap between the two bands of graphene is very small. Hence, even when the Floquet zones are far away from each other, a small coupling is enough to close and reopen the small gap of some Floquet zones.

![Figure 2.18: The Chern number of the lower band of graphene of the central Floquet zone: The driving is once more circularly polarized. One can see the difference to the $W_3$-invariant in Fig. 2.12. (Reprinted figure with permission from [153]. Copyright (2019) by the American Physical Society.)](image)

### 2.9.5 Graphene with magnetic field

To assure the correctness of the topological invariant, the algorithm proposed by Höckendorf et al., Ref. [159], to compute numerically the $W_3$-invariant for the Floquet-Hofstadter spectrum at $p/q = 1/3$, was applied. The result is plotted in Fig. 2.24. To compare to the static topological invariants, first the Chern number of the state with lowest energy of the central Floquet zone for a flux per unit cell of $p/q = 1/3$ and circular driving are computed. The three dimensional momentum-time Brillouin zone is discretized by $200 \times 200 \times 200$ points together with 30 Floquet replicas. The resulting Chern numbers are plotted in Fig. 2.21 for different amplitudes $\gamma$ and frequencies $\Omega$ of the driving field. In the left lower region of Fig. 2.21, inside the arc from $(\gamma, \Omega) = (0.0 eAa/h, 5.1 g/h)$ to $(\gamma, \Omega) = (1.9 eAa/h, 2.0 g/h)$, inside the arc from $(\gamma, \Omega) = (0.0 eAa/h, 5.1 g/h)$ to $(\gamma, \Omega) = (1.9 eAa/h, 2.0 g/h)$,
Figure 2.19: The innermost Floquet zone has other Chern numbers than the central Floquet zone. The counting of the Floquet zones starts here with the lowest mode, e.g. for $(\gamma, \Omega) = (4.0 eAa/\hbar, 1.6 g/\hbar)$, the $(-50+4)^{\text{th}}$ Floquet zone has other Chern numbers than the central Floquet zone. (Reprinted figure with permission from [153]. Copyright (2019) by the American Physical Society.)

Figure 2.20: Even in the far off resonant regime, not all Chern numbers of the Floquet zones of the truncated Floquet Hamiltonian agree with the Chern numbers of the central Floquet zone. (Reprinted figure with permission from [153]. Copyright (2019) by the American Physical Society.)

Figure 2.21: The Chern number of the state with lowest energy of the central Floquet zone for a flux per unit cell of $p/q = 1/3$ and circular driving. (Reprinted figure with permission from [153]. Copyright (2019) by the American Physical Society.)

Figure 2.22: The difference between the sum over Chern numbers and the $W_3$-invariant: Grey regions show parameter configurations $(\gamma, \Omega)$ where the Chern number sum and the $W_3$-invariant coincide. (Reprinted figure with permission from [153]. Copyright (2019) by the American Physical Society.)

the numerical values cannot be trusted. The reason can be understood when investigating the band structure. In the parameter space where $\hbar \Omega < 6.0g$, the bands of the Floquet-Hofstadter spectrum overlap and the Chern numbers are not computable numerically [125]. With rising intensity, the degeneracies are lifted and anti-crossings occur. Moreover, there are $(\gamma, \Omega)$ regions where no gap between the lowest and the second lowest band exists but the bands are nowhere degenerate, see
In the last step, the \( W_3 \) calculation scheme following Ref. [129] is applied. The flux and polarization are the same as that depicted in Fig. 2.21. The result is plotted in Fig. 2.23. In the following, the results of both \( W_3 \) calculations are compared and contrasted against the corresponding Chern numbers. The difference between both results for the \( W_3 \)-invariant is depicted in Fig. 2.22. The comparison shows that, apart from zones close to topological phase transitions, the results coincide. Interestingly, the Chern number itself also shows a great agreement.

Figure 2.23: The sum over all Chern numbers below \( \varepsilon = 0 \) computed from the truncated Floquet Hamiltonian with the same flux and polarization as in Fig. 2.21 and Fig. 2.24. (Reprinted figure with permission from [153]. Copyright (2019) by the American Physical Society.)

Figure 2.24: The \( W_3 \)-invariant computed with the algorithm of Höckendorf [159] for the Floquet-Hofstadter spectrum at \( p/q = 1/3 \): The driving was circularly polarized. (Reprinted figure with permission from [153]. Copyright (2019) by the American Physical Society.)

with both the sum over the Chern numbers and \( W_3 \). Using the connection between edge modes and the \( W_3 \)-invariant which has been proven in Ref. [129], one can conclude that the results allow for the prediction of the number of edge modes in this driven system.

There is a global gap between two bands if the minimum of the upper band is always greater than the maximum of the lower band. Consider the case of two bands without a global energy gap. It does not imply that there is a degeneracy of the two bands. This scenario occurs for specific \((\gamma, \Omega)\) configurations of the Floquet Hofstadter spectrum between the lowest and second lowest band, marked as black stripes in Fig. 2.26. An exemplary quasienergy band structure is shown in Fig. 2.25. There is no gap between the lowest two non-degenerate bands.

### 2.10 Summary and Outlook

In this work, an explicit and rigorous treatment of the Hofstadter problem on the hexagonal lattice is presented. One important result is the explicit proof of the periodicity of the Hofstadter butterfly: Depending on whether the numerator of the flux per unit cell is even or odd, the periodicity of the fractal spectrum is different. Yet, the appropriate topological invariant to look at in case of a periodically driven system is the \( W_3 \)-invariant. There are two different computation schemes in
Figure 2.25: The quasienergy band structure for $p/q = 1/3$, $(\gamma, \Omega) = (2.65 \, eAa/\hbar, 3.0 \, g/\hbar)$ and $k_x = 0$: The lowest two bands are not degenerate but they do not have a gap in the sense that the minimum of the second lowest band is always greater than the maximum of the lowest band. (Reprinted figure with permission from [153]. Copyright (2019) by the American Physical Society.)

Figure 2.26: The $W_3$-invariant computed with the algorithm of Höckendorf [159] for the Floquet-Hofstadter spectrum at $p/q = 1/3$: The driving was circularly polarized. Parameter spaces $(\gamma, \Omega)$ without a gap are marked black. (Reprinted figure with permission from [153]. Copyright (2019) by the American Physical Society.)

literature. One is based on Chern numbers of the truncated Floquet Hamiltonian and the other is evaluated in time-domain. By presenting two examples, it could be shown that in general, both calculation schemes do not provide the same topological results, although they are supposed to give the same invariant. A deeper justification of the Chern number summation of the truncated Floquet Hamiltonian seems to be missing in literature. Nevertheless, this scheme is widely accepted and used in literature. To assure that the topological characterization of the Floquet-Hofstadter butterfly is correct, both computational schemes are applied. To understand how illumination of graphene with circularly polarized light in the presence of a magnetic field will effect the fractal spectrum, the Hofstadter butterfly was unified with Floquet theory. To assure the correctness of the topological analysis, the Chern numbers, the sum over all Chern numbers of the truncated Floquet Hamiltonian, and the $W_3$-invariant were computed. In the high-frequency limit, all three topological characterizations coincide, yielding the correct number of edge modes appearing in a system of finite size. The low frequency limit, compared to the bandwidth of the hexagonal lattice, was only analyzed without a magnetic field. Remarkably, the sum over Chern numbers of the Floquet Hamiltonian and the $W_3$-invariant show a striking agreement. This justifies the results of various formed works [3, 136, 164, 165] numerically, whereby an analytical connection is still missing.

The topological characterization of driven systems is still in its infancy, which manifests in the fact that there are still many open questions. First, the interpretation of the non-zero $W_3$-invariant discussed in Sec. 2.6.1 needs further analysis. Despite the system being time-independent, the topology deduced from the time evolution
differs from the Chern number. Whereas the latter is related to edge states in a finite system, a physical interpretation or experimental access of the $W_3$-invariant seems to be missing. Furthermore, it is unclear where the difference between the sum over Chern numbers of the truncated Floquet Hamiltonian and $W_3$ in the examples mentioned earlier comes from. It seems that there are models where both show a striking agreement. This covers, for example, circularly driven graphene, and some where both disagree, like the examples discussed above. To find a classification of whether the summation over Chern number is justified or not is of ultimate interest. More thought must be put into the interpretation of the Chern number as function of time. Whether this is a mathematical auxiliary quantity is still an open question. Besides, there has been no answer thus far to whether there is an experimental access to a time-varying Chern number. (Reprinted text with permission from [153]. Copyright (2019) by the American Physical Society.)
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