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Abstract
The exchange of threat intelligence information can make a significant contribution to improving IT security in companies
and has become increasingly important in recent years. However, such an exchange also entails costs and risks, preventing
many companies from participating. In addition, since legal reporting requirements were introduced in various countries,
certain requirements must be taken into account in the exchange process. However, existing exchange platforms neither offer
incentives to participate in the exchange process, nor fulfill requirements resulting from reporting obligations. With this work,
we present a decentralized platform for the exchange of threat intelligence information. The platform supports the fulfillment
of legal reporting obligations for security incidents and provides additional incentives for information exchange between the
parties involved. We evaluate the platform by implementing it based on the EOS blockchain and IPFS distributed hash table.
The prototype and cost measurements demonstrate the feasibility and cost-efficiency of our concept.

Keywords Threat intelligence sharing · Blockchain · Smart contract

1 Introduction

The threat landscape for IT infrastructures has grown steadily
in recent years, and this trend is continuing. At the same time,
it is becoming apparent that the countermeasures currently
available can hardly keep pace with the ongoing attacks. It
has been shown that the exchange of threat information is an
effective instrument for improving existing countermeasures
and the overall situation. It leads to more knowledge about
threats, earlier detection of attacks and thus to more effective
countermeasures. The potential benefits of the threat infor-
mation exchange have recently been recognized in the public
sector by introducing corresponding legal regulations. For
example, several countries already require the reporting of
security incidents, especially for critical infrastructure oper-
ators.
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While the exchange of threat information offers the afore-
mentioned benefits for the security situation, it can also
entail various disadvantages and problems that may prevent
companies from participating. These include high additional
costs for appropriately trained security personnel and infras-
tructure, possible data protection problems and the risk of
publishing sensitive data. In addition to these problems, a
complex set of reporting requirements must be taken into
account. Companies must be able to provide non-repudiable
proof of accurate reporting, both to avoid penalties and to
potentially use the data as evidence in court. Consequently,
sustained availability and integrity of the reported data must
be ensured. Sharing platforms must address these problems
by incorporating legal requirements as part of the design.
Additionally, incentive structures must be created for the
exchange of threat information, to offset costs and tomotivate
stakeholders to participate in the long term.

In doing so, we consider two use-cases separately. The
platform intends to (1) support the fulfillment of legally
obligatory reporting and (2) to create economic incentives
for voluntary reporting. While these scenarios have dif-
ferent requirements and thus follow separate processes, the
proposed platform optionally also enables sharing of oblig-
atory reports. Based on these considerations, we formulate
the research questions we intend to answer:
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• RQ1:Howcan threat intelligence informationbe exchanged
while ensuring availability, integrity andnon-repudiation?

• RQ2: How can the exchange of threat intelligence infor-
mation be incentivized?

To solve these problems, we propose a sharing concept
and application prototype for a threat intelligence sharing
platform based on Distributed Ledger Technology (DLT).
DLT provides specific security characteristics, which can
differ depending on the blockchain implementation. These
usually include availability, integrity and non-repudiation -
the three requirements of RQ1 [1]. Availability is ensured
by the underlying blockchain network, which consists of a
large number of geo-distributed nodes maintaining a repli-
cated ledger around the clock. Please note that Proof ofWork
(PoW)-based blockchains may suffer availability limitations
under heavy load [2]. At the same time, integrity assurance
is provided through a sequentially linked hash chain, which
ensures that the current world state is always the result of
all past transactions. The consensus protocol assures that
state transitions are append-only and previous entries are
non-repudiable. Distributed Ledgers enable the verifiable
decentralized execution of applications in the form of smart
contracts, which also provide the option to implement digital
currency in the form of blockchain tokens. These tokens can
be used to provide decentralized incentives by assigning real
value to threat intelligence information.

Existing work has attempted to address some of the
aforementioned problems using DLT; however, the research
questions have not been sufficiently addressed so far (Sects.
2 and 3.3). For this reason, we propose the blockchain-
based DEALER platform (Decentralized IncEntives for
ThreAt InteLligEnce Reporting and Exchange). It fulfills
requirements for obligatory Cyber Threat Intelligence (CTI)
reporting (Sects. 3.1 and 7.1), while also providing an incen-
tive structure to counteract possible participation drawbacks
and to encourage voluntary sharing of CTI. Our contribution
includes a novel protocol based on verifiers and token-
based incentives to encourage fair sharing of high-quality
threat intelligence data. To avoid trusting a third-party plat-
form provider, the architecture is fully decentralized and
maintained by independent blockchain operators and the
participants themselves. In brief, the platform provides the
following key features:

– availability, integrity and non-repudiation as require-
ments for obligatory reporting

– decentralized incentivesby leveragingblockchain tokens
for purchase and sale of threat intelligence

– transactional fairness for both seller and buyer
– quality assurance through a verifier system

The remainder of this paper is structured as follows. In
Sect. 2, we first provide an overview of approaches for plat-
forms to report threat information, in particular with a focus
on meeting the aforementioned security goals. In Sect. 3,
we define requirements for the development of our platform.
Section 4 introduces our concept for the storage and incen-
tivized exchange of threat intelligence information. In Sect.
5, we propose the system design for the application of our
concept and present the implementation of our prototype.
The cost structure and thus the practical feasibility of our
prototypical implementation are evaluated in Sect. 6. The
results of this paper are discussed in Sect. 7, and the paper is
concluded in Sect. 8.

2 Related work

The exchange of threat information has been the subject of
practical and legislative work in recent years. These include
laws in different legislations, such as the NIS Directive1 in
Europe and the IT-Sicherheitsgesetz (BSIG)2 in Germany,
which stipulate the reporting of incidents for providers of crit-
ical infrastructures. These legislations are also influenced by
data protection requirements, which are, for example, speci-
fied by the General Data Protection Regulation (GDPR)3 or
the California Consumer Privacy Act (CCPA).4 Such regula-
tions have also been addressed in the literature. Schwartz et
al. point out fundamental legal aspects of the CTI exchange
[3], while Laube and Bhme show that not reporting secu-
rity incidents may lead to fines in different countries[4]. In
addition to this, Bauer et al. have shown in their study on
Threat Intelligence Platforms that trust, data integrity, a high
platform availability, reporting functionalities as well as data
quality are among thekey characteristics ofCTIplatforms[5].
At the same time, the actual exchange of CTI data is already
being implemented in practice by various platforms. Exam-
ples are IBMX-Force [6] or Facebook threat exchange [7] as
commercial platforms as well as MISP [8] and OPENCTI
[9] as open source platforms. These platforms allow the
exchange of threat information; however, data integrity or
availability is not conclusively assured and incentive struc-
tures are not available. Central providers can advertise data
integrity and availability, but ultimately it is always necessary
to rely on the provider to ensure the protection goals are met.
This is particularly problematic in the area of possible obli-
gations to provide evidence, asmanipulation of the data stock

1 https://eur-lex.europa.eu/eli/dir/2016/1148/oj.
2 https://www.gesetze-im-internet.de/bsig_2009/BJNR282110009.
html.
3 https://eur-lex.europa.eu/eli/reg/2016/679/oj.
4 https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?
bill_id=201720180AB375.
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cannot be ruled out with central providers. At the same time,
a single provider usually also represents a single point of
failure when it comes to the availability of the platform. Fur-
thermore, existing providers do not yet offer functionalities
for quality-assured trading and thus an incentivized exchange
of CTI information. In this context, Liu et al. [10] showed
that a lack of incentives can even prevent the exchange pro-
cess from happening. In addition to this, Wagner et al. [11]
pointed out the risks that are associated with sharing CTI,
which in turn may prevent companies from participating in
the exchange, which in the worst case can even lead to the
information exchanged being used to attack participants in
the exchange.

A great deal of research has been done on the requirements
and challenges of implementing CTI platforms. In an early
work, Serrano et al. [12] point out the fundamental prob-
lems for the exchange of threat information. Dandurand et
al. [13] defined requirements for the exchange of informa-
tion, emphasizing the necessity of assuring data integrity and
availability, which is also supported by the work of Brown
et al. [14]. Mohaisen et al. pointed out various open research
questions in that field, such as possible dangers and negative
incentives that may relate to the exchange of CTI [15]. In
addition to this, there are also works that deal with specific
implementations of CTI platforms, such as the MISP plat-
form byWagner et al. [8]. However, neither specific integrity
or availability requirements nor the integration of incentives
is considered. The literature also provides works that address
the necessity of creating incentives for the exchange of CTI.
Sauerwein et al. conducted an exploratory study that showed
a need for incentivizing stakeholders within the exchange
process [16]. This work is supported by Sillaber et al. exam-
ining the needs of stakeholders and resulting challenges [17].
While these studies provide possible starting points for the
use of incentive procedures, the actual use of such procedures
within CTI platforms is not considered. Moreover, there are
also first approaches that try to implement CTI exchange on
decentralized platforms. Alexopoulus et al. present a method
for sharing security data streams based on a smart con-
tract and data stream subscriptions [18]. Since the proposed
data streams require a direct connection between the parties,
the assurance of integrity and availability cannot be guar-
anteed. Incentive structures are also included in the work,
but the design suffers from various weaknesses. Since the
described on- and off-chain interactions of buyer and seller
are independent of each other, negative consequences for
fraud attempts during data transfer can only be implemented
to a limited extent. In addition, the quality of the incident
can vary during a stream, but only the entire stream can
be evaluated by a buyer. This increases search costs on the
marketplace because information about alerts is only avail-
able in aggregated form. Gong and Lee follow a similar
approach with the proposed BLOCIS framework[19]. Here,

incident data are also not seen as individual items, but aggre-
gated in threat intelligence feeds. Accordingly, a dedicated
assignment and a separate reporting functionality cannot be
implemented here. At the same time, the proposed concept
only provides automated quality assurance. Homan et al. pur-
sue a different approach by implementing CTI sharing on a
private Hyperledger blockchain. This work also shows the
potential of blockchains in the CTI sharing area. Although,
the possibilities of incentives are briefly described, they are
not specifically addressed. Quality assurance and reporting
requirements are not considered [20]. The papers shown
here also show how important fair and secure exchange is
for decentralized platforms. Accordingly, much research has
been done in this area in recent years. For example, Shafagh
et al. [21] show how homomorphically encrypted data can be
exchanged securely. Wagner et al. [22] propose an approach
to exchange digital goods based on mediator smart con-
tracts, which enable dispute resolution. This work provides
the means for decentralized exchange of CTI with smart con-
tracts, but does not provide a browsable platform or quality
assurance.

In summary, it can be stated that differentworks exist in the
area of threat intelligence exchange that consider the require-
ments and the application of platforms. However, to the best
of our knowledge, there is currently no work that allows
an incentive-based, fair exchange of CTI information, while
maintaining data integrity and availability to comply with
regulatory requirements. Accordingly, we briefly summarize
the novel points where our solution goes beyond existing
work:

– sharing of individual incidents on a decentralized mar-
ketplace

– quality assurance by independent and incentivized ver-
ifiers

– support of legal requirements for obligatory threat
reporting

– token-based incentives for voluntary sharing without
transaction fees

3 Objective and requirements

The exchange of threat intelligence information can be
categorized into two different areas. On the one hand, unidi-
rectional reports of security incidents are stipulated by law
and mostly concern companies that are relevant for the func-
tioning of society. On the other hand, bidirectional exchange
of security information between companies is done on a
voluntary basis. The goal is an improvement of the infor-
mation basis on security incidents for all participants and to
increase their security level. The platform developed in this
work aims to cover both use cases by enabling both report-
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ing and exchange of security incidents. We consider the use
cases obligatory reporting and incentive-based exchange
of CTI information separately, as they should be independent
features on the platform. However, a combination of both
approaches should optionally be possible. There are differ-
ent and unique requirements that result from each of these
use cases, which are described in more detail below.

3.1 Requirements for reporting security incidents

The most important requirement for reporting security inci-
dents is compliancewith the underlying legal framework.We
have taken the German IT Security Act [23] as the basis for
our requirements in this matter. In doing so, we first consider
the concrete effects of the reporting obligation and derive
reporting requirements from this before specifying them in
more detail. In principle, existing reporting obligations usu-
ally specifically oblige operators of critical infrastructures to
report possible outages. The German IT security law explic-
itly proposes a contact point for the implementation of the
reports, which can be used by various parties subject to
reporting. This ultimately corresponds to the platform pro-
posed here as a common reporting infrastructure. In terms
of content, the law specifically stipulates that failures must
be reported immediately and thus places an initial focus on
availability. The information should include various techni-
cal details as well as information on the respective operator.
Within the legislation, a further focus is put on the auditabil-
ity of critical infrastructures. This shows that ensuring the
integrity of the reports is also a key factor in the scope of
reporting. In addition, the legislation provides for penalties
for failing to report security incidents. Accordingly, it is also
important to be able to provide proof that a report has been
carried out.

According to this, the first requirement for a functioning
reporting infrastructure is that a company must be able to
provide incident data and that the legal authorities can obtain
these data. Reports on security incidents are to be regarded as
time-critical, as the judicial authorities may have to react to
reported incidents in good time. For this reason, the provision
of a very high availability is a key factor in the operation of
a reporting infrastructure.

In the context of reports, it is also of utmost importance to
be able to provewho submitted a report. On the one hand, this
is necessary so that authorities can take the necessary steps to
prevent supply bottlenecks, for example. On the other hand,
this also provides a guarantee for the reporting institution, as
it enables it to prove that the reporting obligation has been
fulfilled and thus avoid penalties. This necessity results in the
requirement of non-repudiation and unambiguous assign-
ment of reports. In addition, a further requirement results
from the actual use of the data. Besides being used to pre-
vent damage, the threat intelligence information obtained

may also be used as evidence. Specifically, recorded data
may either be used as evidence in court proceedings or as
proof of damage against contractual partners such as insur-
ance companies. Following this, ensuring data integrity is
an additional requirement in the reporting process that needs
to be taken into account. Besides regulations that stipulate
reports of security incidents, there are also regulations regard-
ing the handling of personal data in different jurisdictions,
such as the GDPR in the European Union. According to this,
the platform must also provide the necessary tools to allow
the protection exchanged data in compliance with legal reg-
ulations.

3.2 Requirements for an incentive system

In addition to requirements resulting from legislation, there
are also functional requirements for exchange platforms.
Every exchange of information on security incidents is
accompanied by various risks.When publishing information,
companies risk to accidentally leak important data. Thismay,
for example, include company secrets or information about
the company infrastructure that may, for example, simplify
attacks on that company. In addition, a reporting process
involves costs for the collection, processing and dissemi-
nation of incident data. At the same time, the benefits of
participating in an exchange platform are often difficult to
quantify, especially with comparatively low legal penalties
for omitted reports. From these points it can be concluded that
companies tend to have little intrinsic motivation to report
incidents themselves, whereas the motivation to passively
obtain information from a reporting platform is likely to be
high. As a result, an incentive system that motivates every
participant on such a platform to actively participate can be
defined as a further essential requirement for the sustainable
functioning of such a platform (RQ2).

3.3 Platform comparison

As shown above, several other platforms already exist
that enable the exchange of threat intelligence information.
Among them are both centralized and decentralized concepts
covering different use cases. This leads to the problem that
platforms offer different features and each of them offers
its own approach to addressing protection targets. In order
to demonstrate the advantages of the DEALER platform
compared to existing concepts this section compares the
DEALER platform to Facebook Threat Exchange (FB-TX),
IBM X-Force, MISP, OpcenCTI and Trident as presented
in Sect. 2. Specifically, the key features of DEALER for the
creation of incentives aswell as the implementation of report-
ing obligations are compared individually for all platforms.
More specifically, the aforementioned protection goals of
availability, integrity, non-repudiation, fairness, quality and
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Table 1 Comparison of CTI
sharing platforms

FB-TX X-Force MISP OpenCTI Trident DEALER

Platform availability �� � �� �� � �
Data availability � � � � � ��
Integrity � � � � �� �
Non-repudiation � � � �� � �
Incentives � � � � � �
Fairness � � � � �� �
Quality assurance � � � � �� ��
� Not addressed, �� insufficiently addressed, � explicitly addressed

the possibility of creating incentives for exchange are con-
sidered. Depending on the use case of the notification or
exchange, the availability of the platform itself as well as the
availability of the data in the specific case are also distin-
guished for the determination of the availability protection
goal. This separation is introduced since one problem within
decentralized platforms is to keep exchangeable data avail-
able for trade at all times. The full comparison made here is
shown in Table 1 and is explained in more detail below. The
comparison rates different platformprotection goalswith val-
ues from “not addressed” through “insufficiently addressed”
to “explicitly addressed”. Significant differences between
centralized and decentralized platforms are apparent at first
glance in Table 1. In the following, these are broken down in
more detail once again.

Platform availability. In the FB-TX,MISP and OpenCTI
platforms, platform availability is not given special consid-
eration. No specific statement can be made for MISP, as it is
operated independently by different communities.Moreover,
FB-TX already had several outages in Q2 2020. 5 Accord-
ingly, no increased availability can be assumed for these
platforms. X-Force addresses this problem using increased
parallelization, however, outages regularly occur here as
well. Trident and DEALER, on the other hand, are oper-
ated on decentralized blockchains ETH and EOS, on which
outages are very rare due to the high number of network
nodes.

Data availability. This property is naturally very high for
all central platforms, as data can be uploaded and is avail-
able regardless of the status of the user. In contrast, Trident
is dependent on the availability of the user and has a corre-
spondingly low data availability. Despite the decentralized
approach, DEALER tries to address this problem by sharing
the load between several users. This is explained in more
detail in Chapter 4.3.

Integrity. The data integrity is not considered in any of
the centralized approaches whereas Trident and DEALER
implement them. While this is only partially addressed in
Trident as the data exchange is based on a direct stream,

5 https://developers.facebook.com/status/dashboard.

the DEALER concept provides for a complete integrity
assurance of the data. At the same time, data integrity is a
characteristic that can be ensured particularly well by decen-
tralized platforms without the need for trust.

Non repudiation. This property is only addressed in
OpenCTI, Trident and DEALER. With OpenCTI, however,
this is only partially the case, as this is ensured by the platform
administrator and a corresponding level of trust is required.
Incentives: Both Trident and Dealer offer the possibility of
evaluating incident data and exchanging it via a marketplace.
Such incentivemechanisms are not provided for in the central
platforms.

Fairness. Within the DEALER platform exchange fair-
ness is specifically addressed. Trident also addresses this,
however, only peripherally by creating a relationship of trust
between the participants. On the central platforms this prob-
lem is currently not considered at all.

Quality assurance. This property is only addressed by
the decentralized approaches so far. Central platforms do not
yet take this into account. However, MISP names quality
assurance as an important goal for Future Work.

Overall, this comparison shows that the implementation
of a decentralized CTI exchange platform can create var-
ious advantages for the exchange. These include features
such as the creation of incentives, quality assurance and
the integration of fairness mechanisms. These were not
implemented on existing platforms although there are no
significant technical obstacles. On the other hand, they also
include criteria such as platform availability, integrity assur-
ance and non-repudiation. Due to the inherent characteristics
of decentralized platforms, these can be mapped very well
and without the need of ensuring trust. Although the concept
of the DEALER platform does not fully meet all criteria, it is
clear that such a system is superior to traditional approaches
in many respects.

3.4 Shared CTI data

In general, any data format can be used for the exchange
within the platform. Within this work as well as within the
development of the platform, we have used the state-of-
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the-art data format STIX2 for the exchange as well as the
reporting of incidents.

Listing 1 shows a shortened excerpt of such an exemplary
STIX2 data packet, which is basically provided in the JSON
data format. Such a data packet is always enclosed by the
structuring unit bundle which allows a unique assignment of
the data packet. Such a bundle contains the various STIX
objects and references between these objects. The shown
example contains with the object “indicator-1” information
about an indicator, i.e. a pattern that indicates a possible
security incident. Furthermore, the object “malware-2” con-
tains information about the detected Malware “Poison Ivy”.
Finally, a connection between the two objects is established
by the relationship object “relationship-3”, which references
both objects. In addition to an impression of the basic syntax
and design of a security incident with STIX2, this example
also gives an insight into the dynamic data model of STIX2.

A bundle object can contain any number of STIX objects,
which in turn can be dynamically connected to each other by
means of relationship objects.

4 The DEALER sharing concept

In this section we present the DEALER concept, which is
designed to fulfill the previously defined requirements and to
provide an incentives structure for sharing CTI information.
This includes an ecosystem describing the stakeholders in
the system, their roles and relationships and a marketplace
describing the processes and concepts within the ecosystem,
designed to guarantee sustainableCTI exchange.This section
provides an overview of the relationships within the system
and the overall idea of the concept. The individual processes
within the system are described subsequently.

The entire system, which is outlined in Fig. 1 consists
of five essential components. At the center of the system
is a blockchain and a distributed database. These form
the technological basis for the implementation of smart con-
tracts, integrity-secured storage of exchange processes and
provide decentralized storage structures for reported security
incidents. The starting point for reports within this system
is Critical Infrastructure Compounds. These include the
critical infrastructure operator, an IT service provider if appli-
cable, and a CTI provider. The CTI provider takes care of
external communication and acts as a so-called contact point,
a construct that can be derived from legal requirements for
incident reporting. The information collected is intended for
either Associated Institutions or Organizations. Associated
Institutions describe participants who are interested in the
reported information within the scope of reporting obliga-
tions. These can, for example, be legal authorities to which
a reporting obligation exists. These can also be other institu-
tions, such as insurance companies, to which a possible claim
can be made accessible via the platform. On the other hand,
there are Organizations that are not affected by reporting
obligations, but are nevertheless interested in participating,
for example to increase their own level of protection. Anal-
yses and services within the system are provided by the
CTI ecosystem. This enables external service providers to
bring their services into the system. For example, verifica-
tion providers can offer qualitative incident data evaluation,
or analytics providers can aggregate information on several
incidents and offer it within the system.

DEALER’s overall concept defines two central use cases:
statutory incident reporting and incentive-based threat intel-
ligence exchange. Both concepts are briefly described below
before we take a closer look at the underlying processes.

Obligatory reports are generated by the Critical Infras-
tructure Compound and transferred to the blockchain. The
transmitted data are pseudonymized and encrypted in such a
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Fig. 1 High level overview of the DEALER threat intelligence sharing concept

way that only the receiving authority can access it. In connec-
tion with such a report, the data can also be made available
to other users of the platform as part of the incentive-based
exchange. However, this step is explicitly optional and must
be actively selected.

The incentive-based exchange process is based on an
economic model, where participants can offer and demand
information on security incidents. For this purpose, a sep-
arate token is introduced on the platform, which functions
as an internal currency and is used as economic reward for
active participants. When threat information is provisioned,
structured incident data are transferred to the blockchain in
encrypted and pseudonymized form. The information pro-
vided can then be sold to other participants or made available
as a report. The uploaded incident information is assigned to
verifiers who ensure its data quality against a fee. After suc-
cessful verification, the data can be traded on the platform at
the previously defined price.

In addition to these two sharingmechanisms, legal author-
itiesmay additionally issue globalwarnings regarding threats
to all participants. In some legislations, such as the IT secu-
rity law inGermany [23], such global warnings are part of the
reporting obligation and thus necessary for compliance. The
warnings also represent an additional benefit for the platform
participants: the free CTI provided by the legal authority sup-
plements purchasable incident information.

After this high-level introduction to the basic concept of
DEALER, the core processes of the platform are presented in
more detail below. They include Registration (4.1), Sharing
(4.2), Verification (4.3), Purchase (4.4) and Fairness (4.5).

4.1 Registration

Initially, participantsmust register to be able to transact on the
decentralized marketplace. Each participant has an account
with a balance of fungible tokens, whichmay be used to trade
incidents. To prevent sybil attacks, we require a fixed initial
token stake si to create the participant’s balance. This prepay-
ment requires a meaningful investment, while not deterring
new users. The user balance is managed by the platform.
Withdrawals are allowed on request up to the initial fee,
which must remain until the participant closes the account.

Verifiers are treated separately during registration, as they
are given free access to incident information and must eval-
uate it. The purpose of registration is to achieve a unique
identification of the verifier, for example by requesting a tax
number, identity documents or a social security number. This
registration process is intended to prevent the risk of veri-
fier misuse (i.e. free-riding or submitting default ratings). In
contrast to regular participants of the platform, verifiers must
be approved before participating in the verification process.
During bootstrapping of the verifier pool, approval can be
conducted by the platform developer. Once the verifier pool
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has reached the minimum size (Sect. 7.3), new participants
can be approved through majority votes of existing partici-
pants.

Additionally, the platform provides an exclusion option
for malicious verifiers. Exclusion of a verifier must be
approved by a majority of the verifier pool through mul-
tisignature votes. Any verifier may initiate such a vote by
providing evidence for several instances of misbehavior
(i.e. repeatedly submitting default or unrealistic verification
reports).

Besides preventingmisuse, the goal of authenticating veri-
fiers is to ensure an intrinsic interest in the analysis of security
incidents and possession of the necessary technical exper-
tise for actual incident information assessments. Appropriate
verifiers could, for example, be threat intelligence vendors,
CERTs or security operations professionals.

4.2 Sharing

Figure 2 shows a BPMNdiagram of the sharing process from
incident detection to data upload, verification and provision-
ing on the platform. Initially, the participant locally performs
required preprocessing steps. These include anonymization
(removing private data and identifying details), addition of
public descriptive metadata and encryption of the incident
with a symmetric key k. The metadata also include a sale
price ps . A signed transaction is submitted to the platform
and the incident is uploaded to the distributed database. If
the participant decides to sell the incident to other users, a
verification fee pv must be paid once with the initial transac-
tion. We suggest pv ∼ 0.6ps to reward verifiers depending
on the value of the incident. The incident is then made avail-
able on the marketplace and verification is initiated. Three

random verifiers are chosen from the verifier pool. The seller
then uploads three keys kv1/kv2/kv3 for each chosen veri-
fier, encrypted with each verifier’s public key, and notifies
the platform at time T1. The verifiers retrieve and decrypt the
uploaded incident with their individual key file. They assign
an initial rating value based on a set of platform-provided
quality metrics (Sect. 4.3).

The verifiers submit the verification result to the platform.
If all results arrive until time T2, the verification fee pv is dis-
tributed equally among the verifiers ( pv

3 = 0.2ps per verifier,
as noted above). If any verifier does not respond, the seller
may trigger a replacement of inactive verifiers. These veri-
fiers must respond until time T3 (T3 > T2 > T1), else the
seller may request a removal of the incident from the plat-
form and partial reimbursement of the verification fee ( pv

3
per missing verifier).

For obligated incident reporting, the participant may want
to keep the incident confidential and not share it with veri-
fiers. In this case, the participant only uploads a key for the
regulatory authority and no verification is performed. The
platform provides a timestamp and proof of reporting for the
incident.

4.3 Verification

The data quality verification conducted by verifiers serves as
an incident reputation bootstrappingmechanism.Wepropose
a 5-point rating scale for incident quality from 1 (very low)
to 5 (great). The verification needs to be as objective and
meaningful as possible to provide guidance for buyers, since
the actual data are encrypted. The following items serve as
verification guidelines:

Fig. 2 Incident sharing process on the DEALER platform
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– consistency with metadata of the seller’s previous inci-
dents

– similarity check for incident metadata and verified inci-
dents

– assessment of various threat intelligence quality indica-
tors [24]

After receiving the incident data, each verifier indepen-
dently performs a verification of the contained information.
A basic consistency check using metadata of the seller’s pre-
vious incidents verifies that the incident originates from the
same industry. To avoid duplicates and resold incidents (Sect.
7), verifiers compute a similarity score to other previously
downloaded incidents (i.e. using the simhash algorithm [25]).
For apparent duplicates, verifiers then submit a low score
without additional quality assessment.

Regarding threat intelligence quality indicators, the plat-
form provides a structured assessment process. This pro-
cedure is intended to help verifiers make objective and
comparable assessments of security incidents by iteratively
processing predefined questions.

To achieve this, the implemented questions are based
on objective CTI data quality indicators developed for
STIX2 [24]. The quality criteria are divided into three major
domains. These include information about the contained
data, object representations within the data and the com-
pleteness of the available information. In particular, the data
model domain reflects information about the representa-
tional consistency of the data representations and the concise
representation of the stored information. The object metrics
area considers the objectivity of the data collected as well
as metrics about the relevancy of the stored data regarding
the situation described. The third domain addresses the com-

pleteness of the available information in more detail. This
includes the examination whether an appropriate amount of
data is used to convey the facts presented. In addition to this,
the syntactic accuracy of the data transported as well as the
schema completeness of the data is checked.

4.4 Purchase

The incident purchase in Fig. 3 process starts offwith a poten-
tial buyer browsing the repository of previously uploaded
incidents. For this purpose the platform front end offers
sophisticated search and filter functionality. Metadata and
ratings are provided for each individual incident by verifiers
and past purchases. Once an incident of interest has been
identified for purchase, the buyer retrieves the encrypted inci-
dent to verify its availability. If the incident is available, the
buyer places an order for the incident and pays tokens cor-
responding to the sale price ps to the platform escrow. After
the order has been placed successfully, the key for decrypting
the data record is released in the next step. In order to speed
up this procedure and not to have to wait for the presence
of the seller this can be done either by the seller or by the
verifiers. This is possible because all verifiers involved also
possess a valid key k1, k2 or k3, as shown in Sect. 4.2. For
successful purchases, the key is automatically issued in the
background where the decryption key is encrypted with the
public key of the buyer kb and uploaded. In case of success-
ful decryption, the buyer notifies the platform by sending a
confirmation along with an incident rating.

If the decryption fails, the buyer notifies the platformabout
the failure,which initiates the dispute resolution process.Any
verifier may then provide an independent copy of the decryp-
tion key to the buyer. In the unlikely event that the buyer is
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Register purchase 
offer

Register purchase 
offer

Upload 
decryption key

Upload 
decryption key

Retrieve 
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Fig. 3 Purchasing process on the DEALER platform
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still unable to decrypt the file, keys must be uploaded by
additional verifiers to resolve the dispute. Once the buyer is
able to decrypt the file, the buyer submits a rating for the inci-
dent and closes the dispute. For providing decryption keys,
contributing verifiers receive an equal share of the dispute
fee pd as an incentive. The dispute fee is deducted from the
sale price and should be proportionately low for two reasons.
First, by monitoring the blockchain for disputes verifiers can
upload key copies in an automated fashion, requiring little
effort and thus little incentive. Second, sellers should not lose
a large amount of the sale price in case of unwarranted dis-
putes caused by dishonest buyers. However, dishonest sellers
should still be punished to encourage honest incident sale.
We thus suggest an initial value of pd ∼ 0.10ps , subject to
further practical evaluation.

A time lock T4 is in place to allow parties to redeem their
tokens if the counterparty fails to respond. If the buyer does
not report decryption success or dispute, the seller may col-
lect the sale price after T4 has expired. If the seller never
accepts the offer, the buyer may redeem the locked tokens
after T4.

4.5 Fairness

Fairness of incident purchase must be considered from two
perspectives:

– Seller fairness: An honest seller is guaranteed to receive
the advertised sale price for providing a correct decryp-
tion key.

– Buyer fairness: An honest buyer is guaranteed to receive
the plaintext of the purchased incident, or is refunded the
deposited purchase price.

Weguarantee Fairness based on the following assumption:
There is always at least one honest verifier that provides a
valid decryption key. After verification, there are at least four
copies of the decryption key (the seller and three verifiers)
available on the platform. It is reasonable to assume that there
is at least one honest participant among these four, which
provides a decryption key in case of an issue with the seller’s
key.

We now analyze the various ways how seller and buyer
may attempt to cheat, and how the protocol mitigates these
attempts.

Buyer fairness. The honest verifier assumption means
that the buyer will always receive a decryption key, and
that there is no scenario where the buyer will not be able to
decrypt the file. Conversely, the buyer will also not receive
the deposited price back. In case the seller attempts to cheat
by uploading a wrong decryption key for the buyer, the buyer
can initiate a dispute to receive a correct key from a verifier.
Verifiers receive a dispute fee pd as participation reward for

uploading correct keys during a dispute. The seller is thus
disincentivized to send wrong keys, since that increases the
likelihood of a dispute and results in a loss of pd tokens.

In case both seller and verifier keys are incorrect, the buyer
may be unable to decrypt the item at all. This will not occur in
practice based on the assumption that themajority of verifiers
is honest and provides correct keys. This assumption can be
made based on two properties of our platform:

1. random assignment of verifiers to incidents makes seller-
verifier pairings unlikely, and repeated collusive arrange-
ments are time-consuming

2. misbehavior is disincentivized through significant veri-
fier registration requirements (Sect. 4.1) coupled with the
possibility of exclusion

Wehave thus ensured that the seller is punished for upload-
ing wrong key material, while the buyer is able to decrypt the
purchased file. To increase the buyer’s confidence in receiv-
ing a correct key, the time of last platform activity of an
incident’s verifiers can be shown in the user interface.

Seller fairness. The buyer may attempt to cheat the seller
by not responding after the seller has provided the decryp-
tion key. For this reason, there is a deadline for the buyer to
respond, which starts from the time the seller has uploaded
the key and ends after time T4. If there is no response after
expiry, the seller may redeem the purchase price.

The buyer may also collude with the verifiers to falsely
vote for seller misbehavior. In this case the honest seller
would lose out on pd tokens deducted from the sale price.
This scenario is unlikely, since the buyer has no incentive
to collude with verifier. If buyer and verifier are in contact,
they could exchange data and tokens through another chan-
nel with a reduced price. In practice, this is unlikely to occur,
since there is a large overhead for buyers to contact verifiers
for every incident they are interested in.

If not colluding with a verifier, the buyer has no incentive
to blame the seller. He cannot receive any tokens back that
were paid for the sale, and he is guaranteed to receive a correct
decryption key if at least one verifier is active.

These considerations guarantee Seller Fairness, with the
restriction that the seller may lose out on a small portion of
the sale price pd in case of a dispute. Disputes cannot be
prevented by the seller, but buyers have no incentive to start
disputes, so we expect them to be negligible in practice.

5 Application prototype

To implement the sharing concept, we choose a combination
of blockchain technology and distributed hash tables. This
avoids having to trust a single third-party service provider
to provide storage and confidentiality. A data storage dis-
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tributed in this way can be maintained collaboratively and
only by participants interested in sharing data. Blockchain
networks also allow utilizing virtual currencies that provide
possibilities to realize built-in sharing incentives for partici-
pants. In the following we first discuss the technologies used
for our prototype (5.1). Subsequently, we develop the con-
ceptual architecture (5.2) and briefly present our prototypical
implementation of the sharing platform (5.3).

5.1 Technology selection

In this section we will first discuss the underlying technolo-
gies for our sharing platform. This includes the permission
model, the approach for storing incident data as well as the
chosen blockchain platform.

Blockchain platform.Thefirst considerationwhendecid-
ing on a blockchain platform is the choice between a per-
missioned network and a permissionless public blockchain.
Permissioned networks consist of a fixed set of partici-
pants that each operate a node of the private network. We
experimentedwith the permissioned blockchainHyperledger
Fabric, but found many obstacles during our research that
made it unsuitable for the DEALER platform. These include
missing native token support, no means to exchange tokens
for fiat currency, and the increased barrier to entry caused by
the need to deploy and operate a private Hyperledger Fabric
node. The latter results in high initial costs and maintenance
costs for updates and monitoring, while availability is less
certain due to the limited number of blockchain nodes. Per-
missionless blockchains are operated by independent miners
that are incentivized through mining rewards distributed
by the consensus protocol (i.e. Proof of Work or Proof of
Stake). The blockchain infrastructure is thus already avail-
able, but transaction fees must be paid to the maintainers of
the platform. Public blockchains also provide a high number
of distributed nodes that guarantee high availability, while
token distribution can be handled transparently using existing
exchanges. Since high availability and incentives for par-
ticipants are essential aspects of our concept, we choose a
permissionless blockchain approach for our concept.

Commonly, researchers use Ethereum for permissionless
blockchain application prototypes due to its good tool sup-
port and large developer community [26]. Unfortunately,
the intermittently high transaction costs6 represent a bar-
rier to entry and reduce the ability to provide incentives for
participants. The low maximum transaction throughput of
around 15 transactions/second [27] amplifies this issue, as
transaction fees rise when the network is congested. This
problem is exacerbated when transaction demand increases
to extreme levels [28]. Therefore, after evaluating both per-

6 https://bitinfocharts.com/comparison/ethereum-transactionfees.
html.

missionless and permissioned blockchains, we settle on the
EOS blockchain7 for our implementation. We utilize EOS as
opposed to other permissionless blockchain platforms like
Ethereum for several reasons. First and foremost, EOS does
not charge users transaction costs. Transaction allowances
are determined based on staked EOS tokens, thus lowering
the long-term cost of using the platform. In addition, EOS
provides more scalability regarding transaction throughput
(up to 8,000 transactions/second [29]). The EOS network
itself is maintained by hundreds of nodes around the world
using delegated Proof of Stake (dPoS) consensus. 21 active
block producers are selected from a list of candidates8 based
on thevotes ofEOS tokenholders. Theblockproducers them-
selves are encouraged to participate in the network through
block rewards (EOS token), which they receive for creating
new blocks. Other nodes serve as standby nodes and store a
copy of the blockchain, ready to assist if an active produc-
ers goes offline or no longer has enough votes. Since the 21
active producers run a deterministic byzantine fault-tolerant
protocol among each other, at least 15 colluding producers
are required to take over the blockchain.

Data storage. Due to high costs associated with smart
contract data storage, larger data items are commonly stored
off-chain in blockchain applications [30]. Oneway of trading
data using blockchain is settling the trade on-chain and trad-
ing the actual data off-chain [18]. This avoids the need for
another storage platform besides the blockchain. However, it
also requires the seller to re-upload data to every buyer,which
means that both seller and buyer need to be online at the same
time. A decentralized off-chain storage platform avoids this
issue. To ensure an integrity link between the blockchain
network and the off-chain store, the database should be
content-addressable. Since only encrypted information is
stored off-chain, access control is not required. Distributed
Hash Tables (DHTs) provide these properties: they offer
public, distributed and content-addressable key-value data
storage. We opted for IPFS9 as the DHT implementation in
the prototype. IPFS is widely used in research as an off-chain
storage solution, and it provides the features needed for shar-
ing CTI data and encryption keys.

In the DEALER prototype, each participant operates a
IPFS node. IPFS nodes are simple to set up; after installation
only a single command is required to start the daemon. We
use these IPFS nodes to obtain fixed address for each peer for
sharing dynamic content, referred to as its IPNS address. The
node’s IPNS address is based on the hash of the peer’s public
key and can only be updated with a signed update from that
peer. We exploit this functionality to statically address each
user’s shared incidents and decryption keys. We leverage the

7 https://eos.io.
8 https://bloks.io.
9 https://ipfs.io.
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IPNS peer identity: QmYZ6jN… (34 byte SHA256 multihash of RSA-2048 public key)

items

keys

0ae97b… (32 byte SHA256 hash of item)
1d78d8… 

0ae97b… (32 byte SHA256 hash of item)
1d78d8… 

Fig. 4 IPFS off-chain storage folder hierarchy (for each user)
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Fig. 5 Simplified entity relationship model of data stored on the
DEALER platform

IPFS Mutable File System to create a local folder hierarchy
corresponding to the fileswe intend to share (Fig. 4). The root
hash of this folder hierarchy changes every time an item or
key is added to a folder. Each time that happens, the updated
hash is published to the peer’s IPNS address. Other peers
can resolve this address to retrieve the latest incidents and
keys shared by other users. By pinning content hashes, veri-
fiers permanently replicate the encrypted incident shared by
the seller to ensure its availability. Verifiers are incentivized
to replicate seller content, since they potentially profit from
each sale in case of a dispute (Sect. 4.5).

5.2 Architecture and datamodel

As shown in Fig. 1, the prototype architecture consists
of a smart contract on the EOS blockchain platform and
IPFS-based decentralized storage. The blockchain platform
provides executable smart contracts that implement the Plat-
form role in the processes described in Sect. 4. IPFS provides
storage capabilities for reported incident data and encryption
keys. It also provides pseudonymous identity: Participants
sign up with blockchain accounts, which are authorized
through public-private key pairs and represented by unique
addresses. Figure 5 gives an overview of the platform’s data
model.

The model shows a distinction between on-chain and
off-chain storage. The on-chain storage manages transac-
tion information and metadata including assignments of

users (User), reports (ItemMetadata), votes Assignment and
purchases (Order) of incident data. The off-chain storage
holds the actual incident data (ItemContent) as well as the
encrypted decryption keys for the information (ItemKey). The
ItemMetadata table contains the reported incidents’ meta-
data, including a short description, the originating industry,
the price and a reference to the reporting user. ItemMetadata
also contains the CTI item’s hash, which links the metadata
to the full incident data ItemContent stored off-chain. Using
the hash reference, data can be retrieved from IPFS through
a DHT lookup and verification of the retrieved file against
its hash reference. The assignment of randomly selected ver-
ifiers is done using the Assignment table by establishing a
link between the verifying user and the respective item. This
table also stores the results of item verification, while cumu-
lative results of verification and rating processes are stored in
the ItemMetadata table. The assignment table is additionally
linked to theComplaint table, which stores complaints about
inaccurate verifications. The Order table finally contains the
transactions associated to an order, where a transaction estab-
lishes the relationship between the buyer and the seller, as
well as the item concerned. Besides storing report items, the
application also allows the issuance of warnings. These can
be inserted by authorities as a specific type of user and stored
in the table Warning on chain.

5.3 Application prototype

The prototypical implementation of the platform consists
of three major components: the smart contract on the EOS
blockchain based on EOS C++ code, the IPFS data storage
and a DApp (Decentralized Application) front end based on
Node.JS. Since Smart Contract and data storagewere already
described previously, this section focuses on the implemen-
tation of the DApp.

Figure 6 shows the implemented components (node.JS
server andEOS smart contract) and their interactionswith the
distributed system. EachDEALERparticipant runs a node.JS
server which manages the encryption keys and blockchain
wallet for the organization. It also serves the web interface to
internal users. On user requests, the node.JS server interacts
with the IPFS network and the EOS test network. CTI data
and file keys are stored at the local IPFS node and managed
through its IFPS identity. Requests for new CTI data are
resolved through the IPFS network. Blockchain transactions
are sent to the smart contract on the EOS test network, and
data are read back through the EOS node’s HTTP API.

Figure 7 shows the user interface of the DApp. The appli-
cation’s user interface offers four fundamental areas tailored
to each participant type. The area BUY allows potential buy-
ers to get an overview of offers on the platform and to buy and
download available incident information. The overview con-
tains a short description of the incident information as well
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Fig. 6 Prototypical implementation of the DEALER platform

Fig. 7 User interface of the DEALER platform

as its current verification status and price. Buyers can also
manage past purchases and re-download previously bought
information at any time. The area SELL, allows sellers to
report an incident to the blockchain. Such a report can con-
tain a title, a short description, the corresponding industry
sector, the actual incident data and a sale price. Incidents
are encrypted using AES-256-CBC before being uploaded
to IPFS. After the DHT upload, the hash reference and meta-
data are submitted to the smart contract. If the incident was
intended for sale, RSA-encrypted copies of theAES symmet-

ric keys are shared with the verifiers using their public keys
stored on the blockchain. Besides reporting, sellers can man-
age past reports and view the verification status and number
of their successful sales.

The VERIFY section allows the user to act as a verifier
for an incident. The verifier is presented with a list of all
incidents assigned for verification. For each individual inci-
dent, the verifier is presentedwith awizard as shown in Fig. 8.
The wizard sequentially requests input for the quality criteria
defined in Sect. 4.3. The verification results are arithmeti-
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Fig. 8 DEALER verification wizard

cally averaged after submission and sent to the platform in
a blockchain transaction. Although the prototypical applica-
tion allows a weighting of the individual quality criteria, this
was not implemented within the demonstration prototype for
reasons of clarity.

Finally, the area WARNING allows authorities to issue
warnings on current threats to platform participants. Warn-
ings contain informational text and structured incident infor-
mation for particularly dangerous threats.

The source code for the prototype can be downloaded
at the project repository.10 A live version of the DApp is
available online,11 and the deployed EOS contract can be
inspected on the EOS Kylin testnet.12

5.4 Implementation challenges

EOS. EOS developer tools posed some challenges, as the
development environment EOS Studio crashed frequently
during our tests. Some features did not work as advertised
or did not work at all. Another sticking point is that debug-
ging is not possible within the environment and even console
outputs are only accessible in a cumbersome way. However,
many of these issues were improvedwith subsequent updates
during our research.

10 https://github.com/Dealer-Platform/.
11 https://dingfest.ur.de/dealer/.
12 https://kylin.bloks.io/account/eosdealeradm.

Furthermore, achieving scalability of the smart contract
is not trivial. EOS allows a maximum of 150ms CPU
time per transaction, so performance must be kept in mind
while developing the smart contract. For example, loops
over table entries must be avoided, since they will lead
to exceeded transaction CPU time as tables grow larger.
Instead, indexes should be added on the required columns
using the multi_index table feature. Additionally, page
load times increased with an increasing number of incidents.
This issue can be resolved by setting appropriate limits on
get_table_rows queries to the EOSnode and paginating
results.

IPFS. IPFS is based on a content-addressed DHT data
structure. This means that the address of data changes when
the data are mutated by an update. It should be kept in mind
that the DEALER platform needs to provide a single address
for buyers and verifiers to retrieve decryption keys from a
seller. With IPNS, IPFS provides a way to get a single fixed
address, whose link target (i.e. a folder with keys) can be
updated dynamically.Unfortunately, this address is tied to the
IPFS node, which means that each user has to operate their
own IPFS node. While this may be seen as a limitation of our
DEALER implementation, it also comes with the advantage
of user data sovereignty. Even if other IPFS nodes go offline,
datawill remain stored locally once it has been retrieved from
the IPFS DHT.

6 Evaluation

After presenting the prototype design, we now evaluate
whether the chosen blockchain platform fits the needs of
threat intelligence reporting. Since EOS supports > 1000
transactions per second [29], we do not expect throughput
to become a bottleneck. However, there are costs associated
with transacting on a public blockchain, which we evaluate
in Sect. 6.1. Additionally, we consider computation times,
network latency and storage requirements in Sect. 6.2.

6.1 Transaction costs

Smart contracts on EOS require CPU, NET and RAM to exe-
cute. CPU and NET represent the processing and network
utilization of transactions and are acquired by staking EOS
for a fixed time. RAM is needed to store data in the smart
contract state and is purchased at a fixed price. To calculate
the required stake per user to run the contract sustainably,
we evaluate the resources consumed by our smart contract
in Table 2. Transactions were run multiple times with differ-
ing parameters on the EOS Kylin testnet. For CPU/NET, the
values represent locked currency, i.e. to share one incident
per day, EOS worth 0.20e must be staked permanently. For
RAM, the costs cumulate with each executed action and are
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Table 2 Resources consumed
by the EOS smart contract.

Action CPU (stake) NET (stake) RAM (purchase)

Sharing 1.76 ms, 0.201e 0.256 kb, 0.0005e 0.755 kb, 0.088e

Verification 0.58 ms, 0.067e 0.120 kb, 0.0002e 0.000 kb, 0.000e

Purchase 1.07 ms, 0.065e 0.112 kb, 0.0002e 0.153 kb, 0.018e

Warning 0.74 ms, 0.084e 1.71 kb, 0.0034e 1.896 kb, 0.221e

EOS price: 2.00e, RAM price: 0.058 EOS/kb, CPU cost: 0.05 EOS/ms, NET cost: 0.001 EOS/kb

thus much higher. For this reason we now focus on RAM
costs.

In the following we estimate the costs of the platform
based on a real-world example. Therefore,we assume that the
platform will be used for the reporting obligations of critical
infrastructures in Germany. According to the Federal Office
for InformationSecurity (BSI), it is estimated that around250
reports are carried out annually in 9 industry sectors [31]. The
EOS RAM needed to store 250 incidents costs 22e per year
at the current conversion rate. The verifications do not cost
any RAM since they only modify storage entries and don’t
add data.

We assume that participating companies are particularly
interested in information from their sector (on average 28
reports per sector). According to the BSI, 1648 institutions
in Germany are currently affected by the reporting obligation
[31]. We thus estimate about 1648 * 28 = 46,144 purchases
to be made in ongoing operations (823e). Additionally, we
assume that authorities may issue warnings about once a
month (3e). In summary, we expect a total RAM cost of
848e to store all platform interactions occurring in one year.
This is quite a feasible amount, considering that it covers
more than a thousand institutions.

6.2 Performance

We evaluate the performance of our prototype with regard to
user request latency (network latency and computation time)
as well as storage requirements.

Request latency. We evaluate the performance of the
server component locally on a machine with an i7-8550U
CPU and 16GB RAM, running node.JS v10.17. The ping
latency from the local machine to the go-ipfs v0.6.0 node
running on a Raspberry Pi 3B is μ = 0.9ms, σ = 1.3ms,
while the ping latency to the EOS Kylin network node is
μ = 12.0ms, σ = 0.9ms (100 pings). Request latency
consists of transmission latency and server-side computation
time. We measure the full request latency by timing curl
requests with a bash script. Computation time is measured by
tracking execution time of routes within the node.JS express
instance for these requests. Therefore, transmission latency
and client rendering speed are not included inmeasurements.
However, these delays are negligible after the initial down-
load of JS, CSS and image assets.

Table 3 Request Latency (RL) and Computation Time (CT) in ms

Action RL μ RL σ CT μ CT σ

W - Sharing 2185 327 2112 328
W - Verification 2453 137 2379 136
W - Purchase 2432 204 2355 202
W - Warning 1813 287 1738 286
R - Marketplace 1106 138 1041 138
R - Purchases 924 118 856 117
R - Report 65 6 1 1
R - My Incidents 1534 175 1464 168
R - Verification 1059 128 992 128
R - Dispute 930 132 863 132
R - Push Warning 404 34 338 34
R - Current Warnings 66 2 1 1
R - User Profiles 1050 95 983 95

As for the testing setup, there are 211 existing incidents in
the smart contract, 108 of which are assigned to our test user
for verification. We test each operation 100 times, includ-
ing item upload, verification and purchase operations. We
executed the tests in the order shown in Table 3.

The results show reasonable latencies of 1–2s. Generally,
the loading time for POST requests is higher, since the server
first parses the request and then also prepares thewebpage for
the returned page. For example, to obtain the effective com-
putation time ofW - Sharing, the latency of R - My Incidents
must be subtracted. In practice, the GET request latency can
be removed by offering a POST-only endpoint for automated
reporting.

In summary, the latencies should be appropriate for normal
usage. Additional front-end optimizations such as pagination
can further optimize page load times once a large number of
incidents is stored on the platform.

Storage requirements. Storage needs of the EOS plat-
form are covered in Sect. 6.1, so we now focus on off-chain
storage of incident data and file keys on IPFS. We uploaded
a small fixed-size (38 bytes) incident m times. During our
initial experiments we found that storage consumption grew
exponentially, but was significantly reduced after running
IPFS garbage collection. Garbage collection deletes local
copies for old versions of data no longer in use, for example
for updated file key entries. Therefore, we run the garbage
collector before taking each measurement. This ensures that
storage consumption is measured correctly and does not
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Fig. 9 IPFS storage consumption with increasing number of uploaded
incidents

include duplicate entries from prior versions of the user’s
shared IPNS folder.

Figure 9 shows storage consumption of a single IPFS node
with an increasing number of uploaded incidents. Storage
consumption increases linearly with each uploaded inci-
dent. The total overhead is about 22 KB for each additional
uploaded incident. 8 KB are added through preprocessing,
which consists of the AES encryption of the incident, stor-
ing the ciphertext as base64 encoded string, and uploading
file keys for the verifiers. The remaining 14 KB are due to
IPFS internal data organization and tracking. We also tested
a larger 1,032 KB incident and observed 380 KB total over-
head. 340 KB are due to preprocessing, and another 40 KB
are added by IPFS. The amount of overhead increases lin-
early with larger files, since the overhead originates largely
from encryption and encoding (i.e. 2 MB incident ∼ 2.76
MB ciphertext).

6.3 Expert interviews

In addition to the evaluation of the transaction costs and
the performance of the platform, we conducted several
expert interviews to demonstrate the overall validity of our
approach. The goal was to show that the intended imple-
mentation of the exchange platform offers real benefits for
the industry. In this context, two specific questions were
addressed.On the one hand, it was investigated towhat extent
the planned incentive system offers actual stimuli for compa-
nies to use it. On the other hand, it was investigated to what
extent the integrity assurancemeasures can offer added value
for companies in the reporting process. In addition to ques-
tions regarding the efficiency of the built-in incentive system,
a further goal of the interviews was to get an impression of
the usability of the platform as a whole in order to explore
possible optimization opportunities. Accordingly, the inter-
views also covered the exchange process, the usability of the
user interface and perceived security of the platform.

The interviewees are four security experts from differ-
ent industry sectors. We conducted interviews with a Project

Manager of a SME operating in the area of secure cloud
services, with a security expert of a large corporate data
center, with an academic researcher in the Field of Cyber
Threat Intelligence as well as with a Security Consultant of
a SME operating in the field of security consulting. We have
designed the selection in such a way that all persons inter-
viewed have extensive knowledge in the field of IT security
and can therefore adequately assess the security benefits of
the platform for their companies.

The expert interviews were designed according to the
semi-structured approach of Lazar et al. [32] and are sub-
divided into the following 5 phases.

Phase 1—Introduction. At the beginning of the inter-
views, each interviewee was first asked about his or her
knowledge as well as the extent of experience in the field of
IT security and their knowledge of currently existing report-
ing obligations. The participants were also asked about their
current position in the company and their budget responsi-
bility in the area of IT security. The participants were also
encouraged to indicate problems with the interview process
at an early stage.

Phase 2—Incentive structure. The objective of the first
thematic interview phase was to examine the benefits of
financial incentives for the exchange process. To this end, the
DEALER platformwas first presented to the participants and
the underlying idea was explained in detail. Subsequently,
the participants were asked whether such an incentive sys-
tem would be suitable for may be of interest to companies
in principle. In this context, the participants were also asked
what basic conditions would have to be fulfilled for their
active participation. Finally, we asked if the participants can
think of ways to abuse the system, or if they had concerns
that they could be cheated by other participants.

Phase 3—Integrity features. The goal of the interview’s
second thematic phase was to assess the usefulness of the
platform’s integrity assurance and non-repudiation mecha-
nisms. In order to achieve this, the participants were asked
whether they had already been confronted with reporting
obligations and whether their company is subject to report-
ing requirements. Subsequently, the participants were asked
whether they saw a concrete benefit in the provision of
integrity assurance and non-repudiation mechanisms and
how this would be useful for them.

Phase 4—Platform usability. After evaluating the basic
benefits of the concept in the previous interview phases, this
phase deals with the actual implementation of the platform.
The goal was to evaluate the usability and the benefit of the
user interface as well as the exchange and reporting process.
In order to obtain meaningful results, the participants were
given access to the platform and only a brief explanation of
the basic features of the platform was given. The participants
were then given two tasks. First, they had to post a fictional
security incident for sale on the platform and at the same time
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report it to an authority. In the second step, the participants
were then to get an overview of the market situation and buy
information about a security incident. In this phase we pay
special attention to how well the participants understand the
platform and how they handle it. In addition to mere obser-
vation, the participants are also asked about their experience
using the platform.

Phase 5—Wrap-up. In this last phase of the interview,
a summarizing discussion is conducted. Finally, the partic-
ipants are asked again about their overall impression of the
platform and whether they could imagine using such a con-
cept in an operational context. In addition, the participants
are asked about further points of criticism and possible sug-
gestions for improvement.

6.4 Interview results

The interviews lasted between 30 and 80min. Longer inter-
views were mainly due to extensive discussions with the
participants about the platform and possible application sce-
narios of the approach.At the same time also the large interest
of the participants in the presented beginning showed up.
All in all, the interviews led to a whole range of additional
insights regarding the incentive structure, integrity features
and platform usability.

Incentive structure. In the first part of the interview,
the participants were asked whether the proposed incentives
were interesting, whether participation in the platform was
conceivable for them and whether they had any concerns
about using it. Generally, the paid exchange of incident infor-
mation was met with great interest. However, it also became
clear that the platform would essentially be used for the
exchange of non-critical incidents. In this section of the inter-
view, most of the interviewees placed a very high value on
automation and low personnel costs. Specifically, platform
participation was considered attractive if the platform would
save time and personnel expenses. From the interviewees’
point of view, this can be achieved especially by provid-
ing high-quality reports, as this can save a lot of time in
the evaluation and use of information. It also became clear
that for companies, the verifiers and quality assurance play
the central role on the platform. To make quality assurance
transparent, interviewees suggested introducing certification
for the verifiers, which could, for example, be performed
by authorities. An essential participation prerequisite was
the availability of an API for automated incident processing,
in order to increase efficiency and avoid expensive manual
labor. Another central factor for the use of the platform is
the legal security of its use. On the one hand, it was pointed
out that incident reporting can only be carried out if legal
certainty is established. Another criterion was the possible
use of SLAs and general terms and conditions.

Integrity features. In the second part of the interview, the
participants were asked about the mechanisms of integrity
assurance and non-repudiation on the platform. Overall, the
interviewees see a significant value benefit from these func-
tionalities, which is particularly evident in the context of
reporting obligations or insurance-related claims. They see
clear potential for automation and reduction of bureaucracy.
Especially the possibility to report on time, based on facts,
irrevocably verifiable and tamper-proof were considered
important features by the interviewees. It was emphasized
that this feature is particularly interesting in cases where very
high penalties are imposed for failure to report. However, the
interviewees also pointed out various pitfalls and problems
in implementing these features. It was shown that integrity
assurance could also be carried out by public authorities and
that for a real world implementation, various funded projects
involving the authorities concerned would certainly be nec-
essary.

Platform usability. Finally, the participants were asked
about usability aspects of the platform. Overall, it can be
stated that all participants understood the platform in princi-
ple and were able to use it completely after a short time. The
interviews also consistently provided positive feedback on
the proof of concept presented. The verifier user interfacewas
particularly positively highlighted. At the same time, many
suggestions for improvementwere alsomade, especiallywith
regard to productive use of the application. For example, it
was suggested to integrate various additional information on
legal implications of actions on the platform as well as the
possibility to provide data sets with SLAs or terms and con-
ditions. Furthermore, it was pointed out that in production
use, extensive tools for the presentation of data set metadata
are necessary in order to make clear and efficient purchase
decisions. In this context, it was also suggested to introduce a
subscription function for relevant sellers and to provide API
access to increase the efficiency of the platform.

7 Discussion

In this section we discuss the results of this work. For this
purpose, the previously defined requirements are reviewed
in Sect. 7.1 and compared to the actual results achieved in
the prototype. Subsequently, we discuss security concerns
for the platform in Sect. 7.3.

7.1 Requirements

Reporting requirements. At the beginning of this work,
Sect. 3 defined various requirements for a platform that
simultaneously complies with legal requirements and offers
incentives for the exchange of CTI information. Specifically,
we defined integrity and availability of data as well as the
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non-repudiation of reports as target values for compliance
with legal requirements. The decentralized blockchain tech-
nology used provides the necessary basic conditions to build
a platform that is compliant with these requirements. One of
the most important features of a blockchain is the assurance
of data integrity using the decentralized ledger technology.
Our solution assures integrity by including a hash of the data
on-chain. Due to the EOS blockchain’s immutability, this
hash can be traced back to the original upload transaction
and authenticated with the sender’s signature.

Availability. The presented concept has, as previously
stated, increased demands on the availability of the platform.
In general, blockchains also offer a very high availability of
the network nodes as pointed out by Weber et al. [2]. This
results from the fact that the blockchain nodes are geograph-
ically distributed and run in a highly redundant manner. At
the same time, one of the main restrictions of blockchain sys-
tems is that write-access is often limited, which may result
in availability drawbacks. This is mainly the result of the
low number of possible transactions per second of the con-
sidered blockchains Ethereum and Bitcoin. Since the EOS
blockchain exceeds the possible transactions per second of
these networks by orders of magnitude [29], restrictions of
write availability are unlikely. It should also be emphasized
that the EOS network is distributed over the entire globe,13

which makes the availability of the network relatively inde-
pendent of local events. This problem can be tackled in
various ways with the EOS chain. On the one hand, it is
possible to increase the available resources for the current
project by increasing the share contributed. If you have even
higher availability requirements, the block chain can also be
set up with your own block producers. An example for such a
split with own block producers is the Ultra/UOS14 project. In
this example, an ownEOSblockchainwas created tomeet the
high demands on throughput and availability within online
games.

In the presented prototype, we store metadata of each
reported security incident on the EOS blockchain in a pub-
licly accessible manner. In order to establish a reference
for non-repudiation, a timestamp is included in the incident
metadata proving the report’s existence. A reference to the
reporting EOS wallet is included to link the report to the
reporter’s EOS wallet. The full incident data are stored on
the IPFS DHT and replicated by the incident’s seller and
verifiers, ensuring availability of off-chain data through suf-
ficient redundancy.

In addition to this, the prototype also provides the neces-
sary tools to protect personal data within reports according to
legislations such as theGDPR.To achieve this, the exchanged
information is processed in an encrypted form on the plat-

13 https://glass.cypherglass.com/map/main/top50.
14 https://www.ultra.io.

form. Each data flow is addressed to an explicit recipient and
protected with the corresponding public key. This ensures
that only the receiving authority can view the reported infor-
mation. In the case of an exchange on the marketplace, the
data are also encrypted and assigned to a buyer and verifier
as specific recipients. However, since the data are transferred
to different recipients, the mere assignment to the recipi-
ent is not sufficient for information and privacy protection.
According to this, the offering company must decide here
which data may be passed on to recipients. Both the interests
of the company and the legal situation must be taken into
account.

Incentives. As shown above, incentives represent are a
necessary condition for an active exchange between the par-
ties involved. In order to be able to implement such incentive
procedures, we created marketplace within the platform for
the mutual exchange of CTI information. Participants can
offer their incident information at the marketplace in return
for payment. This gives them the ability to compensate costs
incurred in the detection and recording process and thus
provides a financial incentive to participate in the platform.
Another focus of the platform is to ensure sustainability of
the implemented incentive structure. Verifiers ensure the data
quality of the tradedCTI information aswell as functions that
guarantee transactional fairness for both buyer and seller.
Verifiers and sellers have an incentive to host incident data
on IPFS since they profit from incident sales.

7.2 Comparison to other platforms

Overall, it can be concluded that the platform for the
exchange of CTI information presented in this work offers
several specific advantages over existing CTI sharing plat-
forms. Traditional systems usually rely on trust in a Trusted
Third Party (TTP) to implement the data protection goals. In
contrast to this, the decentralized DEALER system guaran-
tees these protection goalswithout the need for a specific trust
relationship. The availability of the platform is distributed
among different independent actors and no central actor is
required for integrity proofs. Moreover, the implemented
marketplace for the exchange of information is likewise
not dependent on the trustworthiness of actors. Within the
implemented smart contract, the sales process as well as the
selection of verifiers is predefined and transparent for all par-
ticipants.

7.3 Security

Free-riding verifiers. An important consideration is pre-
vention of free-riding verifiers. Every verifier periodically
receives free access to a randomly selected incident. As a
result, verifiers must be punished if they do not perform ver-
ification as requested. If a verifier repeatedly fails to verify
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Fig. 10 A pair of verifiers is assigned to the same incident every m
incidents, given n verifiers (y-axis is log scale)

assigned incidents in active status, other verifiers may start
a multisignature vote for verifier removal. This encourages
verifiers to only remain active when they intend to verify, to
avoid losing their verifier status.

Content reselling. Reselling information is a common
concern for data marketplaces [18]. As with all digital mar-
ketplaces, content reselling outside the platform cannot be
fully prevented. Both buyers and verifiers may attempt to re-
sell incidents they obtained through DEALER. In practice,
this is discouraged by the difficulty of selling digital goods
without trusted intermediaries [22]. The smart contract of
the DEALER platform replaces intermediaries and provides
certainty for buyers that they will receive the incident. There-
fore, it is more difficult for illegal re-sellers to find buyers
outside the platform without the market-making aspects of
DEALER. To prevent reselling content on DEALER itself,
the verifier system is in place to prevent it. The hash of the
shared incident data is stored in the smart contract, allowing
the identity of the original author to be clearly established
through the timestamp and the signing public key of the trans-
action. Uploading duplicate incidents with the same hash is
prevented by the smart contract, but resellers can slightly
modify the incident to change its hash. Still, in the long run
the similarity checks introduced in Sect. 4.3 reveal dupli-
cates. If a duplicate is recognized, verifiers may submit a
low rating. Similarly, buyers are likely to notice that they
received a duplicate and rate the incident poorly, leading to a
decreasing rating. This discourages potential buyers and lead
to decreasing profits from reselling attempts.

Sybil attacks. Sybil attacks involve attackers being able to
create new identities cheaply to manipulate the application.
They can be mitigated by introducing nontrivial barriers to
entry. On the DEALER platform, this threat mainly applies
to sellers and verifiers. Sybil sellers could flood the platform
with incidents to overwhelm verifiers. Sybil verifiers could
dilute the quality assurance verifiers are supposed to provide.
Therefore, as established in Sect. 4.1, both sellers and ver-
ifiers need to deposit cryptocurrency to create an account.
Verifiers additionally need to prove their physical identity on
registration. These measures present a significant obstacle
for creating Sybil users.

Verifier collusion. The platform requires a minimum
number of verifiers to ensure their assignment is sufficiently
random to deter collusion. If assignment is not random, sell-
ers may collude with verifiers to ensure incident verification.
Alternatively, a pair of verifiers may collude during dispute
resolution. The binomial coefficient determines the proba-
bility of assigning two verifiers to the same incident (n is
the number of verifiers, and k = 2). As shown in Fig. 10,
with 15 verifiers the probability is < 1%, while with 50 ver-
ifiers it is < 0.1%. Hereby we determine 15 verifiers as a
safe minimum number of verifiers to safely operate the plat-
form. Since verifiers may be temporarily inactive, a higher
number is preferable in practice. With an expected amount
of 250 reports annually (Sect. 6), each pair of verifiers shares
only 2–3 incidents per year, which provides little incentive
for collusion.

Even if an attacker is able to guess the pseudorandom
number, the potential impact of such an attack is low. The
background for this is the corresponding attacker model. At
best, the attacker could assume the seller role and choose
which verifiers are assigned to an uploaded incident. If these
verifiers are controlled by the attacker, he may generate
false ratings. By making fake incidents seem attractive, this
could trick potential buyers into purchasing the fake incident.
However, this would quickly become apparent, since buyers
would rate such incidents low. If buyer ratings significantly
diverge from verifier ratings, such incidents can be marked
as potentially fraudulent in the DApp. Colluding sellers and
verifiers are also registered by name on the platform and can
be banned through majority consensus (Sect. 4.1).

Incident confidentiality. A compromise of the RSA or
AES encryption scheme might compromise the confiden-
tiality of the incidents stored on IPFS. Since IPFS data are
stored on publicly available nodes, confidentiality is an inher-
ent problem that can only be counteracted by encryption.
This is especially the case as it is not possible to prevent
an attacker from downloading the entire history for later
decryption. However, we consider this scenario to be less
problematic for various reasons. On the one hand, the pro-
cedures are state-of-the-art encryption technology and it can
be assumed that they will be considered secure for many
years to come, while the benefit of decrypted information
on security incidents will decrease significantly over time.
On the other hand, it can be assumed that the participants
of the platform do not trade highly confidential data via the
platform, since it is known that at least the validators must
be given insight into the data and a large part of the data are
available for sale on the platform anyway. Accordingly, the
confidentiality of the data essentially relates to the protec-
tion of participation incentives. A possible compromise of
the encryption schemes can additionally be counteracted by
re-encrypting the data with a secure procedure, at least par-
tially. If it is possible to decrypt incidents without purchase,
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participation for sellers and verifiers would be eliminated.
Accordingly, such a change to newer procedures would be
necessary at an early stage.

8 Conclusion

In this work we presented a fully decentralized model
for sharing CTI. It is designed with legal and privacy
requirements in mind and ensures sustainable sharing using
cryptocurrency-based incentives. We implemented the
DEALER platform based on the EOS blockchain and
IPFS DHT and demonstrated its practical feasibility. On
the platform, structured incident information is exchanged
pseudonymously. Randomly selected verifiers use a set of
objective CTI quality indicators to bootstrap incident rep-
utation and help buyers select fitting incidents. Buyers and
sellers are protected through dispute resolution mechanisms
and exchange items based on cryptocurrency incentives.

Beyond our model and prototypical implementation, an
integration with existing incident discovery, reporting and
visualization systems is essential to the platform’s practi-
cal viability. For example, the incident information currently
available in plaintext could be enrichedby avisualization sys-
tem such as the one presented by Böhm et al. [33]. Based on
such integrations, the platform can be deployed on the pub-
lic EOS blockchain and tested with a larger number of users.
In this scenario, price discovery mechanisms and their rela-
tionship to incident data quality can be analyzed. While our
infrastructure is developed with privacy in mind, future work
should ensure privacy and compliance with legal require-
ments (i.e. GDPR) in practice.
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