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Abstract

We consider the sharp interface limit for the Allen-Cahn equation and some variants in a bounded
smooth domain in the case of boundary contact. The Allen-Cahn equation is a diffuse interface
model since (after a short generation time) solutions typically develop so-called diffuse interfaces,
where the solution stays smooth but experiences steep gradients. Moreover, the equation contains
a small parameter £ > 0 that corresponds to the thickness of the diffuse interfaces. The limit
€ — 0 1is called “sharp interface limit” because - at least heuristically - the solutions should
converge to step functions with the jump set evolving in time according to some sharp interface
problem. We show the rigorous sharp interface limit, i.e. that solutions to the diffuse interface
and the sharp interface model are related rigorously. The results are local in time and applicable
as long as a smooth solution to the limit problem exists.

We consider the following cases:

* Convergence of the Allen-Cahn equation with Neumann boundary condition to the mean
curvature flow with 90°-contact angle in any dimension N > 2.

* Convergence of the vector-valued Allen-Cahn equation involving different choices for
the potential and with Neumann boundary condition to the mean curvature flow with
90°-contact angle in any dimension N > 2, but without the triple junction situation. For
this case we expect that a similar strategy works. We give some comments in this direction.

* Convergence of an Allen-Cahn equation with a non-linear Robin boundary condition to the
mean curvature flow with an a-contact angle in 2D for « close to 90°.

For the convergence proofs we use the method of de Mottoni, Schatzman [deMS], i.e. we

1. Rigorously construct an approximate solution for the diffuse interface model with asymp-
totic expansions.

2. Estimate the difference of the exact and approximate solution to the diffuse interface model
with a spectral estimate for a linear operator associated to the model.

The major novelty in the thesis is the consideration of boundary contact for the diffuse interfaces
within the method of [deMS]. Therefore we construct suitable curvilinear coordinates. Based
on the latter we rigorously set up the asymptotic expansions. In this process new parameter-
dependent elliptic problems on the half space in R? appear. For the 90°-case these problems
are solved with a splitting method in exponentially weighted Sobolev spaces. The latter seems
not possible for angles @ # 90° and we use the Implicit Function Theorem with respect to
« in this case. Moreover, for the spectral estimate for the Allen-Cahn operator in every case
(which is obtained by linearization at the approximate solution) we use a new idea: we construct
an approximate first eigenfunction using asymptotic expansions. Then we split the space of
H'-functions over the domain into a “small” explicit space formally approximating the first
eigenfunctions and the complementing space. Finally, we analyze the associated bilinear form on
every part.



Zusammenfassung

Wir betrachten den scharfen Grenzschicht-Limes fiir die Allen-Cahn Gleichung und einige
ihrer Varianten in einem beschrinkten, glatten Gebiet im Fall von Randkontakt. Die Allen-
Cahn Gleichung ist ein diffuses Grenzschicht-Modell, denn Loésungen der Gleichung bilden
iiblicherweise nach kurzer Zeit sogenannte diffuse Grenzschichten aus, in denen die Losungen
glatt bleiben, aber sich stark veridndern. Hierbei enthilt die Gleichung einen kleinen Parameter
€ > 0, der proportional zur typischen Dicke der erzeugten diffusen Grenzschichten ist. Der
Limes ¢ — 0 heiBit ,,scharfer Grenzschicht-Limes*, da - zumindest heuristisch - die Losungen
gegen Treppenfunktionen konvergieren sollten, deren Sprung geméf eines scharfen Grenzschicht-
Modells in der Zeit evolviert. Wir zeigen den rigorosen scharfen Grenzschicht-Limes, d.h. dass
Losungen des diffusen und des scharfen Grenzschicht-Problems rigoros in Beziehung gesetzt
werden. Die Resultate gelten lokal in der Zeit und sind anwendbar solange eine glatte Losung fiir
das scharfe Grenzproblem existiert.

Wir betrachten die folgenden Fille:

» Konvergenz der Allen-Cahn Gleichung mit Neumann-Randbedingung gegen den mittleren
Kriimmungsfliiss mit 90°-Kontaktwinkel fiir alle Dimensionen N > 2.

» Konvergenz der vektor-wertigen Allen-Cahn Gleichung mit mehreren Wahlen fiir das
Potential und Neumann-Randbedingung gegen den mittleren Kriimmungsfliiss mit 90°-
Kontaktwinkel fiir alle Dimensionen N > 2, jedoch ohne den Fall von Tripel-Punkten.
In diesem Fall erwarten wir, dass eine dhnliche Strategie funktioniert und wir bemerken
einige Ideen hierzu.

» Konvergenz der Allen-Cahn Gleichung mit nichtlinearer Robin-Randbedingung gegen den
mittleren Kriimmungsfluss mit a-Kontaktwinkel in 2D fiir « nahe 90°.

Fiir die Konvergenzresultate nutzen wir die Methode von de Mottoni, Schatzman [deMS], d.h. wir

1. Konstruieren rigoros eine Approximationslosung fiir das diffuse Grenzschicht-Modell mit
Hilfe von asymptotischen Entwicklungen.

2. Schitzen die Differenz der exakten Losung und der Approximationslésung zum diffusen
Grenzschicht-Modell ab, indem wir eine Spektralabschitzung fiir einen linearen Operator
nutzen, der in natiirlicher Weise zum Modell gehort.

Die zentrale Neuheit in der Arbeit ist das Betrachten von Randkontakt fiir die diffuse Gren-
zschicht im Kontext der Methode von de Mottoni, Schatzman [deMS]. Zu diesem Zweck
konstruieren wir geeignete krummlinige Koordinaten und bauen darauf die rigorosen asymp-
totischen Entwicklungen auf. Dabei kommen neue parameterabhingige elliptische Probleme
auf dem Halbraum im R? vor. Im 90°-Fall 16sen wir diese mit einer Aufspaltungsmethode in
exponentiell gewichteten Sobolev-Riumen. Letzteres scheint nicht moglich fiir o # 90°, weshalb
wir in diesem Fall den Satz von der Impliziten Funktion beziiglich o verwenden. Auflerdem
nutzen wir fiir die Spektralabschédtzung des Allen-Cahn-Operators in jedem Fall (diesen erhilt
man durch Linearisierung an der Approximationslosung) eine neue Idee: wir konstruieren eine
approximative erste Eigenfunktion mittels asymptotischer Entwicklungen. Dann teilen wir den
Raum der H'-Funktionen iiber dem Gebiet auf in einen , kleineren* expliziten Raum, der formal
die ersten Eigenfunktionen approximiert, und dessen Komplementdrraum. Dann analysieren wir
die zugehorige Bilinearform auf den jeweiligen Teilrdumen.
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1 Introduction

Interfaces and moving boundaries arise in manifold varieties in the natural sciences and their
applications. Some prominent examples are the melting of ice, the motion of an oil droplet
in water, crystal growth, biological membranes, tumour evolution, spinodal decomposition of
polymers and antiphase boundaries in iron alloys. Naturally, the modelling and analysis of
interfaces is a plentiful research area and of paramount importance. There are (among others;
see e.g. Anderson, McFadden, Wheeler [AFW]) two important model categories: sharp interface
models and diffuse interface models. These model types can be related by so-called sharp
interface limits. The subject of this thesis belongs to this area. In the following we briefly
describe and compare the previously mentioned model categories. Then we explain and motivate
sharp interface limits. Based on an overview of existing results we delve deeper until arriving at
the topic of this thesis.

Sharp Interface Models. The interface is represented as a surface of thickness zero, i.e. a hyper-
surface or more complicated objects (e.g. with junctions and clusters). Quantities (e.g. physical
variables) are allowed to be discontinuous across the interface. These models typically involve an
evolution law for hypersurfaces, possibly coupled with equations in the bulk domains (separated
by the sharp interface) and relations on the interface. Often solutions develop singularities in
finite time, in particular when the interface changes its topology (e.g. the breakup or coalescence
of droplets). Examples for sharp interface models are the Stefan problem and the two-phase
Navier-Stokes problem which can be used to model e.g. the melting of ice or an oil droplet in
water, respectively, see for instance Priiss, Simonett [PS] and references therein. Usually the
interface is unknown and part of the problem. Then such models are called “free boundary value
problems”. If the evolution is focussed on the motion of the surface itself and involves only its
geometric quantities (normal velocity, curvature, contact angle etc.) one speaks of “geometric
evolution equations”. Well-known examples are the mean curvature flow, the surface diffusion
flow and the Willmore flow, see e.g. Priiss, Simonett [PS].

Diffuse Interface Models. Such models involve a (typically smooth) order parameter (e.g. the
density, the composition of two materials or an artificial variable) that distinguishes the bulk
domains and experiences steep gradients in small transition zones (“diffuse interfaces”) between
them. In applications the diffuse interface can be viewed as a microscopically small mixing region
of globally immiscible materials or phases occupying the bulk domains. The sharp interface can
in principle be recovered as a level set of the order parameter. Quantities that are in the sharp
interface models localized to the sharp interface usually have a diffuse analogue that is distributed
throughout the diffuse interface. An interesting example is the correspondence of surface tension
and capillary stress tensor in fluid mechanics, see [AFW]. Diffuse interface models may be
more appropriate than sharp interface models to describe phenomena acting on length scales
comparable to the interface thickness, e.g. interface thicking phenomena, complicated contact
angle behaviour and topology changes, cf. [AFW], p.141. Moreover, the change of topology
of the interface does typically not impose analytical or numerical difficulties in contrast to
sharp interface models. Famous examples for diffuse interface models are the Cahn-Hilliard
equation and the Allen-Cahn equation that can model e.g. spinodal decomposition of polymers
or the motion of antiphase boundaries in iron alloys, respectively. See the overview article by
Novick-Coen [N] on the Cahn-Hilliard equation and Allen, Cahn [AC].
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Sharp Interface Limits. Typically diffuse interface models contain a small parameter that is
proportional to the thickness of the diffuse interface. Heuristically, when this parameter is sent to
zero, one obtains sharp interfaces evolving in time and thus a sharp interface model. Therefore
such limits are called “sharp interface limits”.

It is an important task to connect diffuse interface models and sharp interface models via their
sharp interface limits for the following reasons (see also the partly universal introduction in
Caginalp, Chen [CC] and general comments in Caginalp, Chen, Eck [CCE]):

* Modelling and Analysis: both types of models can usually be derived or motivated with
physical principles, phenomenological observations or geometrical arguments etc., but
one always incorporates some constitutive assumptions. Often the derivation for the
sharp interface models is more transparent and these models appear simpler and more
qualitative. On the other hand, diffuse interface models are usually advantageous in more
complicated situations and solutions typically have better analytical properties (cf. above).
By identifying the sharp interface limit one confirms that the assumptions in the derivations
are appropriate as well as that the models are compatible with each other and can be used to
describe the same situation. Another motivation is the concept of using the diffuse interface
model to extend solutions of the corresponding sharp interface model past singularities.

* Numerics: diffuse interface models are often simpler to solve numerically. By considering
the sharp interface limit one justifies that the numerical solution to the diffuse interface
model can be used to approximate the solution to the sharp interface model.

Concerning results for sharp interface limits: in general there are formal results and rigorous
proofs for convergence.

Formal Sharp Interface Limits. The formal sharp interface limits are typically based on formal
asymptotic expansions (see comments below) or numerical experiments (see e.g. Lee, Kim [LK]).
However, see also [AFW], p.156ff for a “pillbox argument”, i.e. reasoning with a small test
volume.

Asymptotic Expansions. Since we will use (rigorous) asymptotic expansions later, let us roughly
explain the idea here, see also Eck, Garcke, Knabner [EGK], Sections 1.5-1.7 and references
therein. The typical situation is a singularly perturbed equation in terms of a small parameter € (for
instance), i.e. the equation changes its type fundamentally (e.g. a change in differentiation order
or a transition from parabolic to elliptic) when ¢ is evaluated at zero. The goal of an asymptotic
expansion is to get an in depth understanding of the qualitative behaviour of solutions when &
is close to zero. Typically, in some portions of the domain of definition (in space and/or time)
the qualitative behaviour of the solutions does not change much, but in different regions (often
denoted by inner and outer regions) the qualitative properties are distinct and overlap in some
transition regions. Typically, when using asymptotic expansions, in the inner and outer regions
one makes a different ansatz for the solution with suitable e-series and expands the equations
into e-series, usually with some Taylor-expansions. The expansions valid in the different regions
should be compatible in the transition region, therefore “matching conditions” are imposed.
Ideally, one can subsequently derive conditions for the coefficients in the e-series, obtain an
algorithm for the construction of the coefficients in the series and get an approximation for
the exact solution. If one is just interested in deriving the leading order qualitative behaviour,
only few terms in the expansion are needed (also called “formally matched asymptotics” then).

2
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The expansion is “rigorous”, if the construction is rigorous and the approximation error can
be estimated. Typically, this involves more terms in the expansion, tedious calculations and
remainder estimates.

For the above situation of interface problems, the diffuse interface model can be viewed as
singularly perturbed in terms of the typical small parameter in the equation. The diffuse interface
will be the “inner region” and the bulk domains the “outer region”. See Sections 1.1-1.3 below
for some references on formal sharp interface limits with asymptotic expansions in the case of
some variants of the Allen-Cahn equation. Asymptotic expansions also appear e.g. in the context
of singularly perturbed ODEs or the derivation of Prandtl’s boundary layer equations, see Eck,
Garcke, Knabner [EGK], Sections 1.5 and 6.6.

Rigorous Sharp Interface Limits. Regarding rigorous sharp interface limits, one can basically
group such results into two types:

* Global time results using some kind of weak notion for the sharp interface system, e.g. vis-
cosity solutions for mean curvature flow, varifold solutions, distributional solutions, etc.

* Local in time results that are applicable before singularities appear, i.e. as long as the
interface does not develop singularities and stays smooth.

The subject of the thesis belongs to the rigorous, local in time results for sharp interface limits and
uses the most-used method for these types of results, namely the so-called “method of de Mottoni
and Schatzman” described below. De Mottoni and Schatzman [deMS] were the first to apply
this method for the convergence of the Allen-Cahn equation to the mean curvature flow in RY,
N € N. Here mean curvature flow for evolving hypersurfaces means that the normal velocity
equals mean curvature. It is not convenient to attempt a complete list of references on sharp
interface limits. However, we mention below other results that use the method of de Mottoni and
Schatzman. Moreover, in Sections 1.1-1.3 below we cite existing results (obtained by distinct
methods) that are related to the variants of the Allen-Cahn equation considered in this thesis.

The Method of de Mottoni and Schatzman. The idea is to carry out a rigorous asymptotic expan-
sion. One assumes that there exists a local smooth solution to the limit sharp interface problem.
This can usually be shown for small times. Then

1. One rigorously constructs an approximate solution to the diffuse interface model using
asymptotic expansions based on the evolving surface that is (part of) the solution to the limit
problem. In this process one has to solve model problems for the series coefficients.

2. Then one estimates the difference between exact and approximate solutions. This typically
involves a spectral estimate for a linear operator associated to the diffuse interface equation.

This method also yields the typical profile of the solution which is usually not the case in other
approaches, cf. the references in Section 1.1-1.3. Moreover, comparison principles are not needed
in contrast to most of the other methods.

The method by de Mottoni and Schatzman was applied to other diffuse interface models
as well. These results are based on general spectrum estimates in Chen [C2] for Allen-Cahn,
Cahn-Hilliard and phase-field-type operators. There are results for the Cahn-Hilliard equation
by Alikakos, Bates, Chen [ABC], the phase-field equations by Caginalp, Chen [CC], the mass-
conserving Allen-Cahn equation by Chen, Hilhorst, Logak [CHL], the Cahn-Larché system by

3
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Abels, Schaubeck [AS] and a Stokes/Allen-Cahn system by Abels, Liu [AL]. See also Schaubeck
[Sb] for a result on a convective Cahn-Hilliard equation. Finally, Marquardt [Ma] studied the
sharp interface limit for a Stokes/Cahn-Hilliard system. For the subtle variations in the rigorous
asymptotic expansions and the spectral estimates see the inceptions to Sections 5-6.

Results of the Thesis and Content Overview. To the authors knowlegde, so far all the results!
obtained with the method of de Mottoni and Schatzmann [deMS] have in common that the sharp
interface is closed (i.e. compact, without boundary) and strictly contained in the domain of
definition. This strongly motivates to apply the method in the case of boundary contact. The
following results are obtained:

* Convergence of (solutions to) the Allen-Cahn equation with Neumann boundary condition
to the mean curvature flow with 90°-contact angle in any dimension N > 2. See Section
1.1 below. For the case N = 2 see also Abels, Moser [AM].

» Convergence of (solutions to) the vector-valued Allen-Cahn equation involving different
choices for the potential and with Neumann boundary condition to the mean curvature flow
with 90°-contact angle in any dimension N > 2. See Section 1.2 below.

» Convergence of (solutions to) an Allen-Cahn equation with a non-linear Robin boundary
condition to the mean curvature flow with an a-contact angle in the two-dimensional case
for a close to 90°. See Section 1.3 below.

In Section 2 we fix some notation and introduce function spaces. The major novel idea presented
in the thesis is to construct and use curvilinear coordinates that are adapted to the problem,
opposed to the well-known tubular neighbourhood coordinate system. This is done in Section 3.
For every case considered in the thesis, in Section 4 we solve model problems appearing in the
asymptotic expansions in Section 5. The spectral estimates are implemented in Section 6. The
difference estimates and the proofs of the convergence theorems are carried out in Section 7.

Mean Curvature Flow (MCF) with Contact Angle. “Mean curvature flow” for evolving hyper-
surfaces means that the normal velocity equals mean curvature, where in this thesis “mean
curvature” is for convenience defined as the sum of the principal curvatures. We often abbreviate
“mean curvature flow” by “MCF”.

For the convergence results in Sections 1.1-1.3 we will assume that the corresponding sharp
interface models have a smooth solution on a time interval [0, 7p]. This is a prerequisite for the
method of de Mottoni and Schatzman [deMS]. Recall that in this thesis mean curvature flow with
%—contact angle in dimension N > 2 and «a-contact angle, « € (0, ), in 2D is considered.

The local well-posedness and existence of a smooth solution for small time for the considered
sharp interface models starting from suitable initial sharp interfaces is basically well-known. At
this point let us give some references in this direction. In Katsoulakis, Kossioris, Reitich [KKR],
Section 2, a parametric approach is used to show local existence and uniqueness of classical
solutions for MCF in arbitrary dimension and with fixed contact angle. In principle, it is also
possible to reduce the evolution to a parabolic PDE by writing it over a reference hypersurface
via suitable coordinates. For the typical procedure in the case of a closed interface see Priiss,
Simonett [PS]. For curvilinear coordinates in the situation of boundary contact see Vogel [V] and

! The result by Abels, Moser [AM] is contained in the thesis.
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Section 3 below. Moreover, note that in Huisken [Hu] the special case of MCF with g—contact
angle in the graph case for cylindrical domains is considered and global existence and uniqueness
of smooth solutions as well as convergence to a constant graph is obtained.

Notation for Sections 1.1-1.3. We need some notation in the context of the curvilinear coordi-
nates in order to formulate the main theorems in Sections 1.1-1.3. For convenience let us introduce
the expressions simultaneously at this point. The reader is encouraged to skip this remark first
and jump back occasionally when studying Sections 1.1-1.3.

Remark 1.1 (Domain, Sharp Interface and Coordinates). For the details see Section 3. For a
sketch of the situation see Figure 1 below.

1. Domain. Let N € N, N > 2 and Q C R" be a bounded, smooth domain (i.e. nonempty,
open and connected?) with outer unit normal Nyq. For T > 0 we set Qp := Q x (0,7)
and 0Q7 = 092 x [0,T].

2. Sharp Interface. Consider Ty > 0 and an evolving hypersurface I' = (Ft)te[O,TO} (with
boundary, smooth, oriented, compact, connected?) suitably parametrized over a reference
hypersurface ¥ and such that OI" meets OS2 at contact angle 7 if N' > 2 or angle o € (0, )
if N = 2. For I one can define the normal velocity V1, and mean curvature Hr, at
time ¢ € [0, Tp] with respect to a unit normal 77 of I" in the classical sense. MCF means
Vr, = Hr, fort € [0, T]. See Section 3.1 for the concise assumptions and definitions.

3. Coordinates. We construct appropriate curvilinear coordinates (r,s) with values in
[~24,20] x ¥ for some § > 0 describing a neighbourhood of T" in Q x [0, Tp]. For
the exact statements see in particular Theorem 3.3 and Theorem 3.7, with 2 instead of
o0 there. Here r has the role of a signed distance function and s works like a tangential
projection. The set QiTO =0 x [0, Tp] is split by I into two connected sets (I excluded)
according to the sign of . We denote them with Q%O. Then we have the disjoint union

Qrn, =TUuQp UQT,.

Finally, we introduce the tubular neighbourhoods I'(n) := r~1((—n, n)) for all € (0, 26]
and define a suitable normal derivative 0,, and tangential gradient V, on I'(n)). See Remark
3.4 and Remark 3.8.

<

A ) [ ] | —™

Nog T'+(26)

Figure 1: Sharp interface with a-contact angle and curvilinear coordinates.

2 For convenience. The considerations can be adapted for the case of finitely many connected components.
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1.1 Scalar-valued Allen-Cahn Equation with Neumann Boundary
Condition, (AC)

Let N € N, N > 2 and ©, Npq , Qr,,, OQT, for some T > 0 be as in Remark 1.1, 1.
Moreover, let € > 0 small. For u. : Q x [0,7p] — R we consider the Allen-Cahn equation with
homogeneous Neumann boundary condition, (AC)

1 .
Oue — Aue + ?f/(ua) =0 mn QT(); (ACI)
ONyoUe =0 on 0QT,, (AC2)
Uelimo = upe  in 2, (AC3)

where f : R — R is a suitable smooth double well potential with wells of equal depth. A typical
example is f(u) = (1 — u?)?, see Figure 2. The precise conditions are

FEC™R), f(+1)=0, f'(+1)>0, / f= / F>0 Yue(-1,1) (L)
-1 1
and we assume
uf'(u) >0 forall |u| > Ry and some Ry > 1. (1.2)

Note that (1.2) is just a requirement for the sign of f’. The condition (1.2) is used to obtain
uniform a priori bounds for solutions u,, see Section 7.1.1 below.

f(u)

~1 1 u
Figure 2: Typical form of the double-well potential, f(u) = %(1 —u?)2

Motivation of (AC). The Allen-Cahn equation (similar to (AC1)) was originally introduced by
Allen and Cahn [AC] to describe the evolution of antiphase boundaries in certain polycrystalline
materials. For a summary on further motivations we refer to the introduction in Bronsard, Reitich
[BR]. One can directly verify that equation (AC1)-(AC3) is the (by in time %—accelerated)
L?-gradient flow to the (scalar) Ginzburg-Landau energy

1
E-(u) ::/Q;Vu]z—f— ~f(u) de. (1.3)

It will turn out that the time-scale is the right one for the sharp interface limit, cf. also Rubinstein,
Sternberg, Keller [RSK] and the comments on “formal sharp interface limits” below.
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For the sake of completeness, note that the limit € — 0 in energies of the form (1.3) (with
similar potentials) has been considered in the context of I'-convergence’, see Modica [Mo1] (with
mass constraint) and Sternberg [St] (with and without mass constraint). The I"-limits are perimeter
functionals which (at least formally) induce MCF with 90°-contact angle via the L?-gradient flow.
This also motivates to study the dynamical problem (AC1)-(AC3) associated to the energy (1.3)
and its relation to MCF with 90°-contact angle in the limit e — 0.

Well-Posedness of (AC). This is in principle well-known, see the references in Bellettini [Be],
Remark 15.1. An approach with weak solutions (obtained via time-discretization) can also
be found in Bartels [Bar], Chapter 6.1. Moreover, equation (AC1)-(AC3) fits in the general
framework of Lunardi [Lu], Section 7.3.1, where a semigroup approach and a Holder-setting
is used. Together with a priori boundedness of classical solutions (see Section 7.1.1 below)
that can be obtained with maximum principle arguments, one can show global well-posedness
for regular, bounded initial data. See e.g. Lunardi [Lu], Proposition 7.3.2. Higher regularity
then follows using linear theory, cf. Lunardi, Sinestrari, von Wahl [LSW]. Finally, note that
well-posedness for (AC1) on RY is shown in [deMS] for bounded initial data with estimates for
the heat semigroup.

Generation of Interfaces. Typically after a short time 2 is partitioned into subdomains where
the solution u. of (AC1)-(AC3) is close to =1 and transition zones (diffuse interfaces; roughly
uzt([—1 4 p, 1 — p]) for g > 0 small) develop where |Vu,| is large. See Figure 3 below for a
typical situation. For a rigorous result in this direction (“generation of interfaces”) see Chen [C1].
Formally, one can see this in the equation since the “reaction term” f’(u.)/c? should be large for
small times compared to the diffusion term Awu.. One also speaks of fast reaction/slow diffusion,
see Rubinstein, Sternberg, Keller [RSK]. Neglecting Au,, (AC1) becomes an ODE in time for
each space point. For this ODE the stationary points are 0, =1, where 0 is unstable and £1 is
stable. Moreover, one can also have a look at the energy (1.3). It is well-known that solutions
to the corresponding gradient flow behave in such a way that the energy is non-increasing (and
decreases in some optimal sense) in time. In this perspective values of u. away from +1 are
penalized strongly and values of |Vu.| away from 0 are penalized weakly.

diffuse interface ~ ¢

Figure 3: Diffuse interface and sharp interface limit.

Formal Sharp Interface Limit for (AC). Heuristically (or in sufficiently smooth cases) one can
argue that the thickness of the diffuse interfaces is proportional to €. Hence for ¢ — 0 one should

3 Of course this “I"” has a different meaning than the I" in Remark 1.1, 2.
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obtain sharp interfaces evolving in time, cf. Figure 3. Formal asymptotic analysis by Rubinstein,
Sternberg, Keller [RSK] yields that the limit sharp interface should evolve according to MCF and,
if there is boundary contact, there should be a 90°-contact angle. Note that in [RSK] also the case
with unequal wells is considered. In this situation, the limit interfaces formally move in the time
scale T = t /e with speed proportional to the potential difference f(—1) — f(1) in the direction
of the region, where . is close to 1. Moreover, the numerical experiments in Lee, Kim [LK]
give another confirmation on a formal level for the sharp interface limit of (AC) to MCF with
90°-contact angle. Finally, note that the 1D-case is not interesting for finite time in the ¢-scale
because patterns persist for and evolve in exponentially slow time scales 7 = e~%/¢¢, cf. Carr,
Pego [CP]. More precisely, the sharp interface is a point and does not move in the time-scale t.
This is consistent with MCF when the mean curvature of a point is defined as zero. Note that the
method of de Mottoni, Schatzman [deMS] also works in this case with considerably simplified
computations.

Rigorous Sharp Interface Limit Results for (AC). There are several rigorous results on the sharp
interface limit for the Allen-Cahn equation ((AC1) on RY or (AC)) to MCF (in the case of (AC)
with §-contact angle). Via a comparison principle and the construction of sub- and supersolutions,
Chen [C1] proves local in time convergence as long as the interface stays smooth. Moreover,
de Mottoni and Schatzman [deMS] consider the R™V-case and show convergence with strong
norms for times when a smooth solution to MCF exists. This also works for (AC) when the
interface is closed and strictly contained in 2. Note that the papers by Chen, Hilhorst, Logak
[CHL] and Abels, Liu [AL] also yield results for (AC) with strictly contained interface by simple
adjustments. The resulting proofs and results are more optimized compared to [deMS]. For the
subtle modifications and inspired ideas see the comments in the beginning of Sections 5-6 below.

Moreover, note that there is a paper by Sdez [Sal], but unfortunately there is a severe gap in
the proof of the main theorem, cf. [AM] for details.

For global in time results one has to use some weak formulation of MCF. There is the notion
of viscosity solutions used by Evans, Soner, Souganidis [EvSS] for Q = R" and by Katsoulakis,
Kossioris, Reitich [KKR] in the case of a convex, bounded domain. In the latter the maximum
principle is used and sub- and supersolutions to the Allen-Cahn equation are constructed using the
distance function from the level set of a viscosity solution for MCF. Moreover, varifold solutions
to MCF are used by Ilmanen [I] in the R" -case, by Mizuno, Tonegawa [MiT] for smooth, strictly
convex, bounded domains and by Kagaya [Ka] without the convexity assumption. For varifold
solutions only convergence of a subsequence is achieved. Finally, there is the conditional result by
Laux, Simon [LS] where convergence of the (vector-valued; scalar case contained) Allen-Cahn
equation to (multiphase) mean curvature flow in a BV-setting is obtained.

The New Rigorous Sharp Interface Limit Result for (AC). Finally, we state the convergence re-
sult for (AC) obtained in the thesis.

Theorem 1.2 (Convergence of (AC) to MCF with 90°-Contact Angle). Let N > 2, (), Nyq,
Qr and OQr for T' > 0 be as in Remark 1.1, 1. Moreover, let I' = (I'),c(0 1) for some Ty > 0
be a smooth evolving hypersurface with 5-contact angle condition as in Remark 1.1, 2. and let
I satisfy MCF. Let 6 > 0 small and the notation for QfTEO, '), V4, O, be as in Remark 1.1, 3.
Moreover, let f satisfy (1.1)-(1.2). Let M € N with M > k(N) := max{2, % .

Then there are g > 0 and u? : Q2 x [0, To] — R smooth for e € (0, 0] with lim._o u? ==+1
uniformly on compact subsets of Q%O and such that the following assertions hold:
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1.1 SCALAR-VALUED ALLEN-CAHN EQU. WITH NEUMANN BOUNDARY CONDITION, (AC)

1. If M > k(N), then let ug . € C?(S2) with On,,up. = 0 on 9 for e € (0,0] and

1
sup [[uoellr(o) < oo and luoe — ulli=ol| f2(q) < ReMT2 (1.4)
e€(0,e0]

for some R > 0 and all ¢ € (0,2¢]. Then for any set of solutions u. € C*(Qr,) of
(AC1)-(AC3) for € € (0, go] with initial values ug . there are €1 € (0,¢¢], C > 0 such that

1
sup [|(ue — u) ()|l 2() + [V (ue — u) || 120\ r(s) < CeMF2,
t€[0,7] (1.5)

1
IV (ue — )| L2 (@prry) + €llOn(ue — uf)l| 2 (@prry < Ce™ T2
foralle € (0,21] and T € (0, Ty).

2. Ifk(N) €e Nand M > k(N) + 1, then there is a R~> 0 small such that the assertion in
1. holds, when R, M in (1.4)-(1.5) are replaced by R, k(N).

3. If N € {2,3} and M = 2(= k(N)), then there is Ty € (0, Tp| such that the assertion in
1. is valid but only such that (1.5) holds for all € € (0,e1] and T € (0, T1].

Remark 1.3. 1. Interpretation of Theorem 1.2. One can interpret u? in the theorem as

representation of a diffuse interface moving with I since uf is smooth but converges for
€ — 0 to a step function whose jump set is the solution to MCF with F-contact angle
starting from I'g. The assumption on the initial values ug . in Theorem 1.2 essentially
means that a diffuse interface already has developed and “sits” at the initial sharp interface
I'g at time ¢ = 0, i.e. the generation of diffuse interfaces in the evolution is skipped. One
also speaks of “well-prepared initial data”, cf. [AL]. Hence Theorem 1.2 basically shows
that the qualitative behaviour of diffuse interfaces with boundary contact, generated by
(AC), is that of MCF with 90°-contact angle, at least as long as the evolution of the latter

stays smooth.

2. Layout of the Proof. Required model problems, some ODEs on R and a linear elliptic
equation on R x (0, 00) are considered in Section 4.1 and Section 4.2.1 below, respectively.
The asymptotic expansions are carried out in Section 5.1 for NV = 2 and Section 5.2 for
N > 2. The approximate solution u? is defined in Section 5.1.3 for N = 2 and Section
5.2.3 for N > 2. Note that M corresponds to the number of terms in the expansion. The
spectral estimate is proven in Section 6.2 for N = 2 and Section 6.3. The difference
estimate is done in Section 7.2.1. Finally, Theorem 1.2 is obtained in Section 7.2.2. Note
that for some parts the case N = 2 is considered separately for better readability.

3. The approximate solution u? obtained from the explicit construction equals £1 in the
set Q%O \ T'(20) and has a smooth, increasingly steep transition with a known “optimal
profile” inbetween. Therefore Theorem 1.2 also yields the typical profile of solutions to
(AC) across diffuse interfaces.

4. The level sets {uZ* = 0}, {u. = 0} can be viewed as approximations for T'. Note that in
the explicit construction of uZ in Sections 5.1-5.2 below the error from {uZ = 0} to T"is
of order € and, in the case that f is even, of order £2, see Remark 5.8 and Remark 5.20. If
one uses numerical computations for (AC) in order to approximate solutions to MCF with
90°-contact angle this is of importance, cf. also Caginalp, Chen, Eck [CCE].
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5. In principle also estimates of better norms are possible in the situation of Theorem 1.2.
The basic idea is to interpolate the already controlled norms with higher norms that can be
estimated for exact solutions by some negative e-orders. Cf. with Alikakos, Bates, Chen
[ABC], Theorem 2.3 for a similar idea. However, note that this does not improve the
approximation of I" in the sense of 4.

6. Theorem 1.2 and the above comments hold analogously for closed I' moving by MCF and
compactly contained in 2. The proof is basically contained since the constructions are
localizable.

1.2 Vector-valued Allen-Cahn Equation with Neumann Boundary
Condition, (vAC)

Let N €e N, N > 2and Q, Npq , Q1,, 0QT, for some Tjy > 0 be as in Remark 1.1. Moreover,
let m € Nand W : R™ — R be a suitable potential which will be specified below. Let £ > 0 be
a small parameter. Then for @. : Q x [0, T] — R™ we consider the vector-valued Allen-Cahn
equation with Neumann boundary condition, (vAC)

1
Oyl — Az + 5 VW (i) = 0 in Qr, (vAC1)
ONyo s =0 on 0Qr, (VAC2)
Uelimo = . in Q. (VAC3)

Motivation of (vAC). For a summary of motivations for vector-valued Allen-Cahn equations see
Bronsard, Reitich [BR]. Another motivation is to approximate multiphase mean curvature flow
in the sharp interface limit, where e.g. triple junctions of hypersurfaces are possible. One can
compute directly that equation (vAC1)-(vAC3) is the (by in time %—accelerated) L?-gradient flow
to the vector-Ginzburg-Landau energy

. 1
B(if) == /Q IV + S VW (@) da (1.6)

For results in the direction of I"-convergence with respect to € — 0 for energies like (1.6) (for
several types of potentials and usually with mass constraint) see Baldo [Bal] and the references
therein. The I'-limits are (multiphase) perimeter functionals which (at least formally) induce
(multiphase) MCF via the L?-gradient flow. This gives another motivation to study the dynamical
problem (vAC1)-(vAC3) and the connection to (multiphase) MCF in the limit ¢ — 0.

The Potential W. Here we allow two types of potentials /. On one hand, we consider W with
exactly two distinct minima and symmetry with respect to the hyperplane in the middle of these.
On the other hand, we consider m = 2 and triple-well potentials W with symmetry. The first
type is basically only interesting from a technical point of view, where with the second type one
can describe e.g. three distinct phases in a polycristalline material, cf. Bronsard, Reitich [BR].
The precise requirements are as follows:

Definition 1.4. Let W : R™ — R be smooth and one of the two assumptions hold:

10
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1. W has exactly two global minima @, b with W (@) = W (b) = 0 in which D2W is positive
definite and W is symmetric with respect to the reflection Rz : R™ — R™ at the
hyperplane (@ + b) + span{a@ — b}+.

2. W is a symmetric triple well-potential for m = 2, i.e. W has exactly three global minima
Zi,1=1,3,5 with W(Z;) = 0 fori = 1,3, 5 in which D?W is positive definite and W is
symmetric with respect to the symmetry group G of the equilateral triangle, cf. Kusche
[Ku], Section 3.2 for the precise definition of G.

Moreover, in both cases we require @ - VW (@) > 0 for all @ € R™, |@| > Ry for some
Ry > 0. Furthermore, we assume that the kernel to a certain linear operator associated to W is
one-dimensional. For the precise condition see Remark 4.28 below.

Remark 1.5. 1. An example for a typical triple-well potential that fulfils the conditions in
Definition 1.4 can be found in Kusche [Ku], Section 3.4. See Figure 4 below for a sketch.

2. Compared to the scalar case, we always require symmetry properties for W. The assump-
tion is used for example in Section 4.3.1 below. In order to relax this condition, one would
have to find an appropriate substitute for the “equal-well”’-assumption (1.1) for f in the
scalar case.

0.16
0.14
0.12

0.1
0.08
0.06
0.04

0.02

Figure 4: Typical triple-well potential . The image is taken from Kusche [Ku].

Well-Posedness of (vAC). In general the analysis of systems is more challenging than that of
single equations. However, the derivatives in (VAC1)-(vAC3) are decoupled and hence some
methods from the scalar case can also be used for (vAC), e.g. regularity theory. Equation (vAC1)-
(vAC3) matches the general setting of Lunardi [Lu], Section 7.3.1, where a semigroup method
and Holder-spaces are used. Moreover, by reduction to a scalar equation and maximum principle
arguments, one can obtain a priori boundedness of classical solutions, see Section 7.1.2 below.
Hence global well-posedness for regular, bounded initial data follows. Higher regularity can be
obtained with linear theory for scalar equations, cf. Lunardi, Sinestrari, von Wahl [LSW].

11
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Generation of Interfaces for (vVAC). Analogously to the scalar case (AC) one can argue with
formal arguments (system of fast reaction and slow diffusion; gradient flow to the energy (1.6))
that diffuse interfaces for solutions of (vAC) should develop after short time. Note that the
transition between minima of W runs in R™. Moreover, in the case of a triple-well potential W
also three-fold diffuse interfaces between the three minima of W are possible.

Formal Sharp Interface Limit for (vAC). Formal asymptotic calculations in [BR] yield that for a
triple-well potential W in the sharp interface limit ¢ — O one should obtain MCF together with:

* A 90°-contact angle if a transition of two phases meets the boundary.
* A 120°-triple junction if the three phases meet at an interior point.
See also Figure 5 below.

Rigorous Sharp Interface Limit Results for (VAC). We mention the conditional result by Laux,
Simon [LS] on the convergence of the vector-valued Allen-Cahn equation to multiphase mean
curvature flow in a BV-setting. Note that there is a work by Sédez [Sa2], but unfortunately there is
a severe gap in the proof, cf. [AM] for details.

The New Rigorous Sharp Interface Limit Result for (vAC). Note that we only prove a result in
the case of a two-fold transition, i.e. we do not consider the case of triple junctions. The latter is
work in progress, see Section 1.2.1 below for some ideas.

Theorem 1.6 (Convergence of (VAC) to MCF with 90°-Contact Angle). Let N > 2, €, Nyq,
Q1 and OQT be as in Remark 1.1, 1. Moreover, let T = (Ft)te[o,To] for some Ty > 0 be a smooth
evolving hypersurface with 5-contact angle condition as in Remark 1.1, 2. and let " satisfy MCF.
Let § > 0 small and the notation for Q%O, I'(6), V., O be as in Remark 1.1, 3. Moreover, let
W : R™ — R be as in Definition 1.4 and i+ be any distinct pair of minimizers of W. Finally, let
M € Nwith M > k(N) := max{2, § .

Then there are £y > 0 and @2 : Qx [0, Ty] — R™ smooth for ¢ € (0, 0] withlim._,o @2 = iy
uniformly on compact subsets of QfTEO and such that the following assertions hold:

1. If M > k(N), then let @y € C*(2)™ with O, U = 0 on O for e € (0,&g] and

. L 1
S(UP ol o ym < 00 and ||t — @2 |i=oll p2(ym < ReM T2 (1.7)
e€(0,e0

for some R > 0 and all ¢ € (0,]. Then for any set of solutions ii. € C*(Qr,)™ of
(VAC1)-(VAC3) for € € (0, £o| with initial values iy ¢ there are &1 € (0,&p], C > 0 with

L L 1
sup || (i — @) ()| 2y + IV (e — @)l L2(@p\r(syvxm < CeMF2,
te[0,T] (1.8)

L L 1
V- (i — @)\ 2@prr)yxm + €ll0n(iie — @) || 12 par()ym < CeMT2
foralle € (0,&1] and T € (0, Tp).

2. Ifk(N) € Nand M > k(N) + 1, then there is a R > 0 small such that the assertion in
1. holds, when R, M in (1.7)-(1.8) are replaced by R, k(N).

12
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3. If N €{2,3} and M = 2(= k(N)), then there is Ty € (0, Tp] such that the assertion in
1. is valid but only such that (1.8) holds for all ¢ € (0,&1] and T € (0,T1].

Remark 1.7. 1. The interpretation of Theorem 1.6 is analogous to the one of Theorem 1.2,
where convergence of (AC) to MCF with 90°-contact angle is obtained, see Remark 1.3, 1.

2. Layout of the Proof. The new model problems, some vector-valued ODEs on R and a vector-
valued linear elliptic equation on R x (0, c0) are solved in Section 4.3 and Section 4.4
below, respectively. The asymptotic expansions are done in Section 5.3 and the approximate
solution @2 is defined in Section 5.3.3. Note that M corresponds to the number of terms in
the expansion. The spectral estimate is shown in Section 6.2 and the difference estimate is
proven in Section 7.3.1. Finally, Theorem 1.6 is obtained in Section 7.3.2.

3. The comments for Theorem 1.2 in Remark 1.3, 3.-6. hold analogously. Here % has the
role of +1 and the order of the approximation of I in the spirit of Remark 1.3, 4. is £2.

1.2.1 Notes on the Triple Junction Case

Let W be a triple-well potential as in Definition 1.4. The situation we have in mind is depicted in
Figure 5. At the boundary contact points the angles are 90° and at the triple point 120°.

Q
Figure 5: Triple junction.

Theorem 1.6 does not cover the situation of three-fold phase transitions in (vAC) and triple
junctions for MCF, respectively. Nevertheless, because the arguments are localizable, due to
Theorem 1.6 and its proof it is only left to consider the neighbourhood of a triple junction. This
is work in progress. The plan roughly is as follows:

1. The construction is based on a smooth solution for MCF with triple junction. Local
well-posedness is shown in Bronsard, Reitich [BR] with a parametric approach.

2. Coordinates. Show the existence of suitable curvilinear coordinates around the triple
junction describing a neighbourhood in the surrounding space. The asymptotic expansion
imposes conditions for the coordinates on the triple rod.

3. Asymptotic Expansion. Set up an appropriate asymptotic expansion at the triple point. This
is challenging especially because in a straight-forward ansatz terms appear that blow up
polynomially. This arises basically due to the asymptotics of the ansatz functions which
have to match the two-phase transitions in the three interface directions. However, the
situation is similar for the Allen-Cahn equation with nonlinear Robin-boundary condition,
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where the sharp interface limit is MCF with an a-contact angle, see Section 1.3 below. In
this case we solved the problem with suitable e-scaled cut-off functions, see Section 5.4
below. This should work in the triple junction situation, too.

4. Model Problems. Solve the appearing model problems in the asymptotic expansion. The
nonlinear equation appearing in the lowest order is considered in Bronsard, Gui, Schatzman
[BGS]. It is left to solve the linearized equation appropriately. This should work similar
to the approach in Section 4.3.3 below, where a linearized vector-valued ODE is solved.
However, for this strategy one has to control the kernel of the associated linear operator.
The condition on the potential W is similar to the one in Remark 4.28, but dimension
equal two is natural due to the three-fold symmetry of W in R2. One has to justify this
assumption by proving it for a typical triple-well potential.

5. Spectral Estimate. This should work similar to the 1D-type estimates in Chen [C2], cf. also
the abstracted procedure for 1D-spectral estimates in Section 6.1 below. A fundamental
difference to the spectral estimates in the boundary contact situations considered in Sections
6.2-6.5 is that there is no degeneracy in the spectrum due to the geometry. It should be
possible to adapt many results on the spectrum and decay estimates in Kusche [Ku], Section
3, for the case without symmetry of the functions (but W is as above). This generalization
is needed because symmetry of the approximate solution or the exact solution cannot be
expected in case of curved geometries. In particular, uniform exponential decay estimates
on large domains (in [Ku] equilateral triangles with smoothed edges) approximating R?
should help to prove the spectral estimate at the triple junction.

1.3 Scalar-valued Allen-Cahn Equation with Nonlinear Robin
Boundary Condition, (AC,)

Let N = 2 and 2, Nypq , Q1,, OQT, for some Ty > 0 be as in Remark 1.1, 1. Let f be as in (1.1)
such that (1.2) holds. We consider a fixed « € (0, 7). The parameter o will correspond to a fixed
static contact angle of the limit interface in the sharp interface limit with boundary contact. Let
04 : R — R be smooth with suppo’, C (—1,1) and

0a(-1) —oa(l)
S5 V20 = F(=1)) dr

(1.9

COS &x =

For the typical shape of o, see Figure 6 below. In order to fulfil the compatibility condition (1.9)
and to have smoothness of o, with respect to o we choose o, for simplicity as follows:

Definition 1.8. Let 6 : R — R smooth with supp 6’ C (—1, 1) and such that

s(-1) o) = [\ - )

Then we define o, := cosa .

14
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oa(u) oo (u)

9 1 1 1 u

Figure 6: Typical shape of o, and o7,.

Let e > 0 be small. For uc : Q x [0,7] — R we consider the Allen-Cahn equation with
nonlinear Robin boundary condition, (AC,)

1 .
atus,a - Aua,a + ?fl(ua,a) =0 in Qr, (AC,1)
1
aNaQue,oc + gag(ue,a) =0 on aC>2T7 (AC,2)
us,a|t:0 = U0,e,a in Q). (AC,3)

Motivation of (AC,). One can directly verify that equation (AC,1)-(AC,3) is the (by in time
%—accelerated) L?-gradient flow to the energy

— [ & 2, 1 N-1
B o(u) ._/92\vu| +6f(u)dx+/maa(u)d7-[ . (1.10)

The first part is the usual (scalar) Ginzburg-Landau energy, cf. (1.3). The new term in the energy
is a boundary contact energy. The idea is to adjust the gradient flow in the sense that distinct
values of u are penalized differently when attained at the boundary. In Owen, Sternberg [OS]
similar energies are considered but the possible boundary contact energy densities were different
and rather physically motivated. The o, we use is motivated by the goal to obtain MCF with a
static contact angle « in the sharp interface limit. Moreover, o, is chosen as simple as possible
in order to shorten the proofs. It will turn out that f and o, are balanced suitably through (1.9).
Note that (1.9) is reminiscent of the well-known Young’s Equation that can be used to compute
the contact angle of three adjacent media through surface tension relations.

Finally, note that Modica [Mo2] studied the I'-convergence with respect to € — 0 for energies
of the form (1.10) with mass and nonnegativity constraint. The I'-limits are perimeter functionals,
where additionally the perimeter of some part of the boundary is added but weighted with a
constant corresponding to the potential and the boundary contact energy. This also motivates to
study the dynamical problem (AC,1)-(AC,3) associated to (1.10) and the relation to MCF with
contact angle distinct from 90° in the limit ¢ — 0.

Well-Posedness of (AC,,). The nonlinear boundary condition makes the analysis more difficult
compared to (AC). Nevertheless, o7, is zero outside (—1, 1) and one can still obtain a priori
boundedness of classical solutions, see Section 7.1.1 below. One possibility to show well-
posedness is to construct weak solutions via time-discretization. Another way is to apply
semigroup methods. Equation (AC,1)-(AC,3) fits for example in the abstract setting of Lunardi
[Lu], Section 8.5.3. There local well-posedness in a Holder-setting is obtained by linearization
at the initial value and a fixed point argument. Then one can extend the solution to a maximal
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time interval. Higher regularity and smoothness can be obtained with linear theory, cf. Lunardi,
Sinestrari, von Wahl [LSW]. In order to show global existence of solutions, one has to prove
boundedness of the solution in C*# () with respect to time for some 3 > 0 small. Then the
existence interval in the local well-posedness result can be taken uniformly. Here C%#(Q) is
the usual Holder-space, see Definition 2.1 below. It should be possible to prove this with the a
priori uniform boundedness and a “bootstrap argument”, i.e. subsequently improving regularity
or uniform estimates by using the equations and embeddings. More precisely, one could use
extension operators for Ck (0€)-Neumann boundary values (k > 0; see [LSW], Theorem 6.2.)
and then LP-maximal regularity for linear parabolic boundary value problems with zero Neumann
boundary condition, see e.g. Priiss, Simonett [PS], Section 6.3. This way uniform estimates for
regularity in time are not obtained, but one can use higher spatial regularity in the base space, see
[PS], Section 6.3.5.

Formal Sharp Interface Limit for (AC,). In Owen, Sternberg [OS] formal asymptotic analysis
is used to compute the contact angle in the sharp interface limit for some boundary contact
energy densities. The calculations can be adapted for the o, in Definition 1.8, see also Remark
4.13 below. This yields that in the sharp interface limit ¢ — 0 we should obtain MCF with an
a-contact angle.

Rigorous Sharp Interface Limit Results for (AC,). As far as the author knows, there is no rigor-
ous result so far in the literature. However, note that on the energy level there is a preparatory
result in a varifold setting, see Kagaya, Tonegawa [KaT], in particular the remarks in [KaT],
Section 5.3.

The Rigorous Sharp Interface Limit Result for (AC,). We obtain the following result:

Theorem 1.9 (Convergence of (AC,) to MCF with a-Contact Angle). There is an ag > 0
small such that the following holds. Let N = 2, ), Ngq, Q1 and 0Q for T > 0 be as in Remark
1.1, 1. Moreover, let T' = (Ft)te[O,To} for some Ty > 0 be a smooth evolving hypersurface with
a-contact angle as in Remark 1.1, 2. for fixed o € 5 + [—a, @] and let T satisfy MCF. Let
0 > 0 small and the notation for QEFO, I'(6), V, Oy be as in Remark 1.1, 3. Moreover, let f
satisfy (1.1)-(1.2) and o, be as in Definition 1.8. Let M € N with M > 3.

Then there are &y € (0,0], g0 > 0 and u2', : Q x [0, Ty] — R smooth for € € (0, o] such that
lim,_g uéa = =£1 uniformly on compact subsets of QjTEO and following assertions hold:

1. If M > 4, then let upe o € C?(Q2) with ONyq U0, + %a’ (o e0) = 0 on O for

«

e € (0,e0] and such that for some R > 0 and all ¢ € (0, eq] it holds

sup |[uoeallreo@ <oo  and |lugea — uéa\tonLz(Q) < ReM. (1.11)
€€(0,e0]

Then for any set of solutions uc o, € C*(Qr,) of (ACq1)-(AC,3) for e € (0,e0] with
initial values ug ¢ o there are £1 € (0,¢0], C' > 0 such that

sup |[(ue,a — uls) Ol z2() + 1V (tea — vy 2@ < Ce™,
1 [0,T] (1.12)

Vel Vr(uea — ul )| 12rar o)) + €100 (Uea — u2 ) L2(@prrsy)) < Ce™

foralle € (0,e1] and T € (0, Tp).
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2. If M > 4, then there is a R >~0 small such that the assertion in 1. holds, when R, M in
(1.11)-(1.12) are replaced by R, 3.

3. If M = 3, then there is T} € (0, Tp| such that the assertion in 1. is valid but only such that
(1.12) holds for all € € (0,e1] and T € (0, T1].

Remark 1.10. 1. The interpretation of Theorem 1.9 is analogous to the one of Theorem 1.2,
where convergence of (AC) to MCF with 90°-contact angle is obtained, see Remark 1.3, 1.

2. Layout of the Proof. The new model problems, a nonlinear elliptic problem on R x (0, co)
and the linearized problem are considered in Section 4.2.2 below. Note that interestingly,
condition (1.9) turns out to be a necessary (and at least for « close to § sufficient) condition
for the solvability of the nonlinear equation, see Remark 4.13. The asymptotic expansions
are carried out in Section 5.4 and the approximate solution uéa is defined in Section 5.4.3.
Note that M corresponds to the number of terms in the expansion. The spectral estimate is
done in Section 6.5 and the difference estimate is shown in Section 7.4.1. Finally, Theorem
1.9 is proven in Section 7.4.2.

3. Origin of &y. Theorem 1.9 is only shown for a small but uniform @y > 0. Let us comment
at this point, where this restriction comes from. First, note that there is no restraint arising
from the construction of the curvilinear coordinates in Section 3.2. The first restriction
enters when we use the elliptic problem on R x (0, co) from the 90°-case and the Implicit
Function Theorem with respect to o to solve the model problems in Section 4.2.2, see
also Section 4.2.2.3. The second restriction origins from the proof of the spectral estimate
in Section 6.5. The reason is that we adapt the proof from the 7-case in Section 6.2 and
choose @y > 0 small such that similar arguments work, see also Remark 6.52, 1. The
precise restriction on & is manifested in Remark 5.33 and Theorem 6.51.

4. The comments for Theorem 1.2 in Remark 1.3, 3.-6. hold analogously, but the order of the
approximation of I' in the sense of Remark 1.3, 4. is € in general. Cf. Remark 5.36.
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2 Notation and Function Spaces

Let N be the natural numbers and Ny := NU {0}. The symbol K stands for an element of {R, C}.
Moreover, the Euclidean norm in R™, m € N and the Frobenius norm in R™*", m,n € N are
for convenience denoted by |.|. The symbol “ ~” indicates a vector or a vector-valued function.
Moreover, objects (e.g. vectors, operators and constants) that are associated to a vector-valued
setting often get the addition *“ ~ . Furthermore, a subset {2 C R", n € N is called “domain”, if
Q) is open, nonempty and connected. Additionally, restrictions or evaluations of functions are
often indicated by “| . The differential operators V, div and D? are defined to act just on spatial
variables. Let X be a set and Y a normed space. Then B(X,Y) := {f : X — Y bounded}.
Let X, Y be normed spaces over K. Then £(X,Y") denotes the set of bounded linear operators
T : X — Y. Finally, note that we use the usual constant convention.

2.1 Unweighted Continuous and Continuously Differentiable
Functions

Definition 2.1. Let n,k € N and (2 C R" open and nonempty. Moreover, let B be a Banach
space over K = R or C. Then

1. C%Q, B) := {f : Q — B continuous} and analogously we define C°((2, B). Moreover,
C*(, B) := {f € C°(Q, B) : f is k-times countinuously Fréchet-differentiable},

C*(Q, B) := {f € C*(Q, B) : f and derivatives up to order k have C’-extension to Q}.

2. The spaces including boundedness for the function and all appearing derivatives are denoted
with CP(Q, B), CY(Q2, B), CE(Q, B), CF(Q, B) and equipped with the natural norms.

3. Above spaces with “oo” instead of “k” are defined via the intersection over all k£ € N.

4. C*Y(Q,B) :={f € Cf(ﬁ, B): ||f||0m(§ B) < oo} are the Holder-spaces, where

1f(@) = fW)lls
| fllcor@.py = 1 fllcompy +  sup ,
Co7(Q,B) CP(Q,B) e arty ]m _ y|'y
||f||c/m(§ B) ‘= ||f”ck(§ B) + sup ||agf||c’0w(§ B)"
’ b BENG,|Bl=Fk ’

5. Let U be an open subset of the interior M° := M \ 9M of a smooth compact manifold M
with (or without) boundary, where 9M is defined via charts. Then C*(U, B), C*(U, B),
CF(U, B) and CE(U, B) for every k € Ny U {oc} are defined via local coordinates and
the respective spaces on domains.

6. If B = K and it is clear from the context if K = R or C, then we omit B in the notation.

7. C§°(Q) is the set of f € C°°(£, R) with compact support supp f C 2. Moreover, C§°(€2)
denotes { f|g : f € Cg°(R™)}.
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Lemma 2.2. Let U be an open subset of M°, where M is a smooth compact manifold M with

(or without) boundary and dimension | € N. Let xj : U; — V; C [0, 00) x R-Yforj=1,..,L

be charts of M and W; open in [0, 00) X R with W; C Vj compact for j =1, ..., L such that
]L:1 x;l(VVj) = M. Then C¥(U, B) for k € Ny is a Banach space with

L

Ifllexw,z) = dolifo ffllzj(UmUj)ijHcg(xj(UmUj)ij,B) forall f € CF(U, B).
=1

Different choices of xj, W; yield equivalent norms. The analogous assertion holds for C, 5 (U, B).

Proof. The Banach space property follows directly. Moreover, the assumptions ensure that for
different choices of x;, W; the relevant chart transformations have C*-extensions to the closure
of their domain. These induce bounded linear transformations of the associated le" -spaces. L[l

2.2 Unweighted Lebesgue- and Sobolev-Spaces
2.2.1 Lebesgue-Spaces

Let (M, A, 1) be a o-finite, complete measure space and B be a Banach space over K = R or
C. Then one can define the notions of (u- or strongly-) measurable and (Bochner-)integrable
functions f : M — B and the Bochner(-Lebesgue)-Integral, see Amann, Escher [AE], Chapter
X for the definitions and properties. In particular the Lebesgue-spaces LP (M, B) for 1 < p < oo
are defined. If B = K and it is clear from the context if K = R or C, then we omit B in the
notation. We also use the Fubini Theorem for scalar-valued functions on o-finite measure spaces,
see Elstrodt [El], Satz V.2.4.
Later we need the notion of the support of a measurable function:

Remark 2.3. Let 2 € R", n € Nbe open and f : 2 — B measurable. Then the support of f is

supp f := [ U U

UcCQopen:f=0ae.inU

[

With topological properties of R™ one can show that supp f is closed and f = 0 a.e. on (supp f)°.
Moreover, supp(f + g) C supp f Usuppg for all f,g : © — B measurable. Finally, for
continuous f it holds supp f = {z € Q: f(z) # 0}.

Moreover, we need the following transformation theorem:

Theorem 2.4 (Substitution Rule). Ler U,V C R" be open, nonempty and ® : U — V be a
C-diffeomorphism. Moreover, let B be a Banach space and f : V — B. Then f € L'(V, B) if
and only if (f o ®)|det D®| € L*(U, B). In this case it holds

/fdy:/(fo©)|det D®| da.
1% U

This is [AE], Theorem X.8.14. Note that the corresponding assertion for measurable functions
in general only holds if additionally f is almost separable-valued, cf. [AE], Theorem X.1.4.

Remark 2.5. Let (M, g) be a C!-Riemannian submanifold of R” with (or without) boundary.
We denote with M the boundary (defined via charts) and M*° := M \ OM is the interior.
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1. Let Ly be the Lebesgue o-Algebra of M and Aj the Riemann-Lebesgue Volume Measure
of M. See [AE], Chapter XI and Chapter XII.1 for the definitions and properties. In
particular (M, Lyr, Apr) is a o-finite complete measure space (and satisfies many more
properties). Therefore the Bochner-Integral and the Lebesgue spaces are defined.

2. For simplicity let g be the Euclidean Metric and let M have dimension m. Then one can
show that A\, coincides with the (properly scaled) m-dimensional Hausdorff-measure H™
on M. This should be even true for Lipschitz-submanifolds M, cf. Evans, Gariepy [EG],
Chapter 3.3.4. For the definitions and properties of Hausdorff-measures, in particular the
connections to Lebesgue measure cf. Evans, Gariepy [EG], Chapter 2. Therefore in the
application later we write H"" instead of A\, for convenience.

Finally, we show a transformation theorem for Riemannian submanifolds. Note that later we
will only need the Euclidean metric, but the proof for the general case is the same.

Theorem 2.6 (Substitution Rule for Riemannian Submanifolds of R"™). Let (M, g) and (N, h)
be C'-Riemannian submanifolds of R"™ with (or without) boundary and dimension m. Moreover,
letU C M°, V C N° be openand ® : U — V be a C*-diffeomorphism. Then

1. Define |det d®| : U — R : p — | det d,®|, where the latter is defined as the modulus of
the determinant of the representation matrix of d,® with respect to arbitrary orthonormal
bases of TyM and Tg,) N for all p € U. Then | det d®| is well-defined and in C* (U, R).

2. Let B be a Banach space and consider f : N — B. Then f € L*(V, B) if and only if
(f o ®@)|det d®| € LY (U, B). In this case it holds

/ Fdhy = / (f o ®)| det d®|dy.

v U

Proof. Ad 1. The definition is independent of the choice of the orthonormal bases since the
representation matrix corresponding to the change of basis on each of the tangent spaces has
determinant +1. Via local representations one can prove that | det d®| € C*(U, R). Oy,

Ad 2. The assertion is compatible with restrictions on U and V. Therefore we can assume
w.lo.g. U = M and V = N. Moreover, it is enough to prove one direction. Let f € L'(V, B)
and let (1, W) be a chart of M. Then (¢» o =1, ®(W)) is a chart of N. Let (9i5) 15 =15
(hiz)i%—; be the local representations of g and h corresponding to (¢, W) and (4 o oL d(W)),
respectively. Furthermore, we set G := det[(g;;)]"j_1] and H := det[(h;;);";_;]. The latter
are viewed as maps from ¢ (W) to R. Then Amann, Escher [AE], Theorem XII.1.10 yields
(fo (o ®)™)WH € L' (¢y(W), B). Choosing orthonormal bases for the related tangent
spaces, one can show with the chain rule that VH = | det d®| o wl\@. Therefore we obtain

[(f o @) det d®|] oy~ 'VG € L' (y(W), B)
and [AE], Theorem X.1.10 yields (f o ¥)|det d®| € L' (W, B) as well as

/ fdAN:/ (f o U)| det d| dAys.
(W) W

In particular (f o ¥)| det d®| : M — B is Aps-measurable, cf. e.g. [AE], Proposition XII.1.8 and
Theorem X.1.14. Finally, via ® one can push forward a countable atlas for M and a corresponding
C'-partition of unity. Hence analogous computations as above and [AE], Proposition XII.1.11
yield the claim. Clo.
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2.2.2 Sobolev-Spaces on Domains in R"

Definition 2.7. 1. Let 2 € R™, n € N be open and nonempty. Moreover, let & € Ny,
1 < p < oo and B be a Banach space. Then Wk (Q, B) are the usual Sobolev-spaces,
where WOP(Q, B) := LP(Q, B). We also write H*(Q, B) instead of W*2(Q, B). If
B = K and it is clear from the context if K = R or C, then we omit B in the notation.

2. Letn € N. Then H?(R™) for 8 > 0 are the well-known L?2-Bessel-Potential spaces and
Wh+rP(R™) for k € No, 1 € (0,1) and 1 < p < oo the Sobolev-Slobodeckij spaces.

For the definitions and properties of scalar-valued function spaces, in particular embeddings,
interpolation results and trace theorems see Adams, Fournier [AF], Alt [Al], Leoni [Le] and
Triebel [T1], [T2]. Many properties can be generalized to vector-valued function spaces over
domains, see e.g. Kreuter [Kr] and the references therein. In particular:

Lemma 2.8. Let Q C R™, n € N be open and nonempty, k € Nyg, 1 < p < oo and B be a
Banach space. Then C*(Q, B) N W*P(Q, B) is dense in W*P(Q, B).

Proof. This follows via convolution analogously to the scalar case, cf. [Kr], Chapter 4.2. O
For transformations of Sobolev spaces we use

Theorem 2.9. Ler Q1,2 C R"™ be open, nonempty and bounded. Moreover, letl € N, [ > 1,
1 < p < oo and B be a Banach space. Let ® : {y — (3 be a C'-diffeomorphism with
® € CY Q)" and @~ € CY(Q2)™ such that

|det D(® 1| <Ry and 1@y @y < R

Then T : WFEP(Qq, B) — W*P(Qq, B) : f — f o ® is well-defined, continuous and linear for
all k € No with 0 < k <l and the operator norm is bounded by some C(R1) > 0 if k = 0 and
bounded by C(R1, Ra,p,1) > 0 if k is arbitrary.

Proof. For B = K this follows from the proof of Adams, Fournier [AF], Theorem 3.41. One
only needs density of C*°(£22) N sz:(QQ) in Wﬁ(Qg), the substitution rule and the chain rule.
Due to Lemma 2.8 and Theorem 2.4 analogous arguments apply for general B. O

For simplicity we only consider scalar-valued functions in the remainder of this section. In the
following we need to know how Lebesgue and Sobolev spaces behave on product sets.

Lemma 2.10. Let 21 C R™, Q9 C R” for m,n € N be measurable. Then

I. Let1 < p<ooand f € LP(Q X Qa). Then f(x1,.) € LP(Q2) for a.e. x1 € Q1 and
Tf:Q — LP(Q2) : 1 — f(x1,.) is an element of LP(Qq, LP(§2)). Moreover, the map
T : LP(y x Qo) — LP(Qq, LP(Q2)) is an isometric isomorphism.
2. Let 1,9 be open and 1 < p < co. Then by restriction of T' from 1. it holds
Wl’p(Ql X Qg) = Lp(Ql, Wl’p(Qg)) N Wl’p(Ql, Lp(QQ))

and derivatives are compatible via T. Analogous assertions hold for higher orders.
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3. Let 1,09 open, k € Ngand 1 < p < oo. Then for f € W’“’(Ql) and g € Wf(Qg)
the product (f ® g)(x1,x2) := f(x1)g(x2) is well-defined for a.e. (x1,z2) € Q1 x Q.
Moreover, it holds f ® g € W’”’(Ql x g), the derivatives are natural and

1f @ gllwrr@ixam) < Crpllfllwrr@lgllwer @)

ForQ1 =R, Q9 =Ry, k=1and1 < p < oo the trace is given by traRi(f(X)g) =g(0)f.
Note that we restricted p in the second assertion due to a duality argument.

Proof. The first two assertions follow with ideas from Razicka [R], Chapter 2.1.1 and the
Paragraph “Zusammenhang mit elementaren Definitionen” in Schweizer [Sw], p.188f. The first
part of the third claim can be proven directly with the definitions. The trace assertion follows
with a density argument. O

Moreover, we need the notion of domains with Lipschitz-boundary. See Alt [Al], Section A8.2
for the precise definition of a bounded Lipschitz-domain. We generalize this definition for parts
of the boundary as a preparation for the next section.

Definition 2.11 (Lipschitz Condition). Let 2 C R", n € N be open and nonempty. Then

1. Let z € 0€). We say that €2 satisfies the local Lipschitz condition in x if 0} is locally at =
the graph of a Lipschitz function in a suitable orthogonal coordinate system such that €2
lies on one side of the graph. Cf. Alt [Al], Section A8.2 for more details.

2. We say () has Lipschitz-boundary if the local Lipschitz condition holds in x for all z € 0f2.
3. We call Q) a Lipschitz-domain if ) is a domain and has Lipschitz-boundary.

Remark 2.12 (Integral on the Boundary of Bounded Lipschitz Domains in R™). Let ) C R",
n € N be open and nonempty. Moreover, let 3 be open in 0f2 (for example Y. = 9€2) and assume
that ( satisfies the local Lipschitz condition in every point in the compact set ¥.. For simplicity
we only consider scalar-valued functions.

1. Due to the Rademacher-Theorem, cf. Evans, Gariepy [EG], Chapter 3.1, one can define
the notions of measurable and integrable functions f : ¥ — R and the integral over X
in a natural way, cf. e.g. Alt [Al], Section A8.5. Then for 1 < p < co we denote the
usual Lebesgue spaces by LP (). The definitions are the same as the ones via H" ! on %,
cf. [EG], Chapter 3.3.4 and also the proof of [Al], A8.5(2).

2. The outer unit normal Ny, to €2 can be defined a.e. on X, cf. [Al], A8.5(3).

3. Let additionally ¥ = M U Z with a C!-hypersurface M of R™ and a null-set Z with
respect to "' on R™. Then the notions in 1. are equivalent to the ones coming from the
measure space (M, Lyr, Aps) introduced in Remark 2.5, 1. One can prove this by going
into the constructions or via identification with H"~! on ¥, cf. 1. and Remark 2.5, 2.

We need some properties of Sobolev spaces on domains in R", where parts of the boundary
satisfy the Lipschitz condition:

Theorem 2.13. Let Q) C R™, n € N be open, bounded and let 3 be open in 05) (e.g. ¥ = 0X))
such that §) satisfies the local Lipschitz condition in every pointin X.. Let 1 < p < oco. Then
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1. {p € C§°(Q) : suppty C QU X} is dense in {f € WFP(Q) : supp f C QU X} for all
k € Ny, where supp f for measurable f : Q) — R is defined in Remark 2.3.

2. CYQUX)NWP(Q) is dense in WP(Q).

3. There is a unique bounded linear operator tr : WP () — LP(X) such that tru = ulx, for
allu € CO(QUX) N WP(Q).

4. Let ¥ = 09, i.e. Q has Lipschitz-boundary. Then the Gauf3 Theorem holds for W11-
functions in weak form.

Proof. Ad 1. This can be shown via localization with a suitable partition of unity and convolution
similar to the proof of Alt [Al], Lemma AS.7. Llh.

Ad 2. Note that due to compactness of 3., there is another set 3 open in 9Q such that ¥ C %
and Y satisfies analogous properties as 3. Therefore one can combine 1. and Lemma 2.8 with a

partition of unity to show density of CO(Q U X) N WHP(Q) in WP(Q). Y
Ad 3. The proof of [Al], Theorem AS8.6 can be directly adapted. EY
Ad 4. See Alt [Al], Theorem AS8.8. Oy

2.2.3 Sobolev Spaces on Domains in Compact Submanifolds of R"

In this section let (M, g) be a m-dimensional compact Riemannian submanifold of R™ with (or
without) boundary and class C*, where [ € NU {oo}, 1 > 1. Let U C M°® be open and nonempty.
Moreover, let B be a Banach space. Then LP(U, B) is defined due to Remark 2.5, 1.

Definition 2.14. Let z; : U; — V; C [0,00) x R™" ! for j = 1,..., N be charts of M and W
open in [0, 00) x R™~! with W; C V; compact for j = 1,..., N and Uj-V:l x]-_l(Wj) =M.

1. Thenfork € N, k <land 1 < p < oo we define the Sobolev spaces
ka(Ua B) = {f € LP(U, B) fol‘ |xj Uunu;)Nw; € W ’p(xj(UmU )QWJ,B)VJ}

2. For f € W'P(U,B), 1 < p < oo we define (in analogy to the scalar case) the surface
gradient

[Vufloa; a,wnuy)nw, Z 9" 0 a1y [f o xy o wow,)nw, 10y (x J_l)

r,s=1

forall j = 1,..., N, where (¢g"*);"_; is the inverse of the representation matrix of g with
respect to z; and the product of Jy, [f o x |JJJ vnu)nw;] € LP(z;(U NU;) N Wj, B)
with 0y, (x;l) € Cl(z;(UNU;) NW;, R") is understood component-wise.

Lemma 2.15. Consider the situation of Definition 2.14. Let k € N, k < land 1 < p < co. Then

k . .
1. W;(U, B) is a Banach space with norm

1A kw5 Z:l fox; s wou,)nw; W (s vy nw,, By Jorall f € WU, B).
J

Different choices of (x;, W) yield the same spaces with equivalent norms.
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2. CY(U,B)N W;(U, B) is dense in WI’?(U, B).

3. Vu f is well-defined for all f € WYP(U, B) and independent of the choice of (zj, W}).
Moreover, Vi f € LP(U, B") and

| fllwrew,p) = 1fler@.B) + VU flle@w,Bm
defines an equivalent norm on W» (U, B).

Later on WP (U, B) we always take the norm in Lemma 2.15, 3. Note that for higher orders
one can also define coordinate independent norms, cf. with Hebey [He], Chapter 2 in the scalar
case. Nevertheless, later we only need W' (U, B).

Proof. Ad 1. First, one can directly prove that WP (U, B) is a normed space with |. H*Wk,p(U By
Moreover, let (f;)ien be a Cauchy sequence in W#P(U, B). Then because LP(U, B) and
Wke(z;(U N U;) N Wj,B) for j = 1,...,N are Banach spaces, there are f € LP(U,B)
and hj € WhP(z;(U NU;) N W;, B) such that forall j = 1,..., N

£ 72X finLP(U,B)  and  fiox o wouyew, — by in WEP(2;(U 0 Uj) N W, B).

Therefore f o x|, (yrw,)nw, = hy forall j = 1,..., N and f € W*(U, B) with f; =% fin
WHP(U, B). Hence W’“’p(U B) is a Banach space.

Now let (z;, W;) for j = 1,..., N be another combination of coordinates and sets as in
Definition 2.14. We denote with Wk’p (U, B) and .||, (U.B) the corresponding space and

norm. We have to show W*?(U, B) = W*P(U, B) and that the norms are equivalent. It is
enough to prove one direction. Let f € W*?(U, B) and fix i € {1,..., N}. It holds

To obtain a suitable partition of unity for this note that K; := (U NU;) N W; is compact
and Y;; := &;(x; " (W;) N U N U;) N Wy s open in K; with K; € UL, Yi; € UL, Vi UKL
Hence there are 7;; € C3°(R™), j = 1,..., N such that 0 < n;; < 1, suppn;; C Y;; U K¢ and

Zévzl n;j = 1 on K;. Therefore

~—1 ~—1
fozi |z #:(UNT)N Z% fox x] (Unu; mj*l(Wi))mwj]o(“’joxi )’ji(UmUmx;l(Wj))mWi'

Finally, due to Theorem 2.9 and since multiplication with smooth functions induce bounded
linear operators on Sobolev spaces, we obtain f o i; | 5:(UNT)NW; € Whe(z,(U 0 U;) NW;)
and

~—1
Hf ° xi ’fii(UﬂUi)ﬂWjHWk’p(fEi(UﬂUi)ﬂWj) S CHfH;;V’“"(U,B)’

where C does not depend on f. Sincei € {1,..., N} was arbitrary, it follows that f € W*»(U, B)

with [ ][54, »(U.B) < Ol f 5w, »(u,p) With C independent of f. This yields the claim. Oy,
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Ad 2. Due to 1. and Lemma 2.8 there are
(f)ien € C®(a;(U N U;) N W;, B) N WP (2;(U N U;) N Wj, B)

such that f] 2 foxy ]x] Uny; )QW in W’W(xj(U NnU;) N Wj, B) In order to get a suitable
partition of unity note that U = U Un T '(W;) and U N T 1(W;) is open in U. Hence
there are x; € C'(M),j =1,...,N such thatO <xj <1, suppx; C (Uﬂxj_l(Wj)) UU" and
Z;-V:l Xj = 1 on M. By construction and Theorem 2.9 it follows that

: ZX] Jox;) e C{U,B)n WP (U, B)

foralli € Nand f; =% fin WHP(U, B). Os.

Ad 3. Firstlet f € CY(U, B) N W'P(U, B). Then the Hahn-Banach Theorem and the scalar
case yield that Vs f is well-defined and independent of the choice of x;, W;. Therefore it holds
Vi € COU, B). Moteover, | (Vs floz; |y, wrws o, 1 and [ VLo s ey,
satisfy uniform equivalence estimates on x;(U N U;) N W; for all j = 1, ..., N with constants
independent of f due to compactness. Hence the claim follows via density from 2. EY

Moreover, we need a transformation theorem.

Theorem 2.16. Let (M, g) and (M, §) be m-dimensional compact Riemannian submanifolds of
R™ with (or without) boundary and class C! wherel € NU {0}, I > 1. Moreover, let k € Ny,
0<k<land1l < p < co as well as B be a Banach space. Let U C M°, V' C M?° be open
and ® : U — V be a C'-diffeomorphism such that ® € C'(U)™ and ®~' € C/(V)™. Then
T :WkP(V,B) — WFEP(U,B) : f — f o ® is a well-defined bounded linear operator.

Note that for convenience we did not attempt to obtain a uniform estimate for the operator
norm. In order to get such estimates for £ = 1 in the application later, we use Theorem 2.6 and
uniform equivalence estimates for the surface gradient.

Proof. The case k = 0 directly follows from Theorem 2.6. Now let (z;, W;) fori = 1,..., N
and (Z;, W; ;) for j = 1 ., N be as 1n Definition 2.14 for M and M respectively. W.l.o.g. we
can assume ®(U Nz, (W)) Ci; L(W;) for some j = j(i) € {1,.., N} andalli = 1,...,N.
Otherwise one can simply refine the W;. Then Theorem 2.9 yields the claim. U

From now on let B = K for convenience. We need a product lemma analogous to Lemma 2.10,
1.-2. provided that one of the sets equals some U as in the beginning of the section. Note that
the product of U with some open bounded set {2 C R? is again of the same type. Therefore the
definitions and assertions in this section can also be applied for {2 x U and U x (2 instead of U.

Lemma 2.17. Let (M, g) be a m-dimensional compact Riemannian submanifold of R™ of class
CYandU c M° open. Moreover, let Q) C R?, q € N be open and bounded. Then

I. Let 1 <p < ooand f € LP(U x Q). Then f(u,.) € LP(Q) for A\y-a.e. u € U and
Tf:U — LP(Q) : u— f(u,.) is an element of LP(U, LP(Q2)). Moreover, the map
T:LP(U x Q) — LP(U, LP(Q)) is an isometric isomorphism.
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2. Let1 < p < o0. Then by restriction of T’ from 1. it holds
WhP(U x Q) = LP(U, WHP(Q)) n WP (U, LP(Q))

and the derivatives NV as well as Vq = V are compatible in both spaces viaT. Here
Vuxa = (Vu, Va) canonically on WP (U x ).

3. Both assertions 1. and 2. also hold when we exchange U and (.

Proof. For the proof let z; : U; — V; and W; for j = 1,..., N be as in Definition 2.14 for M.
Moreover, we need a partition of unity as in the proof of Lemma 2.15, 3., i.e. let x; € C LM,
j=1,..,Nsuchthat 0 < y; < 1,suppx; C (UN x;l(W])) UU* and Z;-V:l Xj = 1lon M.
Furthermore, in the following we often denote restrictions to some set by ““|”” without the set if
there is no ambiguity. Finally, note that we often use the notation u, y, z for points in U, V}, (2,
respectively. This convention also clarifies how some derivatives are understood.

Ad 1. Let f € LP(U x ). Then fo(:cj_l,id)| € LP([z;(UNU;))NW;] x Q) forallj =1,...,N
due to Theorem 2.6. Lemma 2.10 yields f(xj_l(y), )€ LP(Q) forae.y € z;(UNU;) NW;
and the mapping z;(U N U;) "N W; — LP(Q) : y — f(x;l(y), .) is strongly measurable and in
LP forall j = 1,..., N. Therefore f(u,.) € LP(Q2) for A\y-a.e. u € U and with the well-known
characterization for measurability, see Amann, Escher [AE], Theorem X.1.4 we obtain that
Tf:U— LP(Q) : u f(u,.) is strongly measurable. Moreover, the Fubini Theorem implies
that u — || f(u,.) H’ip(m is an element of L' (U) and

L WPt 2) = [ 1) dv(w).

Hence T'f is Bochner-integrable due to the Bochner Theorem, see Ruzicka [R], Satz 1.12.
Therefore T'f is contained in LP(U, LP(£2)) with norm equal || f|| » (7 x)- In particular the map
T:LP(U x Q) — LP(U, LP(2)) is well-defined and isometric.

It remains to prove that 7" is surjective. To this end consider h € LP(U, L”(f2)). Then Theorem
2.6 yields h o x| € LP([z;(U N U;) N W], LP()) for all j = 1,..., N. Due to Lemma 2.10
there exist h; € LP([z;(U N Uy) N Wj] x Q) such that [y — h;(y,.)] = ho x|, wrv,nw,
forall j =1,...,N. Then h; o (x;,id) € LP([U N z; ' (W})] x €2) due to Theorem 2.6 and

N
fg =D xjlhj o (z,id)] € LP(U x 9). (2.1)
j=1
By construction it holds f,(u,.) = h(u) for Ay-a.e. u € U,i.e. T fp, = h. Oy,

Ad2. Let1l < p < ooand f € WHP(U x Q). We build up on the proof of 1. By definition
fo (x;l,id)| e WhP([z;(UNU;) NW;] x Q) forall j = 1,..., N. Hence Lemma 2.10 yields

ly = fa; (y), )] € WP ([ (U N Uy) N W], LP()) N LP([25(U 0 U;) 0 W], WHP(Q),

0y, 1f (a7 i)y, ) = Oy [y = f(25 ' (y), Iy and 05, [f (27, id)l](y, ) = 0z, [F (5 (), )]
foralli=1,...m,k=1,..,qandae.y € z;(UNU;) NWj, j =1,..., N. With 1., Definition
2.14 and Lemma 2.15 we obtain T'f € WP(U, LP(Q)) N LP(U, WP(Q)) and since

[VUXQf”(xj‘l,id) =[Vu/, va”(xj‘l,id) = ( Z 9" 0y, (f‘(wj—l,id))ays (33;1)’ Vz(f’(xj—l,id)))

r,s=1
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it follows that [V f](u,.) = Vy[Tf]|, and [Vof](u,.) = V[T f]]. for A\y-a.e. u € U.
Therefore the derivatives are compatible under 7" and Lemma 2.15, 3. yields the norm equivalence.

It is left to show that T on WP (U x Q) with values in WP (U, LP(Q)) N LP(U, WP(Q)) is
surjective. Therefore let / be in the target space and h; for j = 1,..., N be as in 1. for h. Then
due to Theorem 2.16 and Lemma 2.10 it holds h; € WP ([z;(U N U;) N W;] x ). Therefore
Lemma 2.15 and Theorem 2.16 yield that f, defined in (2.1) is an element of lep(U x ). o

Ad 3. Now we exchange the order of U and §2. The proof is divided into four parts in accordance
with the proofs of 1.-2. For the proof we denote the corresponding map in 1. with 7.

Let1<p<ooand f € LP(Q x U). Then fo (id, z; )| € LP(Q x [x;(U N U;) N W;]) for
all j = 1,..., N due to Theorem 2.6. Lemma 2.10 yields f(z, |) € LP(x;(UNU;) N W) for
ae. z € Q and the map Q — LP(z;(UNU;) N Wj) : z — f( ; x7 1)) is strongly measurable
and contained in L? for all j = 1, ..., N. Therefore because of Theorem 2.6

Tf: Q= LP(U): 2z f(z ZX] O$j|Umzj‘1(Wj)

is strongly measurable. Now analogously to the proof of 1. we obtain with the Fubini Theorem
and the Bochner Theorem that T’ f is Bochner-integrable and T'f € LP(Q, LP(U)) with norm
equal | f| Lr(Qxv)- In particular T:LP(Qx U) — LP(Q, LP(U)) is well-defined and isometric.

Next we prove that T is surjective. Therefore let A € LP(Q, LP(U)). First note that due to
Theorem 2.6 the map LP(U) — LP(x;(UNU;) N W;) : ¢ = ¢ o {Eil‘ is bounded and linear
forall j = 1,..., N. Hence because of Lemma 2.10 there are h; € LP(Q x [z;(U N U;) N W;])
such that h; ( ) = h(z)o z; ! forae z€Qandj=1,. N Therefore Theorem 2.6 yields

N
fi =Y xjlhy o (id, ;)] € LP(Q x U) (2.2)
j=1
and by construction f;l(z, )= h(z) fora.e. z € Q, Le. Tfh = h. Hence T is an isomorphism.
Nowlet1 < p < ooand f € WHP(QxU). Then fo(id, z; Y e Whp(Qx[z;(UNU;)NW;)
for 7 =1, ..., N by definition. Therefore Lemma 2.10 ylelds

[z = f(z,2; )] € WHP(Q, LP([z;(U N U;) N W5)) N LP(Q, WP ([ (U N Uy) N W),

0y [F(id, a7 1) (2,.) = 8y, [f (2,25 '))] and 8, [F(id, 25 )| (2,.) = 8z [2 = f(z,25])]]: for
alle=1,....m,k=1,...,qand ae. z € €, j = 1,..., N. Using the isomorphism property of T’
on LP-spaces, Lemma 2.15 and Theorem 2.16 it follows that

N
7] =3 x5l v e Do ailynggr, € W LPU) N EPQW (D),
j=1

[Vafl(z,.) = V.ITf]|. and [Vy f](2,.) = Vu[Tf]]. for ae. z € Q. Hence the derivatives are
compatible under 7" and Lemma 2.15, 3. yields the norm equivalence.

Finally, we prove that 7" on Wl’p(Q x U) with values in Wl’p(Q LP(U)) N LP(Q, WhP(U))
is surjective. To this end let h be in the target space and h for j = 1,..., N be as above for
h. Then due to Theorem 2.16 and Lemma 2.10 it holds h; € WhP(Q x [a:j(U NU;) N Wj])
forall j =1, ..., N. Therefore Lemma 2.15 and Theorem 2. 16 imply that f;l defined in (2.2) is
contained in WP (Q x U). Y

28



2.3 EXPONENTIALLY WEIGHTED SPACES

Finally, we need the notion of domains with Lipschitz-boundary in compact Riemannian
submanifolds of R™ and the analogue of Theorem 2.13 in the case X = 0f2.

Definition 2.18. Let (M, g) be a compact m-dimensional Riemannian submanifold of R™ with
(or without) boundary and class C'. Let U C M® be open and nonempty. Then

1. Let u € OU. Then we say that U satisfies the local Lipschitz condition in w if this holds in
local coordinates, i.e. for any chart x : U — V C [0, 00) x R™~! with u € U it follows
that the domain (U N U) satisfies the local Lipschitz condition in z(u).

2. We say U has Lipschitz-boundary if the local Lipschitz-condition holds in u for all u € U.
3. We call U a Lipschitz-domain in M if U is connected and has Lipschitz-boundary.
By definition M° has Lipschitz-boundary.

Remark 2.19. The local Lipschitz condition from Definition 2.11 for domains in R" is invariant
under C'-diffeomorphisms (between open subsets of R™) defined on an open neighbourhood of
the closure of the domain, cf. Hofmann, Mitrea, Taylor [HMT], Theorem 4.1. Therefore

1. The invariance under C'-diffeomorphisms carries over to Definition 2.18.
2. It is enough to prove the condition in Definition 2.18, 1. for one admissible chart.
3. Definition 2.18 is consistent with Definition 2.11 in the case m = n.

Theorem 2.20. Let (M, g) be a compact m-dimensional Riemannian submanifold of R™ with
(or without) boundary and class C', | € No U {oc}. Let U C M°® be a Lipschitz-domain and
1 <p<oo, k €Ny Then CY(U) is dense in WP (U).

Let (for convenience) additionally OU = .U Z with an (m — 1)-dimensional C*-submanifold
Y of M and a null set Z with respect to H™ L. Then LP(OU) := LP(X) is defined in Remark 2.5
and there is a unique bounded linear operator tr : WYP(U) — LP(OU) such that tru = ulsy
forallu € C°(U) N WLP(U).

Proof. This follows from Theorem 2.13 via localization and a suitable partition of unity. O

2.3 Exponentially Weighted Spaces

We define all used spaces with exponential weight.
Definition 2.21. Let 1 < p < 00,k € No, u € (0,1) and 3, 81, 2 > 0.

1. Then we introduce with canonical norms

L:?ﬁlﬁz)(R%‘) = {’U, € L1100<R3-> : eﬁIIRH’%HU S Lp(R?i_)}7

k, 2\ 21 . 5

; k ; k k w2 . k(R2 k,
We also write H” instead of W "2, Moreover, Cls) (R%) :=CF(RL)N W(g?j) (R2).

2. Ina similar way we define LF; (R), LY, (Ry), WP (R), W (R), Oy (R), CFy (R).
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P (M2Y._ JP 2 k.p (2 kp (2 2\ . gk 2
3. Let Ly (RY) = L{jy ) (RY), Wigf (RY) = Wl (R2) and Hfy (RY) := H{j ) (RY).
4. Letn : R — R be smooth with n(R) = |R| for all |R| > R and some R > 0. Then we
define

k ). Pp— . ).

WP (R) i= {u € Lige(R) : Py € WP (R)}
for 1 < p < oo with natural norm.

The following lemma summarizes all the needed properties for these spaces:

Lemma 2.22. 1. The spaces in Definition 2.21 are Banach spaces.

2. Equivalent norms: Let nn : R — R be as in Definition 2.21, 4., k € Ny, 1 < p < o0,
Bi, By > 0. Then WP 2)(]1%1) = {u € L} (R2): efrnl)+RHty c Whp(R2)} and

(81,6
R|+8:H R)+B2H
Z | P11 BI+52 DWHLp(Ri)a Z |ePr(R)+52 D’YUHLP(Ri)
YENZ,|vI<k YENZ,|y|<k
and ”6ﬁ1n(R)+ﬁ2HUHW&p(Ri)

are equivalent for all u € W(’féf 52) (]Ri) For B > 0 fixed the constants in the estimates
can be taken uniformly in (1, B2 € [0, B]. Analogous assertions hold for R instead of Ri.

3. Density of smooth functions with compact support Forallk € Nog, 1 < p < oo and
B1, B2 > 0 it holds: Cg§° (R2 ) is dense in W(g 52)(R2 ), C§° (R is dense in W, ’p) (Ry)

(8
and C§°(R) is dense in W(ﬂl)(R)'

4. Embeddings: It holds Ww’p 8 )(Ri) — W(v’fw)(]Ri) forallk € Ng, 1 < p < oo and

0< v <B1,0=< v < B, aswell as

(R) — LY

5 q(RY)  forallf>e>0,1<q<p.

[B}
Analogous embeddings hold for spaces on R and R..

5. Traces of weighted functions on ]Ri: Forallk € N, 1 < p < ococand 8 > 0 the trace
operator

k—1p
tr: W, 7p)(R2) CWHP(RY) — Wiy

is well-defined and bounded. Moreover, there is a coretract operator Rg (independent of

k_lv .
k,p), i.e. Rg is a bounded operator from Wz, * p(R) to W(kﬁ’%) (R2) with tro Rg = id.
Finally, all operator norms for fixed k, p are bounded uniformly in 5 > 0 if we take the
third norm in Lemma 2.22, 2.

(R)

6. L?-Poincaré Inequality for weighted functions on R : For 3 > 0 and all u € H (15) (Ry) it

holds ||UHL2 ) (R+) < ﬂHaHUHL(ﬂ) R, )

7. Reverse Fundamental Theorem for weighted L?-functions on R : For 8 > 0 and v in
L%ﬁ) (Ry) it holds — [Fvds =1 w € H(lﬁ) (Ry) with Ogw = v. In particular 6. is
applicable.
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Remark 2.23. 1. Note that the choice [;v ds in Lemma 2.22, 7. would not be appropriate
for integrability on R .

2. From now on we will always use the third norm in Lemma 2.22, 2. for the weighted spaces.
Proof of Lemma 2.22. Ad 1. That all spaces are normed ones directly follows from the un-
weighted case. It is left to prove the completeness. For L{’ 51.82) (R%) let (u;)ien be a Cauchy
sequence. Then (u;);ey and (e11+82H ), are Cauchy sequences in LP(R2 ) and therefore
converge to some v and v, respectively, in LY"(R2 ). Since one finds a.e. convergent subsequences

it follows that e11E+#2H 2y, — 4 and hence u; — win Lis, 5, )(R ) for I — oo. For W(éf BZ)(Ri)

one shows the completeness with the case £ = 0 and embeddings into the unweighted spaces.
For the fractional Sobolev spaces, the completeness follows directly with the definition and the
unweighted case. Oy

Ad 2. For k = 0 this directly follows from cne‘R| < e"R) < C’ne‘R| for all R € R. In the case
k > 1 one uses the product rule for distributions and smooth functions. Oy,

Ad 3. The density properties directly carry over from the unweighted case since smooth functions
with compact support stay in this class when multiplied with a smooth function. Lls.

Ad 4. The first embedding is clear. For the second one we use Holder’s inequality. Ly,

Ad 5. The trace operator tr is a bounded operator from W*P(R2 ) onto Wk (R) if k£ € N,
1 < p < oo and there is a coretract operator R 1ndependent of k, p, cf. Triebel [T2], Theorem
2.7.2 and the construction therein. For u € W( )(RQ ) we write

u = e P10) . By ¢ Cfo(Ri) . Wk’p(Ri).

—l kil: .
Then WF pP(R) 3 tru = e P10t (ef10)y) e Wi " p(R). Moreover, we have the estimate

Bn(.) =
o < Cralle”ulwinzz) = Crpllulyn @)

forall u € W(%po)( 2 ). The coretract operator can be taken as Rgv := e~ 710 R(e#70)v) for all
_1

v E W( 3) P 7p( R). One can directly verify the claimed properties. Os.

Ad 6. By density it is enough to prove the estimate for u € C§°(R ). With the Fundamental
Theorem of Calculus, Fubini’s Theorem and the Holder inequality we obtain

(o, ¢] 00 00
||u||%2 (Ry) :/ My (H)dH < 2/ 625H/ |udsu|ds dH <
0 0
5 1
< 2/0 /0 P dH |udsu| ds < 5/0 7%l udsu| ds < —HE)HUHL%B) (Rl ||L(ﬁ) R,y

where we used [; e?* dH = [ 28s ] < B %55, This shows the estimate. Cle.

Ad7. Letv € L%ﬁ) (Ry) fora 8 > 0and v; € C°(Ry) with vy — v for I — oo. Then

= — [Fu(s)ds € C§°(Ry) with —ul = v;. From 5. we obtain that (u;)en is a Cauchy
sequence in H(B) (R4 ), hence by 1. there is a limit u in H(ﬁ) (Ry) and dHu = v. Because of
w = — [T u(s)ds — — [ v(s)ds for | — oo pointwise, we get u = — [ v(s) ds. Oy,
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3 Curvilinear Coordinates

Let N > 2 and Q C R be a bounded, smooth domain with outer unit normal Nyq. In this
section we show the existence of a curvilinear coordinate system describing a neighbourhood of
a suitable evolving surface* in ) that meets the boundary <2 at a given angle. More precisely,
we consider the following situations (see also Figure 1):

1. Case (a,2): contact angle o € (0,7) and N = 2,
2. Case (5, N): contact angle « = § and N > 2.

Some ideas in this chapter are motivated by Vogel [V], Proposition 3.1.

3.1 Requirements for the Evolving Surface

Let ¥ C RY be a smooth, orientable, compact and connected® hypersurface with boundary
9% and let X : ¥ x [0,T] — Q be smooth such that Xy (.,t) is an injective immersion for
all ¢ € [0,T]. For technical reasons, assume that there is a smooth, orientable and connected
hypersurface ¥y C R" without boundary such that ¥ C Y4 and a smooth extension of X to
Xo : 2o x (=70, T + 79) — RY for some 7y > 0 such that X;(., ) is an injective immersion
for all t € (—79,T + 70). Finally, we choose a smooth, orientable, compact and connected
hypersurface 3. with boundary such that ¥ C 3° and ¥ C .

Remark 3.1. Such X, 79, X, should exist for any ¥, Xj as above. For N = 2 this is clear,
but for N > 3 this is more difficult to show. First, it should be possible to extend any X as
above to a smooth orientable hypersurface 3 ¢ RY without boundary by merging together local
extensions in a suitable way. However, this is quite technical since one has to deal with fraying.
Then X, can be extended to a smooth immersion X on an open neighbourhood of ¥ x [0, T
in 3 x R. Because immersions are locally injective (cf. O’Neill [O’N], Lemma 1.33), one can
prove injectivity of X on a possibly smaller open neighbourhood of & x [0,7] in 3 x Rwitha
contradiction argument and compactness, cf. also the proof of Theorem 3.3 below for a similar
contradiction argument.

Since continuous bijections of compact into Hausdorff topological spaces are homeomorphisms,
we know that Xo(.,?) is an embedding and T; := X(X,¢) C RY is a smooth, orientable,
compact and connected hypersurface with boundary for all ¢ € [0, T']. Moreover,

= |J Iyx{t}

te[0,7T
is a smooth evolving hypersurface and
X := (Xo,pr,) : 2 x [0,T] = T : (s,t) = (Xo(s,t),t)

is a homeomorphism. We choose a smooth normal field 7 : ¥ x [0,7] — RY meaning that
7 is smooth and 7i(., t) describes a normal field on I';. Due to Depner [D], Lemma 2.40 the
corresponding normal velocity is given by

V(s,t) :=Vr,(s) :=1i(s,t) - O Xo(s,t) for (s, t) € X x[0,T].

4 For the definition of an evolving hypersurface cf. Depner [D], Definition 2.31.
3 For simplicity. The considerations can be adjusted for the case of finitely many connected components.
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3 CURVILINEAR COORDINATES

Moreover, let H(s,t) := Hr,(s) for (s,t) € X x [0, T] be the mean curvature which we choose to
be the sum of the principal curvatures. The above definitions applied to X on % x -3, T+ %]
yield suitable extensions of I';, I, 77, V' and H. For convenience, we use the same notation for 7i.

Additionally, we require (I';)° C © and 9T'; C 0€2. Then the contact angle of T'y with 02 in
any boundary point Xy (s, t), (s,t) € 0¥ x [0, T] with respect to 7i(s, t) is defined by

|K(NGQ|X0(s,t)7ﬁ(Sa t))‘ € (07 7T)’

where £ (Noq|x,(s,t), (s, 1)) is taken in (=, 7).

3.2 Coordinates: the Case (¢, 2)

Let the assumptions in the last Section 3.1 hold for dimension /N = 2 and constant contact angle
a € (0,m) for times ¢ € [0, T]. By reparametrization we can choose w.l.o.g. ¥ := [ := [—1,1]
and we can choose Y. and Yo as intervals. We set I:=x, Iy := Xg and define smooth tangent
and normal fields on the curve I'; by

N L 85X0(S,t) N L 0 1\ .
T(s,t) := B0 Xo(s.0)] and 7i(s,t) = (_1 0) T(s,t) forall (s,t) € I x[0,T].

The natural extensions to I x (—7y, T + 79) are denoted with the same symbols. Moreover, the
contact points are p* () := Xo(%1,¢) and we set p*(t) := (p*(t),t) fort € [0,T).

Remark 3.2. We assume [0, Xo(s,t)| = 1forall s € I\ [~1, 1] and ¢ € [0, T]. This can be
achieved by reparametrization. More precisely, consider

s 1
B:Ix[0,T]—1:(s,t) L?t)/l |0sXo(o,t)|do—1, L(t) = / X |0sX0(0,t)| do.
Then B is smooth and 9sB > 0. Hence B(.,t) is invertible for all ¢ € [0, 7] and the Inverse
Mapping Theorem applied to a smooth extension of (B, pr,) on I x [0, 7] yields the smooth-
ness of the inverse in (s,t). Hence Xo(s,t) := Xo(B(.,t)"}|s,t) is a parametrization with
|0sX0(s,t)| = L(t)/2. Then another simple transformation yields the desired reparametrization.

The above condition on 9; X is only needed for the case a # 7. More precisely, we use
|0sX0(£1,t)| = 1 in this Section 3.2 and for the asymptotic expansion of (AC,) at the contact
points, see Section 5.4.2.1.1. Finally, the above condition on J; X is used for the proof of the
spectral estimate for (AC,), see Section 6.5.

For the coordinates we choose a domain of definition that takes into account the contact angle
structure. More precisely, for 6 > 0 consider the trapeze

S50 = {(r, s)eR?:r € (=6,0),s€[-1+ cosarv 1-— C?Sar]} (3.1)
sin « sin «v
with upper and lower boundary
nga = {(r,sT(r)) :r € (=0,6)}, where sT(r):=+1F cos e (3.2)

sin o

For o = § we have S5 = = (—6,d) x I and Si[% = (—0,9) x {£1}. For a sketch see Figure 7.

™
2
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3.2 COORDINATES: THE CASE (a, 2)

+
S = ]_ S&,O&
(6%
r=20
Sé,a
(0%
s=—1 J Sga

Figure 7: S5, and S(fa.

Theorem 3.3 (Coordinates, Case («, 2)). Let the above assumptions hold. Then there isa 6 > 0
and a smooth map Ss o, x [0,T] > (r,s,t) — X(r,s,t) € Q with the following properties:

1. X := (X, pr,) is a homeomorphism onto a neighbourhood of T in Q x [0, T). Moreover,
X can be extended to a smooth diffeomorphism defined on an open neighbourhood of
Ss.a % [0, T] in R® mapping onto an open set in R3. The set

I'(%) := Y(S&a x [0,77)
is an open neighbourhood of T in Q x [0, T] for § € (0, d].

2. X|y—0 = Xo and X coincides with the usual tubular neighbourhood coordinate system for
s € [=1+4po, 1 — po) for some g € (0, 5) small. Furthermore, for (r, s,t) € S5 x [0, T
it holds X (r, s, t) € OQ if and only if (r,s) € S;a U S5,

3. Denote the inverse of X with (r, s, pr,). Then
VrPlr =1, 0.(|VrP0oX)|,=0=0 and Vr-Vs|r=D0.

Finally, we can choose Vs o Xq = 05X¢/|0sXo|? and Vr o Xq = 7. Then it holds
V =—0r0Xpand H=—Aro X,.

Remark 3.4. 1. Let Q7 := Q x (0, 7). There are unique connected Q% C Q7 = Q x [0, 7]
such that Q7 = Q7 U Q7 UT (disjoint) and signr = +1 on Q5 NT'(§). Moreover, we set

(5, ) = X((S3, N {z£s > 1 - pu}) x [0,7)),
D3, 1) = T(3) \ [T~ (5, 0) UT* (8, )] = X((=5,8) x (1 4+ p, 1 — ) x [0,T1)

for 6 € (0,6] and € (0,1]. For ¢ € [0, 7] fixed let T'¢(8), ;" (0, 12) and T'(5, 1) be the
respective sets intersected with R? x {t} and then projected to R2. Here I'(0) is as in
Theorem 3.3.
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3 CURVILINEAR COORDINATES

2. Let 6 € (0,6]. For a sufficiently smooth ¢ : T'(§) — R we define the tangential and
normal derivative by

V= Vs[0s(poX)oX | and 0Optp:=0,(voX)oX |,

respectively. In the part of I'(§) where the coordinate system is the orthogonal one, these
definitions coincide with the ones in Abels, Liu [AL]:

Vs Vs -
T = — n = . F 5 .
V1 Vs [Vs] Vi and 0O, =Vr-Vy onT(6, o)

This follows from V)| = Vr|50, (¢ o X) + Vis|50s(1) o X). For t € [0, T] fixed and
¥ : T4(d) — R smooth enough, we define V4 and 0,,1) analogously. In the orthogonal
region similar identities as above hold. The same notation is used when v is only defined

on open subsets of I'(d) or I';(9), ¢t € [0, T]. The same properties as before are valid in the
orthogonal parts of the coordinate system.

3. For transformation arguments later we set
J(r,8,t) := Ji(r,s) := |det D(, X (r,5,t)|  for (r,s,t) € S5 x [0,T].

J is smooth and ¢ < J < C for some ¢, C' > 0. Moreover, from the proof of Theorem 3.3
it follows that

Ji(r, )72 = [|Vr2IVs2 = (V- V52| g
in particular J;(0, s) = |05 X¢(s,t)| for all (s,¢) € I x [0,T].
As a starting point for the proof of Theorem 3.3 we show in the following lemma that there are
graph descriptions of 92 viewed from the tangential lines to 92 at the contact points p™(¢) for

t € [0, 7] in uniform neighbourhoods. See Figure 8 for a sketch of the situation.
Lemma 3.5. There is ann > 0 and w3 : (—n,n) x [0, T] — R smooth such that
(=n,m) = B,(0) 2 r = p=(t) + T (41,4 + wgt(r, )7 (41,0
describes OS2 in the rectangle
Ry (t) := p™(t) + By(0)i (11,6) + Bea (0)7](x1)

with the stretching factor c,, := 1 + |32 | and it holds

sin

COS ¥

wE(0,t) =0, Gwi(0,t) =F

forallt €10,T).

Note that the scaling in the rectangles is chosen such that the graph property is compatible with
shrinking n for small 7. This follows from the contact angle assumption and the Taylor Theorem.
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3.2 COORDINATES: THE CASE (a, 2)

« 15)9]
-
pr(t) pT(t) + Rii(+1,t)
R (t)

pE(t) + RF(E1,t)
Figure 8: Construction of curvilinear coordinates 1.

Proof. Let us fix to € [0,T]. Then there is a graph parametrization of 9€2 in a neighbourhood
of p*(tg) with a vy : B,,,(0) C R — R in a rectangle as in the lemma in the (7, 7) (%1, ¢()-
coordinate system based at p™(t() for some 79 > 0. The boundary points will stay nearby for
small time variations: If € > 0 is small, then

a®(t) = (p(t) — p=(to)) - (1, t0) € By 2(0) forallt € Be(tg) N[0, 7).

The idea is to invert the projection of OS2 to the space p™ () + Rii(+1, ). Therefore we consider
the smooth mapping F'* : B,,/2(0) x (B:(to) N[0, T]) — R defined by

FE(a,1) = [p*(to) + (@ + 2% () (1, to) + 2z + o (1) F(E1, o) — p*(1)] - AL, D).
Since 0, F£(0,t) # 0 for all ¢t € B(tp) N [0,T7], the inverse mapping theorem applied to a
smooth extension of (F*, pr,) and a compactness argument for the domain of the inverse yields
that there is an 7 > 0 such that for all t € B.(to) N [0, T'] there is an open neighbourhood V; of 0
such that F£(.,t) : V; — B,(0) is a smooth diffeomorphism and

By(0) x (B:(to) N[0,T]) = R (r,t) = Fyu(, 1),
is smooth. By construction w+ : B, (0) x (B:(to) N [0,T]) = R : (r,t) —
[P (to) + (- + & (£))A(£L, to) + (. + 27 () F(£L, t0) — p* ()] [pe( 1), - T(EL )

has the claimed properties for ¢t € B.(ty) N[0, T'] after possibly shrinking 7. Finally, compactness
of [0, T'] implies the lemma. O

To use this for the definition of a curvilinear coordinate system, we have to introduce a suitable
reparametrization over the upper and lower boundary of the trapeze. For a = 7 this is trivial.
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3 CURVILINEAR COORDINATES

Lemma 3.6. Consider the situation in Lemma 3.5. Then there are § > 0 and

(yF, wh) 1 [=6,8] x [0,T] — [—g,g] % R

smooth with y*(0,t) = w*(0,t) = 9,w™(0,t) = 0 and 0,y* (r,t) > 0 such that

Xo|(z10) +yE(r, t)ﬁ\(ﬂt + W5 |y (ry.) Tl 10)
= Xol(st (). + 7 il (st T W () Tl(s2().0)

for all (r,t) € [—6,6] x [0,T), where s*(r) = +1 F <52y parametrizes 85 In particular
y*(.,t) is invertible for all t € [0, T).

Proof. We show this with the Implicit Function Theorem. Consider for some g > 0 small

FEU = (—pyp) < (—p, T+ 1) % (9,m) x RCR* = R?: (r, L, y,w)

Xol(a1,) + ¥ + w5 Tl — Xolst .o — Tl (.0 — W5t )0)-
Then F'* is smooth and well-defined for small > 0, F*(0,¢,0,0) = 0 and
Dy Pl 000 = (A1) F 287 w1y —Tlern)

is invertible for all ¢ € [0, T'] with inverse

-1 (7] (21,1))
Dt (. (£L) , 33
( (y,w) |(07t»070)> (—(T!(il,t))T$g?§g( |(j:1t))T G

Hence the Implicit Function Theorem together with a compactness argument in the time variable
yields the existence of a § > 0 and (y*, w®) : [—4,6] x [0,T] — [~ %, ] x R smooth such that
FE(rt,yt(r,t),wt(r,t)) =0 and (yi,wi)|(07t) =0 forall (r,t) € [—0,0] x [0,T].

It is left to prove the explicit identities for the derivatives of (y*,w®). We differentiate
FE(r,t,y*(r,t),wT(r,t)) = 0 with respect to r. This implies

0= arFi|(0,t,0,0) + D(y,w)Fi|(0,t,0,O)ar(yia wi)‘(TO,t)‘

Here 0, F=|(0.100) = —0sXo|(+1.)(F Sm;‘) - ﬁ\(ﬂ #)- Because of 95 Xo|(+1,4) = 7| (41,) due

to Remark 3.2 and (3.3) it follows that 9, (y*, w )](Ot (1,0). O

Proof of Theorem 3.3. The idea for the definition of X is to extend the mapping in Lemma 3.6
such that it coincides with the usual tubular neighbourhood coordinate system outside a neigh-
bourhood of the boundary and such that all the claimed properties are satisfied.

Therefore we first consider the construction of the standard tubular neighbourhood coordinate
system in Hildebrandt [Hi], Chapter 4.6. Let I; be a closed interval such that [ C I7 and [; C Ie.
Then similar ideas as in the proof of Lemma 3.5 above yield local graph parametrizations for
ft =X o(f ,1) as in Lemma 1 in Hildebrandt [Hi], Chapter 4.6, viewed from the tangent lines
in squares of uniform width around every point in Xo(I1,t) for all t € [0,T]. Therefore the
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3.2 COORDINATES: THE CASE (a, 2)

construction in [Hi], Satz 1 in Chapter 4.6, yields that for all 6 € (0, dp], where &y > 0 is small
but independent of ¢, it holds that

(=6,8) x I 3 (r,s) — Xo(s,t) + rii(s, t) € R?

is a diffeomorphism onto its image Us(t) and Us(t) N Q = Bs(I';) N Q for all ¢t € [0, T]. Now
we fix §g > 0 small enough.
We choose 1 > 0 small such that RnjE (t) is contained in Uy, (t), the assertions of Lemma 3.5

are fulfilled and such that the angles between the tangent vectors of Rff(t) N o and R,jf(t) NIy,
respectively, are smaller than a fixed 5 > 0 (which will be chosen later).

\

/a\/ Xo(s,t) + Rii(s, 1)

o9

() pT(t) + Rii(%1,t)

RE(1) Us, (t)

Iy

pT(t) + RT(£1, 1)

Figure 9: Construction of curvilinear coordinates 2.

Now we define X . Because of uniform continuity we can choose an € > 0 such that for all s
with [s F 1| < cand ¢ € [0, T itholds s € Iy and Xo(s,t) € R, (). Let x : R = [0,1] be a
smooth cutoff-function with xy = 1 for [s 1| < §and x = 0 for [s| <1 —¢, |s| > 1 + €. Then
we define T' := x7 and for § > 0 small

X(r,s,t) := Xo(s,t) +rii(s,t) + w(r,s,t)f(s,t) for (r,s,t) € [=0,8] x T x [0,T7,

where w(r, s,t) := w¥e"() (1, t) with w* from Lemma 3.6. In the following we show that the
properties in the theorem are satisfied if § > 0 is small and 3 > 0 above was chosen properly.

Ad 1.-2. X is smooth and we compute

—

O X (r,s,t) =(s,t) + Opw(r, s, t)T(s,1),

- (3.4)
0s X (1, 8,t) = 05 Xo(s,t) + r0smi(s,t) + w(r, s, t)0sT(s,t)

for (r,s,t) € [~6,6] x I x [0,T]. For § > 0 small D, 5 X (r,s,t) is invertible because of
w|r=0 = 0 and d,w|,—¢ = 0. Hence X := (X, pr,) is locally injective. Since X is injective on
{0} x I x [0, T, we obtain by contradiction with a compactness argument® that X is injective
on [—4,8] x I x [0,7] for § > 0 small.

® One could also use a geometric argument using angles and the Fundamental Theorem of Calculus. Nevertheless,
this argument appears to be more complicated and it is difficult to generalize to higher dimensions.
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3 CURVILINEAR COORDINATES

More precisely, assume that there is no § > 0 such that X is injective on such a set. Then
there are two distinctive sequences (r7,s7,t}) € [—1,1) x I x [0,7] for j = 1,2 such
that X (r7, s7,t7) = X(rf,sy,t5) for all n € N. By compactness there are subsequences

(s5%,t%) — (sj,t;) for k — oo and j = 1,2. Since X is continuous, it follows that

X(O, S1, tl) = X(O, S92, tg). Hence (81, tl) = (82, tg) and (T;Lk, S?k,t?k) — (0, S1, tl) for
k — oo and j = 1,2. Local injectivity of X yields a contradiction. Altogether X restricted to
[—6,8] x I x [0,T] for § > 0 small is injective.

Moreover, due to the Inverse Function Theorem, X can locally be extended to a smooth
diffeomorphism. Therefore with a similar argument as above one can show that X can be
extended to a smooth diffeomorphism defined on an open neighbourhood of [—6, 6] x I x [0, T
in R? mapping onto an open set in R3.

In the following we show X (Ss,, x [0,7]) C © and related properties for § > 0 small. If
|s| <1 —¢g,then X coincides with the usual tubular neighbourhood coordinate system, i.e.

X(r,s,t) = Xo(s,t) +rii(s,t) forall (r,s,t) € [-d,0] x [-1+¢e,1—¢] x [0,T].

By compactness, Xo([—1 + &,1 — ], ¢) has a uniform positive distance from 9f2. Therefore,
by uniform continuity X (r, s, ) stays in Q for |s| < 1 — ¢, r € [-4,0],t € [0,T] ford > 0
small. Moreover, because of w = d,w = 0 for r = 0, the terms |0, X (r, s,t) — 7i(s,t)| and
|0s X (r,s,t) — 0sXo(s,t)| forall r € [=6,6], |s F1| < e and ¢t € [0,T] are estimated by an
arbitrary small constant ¢y > 0 for § > 0 small. If ¢g is small enough (depending on ), then

L(Op X (r,s,t),m(£1,t)) <28 and L(0sX(r, s,t),7(£1,t)) <28

forall r € [6,6], |s F1| < eand t € [0,T]. Therefore because of Lemma 3.5, Lemma 3.6 and
the Fundamental Theorem of Calculus it follows that for § > 0 small X maps S5, x [0,7] to €,
X maps

([<6,8] x [-1—&,1+¢] x [0, T])\(Ss.0 x [0,T])

outside of Q and X (r, s,t) € 9 if and only if (r,s) € S;a U S5, provided that 5 > 0 was
chosen sufficiently small before. Note that 3 can be chosen independently first, then > 0
is chosen, then ¢ > 0 and finally § > 0. The assertion that I'(§) for & € (0,4] is an open
neighbourhood of " in € x [0, T'] now follows from the extension property of X and the mapping
properties of X above. (g o,

Ad 3. It remains to prove the explicit identities in Theorem 3.3. We have

Cc

T 1 [ |Vr* Vr-vs
(D) X) Dy X) ™ = <v7~-vS |Vs/?

a b T
o (b ) = (D(r,s)X) D(T,S)X'
X

Using (3.4) and that T', 9, X, D77 are tangential, we obtain a = 1 + (9,w)2|T|2,

b=wdT - it + Opwds Xo - T + rdpwdsit - T + wdwd, T - T,
¢ = 8sXo|? + 72|047|> + w20 T|> + 2(rds X - Bsit + wds Xo - OsT + rwdyii - OsT).

The inverse can be computed explicitly. Since w = 0,w = 0 for r = 0, it follows that
al(o,s,4) = 1, bl(0,s,) = 0 and c|(g 5 1) = |0sXo(s,t)|? for (s,t) € I x [0,T]. Therefore

Vrf2lr =1, Vr-Vslpr=0 and |Vs|oXg=1/|0sXol.
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3.3 COORDINATES: THE CASE (3, N)

Moreover, with d := ac — b we obtain 9,.(|Vr|? o X) = (dd,c — cd,d)/d?,

dora — ad,d
d? )

— do,b — bo,d _
ar((VT'VS)OX):—T and 6T(]VS\QOX):
We have 87”a|(0,s,15) =0, 87“b|(0,s,t) = ar2w‘(0,s,z‘,)8s)(0 : f‘(s,t) and a1ﬂc|(0,s,t) = zasXO : asﬁ|(s,7§)
for (s,t) € I x [0,T)]. Hence 8fd|(0,sﬁt) = 8fc](0,s’t), k=0,1and 9,(|Vr|? o X)|(0757t) =0,

_agw‘ (O,S,t)asXO : ,—f‘ (s5t)

0, ((Vr - Vs) 0 X)|0.00) = |05 X0[?|(s.)

and &(]Vs\? o Y)’(O,s,t) = —285X0 : 8Sﬁ\(s,t)/|8on\4](s7t) for all (8, t) el x [0, T].
Finally, we show that for the coordinate system constructed above the additional properties are
satisfied. Because of (3.4) we have for all (s,t) € I x [0, 7]

. - i’
D(r,s)X|(0,s,t) = (nvasXO) ’(s,t)7 (D(T,S)X‘(O,S,t)) b= <83XJ/|83X0’2> (

This shows Vr o X = 7 and Vs o X = 05X0/|0sXo|?. Furthermore, the chain rule applied to
r=r(X(r,s,t),t) yields

V(s,t) = 0 X (0.00) - 1(5,1) = —0rr|(x(0.0y0) T (s,£) € T x [0,T].

Well-known formulas for the mean curvature, cf. e.g. Depner [D], Chapter 2.1, imply

Vr Ar
HFt( ) —div (’V |> ’(Xo(s,t),t) = - <|Vr\ ‘v ygvrTD%avr) ‘(Xo(s,t),t)

for (s, t) € I x [0,T)]. The second term vanishes because of D?rVr = 1V(|Vr|?) and
0 (IVr[? 0 X)(0,5) = 0s(IVr|* 0 X)(0,5) =0 for (s,1) € I x [0,T].

With |VT‘2’F =1we get H(S,t) = _AT’(XO(sJ),t) for (S,t) el x [O,T]. Dgh

3.3 Coordinates: the Case (3, N)

Let the assumptions in Section 3.1 hold for dimension N > 2 and constant contact angle 5 for
times ¢ € [0,7]. We adapt the ideas from the 2-dimensional case in the last Section 3.2 to the
N-dimensional case. To this end we use the outer unit conormal figy, : 05 — R, cf. Depner
[D], Definition 2.28 on p.22. Moreover, we introduce the outer unit conormal for the evolving
hypersurface I, 7igr : 0% x [0, T] — RY, where 7igr (o, t) := figr, (o) is the outer unit conormal
with respect to OT'; at X¢(o, t) for all (o,t) € OX x [0, T]. One can show smoothness and

fior, (0) = Noa|xy(0r forall (o,t) € 90X x [0,T]

with the considerations in [D]. Furthermore, we use the tubular neighbourhood coordinate system
of 0¥ in X: for 1 > 0 small there is a smooth diffeomorphism

Y 0% x [<2u1,2m] = R(Y) C %, (0,b) — Y(0,b)
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3 CURVILINEAR COORDINATES

onto a neighbourhood R(Y) of &% in ¥ such that Y|,—g = idgy, and YV := Y‘azx[oguﬂ is a
diffeomorphism onto a neighbourhood R(Y") of &% in ¥. We use the notation (5,b) := Y L.
We define Y via the exponential map on the normal bundle of 9 in ¥, cf. Proposition 7.26 in
O’Neill [O’N]. Then

WY (0,0) = —flgn(o) forall o € 9%. (3.5

Theorem 3.7 (Coordinates, Case (5, V)). Let the above assumptions hold. There exist § > 0
and a smooth map [—6,8] x ¥ x [0,T] > (r, s,t) — X (r,s,t) € Qwith the following properties:

1. X := (X, pr,) is a homeomorphism onto a neighbourhood of T in Q x [0, T|. Moreover,
X can be extended to a smooth diffeomorphism defined on an open neighbourhood of
[—6,8] x £ x [0,T] in R x ¥ x R mapping onto an open set in RN+, The set

[(6) :== X((—0,0) x £ x [0,T))
is an open neighbourhood of T in Q x [0, T) for 6 € (0, ).

2. X|y=0 = Xo and X coincides with the well-known tubular neighbourhood coordinate
system for s € L\Y (0% x [0, uol) for some po € (0, p1| small. Additionally, for points
(rys,t) € [=0,0] x 3 x [0,T] it holds X (r,s,t) € O if and only if s € OX.

3. Let (v, s,pr;) be the inverse of X. Then (O, s|(17t))§vzl generate the tangent space Ty, )%,
IV7|(2,0)] = ¢ > 0 for some c > 0 independent of (z,t) and DIS(DIS)T“%Q is uniformly

positive definite as a linear map in L(Ty, 1nX) for all (z,t) € T'(5). Furthermore, we have
Vr2lr=1, 0,(|Vr?oX)l,—0=0 and D,sVr|r=0
and for all (r,s,t) € [, 6] x [E\Y (9% x [0, po])] x [0, T] it holds
VT|Y(T7S¢) =1i(s,t) and st\y(ﬁ&t)ﬁ(s,t) =0.
Moreover, we can choose VroXg = 7. Then it holds V = —0ro X and H = —AroX,,.
4. Let (0,b) ==Y 1 os: X([-6,0] x R(Y) x [0,T]) = 9% x [0,241]. Then

Nogq - Vb|fo(o,t) - _DxSN39|Y0(U,t) “ioslo,  [Nog - Vb|Y0(U,t)| zc¢>0

and Vb -Vr|x ;. =0, Vb|§0(at)| > ¢ > 0forall (o,t) € 0¥ x [0,T.
Remark 3.8. 1. Let Q7 := Q x (0, 7). There are unique connected Q5 C Qr = Q x [0, 7]
such that Q7 = Q7 U QF UT (disjoint) and signr = 41 on Q% NT'(9). Moreover, we set

T, 1) == X((=3.5) x YIS x (0,)) x [0,T]), (5, ) := TE\LC(, p)

for & € (0,6] and pu € (0, 2u1]. For t € [0, T fixed let T4(6), ¢ (9, 1) and (.
respective sets intersected with RY x {¢} and then projected to R"V. Here I'(§
in Theorem 3.7.

5, 1) be the
) is defined
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3.3 COORDINATES: THE CASE (3, N)

2. Let 6 € (0,6]. For a sufficiently smooth ¢ : T'(§) — R we define the tangential and
normal derivative by

V.t := (Dgs) [Vs(vo X) o Y_l] and 9,1 :=0,(tpoX)o X,
respectively. For ¢ € [0, 7] fixed and 1 : I';(9) — R smooth enough, we define V¢
and 8@1# analogously. The same notation applies if ¢ is only defined on an open subset
of I'(9) or T'4(0) for some p € (0,2u1] and ¢ € [0,T]. Note that in the case N = 2
and ¥ = [—1, 1] the definitions here coincide with the ones in Remark 3.4, 2. Important

properties of V. and 0,, will be shown in Corollary 3.10.

3. For transformation arguments we define

J(r,s,t) = Ji(r,s) == |det d(, o X (1, 5,1)

for (r,s,t) € [-4,d] x ¥ x [0,T],

where the determinant is taken with respect to an arbitrary orthonormal base of T,3. The
latter is well-defined, cf. Theorem 2.6, 1. Via local coordinates it follows that .J is smooth
and with a compactness argument we obtain that 0 < ¢ < J < C for some ¢, C' > 0.

The first step for the proof of Theorem 3.7 is to show an analogue of Lemma 3.5.

Lemma 3.9. There is ann > 0 such that 0 N R, (0,t) admits a graph parametrization over
Xo(o,t) + [By(0) N Txy (0,09 for all (o,t) € 0% x [0, T, where

Ry(0,t) := Xo(o,t) + (=n,m)iigr (o, t) + [By(0) N Ty () 092

Moreover, for n > 0 small there exists w : (—n,n) x 0% x [0,T] — R smooth such that
Wlr=o = Opw|p—=o = 0 and

(—=m,m) 31— Xo(o,t) + rii(o,t) + w(r, o, t)iigr (o, t)
describes 0Y in Xo(o,t) + (—n,n)7i(o, t) + (—n, n)7ar (o, t) for all (o,t) € 0¥ x [0,T].

Again the assertions are compatible with shrinking 7 for small > 0 which follows from the
contact angle assumption and Taylor’s Theorem.

Proof. Let (00,t0) € 0% x [0, T] be arbitrary. We choose a basis /1, ..., Un—2 0f T'x(,t9)L 1
and extend it to smooth tangential vector fields 73, ..., Ty _2 on TOT" such that locally in o'
around Xy (o9, to) these are again bases in the corresponding tangential spaces over OI'; for
all t € B:(to) N [0,7], ¢ > 0 small. In coordinates one can apply similar arguments as
in the proof of Lemma 3.5 to obtain smooth graph parametrizations of 92 N R, (o, t) over
Xo(o,t) +[By(0) NT'x, (0,409 for some n > 0 and (0, t) € 9% x [0, T close to (o0, p). More
precisely, there is an > 0 and a smooth

wo : (—n,m) X By(0) x U x VCRxRY"2x ¥ x [0,7] = R,
where U, V' are open neighbourhoods of o, ty in 9%, [0, T, respectively, such that
(—77, 77) XBW(O) > (7“, Ty enes TN_Q) '—)X()(O', t) + rﬁ(a, t) + 7'17?1(0', t) + ...+ TN_Q?N_Q(O', t)

+ 'UJ[)(T', 79, ..., TN—_2,0, t)ﬁap(d, t)
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describes Q2 N R, (0, t) in R, (0, t). Moreover, wg|,—o = Orwo|r—o = 0. We set
w:(—n,n) xUxV = R:(r,ot)— wy(r0,..,0,0,t)

and we observe that this definition is independent of the choice of v, ..., Uy_2 and 71, ..., TN _2
as well as (0, tg). By compactness 17 > 0 can be taken uniformly in (09, t) € 0¥ x [0,T]. O

Proof of Theorem 3.7. Let ¥1 be a compact hypersurface with boundary such that > C 3 and
> C X°. Similar as in the proof of Theorem 3.3 there is a 6y > 0 such that for all § € (0, Jdo] it
holds that

(—6,0) x X1 3 (r,8) — Xo(s,t) +rii(s,t) e RY

is a diffeomorphism onto its image Us(t) and Us(t) N Q = B;(I';) N Q for all t € [0, T], where
we have set Ty := Xo(3, 1).

We choose 17 > 0 small such that R, (0%, t) is contained in Uy, (t), the assertions of Lemma 3.9
are fulfilled and such that the angles between the tangent planes of R, (c,t) N 0N are smaller
than a fixed 8 > 0 (which will be chosen later).

Now we define X. Let 7 : ¥ x [0,7] — R be a smooth vector field with the property
that 7(s,t) € TXO(s,t)ft for all (s,t) € X x [0,7] and Tlasx[o,r] = for. Existence of such
a 7 follows via local extensions of 7igr in submanifold charts of 0% with respect to > and
compactness arguments. Moreover, by uniform continuity there is an € € (0, u;] such that
Xo(Y(0,b),t) € Ry (o, t) forall (o, b,t) € 9% x [—¢,¢] x [0,T] as well as

o d . - d o
0pY (0,b) + flox(o)| + %XO(Y(@ b)) — Tl Xo(Y(0,.))| < co (3.6)
b=0

for a fixed ¢y > 0 small (to be determined later), where we used (3.5). Let x : R — [0, 1]
be a smooth cutoff-function with x = 1 for [b] < § and x = 0 for [o] > . We define

2
T(s,t) := x(b(s))7(s,t) for (s,t) € £ x [0, T] and
X(r,s,t) := Xo(s, t)+rii(s, t)+w(r,&(s), t)T(s,t) € RN for (r,s,t) € [-0,8]xEx[0,T]

and § > 0 small. In the following we show that the properties in the theorem are satisfied if § > 0
is small and 8 > 0 as well as ¢y > 0 above were chosen properly.

Ad 1.-2. First of all, X is well-defined due to the cutoff-function. Moreover, X is smooth and

8, X (r, 5,t)
ds[X(r, ., 1)]

ii(s,t) + Opw(r,5(s),t)T(s, t) € RV, (3.7)
d [ ( t)] d [ (7t)] +ds[w(r76<')ﬂt)]f+w’(r,&(s),t)dS[T,('vtﬂ (3.3)

forall (r, s, t) € [=0,0] x £ x [0, T], where ds[X (r, ., 1)), ds[Xo(., 1)), ds[7i(., )] and ds[T (., t)]
map from T};3 to RN Hence
d(r,s) [X(, t)} R x TSS — RN, (Ul, Ug) — 87X|(r,s,t)vl + ds[X(T, i, t)](vg), (3.9
dio,5[X(,1)] : R x T2 — RN, (v1,v2) — (s, t)v1 + ds[Xo(., )] (v2), (3.10)
where we used w/|,—g = d,w|,—o = 0. Since ds[Xo(.,1)] : TsX — TXo(s,t)ft is an isomorphism
and RN = T (. yT's ® N, (o Ts we obtain that dg [ X (,1)] : R x 33 — RV is invertible

o(s,t)
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for every (s,t) € ¥ x [0,T]. By compactness this is also valid for d(r,5)[X (., 1)] for every
(r,s,t) € [=6,6] x X x [0, T]if § > 0 is small, cf. the similar argument in the proof of Theorem
3.3 above. The Inverse Function Theorem yields that X is locally injective and together with
injectivity on {0} x ¥ x [0, T] we get similarly as in the 2-dimensional case by contradiction and
compactness that X is injective on [, 6] x ¥ x [0, T] for § > 0 small. Moreover, due to the
Inverse Function Theorem, X can locally in R x ¥ x R be extended to a smooth diffeomorphism.
With a similar contradiction and compactness argument as before, it follows that X can be
extended to a smooth diffeomorphism on an open neighbourhood of [—4,4d] x ¥ x [0,7] in
R x ¥y x R mapping onto an open set in RV *1,

Next we prove that X ([—§,d] x ¥ x [0,T]) C Qif § > 0 is small and related properties.
First, note that the set I'\ X (Y (9 x [0,¢] x [0, T])) has a positive distance to Q x [0, T by
compactness. Moreover,

X(r,s,t) = Xo(s,t) + rii(s,t) for (r,s,t) € [0,d] x [E\Y (9% x [0,¢])] x [0,T].

Therefore X (r, s,t) stays in € for such (r, s,¢) if 6 > 0 is small. For the remaining points we
use geometric arguments with angles and Lemma 3.9. For s € Y (0% x [0, £]) we observe that
Y (5(s),.) : [0,b(s)] — ¥ is a curve from &(s) to s. Hence X (1, Y (5(s),.),t) : [0,b(s)] = RN
is a curve from X (r,5(s),t) to X(r, s,t), where

d

% [X(T, Y(&<3>7 b), t)] = dY(&(s),b) [X(?“, 5 t)](abY(&(S), b))

Because of (3.8) and w|,—¢ = 0,w|,—o = 0 we have

d

T X(0,Y(0,,8)] = do[Xo(, )] (<o) forall (o) € 9T x [0,T].
b=0

Here d,[Xo(.,t)] is invertible from 753 to T'x (It as well as from 7,05 to T'x (5101
Therefore d,[Xo(.,t)](Tign (o)) - Tior (o, t) > 0 and by compactness

do[Xo(.,1)](lox(0)) - lar(o,t) > ¢ >0 forall (o,t) € 0¥ x [0,T].
Due to (3.6) and (3.8) we obtain for all (1, b, s,t) € [6,0] x [0,¢] x V(90X x [0, ¢]) x [0, 7] that

o d . c
~ior|(5(s.0) * 7 X (Y (5(5),0),1)] > 3 >0 (3.11)
provided that 4 > 0 is small and ¢y > 0 was chosen sufficiently small before. Moreover, it holds

Xo(Y(o,b),t) € Rg(o*, t) for (0,b,t) € 0¥ x [0,¢] x [0, T] by the choice of €. This yields
X(r,Y(0,b),t) € Rsy(o,t) forall (r,o,b,t) € [-6,0] x 0¥ x [0,¢] x [0,T]  (3.12)
4

if 0 > 0 is small. Altogether we can determine the location of X (7, Y (¢,b), t) geometrically: By
(3.12) we know that X (r,Y (0,b), t) is contained in a cylinder where we have a suitable graph
parametrization of 02 due to Lemma 3.9. Moreover, (3.11) and the Fundamental Theorem of
Calculus yield that X (r,Y (0, b), t) lies in a cone (where ¢; determines how close it can be to
a half space) viewed from X (7, Y (c,0),t). Therefore if 5 > 0 in the beginning of the proof
was chosen sufficiently small, the cone without the tip lies inside of 2. Note that ¢; above is
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independent of 3, ¢, 1, €, d. Therefore we can choose 3, cg > 0 small first (both only depending
on cy), then 1 > 0, then & > 0 and finally § > 0. This proves X ([—§,4] x ¥ x [0,7]) C Q and
X(r,s,t) € 00 if and only if s € 9. Moreover, with an analogous argument it follows that X
maps

[—6,0] x V(9% x [—¢,0)) x [0,T]

outside € for possibly smaller 3, cg, 1, €, 6. Finally, the extension property of X yields that F(S )
is an open neighbourhood of " in 2 x [0, T for § € (0, 8] if § > 0 is small. O,

-1

Ad 3. Consider (r,s,pr;) ;=X ~:I'(6) = [-9,6] x ¥ x [0,T]. Then

d [ X1, 0)] RY - R x TyzpyX 2 U (de[r (., 1)), de[s(,0)])V = (V7 |(z0) - T, Da5|(z.)0)

is invertible for all (z, ) € T'(§). Therefore | V7|, ;)| > 0and by compactness V7|, )| > ¢ >0

for all (z,t) € I'(9). Moreover, (8xjs\(x’t))§y:1 generate Ty, 13 for all such (z,t). In particular

N
Dys(D28) (ony = (Vi - Vsjlwn)hizt = D 045(045) ()
q=1

is injective as a linear map in £(7(, )X) for all (z,¢) € T'(5). The latter follows directly since
D35(Dy5) " |(uyT = 0 for some & € Ty, 1y S implies Zé\f:l (8g8(z)) T1* = 0 and hence
v = 0. Therefore Dws(st)Tkz’t) is positive definite on Ty, 13 for all (z,t) € T'(6). In local
coordinates the latter transforms to a linear map on R ~!. Note that by scaling it is equivalent to
consider vectors in the sphere in RV ~! in order to verify the definition of positive definiteness.
Therefore by compactness we obtain that DIS(st)T\(x’t) is uniformly positive definite as a

linear map in L(T(, yX) for all (x,t) € T'(9).
Let (r,s,t) € [=6,0] x ¥ x [0,T]. Then d,. )[X (., t)] 0 dx(y.55)[X (., )] = Idg~. Hence

(i) (X COD ™ = (A (s [ O] dxrsp s 1) : RY = R x Ti%.
On the other hand (3.10) implies
dx0,s,)[r(-, )] = ii(s,t)"  and dx(0,s,)[8(, )] = dS[XO(,7t)]*lpTXO(wFt, (3.13)
We can also write
Ax(rs) [r( D)D) = Darlzyy®  and dirop[s(.0)®) = Daslzo @ (.14)

for all ¥ € RY. Altogether this yields Vr|y0(s = 7i(s,t) and Dgcs|y0(S t)ﬁ(s, t) = 0 for all
(s,t) € ¥ x [0, T]. With similar arguments we obtain

VT’Y( =1i(s,t) and st]y( ni(s,t) =0

7,8,t) 7,8,t)

for all (r,s,t) € [—6,0] x [E\Y (X x [0, uo])] x [0, T]. Moreover, it holds

— d
0, (17?0 X)|(0,5.) = 2= [Dar|x( 5] lr=0 - V75, (5.0
d?“ ( 7)
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In order to use (3.14) we compute

d

X GO Mlrmo = ~(do,0 X (1) o

% [d(r,s)X('> t)] |7“=0 © (d(O,s)X('a t))_l

with the formula for the Fréchet derivative of the inverse of a differentiable family of invertible,
linear operators. Here (d( X (.,t))7" : RN — R x T,X is explicitly determined by (3.13).
Furthermore, differentiating (3.7)-(3.8) with respect to » we obtain for all (v1,v2) € R x Ts%

d
dr
Therefore it holds

el X ) o105, 1)) =~y X ) (5l X o (1,0))

= _(d(O,S)X('7t))_1 (arz‘w(()?‘j(s)vt)f(svt)) = _(07831”(0’0(5)7t>ds[X0<'7t)]_1f(s7t))7

(o) X (s )] Jro (v1, v2) = O2w(0, 0 (), )T (s, tyor + ds[ii(., £)] (v2) € RY.

where 9,.(|Vr[? o X) |(0,5,¢) €quals twice the first component, thus equals zero. Moreover, one
can prove the identities for the normal velocity V' and mean curvature /{ in an analogous way as
in the case N = 2, cf. the proof of Theorem 3.3. 3.

Ad 4. Finally, we show the properties of b. Let (7,b) := Y ! : R(Y) — 9% x [0, 2u1]. Then
b=bosonX([-§,4d] x R(Y) x [0,7T]) and by chain rule

dy[b(.,1)] = dg(ppyb o du[s(, )] : RN = R,

where we are interested in boundary points x = X(o, t) for any (o,t) € 90X x [0, T]. For such
x it holds s(z,t) = 0. Because of Y'(.,0) = idgy, and (3.5) we have

dio0)Y 1 To08 X R = T5% 1 (v1,v2) = v1 — figs(0)ve.
Therefore (do@, dyb) = (d(5,0)Y) " = (pry, o5, —Tios (0) ). Together with (3.13) we obtain
Vb| (1) - 0 = da[b(, )] (v) = —iign(0) - (do[Xo(-,£)]) " o Pr,r,(v)) forallv € RY.
Hence Vb|§0(avt) = Vb|(z,+) € Txy(o,t)'t> in particular Vb - Vr|yo(07t) =0, and
Vbl 00 - Noolxo(o) = 7o (0) - (do[Xo( 1)) ' fior(o,t)  forall (0,t) € 9% x [0, T7.
Note that due to (3.13)-(3.14) it holds
(dy[Xo(., 1)) iar(o,t) = DzsNoalx, (o.0)

for all (o,t) € 03 x [0,T]. Hence we obtain the identity in the theorem. Moreover, we know
that d[Xo(., )] is invertible from 7,3 to T'x (5[t as well as from T,0% to T'x, (4,4 OL't. This
yields that |Vb|5 (o) " Noqlxo(o,t)| > 0 forall (o,t) € 9% x [0,7] and by smoothness and
compactness the latter is bounded from below by a uniform positive constant. Because of the
Cauchy-Schwarz-Inequality, this estimate carries over to |Vb|y0(a7 " |. g,

Finally, we show relations of J,,, V. defined in Remark 3.8, 2. to V, Vs, Vax, J5.
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Corollary 3.10. Let ) : I'(0) — R for some 6 € (0, 8] be sufficiently smooth. Then
1. Vip = 0,9Vr + V,1p on T'(8) and there are ¢,C' > 0 independent of 1 and  such that

c(|0ph] + V) < [V < C(10a3] + [V onT(5),
|0 < [Vroy (o X)o X 1| < Clopy|  onT(3),

|V, < [Ve(oX)oX [ <OV onT(d).
2. It holds |V |? = |01 + |V1p|? on T8, o).

3. SetY :[—6,8]x 0% x[0,2u1] x[0,T] = [0, x L x[0,T] : (r,0,b,t) = (r,Y (0,b),t)
and ) =1 o X o ?\(7375)X62X[072m}X[O,T}. Then
Vol + 10p0]) < [Vt o X] 0 Y| < C(IVast| + 1050)
on (—0,0) x 9% x [0,2u1] x [0, T] for some & C > 0 independent of 1), .

Analogous assertions hold for 1 defined on T'i(9), t € [0, T and for 1) defined on open subsets of

['(0) orT'y(0), t € [0, T] with natural adjustments and uniform constants (w.r.t. 1, t and the sets).

Proof. We only consider ¢ : T'(§) — R. The case of sufficiently smooth 1/ : I';(§) — R for any
t € [0,T] and the case of other open sets can be shown with analogous arguments.

Ad 1. The second equivalence estimate is evident since 0 < & < |Vr| < C due to Theorem 3.7.

Moreover, it holds ¢ = () 0 X) o X |(=5.6)x5x[0,7)- The chain rule yields

VYl - = dalto ()] = d g0 o X ()] 0 da[X (1) '] RY = R

for all (z,t) = X (r,s,t) € ['(9). Here
)00 X ()] RXTD = R: (w, ) = dr [y 0 X[ 50)](w) + ds[¢ 0 X[, )](D)
= Ol o X|(s,llrw + Ve[t o X|p, p]ls - 7.

Furthermore, d,[X(.,t)7'] : RY — R x T, : @ + (Vr - i, Dys) is invertible for all

(z,t) = X(r,s,t) € I'(6) and the operator norm and the one of the inverse is uniformly bounded
due to compactness. This yields V¢ = 0,¥Vr + V¢ on I'(d) and

c(|00] + V(o X) o X ') < V4| < C(109] + [V (o X)o X '|) onT(5)

with ¢, C' > 0 independent of 1), 5. In order to show 1. it remains to prove the last equivalence
estimate in the claim. The latter is valid since Ds is uniformly bounded and DIS(DIS)T is

uniformly positive definite on T, ;)% for all (z,t) € I'() due to Theorem 3.7. iy
Ad 2. Consequence of 1. and |Vr| = 1, D,sVr = 0 on I'(J, s19) due to Theorem 3.7,3. [y,

Ad 3. The chain rule yields d, ) [O(r, ., t)] = dy (o0 [¥ o X(r,.,t)]o digp)Y 1 ToON X R = R
for all (r,0,b,t) € (—4,8) x 0% x [0,2111] x [0,T]. Here d(yp)Y : T,0% x R — Ty (y )%
is invertible for all (0,b) € 9X x [0, 2] and the operator norm and the one of the inverse is
uniformly bounded by compactness. Moreover, it holds

d(a,b) [¢(7“, ) t)](ﬁv w) - VQE[¢<T, -, t)”ff U+ ab[w(rv 0, t)”b w

for all (7, w) € T,0% x R and dy (5[t 0 X (r, ., 1)](d) = Vst o X(r,.,1)]|y(sp) - € for all
U € Ty (5)2. This proves the claim. Os.
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4 Model Problems

Unless otherwise stated we use real-valued function spaces in this section.

4.1 Some Scalar-valued ODE Problems on R

In this section we prove existence and regularity results needed for ODEs appearing in the inner
asymptotic expansion for (AC,), where « € (0, 7). Moreover, we show properties of a linear
operator corresponding to a linearized ODE which will be important to solve the model problems
on the half space in the next section. For the potential f : R — R in this section we assume (1.1).
4.1.1 The ODE for the Optimal Profile

The ODE system for the lowest order is

—w"+ f'(w)=0, w0)=0, lim w(z)==+l. (4.1)

z—Fo0

Theorem 4.1. Let f be as in (1.1). Then (4.1) has a unique solution 6y € C*(R). Moreover, 6
is smooth, 0 = \/2(f(0p) — f(—1)) > 0 and

D0y T1)(2) = 02y for z — +ooand all k € Ny, 8 € (0, \/min{f”(il)}> .

Proof. This follows from Schaubeck [Sb], Lemma 2.6.1 and its proof. The idea is to solve the

equivalent first order ODE
w
w' = / 2f"(s)ds, w(0)=0.
-1

Note that only ODE-methods and elementary arguments are used. O

We call 0 the optimal profile. A rescaled version will be the typical profile of the solutions for
the scalar-valued Allen-Cahn equation with Neumann boundary condition (AC1)-(AC3) from
Section 1.1 across the interface. If f is even, then 6 is even, 6} is odd and ¢ even etc. For the
typical double-well potential f(u) = (1 — u?)? shown in Figure 2 one can directly compute
that the optimal profile is 6y = tanh, cf. Figure 10.

A 90(2)

X A 0)(2)

Figure 10: Typical optimal profile §y = tanh and the derivative 6.
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4.1.2 The Linearized Operator

The linearization at 6y, i.e. Lo := —% + f”(6y) will appear in the asymptotic expansion, too. In
the next lemma we recall some properties of Ly viewed as an unbounded operator on L?(R, K).
The discrete spectrum o4(Lo) is the set of discrete eigenvalues with finite algebraic multiplicity.
Moreover, o.(Lg) := o(Lg) \ 04(Lo) is the essential spectrum.

Lemma 4.2. The operator Ly : H*(R,K) C L*(R,K) — L?(R,K) : u — Lou is self-adjoint,
non-negative and o(Lg) N (—oo, min{ f”(£1)}) C o4(Lo). The lowest eigenvalue is 0 and
ker Lo = span{0)}. Moreover, with (ker Lo)* := {w € L*(R,C) : (w,0))2 = 0} it holds

0 < I/O = lnf Low w ,
wEHQ(R,C)ﬂ(kerLO)J-7||w||L2:1( W)L (R,C)

Y AR ACOS
W 2=

inf
weH! (R,C)N(ker Lo)

Proof. Tt is enough to consider K = C since f”(fy) is real-valued and the assertions directly
carry over to the case K = R. Because f”(6p) is bounded from below, the Lax-Milgram Theorem
and regularity theory imply that o(Lg) is bounded from below, in particular p( L) "R # (). Since
Ly is densely defined and symmetric, it follows that Ly is self-adjoint and it holds o(Lg) C R.

In order to show o(Lg) N (—oo, min{ f”(+1)}) C o4(Lg), we use Persson’s Theorem, see
Hislop, Sigal [HS], Theorem 14.11. The latter yields

infoe(Lo) =  sup  inf{(d, Log)r2m) : ¢ € Co°(R\ K, R),[[¢][2 = 1}.
K CR compact

With the properties of f”(6y) we directly obtain min{ f”(+1)} < inf o.(L¢). Then the defini-
tions imply the subset-relation above.

Because of Theorem 4.1 it holds 6, € H?(R), Lo#y = 0 and 6}, > 0. In particular, since
0 < min{f”(£1)}, it follows that Ay := inf o(Lg) is an isolated eigenvalue with finite algebraic
multiplicity. Weidmann [W], Satz 17.14 (cf. also Reed, Simon [RS], Theorem XIII, 48 and Faris,
Simon [FS] for an english reference) yields that \q is simple and corresponding eigenfunctions
have a sign. Since eigenfunctions to distinct eigenvalues are orthogonal, by contradiction with
6;, > 0 it follows that Ay = 0 and the eigenspace ker L is spanned by 6;,. This also yields that
Ly is non-negative due to Hislop, Sigal [HS], Proposition 5.12.

Finally, we prove the gap property. One can directly show that

Ly = Lo er 1) : H*(R,C) N (ker Lo)™ — (ker Lo) ™"

is well-defined, self-adjoint and 0(Lg) = o(Lg ) U {0}. Assume 0 € o(Lg ). Then 0 would be
an eigenvalue of L& as an isolated point of the spectrum, see Hislop, Sigal [HS], Proposition 6.4.
This is a contradiction to dim ker Ly = 1. Therefore we obtain o(Lg) = o(Lg) \ {0} and hence
vp > 0 with [HS], Proposition 5.12. The last identity for vy follows with a density argument and
integration by parts. O

Remark 4.3. 1. It holds o¢(Lg) = [min{f”(%+1)}, 00). This follows from Lemma 4.2 if
one proves [min{ f”(£1)},00) C o¢(Lg). The latter can be shown using Weyl sequences
similar to the proof of Kusche [Ku], Proposition 2.1, where the vector-valued case is
considered.

50
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2. Note that the results in Section 6.1.3.1 for the corresponding operators on finite large inter-
vals are obtained independently of Lemma 4.2. Therefore one could also use Lemma 6.6
together with a contradiction argument to show that 0 is simple and the lowest eigenvalue.

3. There is another way to prove that Lg is non-negative. This is a natural conclusion from
an energetic approach to construct §y. Such methods are used in the vector-valued case,
cf. Theorem 4.26 below, but they can also be applied in the scalar case. See also Bellettini
[Be], Chapter 15.

4. In order to show that 0 is a simple eigenvalue one can alternatively use Theorem 4.4,
1. below, where the linearized ODE is considered, with A = 0 and a contradiction argument.
4.1.3 The Linearized ODE

The following theorem is concerned with the solvability of the equation
—w" + f"(0)w=A inR, w(0)=0, 4.2)
which is obtained by linearization of (4.1) at 6;,.

Theorem4.4. [. Let A € CP(R). Then (4.2) has a solution w € C*(R) N CY(R) if and
only if [ A0} dz = 0. In that case w is unique. Moreover, if A(z) — A* = O(e=Pl) for

z — Foo for some B € (0, /min{ f""(£1)}), then

D! lwAi

- —Ble| —
FIED) O(e ) forz— oo, 1=0,1,2.

2. Let U C RY (any set U is allowed, e.g. a point)and A : R x U — R, AT : U — R be
smooth (i.e. locally smooth extendible) and the following hold uniformly in U :

DED! [A(z,.) — A%] = O(e P forz — 400, k=0,..,K,1=0,..,L,

for some 8 € (0, /min{f"(£1)}) and K,L € Ny. Thenw : R x U — R, where w(., x)
is the solution of (4.2) for A(.,x) for all x € U, is also smooth and uniformly in U it holds

A:I:
D];Dlz [w(z, D= f”(il)} = (’)(e‘mz‘) for z — too,m =0,...,.K,1=0,...,L +2.

For our purpose AT = 0 will be enough.

Proof. The result follows from the proof of Schaubeck [Sb], Lemma 2.6.2. The idea is to reduce
to a first order ODE for the derivative of w/#),. In order to show boundedness of the w € C?(R)
in [Sb] for A € CP(R) provided [ A6)) dz = 0, one can use 6, > 0, estimate A roughly in the
formula for w in [Sb] and apply the convergence proof in [Sb] for the case of constant A there.
Note that only ODE-methods and elementary arguments are used. O

Remark 4.5. One could also obtain solution operators in exponentially weighted Sobolev spaces
using Lemma 4.2 and an argument as in the vector-valued case, cf. Theorem 4.31.
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4.2 Some Scalar-valued Elliptic Problems on R
4.2.1 An Elliptic Problem on Ri with Neumann Boundary Condition

Let f : R — R be as (1.1) and 6y be as in Theorem 4.1. For the contact point expansion for
(AC) in any dimension N > 2 we have to solve the following model problem on Ri: For
data G : @ — R, g : R — R with suitable regularity and exponential decay find a solution
U @ — R with similar decay to

[~A + f"(0o(R))] w(R,H) = G(R,H) for (R,H) € R%, (4.3)
—0nu|g—o(R) = g(R) for R € R. (4.4)

In Section 4.2.1.1 we show existence and uniqueness of weak solutions under suitable condi-
tions on the data. The Lax-Milgram Theorem cannot be applied directly since coercivity fails.
Therefore we split G € L?(R2) = L*(R4, L*(R)) and g € L*(R) orthogonally with respect to
0, in L2(R). To solve for the orthogonal parts we use the Lax-Milgram Theorem. For the parallel
parts it turns out that for suitable G, g satisfying the compatibility condition

J

there is an explicit solution formula. To obtain higher regularity one can apply standard theory.

In order to show suitable exponential decay one could proceed as follows, cf. Abels, Moser
[AM], Section 2.4.2: One considers the functions H + |u(., H)||z2®) and R = [[u(R, )| 2=,
and derives ordinary differential inequalities on appropriate sets. Then, if G, g are suitable, by
contradiction one can show estimates of the type

G(R, H)0(R) d(R, H) + /R g(R)O)(R) dR = 0

2
+

(., H)| L2 m) < Cue ™™™ forae H e Ry,
[w(R, 2wy < Cue V1B forae ReR,

where v € (0,,/1) and vy is as in Lemma 4.2. Then by differentiating and rearranging the
equations and by interpolation one gets similar estimates for the derivatives if the data are
appropriate. With embeddings one also obtains pointwise estimates.

Here we proceed differently in terms of the exponential decay estimates: The splitting method
introduced above seems not to work for the model problems in Section 4.2.2 arising in the contact
point expansion for (AC,), cf. Paragraph 4.2.2.3 below. Therefore we introduce a functional
analytic setting with exponentially weighted Sobolev spaces (defined in Section 2.3) in order to
have isomorphisms between the solutions and the data for (4.3)-(4.4). The latter will be done
in Paragraph 4.2.1.2 for several types of weighted Sobolev spaces. The rough idea is always
to multiply the equation with the weights, use the product rule and known isomorphisms. This
framework will then be used to solve the problems in Section 4.2.2 below for « close to 7.

4.2.1.1 Weak Solutions and Regularity Let us start with the definition of a weak solution:

Definition 4.6. Let G € L?(R?) and g € L?(R). Then u € H'(R?%) is called weak solution of
(4.3)-(4.4) if for all ¢ € H'(IR?)) it holds that

alurg) i= [ V-V f"(Oo(R)upd(R,H) = [ | God(RH)+ | g(R)elu—olR) dR.
RZ R% R
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Regarding weak solutions we have the following theorem:
Theorem 4.7. Let G € L*(R%) and g € L*(R). Then it holds:
1. a: HY(RL) x H'(R%) — R is not coercive.

2. IfG(.,H),g L 0} for a.e. H > 0 in L*(R), then there is a weak solution u such that
u(., H) L 6} for a.e. H > 0 and it holds HUHHl(Ri) < C(”GHLZ(RQ + 119l L2(r))-

3. Weak solutions are unique.

4. If GO € L' (R%) and u is a weak solution with Ogu 6y € L'(R?), then the following
compatibility condition holds:

G(R, H)0)(R) d(R, H) +/ R)dR = 0. (4.5)
R}

5. If GOy € LY(R%), then G(H) := (G(., H),0p) 2(w) is well-defined for a.e. H > 0 and
G € L'(R;) N L*(R). Moreover, we have the decomposition

_Oh(R)

HHOHL?(]R

0 ()

G =G(H) +G R, H), g= (gaQO)LQ(R)W +g (R)  (46)

for some G+ € L*(R2), gt € L*(R) with G*(., H), g L 6, in L*(R) for a.e. H > 0.

6. If |G(., H)|[r2m) < Ce "H fora.e. H > 0 and a constant v > 0, then GO} € L*(R?).
Let G be defined as in 4. and the compatibility condition (4.5) hold. Then

/ / GU) T T | 99/()”(3) @.7)

is well-defined for a.e. (R, H) € R, uy € WZ(R%) N H*(R%) and u; is a weak solution
of (4.3)-(4.4) for G — G+, g — g* in (4.6) instead of G, g.

In Theorem 4.7, 6. weaker conditions on G are enough, cf. Paragraph 4.2.1.2. The point is
included for aesthetic reasons. Altogether we obtain an existence theorem for weak solutions:

Corollary 4.8. 1. Letg € L*(R), G € L*(R3 ) with |G(., H)| 12z) < Ce " fa.e. H > 0
and some v > 0. Let (4.5) hold. Then there is a unique weak solutzon of (4.3)-(4.4).

2. Letk € Ny and u € H'(RY) be a weak solution of (4.3)-(4.4) for G € H*(RY) and
ge Hk;—&-%(R)‘ Then u € Hk+2(R3_) N C’M(Rfi) forall v € (0,1) and it holds

lall sz < CellGlanz) + 191 ey gy + i ez ):

Proof. The first part directly follows from Theorem 4.7. For the second assertion, we apply
Triebel [T2], Theorem 2.7.2 to obtain a g € H**2(R?) that satisfies (—0pg)|gp—0 = g and

the estimate ||| H2R2) < |l gHHk @) Subtracting g from v and using standard regularity

theory, we get u € H*™?(R?2) and the estimate. O
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Proof of Theorem 4.7. Ad 1. We consider smooth cut-off functions x,, : Ry — [0,1] forn € N
with x| < C, xn, = 1for H < nand x,, = 0 for H > n + 1. If a would be coercive on
H'(R?), then for some ¢ > 0

a(0)(R)xn(H),0(R)xn(H)) = /

[ (O =+ [(00)° + 17 (00)0F | x d(R, H)

+
= [@rar [ (G)ramzc [ @2dr [ Gan,
R Ry R Ry

where we used integration by parts with respect to R € R and 0" = f”(6p)0), in the second term.
This is a contradiction for n — oo. Lh.

Ad2. Let G € L*(R%) and g € L?*(R) with G(.,H),g L 60} in L*(R) for ae. H > 0. In
order to show the existence of a weak solution we apply the Lax-Milgram Theorem to the space
Vi={ue HY(R%) :u(.,H) L 6} in L*(R) for a.e. H > 0}, the bilinear form

0V XV R (u,0) o /]R V- Vo + f"(0(R))uv d(R, H)
T

and 2/ € V' defined by 2/(v) := eri Gv + [z 9(R)v|g=0(R) dR for all v € V. First of all,

V is a Hilbert space as a closed subspace of H'(R2 ). Here closedness follows from Lemma
2.10, 1. and linearity of (., 0p) 2(w) L?(R) — R. Boundedness of a can be shown directly and
coercivity on V follows from

a(v.) = |90 laqen, + [ [ @) + £(00(R)? dRAH
> 0] g2 ) + 0(10RV] g2 ) — Sup 17001911722 ) + (1= O)wollvl T2z
> CH“”%{l(Ri)

forallv € V andac > 0if § > 0 is sufficiently small, where we used Fubini’s Theorem and
Lemma 4.2. Therefore the Lax-Milgram Theorem implies that there is a unique « € V' such that
a(u, p) = 2/(p) for all ¢ € V and that the estimate holds. Hence u satisfies the definition of
weak solution for all ¢ € V. For ¢ € H'(R%) let 3(H) := (p(., H), 04) 12(r) for a.e. H > 0.
By Lemma 2.10 we have that $ € H*(R, ) and

0o () 1

© = @(H) + ¢t with ot € H'(R2) such that ™ (., H) L 6} fora.e. H > 0.

19122 g

Since the definition of weak solution is linear in ¢, we only have to verify it for the parallel part,
i.e. we need to show

., OO (HOh(R) + O GG (R) + 1" (Go(R))u p(H)05(R) d(R. )

= [, Gotmss(my d(r ) + [ g(RFO)5(R) dR.

2
RY

The right hand side is zero because of the orthogonality condition for (7, g. The second and the
last term on the left hand side cancel since we can apply integration by parts in R for the second
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part and use 6§’ = f”(6o)6(. Moreover, Lemma 2.10 and linearity of (., 6() ;2(g) : L*(R) = R
imply

d
0= E(U(, H), H(IJ)LZ(R) = (8HU(, H), Hé)LQ(R) fora.e. H > 0.
Hence by the Fubini Theorem the first term above vanishes and u is a weak solution. Lo

Ad 3. Due to linearity it is enough to prove uniqueness for weak solutions u to the data G, g = 0.
Given such a u, let us insert ¢ = w in the Definition 4.6 of weak solution. This implies

e /R (Onw)® + " (60(R))u2 dR dH = 0.
+

Because of Fubini’s Theorem, Lemma 4.2 and Lemma 2.10 the second integral is non-negative.
This yields dyu = 0 and from Lemma 2.10 we obtain that u(., H) € L?(R) is constant in H > 0.
Thus u = 0, otherwise we get a contradiction to u € L*(R,, L?(R)). Os.

Ad 4. Let GO} € L'(R%) and u be a weak solution such that 9u 0 € L' (R2 ). Moreover, let
Xn : Ry — [0, 1] be as in the proof of 1. Then by inserting ¢ = x,,(H)0(R) in the definition of
weak solution we obtain

L, @t + 17 Oo)ut v+ Oy d(R H) = [ GO d(RoH) + [ g6y dR
+

+

The first term on the left hand side vanishes since we can apply integration by parts in R and the
second term converges to 0 for n — oo because of the Dominated Convergence Theorem since
Onub)y € L'(R2). Because of Gfj, € L'(IR?) the latter theorem applied to the first integral on
the right hand side yields the compatibility condition (4.5). Oy,

Ad5. Let G € L*(R%) with GO, € L'(R%), g € L*(R) and G(H) := (G(., H), 6{) 12(r) for
H > 0. By Fubini’s Theorem G is well-defined a.e. on R and belongs to L'(R). G € L*(R,)
follows from Lemma 2.10, 1. and linearity of (., 6()2(g) : L*(R) — R. We define G* and g*-
according to equations (4.6). The claimed properties can be directly verified. UOs.

Ad6. Let G € L*(RY) with |G(., H)| 12y < Ce " for C,v > 0 and g € L*(R). First,
we show GO, € L'(R?). Because of Lemma 2.10, 1. and since multiplication with 6, gives a
bounded, linear operator from L?(R) to L!(R), we know that R, > H ~ G(., H)0) € L'(R)
is strongly measurable. The estimate for G ensures G, € L'(R, L' (R)) = L'(R%).

Therefore we can define G, Gt and gL as in 4. We show that uq defined via (4.7) is well-
defined. Since G € L*(R,) N L?(Ry) and |G(H)| < Ce "H fora.e. H > 0, we obtain

oo N S SNV A B A
/ G(H)dH:/ G(H)dH—/ G dfT € WHR) N H' (Ry)  wart. H
H 0 0
with derivative —G'. Analogously,
/ / G(H)dH dH € WA (R, )N H?(Ry) wrt. H
H JA
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and the derivative is given by — [5° G(H) dH. Since 8}y € WZ(R)NH?(R), Lemma 2.10, 3. yields
up € W (Ri) N H? (R%r) and we can explicitly calculate the derivatives. One can directly verify
that

%

[—A+ f7(60)] ur = fé.
||90HL2(R)

Moreover, let the compatibility condition (4.5) hold. Then

A 9/ ’9/
~ O] o = / () dit = 0 / oo d(r, 1) — 0 ey
s . |

\eou 1661122 (&)
Therefore u; is a strong solution of (4.3)-(4.4) for G — G+, g — g* instead of G, ¢ and thus a
weak solution because of integration by parts. Us.

4.2.1.2 Solution Operators in Exponentially Weighted Spaces In the following the super-
script “L” always means u(., H) L 6} in L*(R) fora.e. H € Ry, ifu € L*(R%), and u L 6} if
u € L?(R). The symbol “||” has the same meaning with “1”

Theorem 4.9 (Solution Operators for Decay in H). 1. For~ > 0 small the operator

L (R2) x Hz(R)

r
2

(—A+ f"(B0(R)), ~Onlr—o) : HEE (B2) — L5

is well-defined and invertible. Moreover, for small v > 0 the operator norm of Lz' is
2
uniformly bounded in the corresponding spaces.

2. Forall v € (0,7] and any 7y > 0 the operator
2, 2,
Ly : Hyl (RY) — {(G, g) € Ly (R2) x H=I(R / GO, + / g0} = o}

is well-defined, invertible and the norm of LTr is bounded by C(1 + oz L) for all v € (0,7).

3. For~y > 0 small

Ls:HE . (R2) - {(G,g)eL( (R2) x / G90+/900—0}

and the operator norm of the inverse is bounded by C(1 + 7%) for small ~v > 0.

Proof. Ad 1. L% is well-defined in the spaces because of Lemma 2.22, 2., 5. and since the
orthogonality property can be shown via integration by parts as well as by differentiating the
orthogonality condition for u with respect to H. In the case v = 0 invertibility follows from
Theorem 4.7, 2.-3. and Corollary 4.8, 2. Now let v > 0. In order to solve Lz u = (G, g) we make

the ansatz v = e "H oy withv € H>+ (Ri) By computing derivatives of u we obtain equations
we want to solve for v. Note that the exponential factor does not destroy the orthogonality
property. It holds

opu=—ye o+ e oy and  0%4u =~y e v — 2ve 7 Hoyv + e 7 H %0
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Therefore we consider

L%v + Nyv = (GevH, g), Wwhere Nyv := (—v*v 4 290, Y| o). (4.8)

Here N, is a bounded linear operator from H**(R? ) to L>1(R?%) x H 3t (R) and the operator
norm is estimated by C'(y + ¥2). Hence a Neumann series argument yields that Lg + N, is
invertible in those spaces for small v and the norm of the inverse is bounded uniformly. Let
(G, g) be in LQ’L (R2) x H?(R). Then we obtain for small v > 0 a unique v € H*L(R2)

(07)
that solves (4.8). The above computations yield that u := e 7Hv € H (2 l) (R2 ) is a solution of

Lzu= (G, g) and that it is unique. Finally, we have the estimate

) = ClG I 20

wl| 2, = ||v| 2, < C|l(GeH
il wg = ol oy < UG, 9] .

L2 (R2)x HZ (R) (R2)x HE (R)’

where C' > 0 is independent of v > 0 small. 0.

Ad2. Lety > 0. Thenu € H(QdHW) (R%) if and only if

9/
"y e HARE) and u(R,H) = (u(.,H),G{))Lz(R)M almost everywhere.
L2(R

Since H*(R%) — H?*(Ry, L*(R)) by Lemma 2.10 and because multiplication with 6, is a

bounded linear operator from L?(R) to R, it follows that u € H (2 |l )(RQ ) is equivalent to

w(R,H) = a(H)0y(R) faa. (R,H) € R2 for some @ € H(v) (R ). The operator L% acts as
Lzu = (—0%a(H)Wh(R), —0ui(0)05(R)) € Lyl (RL) x H(R).

Additionally, the compatibility condition (4.5) holds because of Theorem 4.7, 4. The latter could
also be directly computed here. Altogether, L% is well-defined in the spaces. On the other hand,

let (G, g) be in the space L?E)"v) (R%) x H ol (R) and let the compatibility condition (4.5) hold.

Then G = G(H)0y(R), g = 30, for some G € L7 ) (R+) and § € R. By Lemma 2.22, 6.-7. it
holds

_ —/ / G(H) dH dil € HZ)(R,)
. JE
with Oy = [ G(H)dH and 0%@ = —G as well as ||fL||H(27)(R+) < cy(1 + 712) for all
v € (0,7], where 5 > 0 is arbitrary but fixed. Therefore uy := @(H)0)(R) € H(QO,'y) (R2) solves
[—A+ f"(00)]ur = —0Fub = G,
o ~ A A
—Opul|g=o = —/0 G(H) dH96 = §96 =g,

where the last equality follows from the compatibility condition (4.5). Hence u is a solution of
L% = (G, g) and it is unique because of Theorem 4.7, 3. Moreover, we have

sl 2y < il . < Coxl1+ G52 w) < Cx1+ )Gz, )

Altogether this proves the claim. Co.
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Ad 3. Via (4.6) we have isomorphic splitting operators from H (ko ) (Ri) onto the direct sum

H (ko’fy) (R%) e H, f |l )(]R2 ) for all k& € Ny (at this point only £ = 2 needed) and the operator

norms for fixed k are estimated by a constant independent of v € (0,7]. Therefore the claim
follows from 1. and 2. Lls.

Theorem 4.10 (Solution Operators for Decay in (R, H)). Let 7 > 0 be such that Theorem
4.9, 3. holds for v € (0,7]. Then there is a non-decreasing 3 : (0,7%] — (0, 00) such that

Ly :H(Qﬂﬁ)(]R ) = Vg = {(G Q)GL(ﬁy)( ><H2 / GO, + /996:0}

is an isomorphism for all 3 € [0, B()] and the operator norm of the inverse is bounded by
C(1+ %2) with C' independent of (3, 7).

Proof. The idea is similar as in the proof of Theorem 4.9, 1. L% is well-defined in the spaces due
to Theorem 4.7, 4. In order to solve Lzu = (G, g) € Y{5,), we make the ansatz u = e~ Pn(R)y
forv € H?2 o, )( %), wheren : R — R is as in Definition 2.21, 4. We compute

Oru = PP [9pv — B (R)v,
Ofu = e P10 [0Fw — 281 (R)0rv + v(B% (R)* — B (R))].

Therefore for v € H? (o, )(Ri) we consider the equation

Lzv+ (Ngq)v,0) = MG, g), Nygnyv=2810gv —v(B(0)? - By’).  (4.9)

There is a problem with the compatibility condition (4.5) here. For Lgv the latter is valid by

Theorem 4.7, 4., but for (N3 ,)v, 0) and eP1B)(@, g) it does not hold necessarily. Therefore we
enforce the condition on both sides artificially and look at the adjusted equation

Lzv+ N = (G,9), (4.10)

)
N(B“/)U - ( BNY — [/ Nﬁ’)’ v00‘| H9/”L2(R )

_ o/
(G7§) = eﬁn(R) (Ga g) - <07 [/ GQO =+ / 9001 2 )
R? 1661172 (g

In order to solve (4.10), we observe that N( 3,y) 1s @ bounded linear operator from (207 ) (Ri)
to Y(g ) with norm estimated by C(53 + %) for all 3 > 0 and v € (0,7%]. Moreover, Theorem
4.9, 3. yields that Lg is an isomorphism in these spaces and that the inverse is bounded by
C(1+ i) for all v € (0,7]. We choose 3 = () such that C(3 + Bz) <1/[2C(1 + 7%)] and
such that 3 : (0,%] — (0, 00) is non- decreasing Then a Neumann series argument yields that

Lz + N(g.y) is invertible from H{, ) (RZ) onto Y(g ) forall 3 € [0, 3(7)], ¥ € (0,7] and the

norm of the inverse is bounded by 2C(1 + 2 L.
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Now let 3 € [0, 3(7)], v € (0,7] and v € H(QO;y) (R?) solve (4.10) for (G, g) € Y(3,,). Then
u = e PRy ¢ H{, 1 (R3) is a solution of

e—Bn(R)gr
Lzu=(G,g)+ <0 970 [/ (Ng o + 10 a)6, +/ Fulk 99/]>
” 0HL2 (R) R2

The compatibility condition (4.5) holds for Lzu and (G, g). Since [g e PG (R)? dR is
positive, it follows that the second term is zero for the solution, i.e. u is a solution of L% u=(G,g).
By construction or alternatively by Theorem 4.7, 3. the solution is unique and we have the estimate

— 1
w2 = ol w2y < 200+ DI @ g, < O+ )G9

with C' > 0 independent of /3, ~ and the functions. This proves the theorem. O

Theorem 4.11 (Solution Operators for Higher Regularity). Let 3 : (0,57] — (0,00) and
5 > 0 be as in Theorem 4.10. Then for all k € Ny, v € (0,7] and 3 € [0, B(7)] it follows that

k+2 2 k 2 . —
Lz - H 2 (RY) = Y5, = {(G 9) € Hfy (R )xH(ﬂ) )./RQ G96+/Rg96—0}
+

is invertible and the operator norm of the inverse is bounded by C(k)(1 + = L+l

Proof. Lz is a well-defined, bounded linear operator in the above spaces. Let (G,g) € Y(]E )
Then by Theorem 4.10 there is a unique v € H (26 ) (R2) that solves Lzu = (G, g). By regularity

theory, cf. Corollary 4.8, 2., it follows that u € HFF2(R2).
Now we show dhu € H? 3, )( %) foralll = 1,..., k and suitable estimates. To this end we

apply 85% to the equation and get
! l . I—i
Lzdgu=|05G = <J> 0% (f"(00)05 'u, 0y | =: (G1,q1)-
j=1
1
First we consider [ = 1. It holds G1 = 9rG — Or(f"(6p))u € L%B,v) (R%) and g1 € H, (R).

Moreover, due to Theorem 4.7, 4. the compatibility condition (4.5) holds for (G1, g1). Therefore
Theorem 4.10 and the uniqueness of solutions in Theorem 4.7, 3. implies Ogu € H (2B ) (R2) and

~ 1
JOrulez, g2 < €O+ )Gl

1
< JR—
< C0+ )Gy, @) + HgHHi)(R) Hllullzz,  @2)),

where [lul[z2 @2y < C(1+ (G, 9)ly.,., and we used the product rule to rewrite and
B g &7

estimate €77 9 g. This shows the case [ = 1. By mathematical induction on [ it follows that
Ohu € H(B 7)(R%r) forl =1,...,k and H@RuHHz r2) < C(k)(1+ 2)k“.
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The remaining assertions and estimates will be shown by differentiating and rearranging the
first equation in Lzu = (G,g). Forl =0,..., k we have

Ondyu =~ [~0%u + J (6o(R))u - G,

For k = 1 and | = 1 this implies 0%u € H (15’ ) (]Ri) together with a suitable estimate. Hence
in the case k = 1 we are done. Now let & > 2. Then we obtain 9%L0%u € H(Qﬁﬁ) (R2) for all
[l =0,...,k — 2 with appropriate estimates. This also shows the case k = 2. Now let £ > 3.
Applying 8%] to the above equation and similar arguments as before yield 8?{u € H (157 ) (Ri) in
the case k = 3 and 05,0%u € H(257’Y) (R%) forall k >4 andl = 0,...,k — 4. Additionally, one
also obtains suitable estimates. One can complete the argument with an induction proof. O

Remark 4.12 (Dependence on Parameters). When the right hand sides (G, g) depend on
independent variables, e.g. time ¢ € [0,77], one directly obtains a solution u with the same
regularity with respect to those variables because we have linear, bounded solution operators in
Theorems 4.9-4.11. E.g. if for (3, ) as in Theorem 4.11 and n, k € Ny we have

n k+3 .
(G.g) € C™([0, T, H; ., (B2) x H ) *(R))  with /R G+ /]R g0l =0,
+

then there is exactly one solution v € C™([0, T, H (kgﬁf) (R2)) of Lzu = (G,g). By embeddings,

this can e.g. be applied for sufficiently smooth right hand sides with pointwise exponential decay
for the functions and enough derivatives.

4.2.2 A Nonlinear Elliptic Problem on ]R?|r and the Linearized Problem

Let f:R—Rbeas(l.1),a € (0,7),6: R — Rand o, = cosad be as in Definition 1.8. In
the contact point expansion for (AC,) we have to solve the following model problems:

4.2.2.1 The Nonlinear Elliptic Problem on Ri Find a smooth v,, : @ — R such that with

A, = ( 1 o8 a) and 6y as in Theorem 4.1 it holds
—Ccos & 1
—divA, Vg + f'(va) =0 for (R, H) € R%, 4.11)
Nogz + AaVvalr—o + ol (V)| H=0 =0 for R € R, (4.12)
AL [va(R, H) — 0(R)] = O(e~wtURIFH)Y  forall k, 1 € Np. (4.13)

Here Npge = (0,—1)T. We choose vz (R, H) = 0o(R) forall (R, H) € @

Remark 4.13 (Compatibility Condition for o). The condition (1.9) on «, 0, f can be derived
as a necessary condition for the existence of a smooth solution v, of (4.11)-(4.13).

This can be seen as follows: Let o, : R — R be smooth with’ suppo’, C (—1,1) and v,
sufficiently smooth solve (4.11)-(4.13), where vz = 0. We multiply (4.11) with drv,, and get

d [1

1 d
Mzg%%f—g%wfamw%—@mﬁwwwwd%%ﬂzQ

dH

7 In this remark the special form in Definition 1.8 is not needed.
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Integrating with respect to R over R as well as H over (0, Hy) for an arbitrary Hy > 0 implies
0= / [ORrVa OV, — cos a@Rva)]gozo dR.
R

By the boundary condition (4.12) it holds v, — cos adRva | =0 = 0L (Vs ). Therefore
d
0= / [ORrVa (OHV, — cOs aORVG)||Hy AR — / —[0a(ValH=0)] dR.
R R dR

Using the asymptotics in (4.13) we obtain 0 = —cosa [z (0))? dR — [04(1) — 0a(—1)] by
sending Hy — oo. Hence o, has to fulfil

cosa = Jel=1) —aa(l), (4.14)

Jr(0p)? dR

Because of Theorem 4.1 it holds
L@ = [ o250~ 71 = [ 2050~ F- )

and therefore (4.14) is equivalent to (1.9).

4.2.2.2 The Linearized Elliptic Problem on ]R?F Let A, be as in the last Section 4.2.2.1 and
v, be a sufficiently smooth solution to (4.11)-(4.13), where vz = fo. The linearized problem

reads as follows: For G : @ — Rand g : R — R with suitable regularity and exponential decay
find a solution w : R2 — R with similar decay to

—divAoVu + f"(va)u=G for (R,H) € R%, (4.15)

NE)RQ+ - AoVulg—o + ol (va)ulg—o =g for R € R. (4.16)

Remark 4.14 (Compatibility Condition for the Data). Let o, : R — R be smooth with®

suppol, C (—1,1) and v, sufficiently smooth solve (4.11)-(4.13), where vz = fp. It turns out
that there is a necessary condition on the data GG, g for a solution w of (4.15)-(4.16) to exist:

/]RQ GORvq, +/RgaRva|H=0 =0. “4.17)
il

Note that this is similar to the compatibility condition (4.5) and for o = 7 it is the same.
The condition (4.17) can be derived as follows: We test (4.15) with dgv,, and obtain

J

For the first term on the left hand side we apply integration by parts twice. This yields

—divA,Vudgvy + f"(va)0gvau = /2 GORvy,.
R+

2
+

—/ divA,Vudrv, :/ Vva-AaVu—/NaRg - Ao Vudrva| g0,
R? 154 R +

/2 Vg - AgVu = —/2 divAaV8Rvau+/ N{)Ri - AaVORvu|g=o-
RS R R

8 In this remark the special form in Definition 1.8 is not needed.
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Due to (4.16) it holds that N oR? - AuVulg—o = —0/(va)u|g=o + g. Hence altogether we have

/R2 OR[—divAaVva—i-f'(v&)]u—l—/}R aR[NBRi AaVua+0l (V) Ju—gOrva | H=0 = /R2 GORVq,.
+ T
Because of the equations (4.11)-(4.12) for v, we obtain the compatibility condition (4.17).

4.2.2.3 Ideas and Solution Strategy for both Problems First some ideas are summarized
that did not quite work out.

Concerning the nonlinear problem (4.11)-(4.13), one could consider shifted equations for
va — 0 and try to solve them via energy methods. But since this is a problem on R? , it is not
clear how to get coercivity or a minimizer. Another possibility would be to introduce approximate
problems on finite and subsequently larger domains where energy methods work. Then one
tries to get uniform estimates, e.g. in Holder spaces with Schauder estimates, and tries to apply
compactness arguments. The latter was basically the idea in Bronsard, Gui, Schatzman [BGS],
where a symmetric solution (equivariant with respect to the equilateral triangle) to an elliptic
problem on R? with symmetric triple junction potential was constructed. There the constant
solutions were ruled out by symmetry. The latter is not possible here. Moreover, introducing
suitable boundary conditions® for the problems on finite domains is not an easy task because
there is a nonlinearity. The construction and the estimates become technical and tedious.

For the linear problem (4.15)-(4.16) one could try to split functions in a similar way as in
Section 4.2.1, i.e. with respect to Ogv, (., H) instead of ),. One would like to solve for the
orthogonal parts via the Lax-Milgram Theorem, but it is not clear how to get coercivity. In fact,
it is a compact perturbation plus a small pertubation of a coercive problem, but this just gives a
Fredholm property. However, for the parallel parts one can still obtain a solution formula up to
some orthogonal error. Let us include this for the sake of completeness. We consider

BRUQ(R, H)
‘|8Rva(-aH)H%2(R)

(9R’Ua(R, 0)
||8Rva(‘70)H%2(R)'

G := G(H) and ¢g:=g

Then the ansatz u = u(H)Orv, (R, H) leads to

WH) = - /HOO /HOO ||aRvj

such that u is a solution up to the error

(f{) 5 dH dH
s H) 172 )

Orva(., H)
L) [opva (., H)

2fL/(H) 8381{% - (8381{1)&(., H), 8Rva(., H)) — 2cos aa%va

IZ2)

which is orthogonal to Ogv, (., H) in L?(R) f.a.a. H > 0.

Altogether this is not quite enough to solve the problems directly. Therefore we treat o as a
parameter in the equations and use the functional analytic setting with exponentially weighted
Sobolev spaces in Section 2.3. The latter allows for isomorphisms between the solution and
the data for the linear problem in the case o = 7, cf. Section 4.2.1.2. The idea is to solve

? Considering strips R x (0, Ho) for large Hy is better for this. But this strategy becomes also technical.
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the nonlinear problem (4.11)-(4.13) with the Implicit Function Theorem and the linear problem
(4.15)-(4.16) with a Neumann series argument, both for a close to 5. Here a problem to overcome
is the compatibility condition (4.5). This will be dealt with in a similar way as in the proof of
Theorem 4.10, i.e. first we subtract suitable terms in the boundary parts such that (4.5) is fulfilled,
but in the end we show that those terms have to be zero for the solution. The latter involves
similar computations as in the derivations of the compatibility conditions in Remarks 4.13-4.14.
Furthermore, one also has to spend some thoughts on the regularity m € Ny that one uses for
the spaces in Theorem 4.11. More precisely, one can only apply the Implicit Function Theorem
and the Neumann series argument in such a setting for finitely many m since otherwise the
possible angles o depend on m. Moreover, m should be taken as low as possible to reduce
the computations. We will solve the linear problem for m = 0 and m = 1 in order to have a
“regularity theory” in exponentially weighted spaces due to uniqueness. It turns out that m = 1
for the nonlinear problem is enough to subsequently use this “regularity theory” for derivatives of
Vo and to rigorously carry out computations as in Remarks 4.13-4.14. With induction arguments
we obtain a smooth solution v, to the nonlinear problem (4.11)-(4.13) and solution operators
for the linear problem (4.15)-(4.16) for « close to 5 in weighted Sobolev spaces with arbitrary
integer regularity similar to Theorem 4.11, where the compatibility condition (4.17) is included
in the data space. One could try to extend this to arbitrary « € (0, 7) via continuity arguments,
e.g. the Leray-Schauder degree, but we did not persue this.

4.2.2.4 Solution of the Problems for « close to %

4.2.2.4.1 The Nonlinear Problem We rewrite the equations in a suitable way. Therefore let
Uq := Uq — Bp. Then the nonlinear equations (4.11)-(4.12) for v,, are equivalent to

Lo = (Ga, ga) (9a), (4.18)

where Lg is as in Theorem 4.9 and

Go(v) := —2cos adrdpyv — [f'(00 +v) — f(6o) — f"(6o)v],
ga(v) := — cos a[Orv|p—o + (] — oL, (60 + V)| Hr—0-

In order to achieve the compatibility condition (4.5) for the right hand sides, we define

Ga(v) = ga(v) — Ohen(a,v), cen(a,v) = HH, H . [/ Go(v)8) + / Jgo(v 00]

and consider the adjusted equation
Lztg = (Ga, Ga)(0q). (4.19)
In order to solve this with the Implicit Function Theorem we need
Lemma 4.15. Lery > 0 and 0 < 8 < min{+/f"(£1)}. Then the mappings
3
(0,7) x H?B,V)(Ri) — H(lﬁﬁ)(Ri) X H(QB)(R) S, v) = (Ga(v), ga(v))
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are well-defined and continuously Fréchet-differentiable with

T

Q(G 2) I P 2 cos adRrdu v + [f" (0o +v) — f"(00)]0

FREAE (@) [cos @RV + ol (B + v)D)| =0 ’
T

8 B B . 28R8HU

750G 9) AR R ([aRv + 0 + & (80 + U)]H:o) ] '

We prove the following auxiliary Lemma:

Lemma 4.16. Let 5, > 0. Then the mapping
FioH (R = HY (R3) tv = (0 +v) — f'(6)

is well-defined and C* with [D f(v)](R) = [f" (8o + v)]h. The same is true for any f' € C°(R)
and 6y € CZ(R).

Remark 4.17. As a byproduct of the proof we obtain that
FrHY (RY) = WL (RY) o= £ (60 +v) — £ (60)
R By 0Ty 0
is well-defined and Lipschitz-continuous. The same holds for any f” € C°(R) and 6y € CZ(R).

Proof of Lemma 4.16. First we show that f is well-defined. Therefore let v € H. (35 ) (Ri) Then

f(v) is measurable. Moreover, v € C} (@) due to embeddings and hence |f(v)| < Cllofj V]
because of f(0) = 0. In particular it holds

_ ) ) _
fv) € Lz (Ry) and Hf(U)HL?ﬁm(Ri) < C||v||ooHU”L§M)(Ri)-

The first derivatives can be computed in the classical sense:

vdwnzLﬂwm+w—f%%n(%)+fﬂ%+va

As above we get | (6o +v) — £ (60)| < Cyj.lv| and f (6o +v) € C}(RZ). Therefore it holds
flvye H (15 ) (R%). The above computations for f’ instead of f yield that f” (6 +v) — f” (o)
is contained in H (15 ) (R%) and we have a formula for the first derivatives. Since f”(6y + v) is

C} (@) we can compute the derivatives of f(v) to second order with the product rule:

/

8HV(f(’U)) = f”l(eo + ’U)aHv [(90> + Vo

0 + f”(@o +v)0g Vv,

%v@@w4UW%+w—ﬂwm%+ﬂw“”mwm%>

+ [f" (0o +v) — f"(00)] <906/> + (00 + v)[0) + Orv]Vv + (00 + v)OrVv.
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The assertions before for f” instead of f and the product estimate

10svVoll e, @2y < Cllvll, wit @) < Clv vl @)

) (RY) .7

as well as for drv Vo instead of dyvVu imply f(v) € H(QB ) (R%).
In the following we show that the candidate

F: H(ﬁ (R 2) = L(H (3, 7)(]R2) H(zﬁﬁ)(Ri)) cv = [hes [f" (00 + v)]h]

for the Fréchet derivative is well-defined and continuous. Since multlphcatlon by f”(6y) defines
a bounded linear operator on H (25 ) (R%) and due to H, 83 ) (R%) — W( ) )(Ri) as well as
product estimates, it is enough to prove that

F e His ) (RY) > WL (D) s v o (B0 + 0) = £/(60)

is well-defined and Lipschitz-continuous. In an analogous way as before one can show that f(v)
is an element of I/V(2 54w) (R%) forallv € H (35 ” (R%) and that one has the same formulas for the

derivatives as for f(v) with f replaced by f’. For the continuity let v; € H (313 ) (Ri) and K >0
such that ||v;]|o < K for j = 1,2. Then we have the estimate

|f(v1) = f(v2)| = [f" (00 + v1) — f" (00 + v2)| < Cklvr — val.

Moreover, one can directly write down the derivatives for f(v1) — f(vs). Here terms without an
argument v; cancel and one can estimate everything via null additions, embeddings and product
estimates. Altogether we obtain Lipschitz continuity of f and hence the same is true for F.
Finally, we have to verify the definition of the Fréchet derivative. Therefore, let v, h in
H{s_\(R?) be arbitrary with norm bounded by K > 0. Then from Taylor’s Theorem it follows

|f(v+h) = f(v) = F(v)h| = |f' (6 + v+ ) — f'(80 +v) — f"(6 +v)h| < Ck|h|*.

Therefore we obtain || f(v + k) — f(v) — F(v)h]| 2 ®%) < Ckllhl34 (®2)"
5. 8.7\ "+

Moreover,
V[f(v+h) = f(v) = F()h] = [f"(60 + v+ h) = f"(60 +v)]Vh

+[f" (60 + v+ h) = f"(6o + v) = [ (60 + v)I] KGO()> v

and hence |V[f(v + h) — f(v) — F(v)h]| < Ck(|h|?> + |h||Vh|). Furthermore,

OV I[f(v+h)—f(v) — F(v)h] = [f"(60 + v+ h) — f" (60 + v)]0gVh
+ " (0o +v + h)OghVh + [f" (00 +v + h) — f"(6y + v)]0gvVh
+ [f"(00 + v+ h) — f"(00 + v) — f" (60 + v)h]Ox Vv

+[f" (0o + v+ h) — f" (0 +v) — D (0 + v)h]Ogv K%E)) + Vo

+[f" (0o +v+h) — f" (0o + v)]|0xh K%) + Vol .
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Hence we obtain
0V [f(v +h) = f(v) = F()h]| < Ck[|P||0aVh| + 0|V A + [h][0mo|[Vh]
+ Cr[|h*10a Vol + (Ih[*|0mv] + |hl[dmh]) (1 +[Vol)].
Finally, analogous computations yield
RV [f (v + h) = f(v) = F(u)h]| < Ck[|hl|0rVh| + [0rh|[Vh| + |h|(L + |0gv])|Vh]]
+ Ck[[AP(1 + 0rV0]) + (Ih[*|0Rv] + [Bl|ORAR]) (1 + [Vo])].
Altogether, with embeddings and product estimates we obtain

If (W +h) = F(v) = F)hllgz,  @2) <CK”hHH3

This shows that f is continuously Fréchet-differentiable and D f =F. ]

o (E2)"

Proof of Lemma 4.15. Lety > 0 and 0 < 8 < min{+/f”(£1)}. Then it holds 6], € H(%ﬁ) (R)
due to Theorem 4.1. Moreover, we write 6'(6p + .) = 6'(6p + .) — 6'(00) + 6'(6y), where
6'(0o) is an element of C§°(R). Therefore Lemma 4.16 applied to f and 6’ as well as Lemma
2.22 yield that (G, g.) are well-defined. By Zeidler [Z], Proposition 4.14 it is enough to prove
continuous partial differentiability. For the derivatives in « this is clear since o only appears as a
multiplication with cos a.. Finally, the linear parts in v are no problem and the rest follows from
Lemma 4.16. U

Now we can solve the nonlinear equations (4.11)-(4.12) for « close to 3.

Theorem 4.18. Let 7, 3(.) be as in Theorem 4.11, 3 € (0, min{B(vy), min{\/f”(£1)}}) and
~v € (0, ] Then there is an @ = & (B, ) > 0 such that the following holds: (4.18) has a solution
Vo € H(ﬁﬁ (R%) for a € § + [—a, @] which is C' in a, bz = 0and vy := Oy + o solves
(4.11)-(4.12) and it holds [z 0,0rva|H=0 dR > 0.

Proof. The mapping
F:(0,7) x H(ﬂ (R 2) = H(ﬁ ,Y)(}RQ) (a,v) > v — (Lg)_l(Ga(v),ga(v)).
is well-defined and C'* by Theorem 4.11 and Lemma 4.15. Moreover, it holds F (5,0) = 0and

or )1(0,0) = 5

7)) =7~ (L
5 (%’0)() (

VB

Hence by the Implicit Function Theorem there is an@ > 0 and 0, : § + [~a,a] — H, (3 )(]R2 )
contmuously differentiable such that © vz = 0 and F'(«, 0,) = 0, or equivalently (4.19), holds for
all vin § + [—@, @]. The latter is equlvalent to (4.11)-(4.12) for v, = 0y + D, with 0 replaced
by 6{cn (v, 04) on the right hand side in (4.12), where ¢ was defined before (4.19). One can
carry out the same computations as in Remark 4.13 using v,, € Cl} (Ri) for the nonlinear terms.
Due to the compatibility condition (4.14) on ¢ and o, respectively, this yields

0= CN(OJ,@Q)/ HéaRva’Hzo dR.
R

For @ > 0 small it holds [ 0)0rva|H—0 dR > 0 because of [, 02 > 0 and continuity of 9, in c.
Therefore we obtain cy (o, o) = 0 for all e € § + [—@, @] and v, is a solution of (4.11)-(4.12).
This shows Theorem 4.18. O
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Remark 4.19. From now on we fix 79 € (0,7] and 8y € (0, min{3(%), min{\/f7(£1)}}).
Then Theorem 4.11 is valid for all 5 € [0, 5] and v € [, Yo]- Moreover we denote by @& and
0. the constant and the solution, respectively, obtained i 1n Theorem 4.18 for Sy, yg. Due to the
Lipschitz-continuity of 9. : § + [~a,a] — H} (5o, 70)( %), the identity vy := 6y + 0, and the

embedding H? (30.70) (R2) — C( 50.70) (R2 ), by possibly shrinking @ we can assume that

35 1
[ @z o € 15, ey for 220 and [ 3,0z000,00 . 2) < G110 e

The latter estimates are not needed in this Section 4.2.2, but they will be important for asymptotic
expansions and spectral estimates later, see the end of Section 5.4.2.2.2 and Section 6.5.

In order to get higher regularity we consider the linearized problem first:

4.2.2.4.2 The Linear Problem The linear equations (4.15)-(4.16) are equivalent to

Lou=(G.,g), where Lo =Lz + M, (4.20)
M := (2cos adrdpu + [f"(va) — f"(00)]u, [cos adru + ol (va)u]| H=0)-

Again, we consider another equation where the compatibility condition (4.5) is enforced:
L%u—l—Mau = (G,g—cp(G,g)0;), (4.21)

where Myu := Mau — (0, cpr (o, u)6)) and

cp(G,g) = ’9 H l/ G0, —1—/900] , ey(ayu) = CD(Méu,Mgu).
0llZ2(R)

In order to solve this with a Neumann series argument we show

Lemma 4.20. Let 0 be as in Remark 4.19, B,y > 0and k = 0, 1. Then

N|=

kit
Mo € LOHE(RL), Hijs ) (RE) x Hg)* (R))

is well-defined and for the operator norm ||.|| it holds
[Mo, — Mal| < Cla — @

forall o, & € § + [—a, @], where C > 0 can be taken independent of 3, if 3,y < B for a fixed
B > 0. In particular, since Mz = 0, we obtain || Mo || < Cla — 5| forall o € 5 + [—a, al.

Proof. For the terms involving derivatives the assertions are evident with Lemma 2.22. For the
difference in f” we use 9, € C}(R%) by embeddings and Lipschitz-continuity in c due to the

Fundamental Theorem of Calculus. This yields f”(va) — f”(60) € C} (@) and

" ogny . NS __ —
1" (va) = f (Ua)HCg(Ri)SCHUa U“”Cl}(Ri)SCM al.

Since multiplication with functions in C} (@) defines a product on H, (kB ) (R2) for k = 0,1,
the first component of M, fulfils the assertions. Furthermore, it holds 0, = cosa 6 and
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6"(6p) € C§°(R). From Remark 4.17 we obtain that 6 (v, ) — 6" (6p) € W2*(R?%) with norm
bounded independent of o € § + [—@, @]. Moreover, it holds

/)

16" (va) = 6" (va)llw=arz ) < Cla —d

forall o, & € § + [—a,@]. Since multiplication with functions in W?#(IR3 ) defines a product

on W(’;;Yl)v‘l (Ri) for k = 0, 1, the claim follows with Lemma 2.22. [

This enables us to prove an existence theorem for the linear equations (4.15)-(4.16).

Theorem 4.21. Let 5y, o and @, . be as in Remark 4.19. Then there is an o € (0, @] such that
forall o € 5 + [—ap, ], B € [0, o), v € [5,70] and k = 0,1 it holds that

Foo_ - E+2 (2 k

L, = L% + M, € L(H(ﬁﬁ)(RJr),Y(ﬁﬂ))
is an isomorphism and | L' — L' < Cla — &l for all o, & € % + [—ao, ag] and B, 7,k as
above. Here Y(% " is as in Theorem 4.11. Furthermore, for L, := L% + M, we obtain that

k+3
Ly H(’CE%(R%F) — {(Gag) € Hfy ) (RY) x H g (R) /R? GORva + /Rg@RUMH:o = 0}
+

is a well-defined isomorphism and the norm of the inverse is bounded independent of o, 3,7, k.

1
Finally, for (G, g) € H{j;_\(R%) x H(k;; ?(R) with (4.17) and u € H{j; _ (R%)

Lou = (G, g) is equivalent to f/au = (G,g — CD(Gag)Q/O)‘

Remark 4.22 (Regularity Theorem). Theorem 4.21 implies a simple regularity theory. If
3

u € H(QB,“/) (R2) solves Lou = (G, g) for (G, g) € H(lﬁ’,y) (R%) x H(ﬁ) (R) with the compatibility

condition (4.17), then by uniqueness v € H, ?ﬂ ) (Ri) together with an estimate.

Proof of Theorem 4.21. First of all, we show that L, is well-defined in the spaces. The regularity
properties follow from Theorem 4.11 and Lemma 4.20. To prove the compatibility condition
(4.17) one can carry out the same computations as in Remark 4.14. Note that therefore one
applies Og to the equations (4.11)-(4.12) for v,, and the regularity for ¢, obtained in Theorem
4.18 is enough.

Theorem 4.11 yields that L%  H (kgj) (Ri) — Y(%m is an isomorphism and the norm of
the inverse is bounded by a uniform constant C(vo) for a € § + [~a@, @] and 3,7,k as in
the assertion. Moreover, Lemma 4.20 implies M, € L(H (kﬁf% (]R?,r)7 Y(% ,Y)) and the norm is
estimated by C|a — 5| fora C' > 0 independent of «, 3, v, k as above. Therefore, by a Neumann
series argument we obtain for ag > 0 with Cag < 1/C(7) that L, € L(H é‘gr 3) (R%), (’%ﬁ))
is an isomorphism and the inverse is uniformly bounded for o € 5 + [—ap, o] and 3,7, k as
in the theorem. Furthermore, because of L, — Lg = M, — Mg and Lemma 4.20, again with a
Neumann series argument it follows that || L — Lz || < C|a — a| forall o, & € 2+ [—ao, oo
and 3, ~, k as above if ag > 0 is small.

1
Now let (G, g) be in H (kﬁ ) (R2)x H (k /;3 2 (R) such that (4.17) holds. The considerations before

yield that there is exactly one solution u € H (k[;r 3) (Ri) of (4.21). The latter is equivalent to
Lou = (G, 9) = (0, [en(G, 9) + ca (e, u)]6p).
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Due to the compatibility condition (4.17) for L,u and (G, g) we obtain
[en (G, g) + ear(a, w)] /]R 0 Onval H—o AR = 0

and therefore cp (G, g) + car(a, u) = 0 because of Theorem 4.18. That means Lyu = (G, g).

On the other hand, if there is another solution @ € H, (k; 2) (R2) of Loi = (G, g), Theorem 4.11

yields that the compatibility condition (4.5) holds for (G, g) — M,u. Hence we obtain (4.21).
Finally,

< — 9! <
lull 12 gy < €l (@9 = en(G.0))lyy, | < CIG. )l

with a uniform constant C' > 0. This proves Theorem 4.21. O

4.2.2.4.3 Higher Regularity for both Problems With Remark 4.22 (Regularity Theorem)
we can now prove smoothness and the decay (4.13) for the v, obtained in Remark 4.19.

Theorem 4.23. Let 5y, Yo, 0. be as in Remark 4.19 and oy be as in Theorem 4.21. Then
0. 5+ [0, ag] — H(Bo y0)<Ri) is well-defined and Lipschitz-continuous for all k € Nj.

For the proof we need the following auxiliary Lemma:

Lemma 4.24. Let 8,7 > 0, k € Nand k > 3, q € [2,00). Then

k-1, .
H&M) (RY) — W(Bry)q(Ri) s (v +60) — f"(60)

is well-defined and Lipschitz-continuous. The same is true for any f" € C*(R), 6o € Cy*(R).

For the following ¢ = 2 will be enough. Arbitrary ¢ € [2, c0) are just included for induction.

Proof. The case k = 3 can be proven analogously to the proof of Lemma 4.16 by using suitable
embeddings, cf. also Remark 4.17. For arbitrary £ > 4 we show the assertion via induction.
Therefore let v be in (k )( %) and let the claim hold for 3, ..., k — 1 instead of k. Then

V(" (v +00) = 1" (00)) = [fP (8o +v) = £ (60)] (??) + /P (00 +0)Vo.

By the induction hypothesis

_ —2, k-2,

HG (R — WESURE) n W MR v = fP) (60 4 0) — £P)(60)
is well-defined and Lipschitz-continuous. Since 6}, f*)(6y) € Cg°(R) and because of the
embedding H (kﬁ_vl) (R2) — W(kﬁ Q)Zq(]R2 ) for Vv, we are done. O

Proof of Theorem 4.23. Because 7, is as in Remark 4.19 and solves (4.18), we can differentiate
the latter with respect to R. This yields with L., from (4.20) that

Ludrin = (G1(0).1(0). “22)
(G1(a), g1(@)) : = —=([f" (B0 + Do) — f"(60)]6p, cos aby + oy (va) | H=06)-
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3
Note that ) € H (50) (R) due to Theorem 4.1 and the choice of 8y in Remark 4.19. Therefore
Lemma 4.24 applied to f and &, the trace-assertion in Lemma 2.22 and Theorem 4.21 yield

Orba = L' [(G1(@), g1(a) — ep(Gi(a), g1())bp)] € Hi, ) (RE)
and Lipschitz-continuity in «.. Furthermore, rearranging the first equation in (4.18) implies
O bo = —0%Da + 2 cos RO + [ (Ve + 00) — f(60). (4.23)

With the properties of drd, and Lemma 4.24 we obtain 0%9, € H (Qﬁo, ) (R%) and Lipschitz-
continuity in a. Therefore 9. : % + [—aq, o) — H{ (oo )(Ri) is well-defined and Lipschitz-
continuous in .. To abbreviate in the following, we do not explicitly state the Lipschitz-continuity
in a.. But this always holds.

Finally, we show the claim by induction. Therefore let the assertion hold for some k& € N,
k > 4. Then by applying 8’“_ to (4 22) and using similar arguments as before we obtain
8?{2@04 c H? (5o, 70)( 2). Hence O 200, € H? (5o 70)( ) Therefore after applying 05 ° t

(4.23) we get 9% 30% 0, € H(b’o . )(R2 ). This yields 9% 30, € H(B ’Yo)<R2 ). Now one can

apply similar arguments inductively by considering the action of 81'3 on (4.23)forl =4,... k.

This implies 82 Yo € H (lgol )(]R2 ) forl =4, ..., k, in particular 0, € H (]’35170)(]1%2 ). D

Finally, we consider the operator L, from Theorem 4.21 in spaces of higher regularity.

Theorem 4.25. Let 3y, o, 0. be as in Remark 4.19 and «q be as in Theorem 4.21. Then for all
a € 5+ [—ag, a0, B € [0, Bol, v € [, 0] and k € Ny it holds that

1

k+1
La Hfgi)(Rz) {(G 9) eH(Bv)(R2) ><H( 2 / GaRva-i-/gaRva’H 0—0}

is an isomorphism and the norm of the inverse is bounded independent of «, 3,y for fixed k.

Proof. For k = 0,1 this follows from Theorem 4.21. For arbitrary k¥ € N the operator L, is

well-defined in the spaces. Now we use an induction proof. Let the assertion hold for &k — 1

1
and k — 2, where k € N, k > 2. Moreover, let (G, g) € H(kB ) (R%) x H(]Z;Q (R) be such that

the compatibility condition (4.17) holds. Then by the induction hypothesis there is exactly one

solution u € H (kﬁ*wl) (R2) of Lou = (G, g) and we have the estimate

[l e g2y < Ch-1ll(G, 9)l SN
o ) HG ) B2)xH () (B)

Since k + 1 > 3, we can apply O to the equation. This yields

L,Ogu = (0rG — f(3) (Vo) ORVQU, ORG — cos a (Vo) ORVa | H=0U| Hr=0)-
Here it holds v, € Cf (@) with uniform estimates due to Theorem 4.23. Therefore the right
hand side is an element of H &}1) (R%) x H, kg (R). Hence the assertion for k — 1 and k — 2 (the

(B)
latter for uniqueness) implies Ogpu € H, (kgvl) (R2) and

10rull i1 g2y < Cralll(ORG, Org) +enllullpy,  @2)l-

HE L (R)x o

(8,7) (/J‘) %

Using 0%u = —0%u + 2 cos adrdyu + f"(ve)u — G, we obtain 0% u € H(kg ,) (R2) and an
estimate. Altogether this shows Theorem 4.25. O
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4.3 Some Vector-valued ODE Problems on R

The structure of this section is similar to Section 4.1 which is the analogue in the scalar case. We
consider vector-valued ODEs appearing in the inner asymptotic expansion of (vAC) and also the
linear operator belonging to a linearized ODE. A crucial assumption to solve the linearized ODE
will be that the kernel of the linearization is 1-dimensional. The latter is fulfilled for a typical
potential, cf. the example in Remark 4.28 below.

Let W : R™ — R be as in Definition 1.4 and @, be any distinct pair in {&@, b} or {Z1, T3, 5},
respectively. From now on, we fix .

4.3.1 The Nonlinear ODE

The nonlinear ODE problem in the lowest order is the following: Find @ : R — R smooth with
suitable decay such that

—i@"+ VW (@) =0 onR, lim i(z)=iy. (4.24)

z—+o0

Theorem 4.26. Let m, W, i+ be as above and let X > 0 be such that DQW(ﬁi) > A\. Then
there is a smooth solution @ : R — R™ to (4.24) such that

Ol — L] (z) = O(e ™) forz — tooandall k € Ny, € (0, >\/2> .

Moreover, i can be chosen Ry_ 3 -odd, i.e. i(—.) = Ryg_ 3, U with Ry_ 3, as in Definition 1.4.
In this case it holds Ry_ i, U'|.—0 # U'|.=o.

Remark 4.27. 1. From now on, we fix a R;z_ 7, -odd solution and simply denote it by 50.

2. The proof relies on minimizing an energy over an approporiate set (see below). Similar
to Bronsard, Gui, Schatzman [BGS], Section 2, where the triple-well case is considered,
it should be possible to determine the qualitative behaviour of the set of minimizers for
both types of W in Definition 1.4 precisely. E.g. in the triple-well case the minimizers are
trapped in the smaller sector between «_ and . But this is not needed here.

Proof of Theorem 4.26. Let € : R — R be smooth and odd such that £(z) = sign(z) for |z| > 1.
Moreover, we define

(1]

L . .
(U_, i) := i(u_ +iy) + §§(qu —U_). (4.25)
Then Kusche [Ku], Section 2.1 for potentials W as in Definition 1.4, 1. and Bronsard, Gui,

Schatzman [BGS], Section 2 for triple-well potentials W in Definition 1.4, 2., respectively, yield
that

1
E:Z(i,i)+ H'®R)™ 5 R: i / 1@+ W (@) dz
R

admits a global minimizer  that satisfies @ € C3(R)™ N (H*(R)™ +Z(d_,44)) andis Rz_ 7, -
odd. Moreover, u satisfies (4.24) and

i —is](z) = O(e PPl forz — tocand k = 0,1,2,3,3 € (0,1/A/2).
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Furthermore, one obtains @ € C*1(R)™ N (H*(R)™ + Z(i_, 4 )) forall k € N, k > 2 and
the decay properties by induction and differentiating the equation.

Finally, we show Ry_ g, u'|.—o # u'|.=0 for any smooth @ : R — R™ that solves (4.24) and
is Rz_ 7, -odd. This will be shown by contradiction with uniqueness for the initial value ODE
problem for the part of & orthogonal to the hypersurface inbetween #_ and .. Therefore let

1
vt = §Pspan{ﬂ+_ﬁ_}[6_ Ry 5, v] forevery v € R™.

Then (@')* : R — R is smooth and solves —[(@')*]" = [D?W (@)@']*. Since @ is Rz_ 7, -odd,
this also holds for @ and hence [(#’)*]'(0) = 0. Due to the boundary condition in (4.24) we
obtain (@) # 0 . Therefore (') (0) # 0, otherwise we get a contradiction to (@) = 0 due
to ODE-theory. This proves Ry_ i, u'|.—0 # U'|.=o0. O

4.3.2 The Linearized Operator

We look at the operator obtained by linearization of the left hand side of the ODE (4.24) at 0o, i.e.

Y v d? .
Lo: HA(R,K)™ C L*(R,K)™ — L*(R,K)™ : @ + Loil := [_sz + DQW(OO)]@ (4.26)

Remark 4.28 (Assumption dimker Ly = 1). §6 is an element of ker Lo and 56 % 0 due to
Theorem 4.26. In order to have a spectral gap property that is needed for solving the vector-
valued linearized ODE and the vector-valued Ri-model problem in the next sections, we assume
dim ker ZVLO = 1 (this is independent of K since D2W(§o) is real-valued). This is reasonable,
cf. Kusche [Ku], Section 3.4 for a typical triple-well potential that fulfils this. Note that the
assumption should be stable under suitable “small” perturbations of the potential W due to the
upper continuity of the nullity index for (semi-)Fredholm operators, cf. Kato [K], Theorem 5.22.

Lemma 4.29. Let Eo be as above and K = R or C. Then I:o is self-adjoint, _Z/O > 0 and
0e(Lo) = [min{o(D*W (iix))}, 00).

In particular o4(Lo) C [0, min{c(D*W (@1))}). Moreover, if dimker Ly = 1, then with
(ker Lo)*t := {w € L?(R,C)™ : (W, 0)) 2 = 0} it holds

0<p:= inf . (Lo’tﬁ, '(B)LQ(R’(C)WL
weH?(R,C)mnspan{0,}L,||@] ;2=1
_ inf / ()% + (D2W (), ) d.
weH(R,C)™Nspan{f) }+ ||| 2=1 /R

Proof. That Ly is self-adjoint e.g. follows from Kusche [Ku], Proposition 1.1 or with a typical
argument as in the proof of Lemma 4.2. The property Lo > 0 is an outcome of the energetic
approach in the proof of Theorem 4.26 (first for K = R, then it follows for K = C). Moreover,
one can use Persson’s Theorem and Weyl sequences to show the identity for o (Lg), cf. the proof
of Proposition 2.1 in [Ku]. The remaining assertions can be deduced in the analogous way as in
the proof of Lemma 4.2. O
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4.3.3 The Linearized ODE

We have to consider the ODE that arises from the linearization of (4.24) at 50. More precisely,
for A : R — R™ with suitable regularity and decay we seek a function # : R — R such that

Lyi=A and Bi=0, (4.27)

where B € L£(H'(R)™ R) for some [ € {0,1,2} with Bf), # 0. As before we make the
assumption dim ker Ly = 1, cf. Remark 4.28.

Remark 4.30. The additional condition with B is imposed in order to get uniqueness below. The
natural choice from a functional analytic point of view is B := (., 0)) L2(r)m : L*(R)™ — R.
However, the canonical choice for the application later is

v

Bi= (i —ity) [Ra_g, — ()0 : H'®)™ - R,

where Rj;_ 7, is defined analogously to Definition 1.4. The latter fulfils E% % 0 due to Theorem
4.26 and heuristically the condition B = 0 means that @ |.—0 is precisely in the middle of the
two phases. E.g. for i = (—1,1)" and @y = (1,1)" the latter reduces to @(0); = 0.
Theorem 4.31. Ler dimker Lo = 1, ¢f. Remark 4.28. Then it holds
I. Let A € L?(R)™. Then there is a @ € H?*(R)™ such that Loit = A if and only if
Jr A- 00 = 0. In this case U is unique up to multlples 0f00 In particular, (4.27) admits a
unique solution @ € H*(R)™ if and only if [ A- 90 = 0. Moreover, for all k € Ny

io:{ﬁEHk+2(R)m:Bﬁ:0}—>{A'€Hk /A Oy = }
is an isomorphism and the inverse is bounded by some ¢(B, k) > 0.
2. There is a o > 0 small such that for all 3 € (0, By) and k € Ny
EO:{ € H{F?(R)™ : Bii = } {AGH /A 90:0}

is an isomorphism and the norm of the inverse is bounded by a constant C (B k) > 0.

Remark 4.32. 1. Dependence on parameteres. In Theorem 4.31 we obtained linear solution
operators in suitable spaces with exponential decay. Therefore, if the right hand side in
(4.27) depends on additional parameters and satisfies such exponential decay estimates, the
regularity and decay carries over to the solution.

2. Using Theorem 4.31 one can directly obtain a result for right hand sides A that converge
with appropriate rate to non-zero vectors AT € R™ at -cc. The idea is as follows: set

Ur = [D*W (i) Y (Ax) and U:=ZU_,U,),

where the latter is analogous to (4 25) Then formally it holds Lot = A if and only if
Lo(@ — U) = A — Ay, where Ay := LoU. To this equation one can apply the results in
Theorem 4.31 for suitable A. Note that the compatibility condition is the same as before
since [ Ay - 5’0 = 0 due to integration by parts. The case A* # 0 is not needed here but
may be interesting for more sophisticated equations, e.g. a vector-valued Cahn-Hilliard
equation. Moreover, the idea to reduce to A1 = 0 could also be helpful for triple junction
cases. Finally, note the analogy in the limits at infinity to the ones in Theorem 4.4.
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3. Kusche [Ku], Proposition 1.6 and Corollary 1.2 yield pointwise exponential decay estimates.
The latter would be enough for our purpose. But the downside is that the exponent shrinks.
Moreover, the proof of Theorem 4.31 is self-contained and simpler. However, in [Ku] there
are also uniform estimates for finite large intervals which are important for the spectral
estimates, cf. Section 6.1.4 below.

Proof of Theorem 4.31. Ad 1. Consider K = R in Lemma 4.29. With the latter one can show
that
Ly = Lol ey 1y + H*(R)™ N (ker Lo)™ — (ker Lo)*

is well-defined, self-adjoint and o(Lg) = o(Lg) U {0}. As in the proof of Lemma 4.2 it follows
that o(Lg) = o(Lo)\{0} and hence 0 € p(Lg ). Moreover, the graph norm is equivalent to the
H?(R)™-norm. This can e.g. be seen via direct estimates.

Now let 7 € H2(R)"™ solve Lot = A for some A € L2(R)™. Then due to integration by parts
it holds (A, 56)L2(R)m = (¥, IV/OG_Z))LQ(R)"L — 0. On the other hand, let A € L2(R)™ be such that
Jr A c% = 0. The latter is equivalent to A € (ker Ly)* N L2(R)™. The above considerations
yield a unique solution 7 € H2(R)™ N (ker Lo)* to L7 = A and |01l 52 @@ym < C]\E\\LQ(R)m.
Because of the assumption dimker Ly = 1 it holds ker Ly = span{#}}. This implies the
uniqueness in H2(R)"™ up to multiples of 0. Due to B € £(H'(R)2,R) for some I € {0,1,2}
and B6)) # 0, we obtain that

Bv
i =1 — =) € H*(R)™
B,

is well-defined, the unique solution to (4.27) and that the estimate ||| g2 (gym < C (B)||A|| L2(R)™

holds. In particular the claim follows for £k = 0. For arbitrary £ € N let AeH F(R)™ and
it € H2(R)™ solve Loii = A. Then it follows iteratively from the equation that & € H*+2(R)™.
In particular Lo is an isomorphism with respect to the spaces in the theorem for all £ € N. The
estimate for the inverse can also be shown iteratively using the equation. Oy,

Ad 2. We prove this with similar ideas as in Section 4.2.1.2, i.e. for A e L%ﬁ) (R)™ with

Jo A 0, = 0 we make the ansatz @ = e %77 with 7 € H2(R)™, where 77 : R — R is as in
Definition 2.21, 4. It holds

i = e_ﬁ”[ﬁ” o 25”/17/ + 17(,32(77/)2 _ 677”)]'
Therefore we consider the equation
Lot + ]\7317 =4, Nﬂﬁ = 2607 — (B2 — ).

In order to solve this, we want to use the spaces in 1. One problem is the compatibility condition
for N, 53U and the right hand side. Therefore we solve a different equation, where suitable terms
are subtracted that enforce the compatibility condition. Moreover, ¥ should satisfy B’( 3)U =0,
where é( 8) == E(e‘ﬂn.). This is a problem since then the space would depend on 3. Therefore
note that it is enough to show the assertion e.g. for B = By := (.)1].—o since in the end one
can subtract 0, Bt/ Bb to get a solution of (4.27). If 5y > 0 is small enough, in particular
Bo < +/A/2 with A as in Theorem 4.26, the assertion carries over to general B. The advantage
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of By is that Eg(e_ﬂnﬁ) = 0 if and only if By# = 0. Therefore the space for ¥ can be chosen
uniformly in 3. Hence we solve Byv' = 0 together with

7
00

S — (4.28)
10611 L2 ()

Lot + Mgt = e’ 4 — [/ eMA. 6_‘6}
R

. . . o 0!
Mt == Ny — U Ngi- 96} o
R 10011 2 (®)ym
Using the properties of exponentially weighted Sobolev spaces in Lemma 2.22 one can directly
show that
NIy 2 2
Ny, Mj € L(HZ)(R)™, L2 (R)™)

with norm bounded by Cf3 for all 3 € [0, By) and any fixed 3y > 0. Therefore the first part of
the theorem and a Neumann series argument imply that for all 5 € [0, 5y) and Sy > 0 small

Lo+ M : {7 e HQ(]R)m:BOﬁ:O}%{/TE LQ(R)m:/fT-%zo}
R

is an isomorphism and the norm of the inverse is bounded by a constant independent of 3. Hence
(4.28) admits a unique solution 7 € H2(R)™ with Byt = 0 for all 3 € [0, By). The computations

above yield that @ := e~ 717 € H(ZB) (R)™ solves

. . oL . . —Bng!
R R HOOHLQ(R)m
By assumption it holds [ A 56 = 0 and because of the first part of the theorem we have
Ji Lo - 6y = 0. Due to Theorem 4.26 it holds 8}, # 0 and hence [, e=#"|6)|> > 0. Therefore
Eoﬁ = g and B()’U: =0.

Finally, the first part in the theorem yields uniqueness and the estimate follows with the above
considerations and Lemma 2.22. Lo

4.4 A Vector-valued Elliptic Problem on Ri with Neumann
Boundary Condition

This section is analogous to Section 4.2.1, where the scalar case was done. Let W : R™ — R be
as in Definition 1.4 and 0 be as in Remark 4.27, 1. In the contact point expansion for (vAC) in
any dimension N > 2 the following model problem appears: For suitable data G : Ri — R™,

g : R — R™ find a solution % : @ — R"™ to the system
[—A+ D*W(dy(R))| @(R, H) = G(R, H)  for (R, H) € R, (4.29)
—8H’J‘H:0(R) = ﬁ(R) for R € R. (4.30)

As often in the last Section 4.3 we make the assumption that dim ker Z)g =1, where Z)g is defined
in (4.26), cf. also Remark 4.28. This implies a useful estimate for functions orthogonal to 5’0,
cf. Lemma 4.29. The solution strategy for (4.29)-(4.30) is completely analogous to Section 4.2.1.
First of all, we show some assertions for weak solutions of the problem in Section 4.4.1. Then in
Section 4.4.2 we obtain solution operators in exponentially weighted Sobolev spaces.
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4.4.1 Weak Solutions and Regularity
In the vector-valued case weak solutions are defined as follows:

Definition 4.33. Let G € L*(R%)™ and § € L?(R)™. Then @ € H'(R%)™ is called weak
solution of (4.29)-(4.30) if for all J € Hl(Ri)m it holds that

i(@, 3) = /R Vi Vg + (DW(Bo(R))i, @)am d(R, H)
+
= [, G- @R+ [ G- Flno(R) R
We obtain the analogue of Theorem 4.7:
Theorem 4.34. Let dim ker Lo = 1 and consider G € L*(R2)™ and g € L*(R)™. Then
a: HY(RL)™ x HY(R%)™ — R is not coercive.

2. IfG(., H), gL 00 for a.e. H > 0 in L*(R)™, then there exists a weak solution @ with
u(.,H) L 90f0ra e. H > 0 and it holds ||uHH1 (R )m < C’(||G||L2(R2 + 1191 2wy )-

3. Weak solutions are unique.

4. IfG - 56 € LY(R2) and @ is a weak solution with Oy - 56 € LY(R?), then the following
compatibility condition holds:

) G(R,H) - 0)(R) d(R, H) +/ R)dR = 0. (4.31)
R+

5. IfG -0y € LNR2), then G(H) := (G(., H),0)) 12mym is well-defined for a.e. H > 0
and G € L'(R}) N L%(R,). Moreover, we have the decomposition
o (R)
[

where G € L2(R2)™, g+ € L2(R)™ with G+(., H), g~ L )y in L*(R)" fa.e. H > 0.

y Oh(R)

G=G(H) +GH(RH), §=(3.0) 2 mym +7H(R), 432)

10012 gy

6. If | G(., H)||p2@ym < Ce " fora.e. H > 0 and a constant v > 0, then C_j% € LY(R?).
Let G be defined as in 4. and the compatibility condition (4.31) hold. Then

/ / G(FT) A dF _Oo(R) (4.33)
||90||

is well-defined for a.e. (R,H) € R%, @ € WZ(RL)™ N HQ(Ri)m and Uy is a weak
solution of (4.3)-(4.4) for G — GJ- G — g in (4.6) instead ofé, g.

Proof. One can essentially copy the proof of Theorem 4.7. All multiplications of functions that
are now vector-valued have to be interpreted as scalar products and 1"(6p) has to be replaced
by DQW(GO) Moreover, all spaces except for products and for G change to vector-valued ones.
Finally, one uses Lemma 4.29 instead of Lemma 4.2 to get coercivity of & on the orthogonal parts
and uniqueness of weak solutions. O
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Again this yields an existence theorem for weak solutions analogously to Corollary 4.8:
Corollary 4.35. Let dimker Lo = 1. Then it holds

1. Let § € L2(R)™, G € L*(R%)™ with ||é(.,H)||L2(R)7,L < Ce M for a.e. H > 0 and
some v > 0. Let (4.31) hold. Then there is a unique weak solution of (4.29)-(4.30).

2. Letk € Ny and @ € H'(R%)™ be a weak solution of (4.29)-(4.30) for G € H*(R2)™
and § € H*"2(R)™. Then ii € H*2(R2)™ — C*Y(RZ)™ forall v € (0,1) and

[l pev2(gz < CrlGlzeaty + 131 s gy + 171 a2 )

Proof. The first part is a direct consequence of Theorem 4.34. The second assertion can be
shown similar to the proof of Corollary 4.8, 2. using iteratively scalar regularity theory for every
component of the elliptic equation, where D2 () is viewed as part of the right hand side. [

4.4.2 Solution Operators in Exponentially Weighted Spaces

With analogous adjustments as above one obtains solution operators in exponentially weighted
Sobolev spaces similar to Section 4.2.1.2, cf. Theorems 4.9-4.11. We will just need the analogue
of Theorem 4.11, hence we only formulate the latter in the vector-valued setting:

Theorem 4.36 (Solution Operators for the Vector-valued Case). Let dim ker Lo = 1. There
exist ¥ > 0 and (3 : (0,5] — (0, 00) non-decreasing such that

Lz = (=A+ D*W(00(R)), —Oulm=o) : H[F 2 (RL)™ = Y5,
¥ ~ = m k+3 m Y, Y.
Yk = {(G,g) € H{j ) (RY)™ x Hyg*(R)™ : g G0+ /Rg.eg :o}
2 :

is invertible for all k € Ny, v € (0,%] and 3 € [0, B(v)] and the operator norm of the inverse is
bounded by C(k)(1 + J5)* .

Remark 4.37 (Dependence on Parameters). For data that depend on other indepenent variables
the regularity directly carries over to the solution since we have linear and bounded solution
operators. This is analogous to the scalar case, cf. Remark 4.12.
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5 Asymptotic Expansions

In this section we carry out the rigorous asymptotic expansions for (AC), (vAC) and (AC,) in the
situations mentioned in the introduction, see Sections 1.1-1.3. The expansions are based on the
curvilinear coordinates from Section 3 and use the solutions for the model problems in Section 4.

More precisely, in Section 5.1 we start with the simplest case of the scalar-valued Allen-Cahn
equation with Neumann boundary condition, (AC1)-(AC3), in two dimensions. Here we need the
model problems in Section 4.1 and 4.2.1. Then we consider the /N-dimensional case in Section
5.2 which is more technical but uses the same model problems. For N = 2 these computations
are in principle the same as in Section 5.1 if some symbols are interpreted adequately. However,
we decided to treat the case N = 2 separately, since there the fundamental ideas can be seen more
clearly. In Section 5.3 we construct an approximate solution for the vector-valued Allen-Cahn
equation, (VAC1)-(vAC3). Since we do not treat the triple junction case this is basically the
same construction as in Section 5.2, just with vector-valued functions and the corresponding
model problems in Sections 4.3-4.4. Finally, we consider the scalar Allen-Cahn equation with
a nonlinear Robin boundary condition, (AC,1)-(AC,3) in Section 5.4. Here besides the model
problems in Section 4.1 the ones in Section 4.2.2 appear.

Review of Rigorous Asymptotic Expansions used within the Method of [deMS]. At this point let
us review the rigorous asymptotic expansions used in the literature for sharp interface limit results
using the method of de Mottoni and Schatzman [deMS] and roughly compare with our expansions.
For the latter see the end of this paragraph. We could simply start with our asymptotic expansions
but then it is not apparent to the reader why an ansatz is used, what the difficulties are in general
and how to adapt to other situations. Nevertheless the review is not needed in order to grasp the
expansions in this thesis. In the following reviewed results, the sharp interface is always closed
and strictly contained in the domain.

We start with de Mottoni, Schatzman [deMS]. The latter is the first rigorous sharp interface
limit result via asymptotic expansions in the case of arbitrary curved geometries. As mentioned
before, the Allen-Cahn equation on RY is considered, i.e. (up to a scaling in time) equation
(AC1) for Q = RY. The fundamental idea is that the zero-level set I'. of the solution u. should
approximate the sharp interface I' for small . Moreover, the solution should change rapidly across
the diffuse interface whose thickness is proportional to €. For smooth hypersurfaces one can
describe the neighbourhood in the surrounding space with the well-known tubular neighbourhood
coordinate system via the signed distance and the tangential variable. Hence the idea was to
make an ansatz for the solution u. close to the sharp interface (inner expansion) with ansatz
functions depending on an e-expansion of the signed distance divided by € (“rescaled”) and an
e-expansion of the tangential coordinate. Note that the ansatz functions for the expansion of the
signed distance and tangential coordinate are assumed to depend on space and time. The zero-th
order in the distance function and tangential variable is the one of the hypersurface that evolves by
MCE. For the outer expansion in this situation, one can simply use the constant functions with the
values where the potential takes its minima. The construction in [deMS] becomes very tedious,
especially because of the expansion of the tangential coordinate. However, in each -order one
can basically compute the next order of the distance function first and determine the tangential
coordinate afterwards. The latter already gives a hint that there is a more efficient ansatz. We will
come to this later.

The next result in line is the one of Alikakos, Bates, Chen [ABC], who consider the more
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complicated Cahn-Hilliard equation. The situation is considerably more difficult because the
equation is of fourth order, a proper outer expansion is needed and also a boundary layer expansion
close to the boundary of the domain is necessary. Moreover, blow up for ansatz functions in
the traditional matched asymptotic expansions is a problem, cf. [ABC]. Therefore in the work
[ABC] a new type of ansatz is invented. Let us call it the “[ ABC]-technique”. The idea is to use
ansatz functions depending on an e-expansion of the signed distance but, instead of an expansion
of the tangential coordinate, the ansatz functions additionally depend on the space variable.
This induces some “redundancy” in the ansatz, but also gives great flexibility. In particular it is
possible to impose strong matching conditions on a whole transition region and to carry out the
expansion rigorously with minimal differential geometric tools. The [ABC]-technique was then
used by Caginalp, Chen [CC] for the phase-field equations with several parameter choices which
containes the Cahn-Hilliard and the Allen-Cahn equation.

It turns out that the ansatz in [ABC] can be simplified for the phase-field equations for some
choices of parameters, including the Allen-Cahn equation. This is done in Caginalp, Chen, Eck
[CCE]. The main motivation was to simplify the ansatz such that the first order in the expansion
of the distance function vanishes. This can be interpreted in the sense that the “approximate sharp
interface” I obtained from the level set of the solution to the diffuse interface model is O (g?)-
close to the sharp interface I'. This is particularly interesting for numerical simulations, when the
parameter € cannot be taken arbitrarily small. Compared to the ansatz in [ABC] the higher orders
in the expansion of the distance function are assumed to depend only on the tangential variable
and time (opposed to space and time; cf. also (5.1) below) and the ansatz functions themselves
depend additionally only on the tangential variable (instead of the space coordinate; cf. also (5.2)
below). This ansatz requires some differential geometric calculations but is simpler compared to
[deMS], [ABC]. It works rigorously and provides the “O(s?)-approximation”.

From that point on, the rigorous results in the literature use the [ABC]-technique and simpler
variants like that introduced in [CCE]. In particular one can use a reduced ansatz for the distance
function as in [CCE] but still allow a secondary dependence on the space variable instead of the
tangential coordinate. Since the latter appears several times, let us denote this type of ansatz as
the “[ABC]-[CCE]-ansatz” for the following. Which ansatz one should take is not clear a priori
and presently relies rather on heuristics and experience than on a systematic treatment.

In Chen, Hilhorst, Logak [CHL] the mass-conserving Allen-Cahn equation is considered and
an ansatz in the spirit of [CCE] is used. Schaubeck [Sb] uses the full [ABC]-technique for
the results on a Cahn-Larché system and a convective Cahn-Hilliard equation. Abels, Liu [AL]
consider a Stokes/Allen-Cahn system. They use an ansatz as in [CCE] for the Allen-Cahn part and
an [ABC]-[CCE]-ansatz for the Stokes part. Finally, Marquardt [Ma] studied the sharp interface
limit for a Cahn-Hilliard/Stokes system. He uses the [ABC]-[CCE]-ansatz for all parts. The latter
indicates that the [ABC]-[CCE]-ansatz should also work for the Cahn-Hilliard equation.

Despite the similarity in the ansatz types, there is unfortunately no unified systematic calculus at
the present. For each new equation type one has to separately compute the asymptotic expansions.
At least often some of the model problems for the ansatz functions appearing in the expansions
are similar, e.g. parameter-dependent ODEs on R as in Section 4.1. However, especially in cases
with couplings very complicated model problems can appear (cf. [AL], Theorem 2.12) and the
comments in [Ma], p.11. In [Ma] the problem was circumvented with the idea to use fractional
e-order terms, but this also requires tedious estimates.

Finally, let us roughly compare the above expansions to the ones presented in Sections 5.1-5.4.
The major difference is that in the results reviewed above the sharp interface is closed and strictly

80



5.1 ASYMPTOTIC EXPANSION OF (AC) IN 2D

contained in the domain, where in this thesis we consider interfaces with boundary contact. This
requires asymptotic expansions at the contact points. In all the above mentioned expansions in the
literature the usual tubular neighbourhood coordinate system is used which is the canonical choice
for a closed surface. This might also work in the contact angle case, when one uses a smooth
extension of the sharp interface. But the latter coordinate system does not perceive the curvilinear
boundary of the domain. Hence setting up an asymptotic expansion in this way is uncomfortable
and very tedious. Therefore we build up the asymptotic expansions on the curvilinear coordinates
obtained in Section 3 which turns out to be fairly efficient. For the inner expansions (i.e. valid
close to the interface but away from the contact points) we use a relatively simple ansatz in the
spirit of [CCE]. The calculations for the inner expansions are analogous to (parts of) [CCE],
[CHL], [AL], but new terms appear due to the curvilinear coordinates. For the contact point
expansions we combine this ansatz with a dependence for the ansatz functions on the e-divided
coordinate variable that runs in the normal direction of the boundary of the domain. For the outer
expansions we can simply take constant functions with the values where the potential takes its
minima. Note that in a straightforward ansatz and construction at the contact points, it seems
not possible to control the remainder terms that appear due to the errors in the rigorous Taylor
expansions and the non-trivial asymptotic behaviour of the ansatz functions. The latter arises
because the contact point expansion has to be matched appropriately with the inner expansion in
order to glue them together in the end. Instead, we use an efficient ansatz for the contact point
expansion that also simplifies the matching procedure. More precisely, we simply add the inner
expansion terms suitably in the contact point expansion. For (AC) and (vAC) the latter are just
summed up, for (AC,) we cut off with suitable e-scaled cut-off functions. It turns out that this
way the remaining higher order ansatz functions can be enforced to be exponentially decaying
and that the remainder estimates work rigorously. This solves the problems with the diverging
terms in a direct ansatz and the matching is simpler. Finally, note that the explicit identities for the
coordinates obtained in Theorem 3.3 and Theorem 3.7 are crucial for the construction to work.

5.1 Asymptotic Expansion of (AC) in 2D

Let N = 2,Q C RY be as in Remark 1.1, 1. and ' := (I'y);c[o,7] be as in Section 3.1 with
contact angle o = 7. In the following we use the same notation as in Sections 3.1-3.2. Moreover,
let 5 > 0 be such that the assertions of Theorem 3.3 hold for 20 instead of . In particular
(r,s) : T'(20) — [—26,26] x I, where I = [—1, 1], are curvilinear coordinates that describe a
neighbourhood T'(26) of T" in 0 x [0, 7. Here  has the role of a signed distance function and s
is like a tangential projection. Finally, we assume that I' evolves according to MCF. Based on I
we construct a smooth approximate solution u? to (AC1)-(AC3) with u? ==+1in QfTE \ I'(29),
increasingly steep “transition” from —1 to 1 for ¢ — 0 and such that {u;4 = 0} “converges” to T’
for e — 0. Actually the latter will be valid in the sense that the maximal distance goes to zero.

Therefore let M € N with M > 2. For j = 1, ..., M we introduce height functions

M
hj:Ix[0,T] R and h.:=Y & 'h;
j=1

Furthermore, we define a “stretched variable” (in the spirit of Chen, Caginalp, Eck [CCE]):

pe(x,t) == 7@ — he(s(x,t),t)  for (z,t) € T(29). (5.1)
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The idea is that {p. = 0} should be close to {u? = 0} and it should approximate the zero-level
set Iz of the exact solution u.. Here € max |h.| is approximately the error from {p. = 0} to
I' = {r = 0} in normal direction.

In Section 5.1.1 we construct the inner expansion which is supposed to hold close to I" but
away from JI" and in Section 5.1.2 we consider the contact point expansion that is expected to be
valid close to OI". It will turn out that our construction yields a suitable approximate solution u?
to (AC1)-(AC3), see Section 5.1.3 below. Here the parameter M will correspond to the order of

the approximation error.

5.1.1 Inner Expansion of (AC) in 2D
For the inner expansion we consider the following ansatz: Let € > 0 be small and

M+1
ul = Z Eju]I-, u][(x,t) = ﬂ§(p5(x,t),s(x,t),t) for (z,t) € T'(20), (5.2)
j=0

where
a]I-:]R{ x I x[0,T] = R:(p,s,t) Hfé(p,s,t)

for j =0,..., M + 1 and we set o := Z?ﬁgl ajﬁjl.. We will substitute u/ into the Allen-Cahn
equation (AC1) while ignoring the Neumann boundary condition (AC2) and expand it into -
series with coefficients in (p., s,t) up to O(¢™~1) in order to fulfil the equation up to some
O(eM)-error. Subsequently, the requirement that each coefficient vanishes will yield (s, t)-
dependent ODE:s in p for the ﬁg ,J=0,..., M + 1. At the lowest order we will obtain the ODE
(4.1) and in higher orders we get ODEs of type (4.2). Therefore due to Theorem 4.1 we will take
the optimal profile 6 for the lowest order @i} Moreover, the solvability condition from Theorem
4.4 for the ODEs appearing in the higher orders will yield that MCF for I' is necessary for our
construction, and that the height functions /; should satisfy non-autonomous linear parabolic
PDEs. The boundary conditions for the /; will be derived from the contact point expansion in
the next Section 5.1.2. The initial values for the h; will be chosen in a compatible way.

In order to carry out the expansions we need to know how the differential operators act on u.:

Lemma 5.1. Letrc > 0, : R x I x [0,T] — R be sufficiently smooth and w : T'(25) — R be
defined by w(z,t) := w(p:(z,t), s(x,t),t) for all (x,t) € T'(26). Then

dyw = 9, _% — (84he + 8t585h5)} + Dyt Oys + Oy,

Vw = 0,w % — Vsashs} + 05 Vs,

Aw = i —A; — (Asdshe + Vs\28§hg)} + st As + 02 |V s|?
+ 20,051 Vs - [V; — Vs@shg] + O % — V50she i ,

where the w-terms on the left hand side and derivatives of r or s are evaluated at (x,t) € I'(20),
the he-terms at (s(x,t),t) and the w-terms at (pz(z,t), s(z,t),t).

Proof. This follows directly from the chain rule. O
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To expand the Allen-Cahn equation dyul — Aul + 6% f'(ul) = 0 into e-series, we use Taylor
expansions. First let us consider the f’-part. If the u§ are bounded, then

k
OEM3) onT(2). (5.3)

f(ul )+ Z Z uled
The terms in the e-expansion that are needed explicitly are

O):  f'(up),
Oe) = f"(up)ui,

MA2 (k1) ( I [M+1

O() = f"(ug)uy +
For k = 3,..., M + 1 the order O(£*) is given by
O@E") . f"(ud)ui+ [some polynomial in (u!,...,ul ;) of order < k, where the
coefficients are multiples of £ (u)), ..., f(kH)(ué)
and every term contains a u§ -factor].
Letuf, 1o := 0. Then the latter also holds for & = M + 2. The other explicit terms in (5.3) are
of order O(eM+3).
The derivatives of 7 and s are functions of (z,¢) € I'(26) and we will expand them into e-series
with a Taylor expansion via r(z,t) = e(pz(z,t) + he(s(z,t),t)) for (z,t) € I'(20). Then we
replace p. by an arbitrary p € R in order to get ODEs on R. But later we just use the expansion

rigorously for r = e(p: + he) € [—20,25]. Therefore let g : I'(25) — R be a smooth function.
Then the Taylor expansion yields for r € [—24, 20] uniformly in (s, ¢):

— N32 gkg
§(r,5,6) = g(X(ry5,0)) = 3 2020k 4 o(|r|MH9), (54)
k=0 ’

Only the first few terms in the e-expansion are needed explicitly. These are
O(l) : g’?g(s,t)’
O(E) : (p + hl(sv t))arg|(0,s,t)7
0(62) : h2(5a t)ar.§7|(0,s,t) + (P + hl(s’ t))

For k = 3, ..., M the order (’)( k) is

5 023(0,5,1)
-,

_ | 0,
OEM) : hidrglio.sn) + =5 =22(p + hu(s,t) -1 (s, 1)
+ [some polynomial in (p, hy(s,t), ..., hx_2(s,t)) of order < k,
where the coefficients are multiples of 2 Gl (0,5,6) -+ oF l(0,5,6)]-

Let hpr41 := hpr+2 := 0. Then the latter also holds for k = M + 1, M + 2. The other explicit
terms in (5.4) are bounded by " *3 times some polynomial in |p| if the h ;j are bounded. Later,
these terms and the O(|r|"+3)-term in (5.4) for each choice of g will be multiplied with terms
that decay exponentially in |p|. Then these remainder terms will become O (™ +3).

For the higher orders in the expansion the following definition is useful:
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Definition 5.2 (Notation for Inner Expansion of (AC) in 2D). 1. We call (6, u{ ) the zero-
th inner order and (h;, u§+1) the j-th inner order for j = 1,..., M.

2. Letk € {—1,..., M + 2}. We denote with P/ the set of polynomials in p with smooth
coefficients in (s,¢) € I x [0,T] depending only on the h; for 1 < j < min{k, M}.

3. Letk € {—1,..., M + 2} and § > 0. We denote with Ri (8) the set of smooth functions
R :R xIx[0,T] — R that depend only on the j-th inner orders for 0 < j < min{k, M}
and satisfy uniformly in (p, s, t):

10,007 R(p, 5,t)] = O(e 1Py foralli,l,n € No.
Finally, ]:Ei () 18 defined analogously with functions /2 : R x [0,7] — R.10
Now we expand the Allen-Cahn equation (AC1) for u. = ug into e-series. If we write down an

equation or assertion for (p, s, t), it is meant to hold for all (p, s,t) € R x I x [0,T]. Moreover,
we often omit the argument (s, ¢) in the h;-terms.

5.1.1.1 Inner Expansion: O(¢~2) We obtain that the (’)(%) order is zero if
Tl o 028 (0, 5,6) + [ (@0, 5,1)) = 0.

Because of Theorem 3.3 we have |Vr\2]yo (1) = 1. Moreover, {pe = 0} should approximate

the zero level set of ul. Hence we require @ (0, s,t) = 0. Finally, @}, should connect the values
+1,ie. lim, 440 @6 (p, s,t) = £1. Altogether due to Theorem 4.1 we have to define

fLé(p, Sat) = 90(/))

5.1.1.2 Inner Expansion: O(¢~1) From the d;u-part we get %aﬂ“!yo (s lt)96(p) and from Au:

1

2
1

+g[e (P) ATl oy + 2(V7 - V) gy 0y (0506 (p) — Bl (5, 1)65 ()|

(0,19 0 D)l 0,00 + (s, )05(0) + [VrlPl, 02020 (0. 5,1)]

[u—

== [02al(p, 5, 1) + 00(p) Al 0]

™

where we used Theorem 3.3. Therefore the O(%)—order cancels if
Loty (p, s, ) +05(p) (O — Ar)[z, (o0 =0, Where Lo := =3, + f"(60)-

Because of Theorem 4.4 this parameter-dependent ODE together with @ (0,s,t) = 0 and
boundedness in p has a (unique) solution @ if and only if (9, — Ar)\yo( sty = 0. The latter is

fulfilled since it is equivalent to MCF for I' by Theorem 3.3. Thus we define @/ := 0.

10 Note that this set only appears in the contact point expansion later.
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5.1.1.3 Inner Expansion: O(c”) From d;u we obtain

1 . _
= [0k, oy 20l + 0 (0rr 0 X002 + I (s,6))05 ()]

+05(p) [~ 0ha(s,1) = Busl, (o Dsha (5,1)| + 0000u5|z, o) + r00(p)
= 06<p) |:(p + hl(S, t))ar(atr © Y)‘(O,s,t) - 8th1 (87 t) - 8t3‘yo(s,t)ash1(87 t):| )

and from Au:

1 1 — —
S06(6) |50+ POV 0 Ty + et (T2 0 Dl |

+ 0L (0 + )0 (VP 0 X)) + VPl 20504

2 [8h(p)elp + m)an(dr o D)0 + By Art ]

+ éQVT Vsl 5.0) [ﬁsapﬁ{&? - 8Sh1£83ﬁ{ — sashgﬁg(p)}

+ 220,((Vr - V) 0 ) =(p + 1) [0,00(0) — Dsla B (o)

+ Dl oy 900(0) + V5[ 5, 0y 9200(0) — 21V5[2L, oy Db 9:60(0)
= () [ty @eht + V5 s o) 02h] + V5 5, gy (D)6 ),

which equals due to Theorem 3.3:

2
+05(p)20-((Vr - Vs) 0 X)|(0,6,) (p + 1) (=0sha)

— 0(p) | Al o0t + Vsl 0201 | + 05(0) (0 + 1) (AT 0 X) (0,01

1 - A
0 (p) [<p + )20V 0 X) (g0 + <ash1>2|v8|2!xo<s,t>] + Oji

Since ! = 0, the contribution from the f’-part is f” ()74, Therefore for the cancellation of the
O(1)-term in the expansion for the Allen-Cahn equation we require

—ﬁoﬁé(l)a&t) - Rl(p,S,t), (55)
Ra(p.5,t) = 03(p) (9 + 1) (@17 — A1) o Dl 000) — s + V5P, , 921
1 —
+85(0) | =50+ h2R(9 0 D000

+2(p + 71)8sh1 0, ((Vr - Vs) 0 X)| (0,60 = V51?5, (s (3sh1)2} :

If hy is smooth, then R; is smooth and together with all derivatives decays exponentially in |p|
uniformly in (s,t) with rate 8 for any 5 € (0, min{\/f”(£1)}) due to Theorem 4.1. Hence
Theorem 4.4 yields that there is a unique bounded solution @4 to (5.5) together with 44 (0, s, ) = 0
if and only if [ R1(p, s,t)0,(p) dp = 0. Since [ 05(p)05 (p) dp = 0 due to integration by parts,
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5 ASYMPTOTIC EXPANSIONS

the nonlinearities in h; drop out and we obtain a linear non-autonomous parabolic equation for
hi with principal part 0; — |Vs|2|y0(s t)ﬁsz:
Oih1 — Vs’ o 0ot + a18sha + aghy = fo oI x [0,T]. (5.6)
Here with
dy = /]R 00(p) dp, dy := /R%(p)Qp dp, dy := /RH{)(p)QpQ dp,

di= [ 06)05(p)pdn, ds = [ O(p)05(p)rP dp. dai= [ O(0)05 ()0’ dp.

we have set for all (s, ) € I x [0,T]

dy —
ai(s,t) == (Os — AS)‘YO(s,t) — 2d—18T((V7“ - Vs) o X)|(0,,0)5 (5.7)
7 d —
aols 1) 1= ~0,((0r = Ar) 0 K0y + SOV o Dl0gs 69
fo(s,t) == Elar((atr — Ar) o X)|0,s,0) — lear(lw\ ° X)|(0,50)- (5.9)

If h; is smooth and solves (5.6), then Theorem 4.4 yields a solution ﬂé to (5.5) with the decay

il € R{,(ﬂ) forany 8 € (0, min{\/f"(£1)}).

Remark 5.3. If additionally f is even, then 6 is even and 6] is odd. Hence dz = d5 = 0 and
fo = 0. Therefore the equation (5.6) for h; is homogeneous in this case.

5.1.1.4 Inner Expansion: O(c¥) Fork = 1,..., M — 1 we compute the order O(*) in (AC1)
for u. = u!l and derive equations for the (k + 1)-th inner order. Therefore, for the moment we
assume that the j-th inner order has already been constructed for j = 0, ..., k, that it is smooth
and ﬁ§ 41 € ij.ﬁ( g) forevery 8 € (0, min{y/f”(£1)}). This assumption will be fulfilled later,
when we apply an induction argument.

Then with the notation in Definition 5.2 it holds for all 8 € (0, min{\/f"(£1)}):

Forj=1,...k+2: [O()in(53)] € f"(up)uf + R} 4 5 [C R, (g, ifj <k+1],

Forj=1,...k+1:[O()in(54)] € 0:glosphi+ Py [C P}, ifj <K,

Forj =3,...k+1: [O() in 54)] € 83110505 + 02Gl(0,0. (0 + h)jo1 + Py,
Now we consider all terms at order O(sk) fork=1,....,M — 1in (AC1) for u. = ug with

the above expansions. Let 3 € (0, min{+/f”(£1)}) be arbitrary. The O(e*)-order in the term
%(@r — Ar)d,al is an element of

k
(O = ATz s Oolisr + D Dot P + 0 (p)[0-((Br — Ar) 0 X)| (0 5.y hkr1 + P
j=1

C 05(p) (9 — A1) 0 X)|(0,5.6)hes1 + Rzﬁ,(ﬂy
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5.1 ASYMPTOTIC EXPANSION OF (AC) IN 2D

where we used Theorem 3.3 and that I evolves according to MCF. From the expression
0yl [Othe — |V 5[202he + (9¢s — As)she] we obtain at order O(e¥) a term in

k
00(0)[0shi 11 — Vsl o O hisr + (Bos — As)lxg, (o Oshisr + P+ D> 00 Pl
j=1

g 96([)) I:athk+1 - |v5|2|yo(s7t)a§hk+1 + (ats _ AS)|Y0(S,t)8Shk+1] + Ri,(,ﬁ)

The contribution from 9,41 (8ys — As) + 0yl — |Vs|202aL in O(e*) is R (5)- Moreover, the

O(k)-order in 02al[Vr|? is an element of
05 () [0- (V7] 0 X) 0,50 ukr2 + 02|V 12 0 X)| 0.5,y (P + h1) i1 + B

k
1 ~T 1 ~1
+0- Pk+1 + Z 83uk+2_j.Pj + 32Uk+2|v7“|2‘y0(87t)
j=1

C O5(p)d2(|Vr|? o X)l0,5,0)(p+ 1)y + a§ﬁ£+2 + Ré,(ﬂ)v
where we used a{ = 0 and Theorem 3.3. From gashEVr -Vs 8?)@(5 we obtain a term in

20511 [0, ((Vr - Vs) o X)| (0,60 i1 + P05 (p) + Osha Ry, (5 + Ry, (5
+ 205hi11[0- (V7 - Vs) 0 X)|0,5,)(p + 71)]65 (p)
C 20,((Vr - Vs) 0 X)|(0,5.0)[0shihis1 + Oshiya(p+ h1)] + Ry, ().

Furthermore, the contribution of 8l2)ﬁ£ |V5|2(9she)? in O(£¥) is an element of

20511 0shi1| Vs[5, 0.0 () + Ry (5)-

Since 050, = 0, the term we get from 28p85ﬁ£Vs . [% — Vs@shg} is contained in Ré(ﬁ).
Finally, % f’(@i) contributes a term in f”(6)df,, , + R () at order O(e").
Altogether the O(e*)-order in (AC1) for u. = ul for k € {1,..., M — 1} cancels if
7[’0,&£+2(p755t) = Rk-‘rl(pasat)a (5.10)
Ricy1(p, 5,t) = 0(p) [~Ouhisr + [V Pl oy 02kt — (915 = A8) gy oy Db
10 (7 — Ar) 0 X)|,00)]
+05(p) [~ (p + h1)hx 1 02(|Vr[? 0 X)
+2[(p + h1)Dshis1 + b1 0ha)0r (V7 - V) 0 X) 0,00
+Rk(/), S, t)?

0.0) = 2|V 5z, (5. Osh1Oshr 1

where Rj, € Ri @) If hg4q is smooth, then due to Theorem 4.4 equation (5.10) admits a
unique bounded solution @, , with @f , (0, s,t) = 0 if and only if [ Ry11(p, s, £)8(p) dp = 0.
Because of [ 66 = 0 the latter is equivalent to

Oihir1 = Vs lx, (o031 + a1shii1 + aohi1 = fi, (5.11)
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where
1

fulost) i= [ Bl .08 (p) dpry—
R H 0||L2(]R

is a smooth function of (s, t) and depends only on the j-th inner orders for 0 < j < k. Here ag, a;

are defined in (5.7)-(5.8). If A1 is smooth and solves (5.11), then we obtain from Theorem 4.4

a solution @, , to (5.10) such that @, , € Rk+1 () forall 5 € (0, min{/f"(£1)}).
Remark 5.4. For the explicit computation of order O(¢) cf. [AM], Section 3.1.4. This yields

Ri(p,s,t) = 0y(p) | (p + h1)[071 8, (IVs[* 0 X)|(0,5,1) — Osh10r((3es — As) 0 X)| (0,51

+ h1)? -
+(p21)5r2((8t7“ —Ar)o X)’(O,s,t)]
p+h p+ h1)? -
+05() | =L 52 (920 ) ) — L 29 )0 Bl

— (p+ h1)(95h1)?0,(|Vs]* o X)’(O,s,t)]

as well as

d — _
fils.1) = <dﬁ 1) [0 (V5[ 0 X)) — Dshad(Dhs — As) 0 X000

le {dS + 2dahy + h1] IZ((Opr — Ar) o X)|(0,5)

[de + 3dshy + 3dah3]02(|Vr|* 0 X)| (0.5

GZ((Vr - Vs) 0 X)|(0,s1)
2

3'd

- df[dg) + 2dyhy + d3hi]
1

In particular, the equations for hy and 7% are not homogeneous in general.

d —
= 5 0?0, (Vs oX) 0,00

5.1.2 Contact Point Expansion of (AC) in 2D

In the contact point expansion we make the ansatz u. = ul + uS™® in T'(20) near the contact
points p*(t),t € [0, T]. For u¢* we combine the stretched-variable ansatz in the last Section
5.1.1 with scaling the tangential variable: With s := (s ¥ 1) and HF := % we set

M
==Y ulE u§F (2t) = a4l (pe(a,t), HE (2,1),t)  for (2,t) € T(20),

where L
aS* :RZ x [0,T] = R : (p, H, 1) = 0% (p, H, 1)

for j = 1,..., M. Moreover, we set ¢+ := Ejjvil el ﬁjCi. To simplify the asymptotic expansion,
we remark that later u. should solve the equation d;ul — Aul + f’(ul)/e? = 0 approximately.
Therefore instead of (AC1) for u. = ug + ugi, we will expand the difference

Otugi — Augi + 5% {f (u + uCi) f’(ug)} =0 (5.12)
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5.1 ASYMPTOTIC EXPANSION OF (AC) IN 2D

into e-series with coefficients in (p., H ,t). Equation (5.12) will be referred to as the “bulk
equation” later. Here compared to the inner expansion we will only expand up to O(¢¥~2) which
later turns out to be sufficient. Moreover, we will expand the Neumann boundary condition (AC2)
for u. = ul + uS* into e-series with coefficients in (p., ) up to O(¢™~1). For the latter the
lowest order O( E) will vanish due to the 90°-contact angle condition. The successive requirement
that the coefficients in the expansions disappear yield ¢-dependent equations on ]R?ir of type as
in Subsection 4.2.1 (up to a t-dependent scaling in H). The corresponding solvability condition
(4.5) will give us the boundary conditions for the height functions h;.

In the following lemma we compute how the differential operators act on uCi

Lemma 5.5. Let Ri x [0,T] > (p,H,t) — w(p, H,t) € R be sufficiently smooth and let
w : T'(28) — R be defined by w(x,t) = w(p:(x,t), HE (x,1),t) for all (z,t) € T(26). Then

dw = By —% — (84he + atsashs)} T an% + O,
Vw = 0,w ¥ — Vs@shg] F 8Hw%
Aw = dpib _A; — (Asdsh. + ]Vs\zafha)] T Oy wf + 0% ’VS|2
F 20, anE [w — Vs, h} SR E—Vsashg 2,
3 € e

where the w-terms on the left hand side and derivatives of v or s are evaluated at (x,t), the
h.-terms at (s(z,t),t) and the W-terms at (p-(x,t), HE (z,t),1).

Proof. This can be directly shown using the chain rule. O

5.1.2.1 Contact Point Expansion: The Bulk Equation In (5.12) we have to expand the f’-

part: If the uj , uS* are bounded, we apply a Taylor expansion to obtain on I'(20) with uf M 11:=0
k
M+2 4 M+1
C
F(ul +ul%) = f(6o) + Z k'f (k1) (gy) [Zl & (uf +ufH)| +0EMT?). (5.13)
J:

Combining this with the expansion for f’(u E) in (5.3) and using ul = 0, the terms in the
asymptotic expansion for f/(ul +ul*) — f'(ul) are fork = 1,..., M + 1:

)

o1): 0,

O(e) = f"(o)ufi’™,

O(ER) . f"(Bo)ul*+  [some polynomial in (ul, ..., ul_1,u§=, .. ul?) of order <k,
where the coefficients are multiples of £ (6y), .. f *k+1)(69)

and every term contains a u¢ —factor]

J

Let u]\Cﬁ_Q := 0. Then the latter is also valid for &k = M + 2. The other explicit terms in
f'(ul +uS*) — f'(ul) are of order O(eM+3).

Moreover, we have to expand terms in (5.12) appearing due to Lemma 5.5 that depend on
(s,t) or (p,s,t),i.e. all the hj-terms as well as the uJI -terms from the f’-expansion, respectively.
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5 ASYMPTOTIC EXPANSIONS

Therefore let g1 : I x [0,7] — Rorg; : R x I x[0,7] — R be smooth with bounded derivatives
in s. Since s = &1 F e H, we apply a Taylor expansion to a smooth extension to get uniformly

M+2 k
0 - 1
91|s=t17eH = g1|s=+1 + E (:FaH)ksgllJ; £ —l—(’)((aH)MJr?’) for H € [0, g] (5.14)
k=1 :

Furthermore, we expand the terms depending on (z, t), i.e. all the derivatives of  and s. To this

end let g2 : T'(29) — R be smooth, then a Taylor expansion yields

M+2

§2(r337t) = gQ(Y(T,S,t)) = Z

j+k=0

3£6§§2\(0,i17t)

Tk (s F )P+ O(l(r,s F M) (5.15)

uniformly in (r, s, t) € [—20,20] x I x [0,T]. Later we insert

r=e(pe(x,t) + he(s(z,t),t)), s==+1FeHE(x,t) for(z,t) € (20)

and expand h. with (5.14). Then (p., HX) are replaced by arbitrary (p, H) € @ in order to
derive suitable equations. The terms in the resulting expansion are for k = 1, ..., M + 2:

O1): gl
O(e) : 0rgal(o,x1,6) (P + hil(x1,) + 0sdal (0,410 (FH),
O(*) :  [some polynomial in (p, H, 0Lhj|(x1,),1 = 0,....k — 1,j = 1,..., k of order < £,

where the coefficients are multiples of 87{1 8? G2|(0,£1,t)s l1,lo € No, U1 + 12 < K],

where we have defined hjs+1 = has42 = 0 before. Note that O(e) is not even needed explicitly.
We just included it for the convenience of the reader. The other explicit terms in (5.14) can be
estimated by ¢ *3 times some polynomial in (|p.|, HZ). Later these terms and the remainder in
(5.14) will be multiplied with exponentially decaying terms and they become O (™+3).

For the higher orders in the expansion (and also for the expansion of the Neumann boundary
condition later) the following notation will be helpful:

Definition 5.6 (Notation for Contact Point Expansion of (AC) in 2D). 1. We call (A, ul)
the zero-th order and (h;, u§+1, u]Ci) the j-th order for j =1, ..., M.

2. Letk € {—1,..., M + 2}. We write PC(p, H) for the set of polynomials in (p, H) with
smooth coefficients in ¢ € [0,7] depending only on the h; for 1 < j < min{k, M}.
The sets P (p) and PC(H) are defined analogously with (p, H) replaced by p and H,
respectively.

3. Letk € {-1,....M + 2} and 5,7 > 0. Let ch(ﬁ ) be the set of smooth functions

R : @ x [0,T] — R that depend only on the j-th orders for 0 < j < min{k, M} and
such that uniformly in (p, H, t):

1000407 R(p, H,t)| = O(e= PPy forall i,1,n € No.
The set ch 3) is defined analogously without the H-dependence.

Now we expand (5.12) with the above identities into -series with coefficients in (p., HX,1).
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5.1.2.1.1 Bulk Equation: O(c™!) The lowest order O(1) in (5.12) vanishes if
[=AF + " (Oo(p)]as™ (p, H,t) + 0 0n 0,1 (p, H,1) = 0, (5.16)

where A" := 0% + V5[ |5 1) 0%

5.1.2.1.2 Bulk Equation: O(¢*~') Fork = 1,..., M — 1 we compute O(c*~1) in (5.12)
and derive an equation for a,ffl Therefore we assume that the j-th order is constructed for
all j = 0, ..., k, that it is smooth and that QJIH € Rl i (py) forall By € (0, min{+/f"(£1)})
(bounded and all derivatives bounded would be enough here) and uojE S RC( ) for every

B € (0,min{B(7),/f"(£1)}), v € (0,7), where 3,7 are as in Theorem4 11.
Then with the notation as in Deﬁnltlon 5.6 it holds for all those (3, ):

Forj=1,..,k+1: [O(¢)in (5.13) minus (5.3)] e f"(6o(p))as* + RS (8
Fori,j=1,...k: [O()in(5.14) for g, = g1(h;)] € PC(H),
Forj=0,...k: [O(¢)in(5.15)] e PY(p, H).

Now we compute O(e¥~1) fork = 1,..., M — 1 in (5.12). Let (B,7) be as above and arbitrary.
The f'-part yields a term in f” (6o (p ))ﬁkcfl + RY (8- From 2 L(0wr — Ar)0,05% we obtain a
term in

k
AC':I: C
Z H)Opit=5 < Ryp.)

Additionally, from 9,05 [0;he + (Ops — As)Oshe + |Vs|202h.] we get a contribution in

5

P ( +ZP£1 H)P{(p H)] Dyt = —j C Ry, J(By)*
1=0

Analogously, L(0ys — As)ogaC™ and 0,4 yield terms in R ,(3,)- Moreover, the contribution
of 20,h.[0, 8Hagi]Vs\2 + 0% a8 (—2Vr - Vs + |Vs|?)] are elements of

Dshis1 0,005 E Vs[5t () + O35 (— 2V - Vsl () + [V )]

J+1 Z z+1 )

~C+ ~C+ C
(8paHuk_] + 8puk ]) C Rk,(ﬂ,'}/)’

where we used 45~ = 0. Finally, from = [—|Vr|282 \Vs|20% £ 2Vr - Vsd,0n]al
obtain similar as before a term contained in Aiuk gt RC( By)
Altogether the O(¥~1)-order in the expansion for the bulk equation (5.12) is zero if

[—AF + f7(00))ag s = G (p, H, 1), (5.17)

where G’i € Rc(ﬁ 5

91



5 ASYMPTOTIC EXPANSIONS

Remark 5.7. The order O(1) is explicitly computed in [AM], Section 3.2.1. This implies:

f(3)(90)

2!
+ (p+ hl‘(ﬂ:l,t))a%{ﬁ?iar(‘vs‘z ° y)\(o,il,t)
+ 2010, [|V8\2|pi(t)3sh1|(ﬂ,t) = (p+ h1l(x1,))0r((Vr - Vs) Oy)ko,iu)} :

GE(p H,1) = — (@) % O™ (Bus — As) |,

To complement the equations (5.16) and (5.17) we need boundary conditions. These will be
obtained from the expansion of the Neumann boundary condition in the next section.

5.1.2.2 Contact Point Expansion: The Neumann Boundary Condition We look at (AC2)
for ue = ul +uf*, ie. Nog - V(ul +uf*)|sg, = 0. Lemma 5.1 and Lemma 5.5 yield in T'(20)

N VT| x,t N
vu£|(x,t) = 8pu£‘(p,s,t) [ e’i( ) vS|(x,t)(')shfsl(s,t) + 8sug|(p,s,t) vs’(x,t)v
R V7|, Vsl .
Vg ) = 0plE (o110 ls(t) = Vsl Oshelsn | F %a}mg ot

where p = p.(z,t), H = HF(z,t) and s = s(x,t). We evaluate at points z = X (r, +1,1),
ie. H=0and s = £1.

For g : T'(26) N 0Q1 — R smooth we use an analogous expansion as in (5.4) for s = +1:

~ v o pes a7]"€§|(0,:i:1,1t) k M3
glr,£1,1) == g(X(r,£1,1)) = > T o). (5.18)
k=0 ’

Then we use r = e(p. + h€|(i17t)) and replace p. by an arbitrary p € R. Analogous to the inner
expansion, the terms in the e-expansion of (5.18) are for k = 2, ..., M:

D gy

01):
O(e): (p+ hilx1,6)0r3l0,21,0)s
ICAE Piel(+1,6)9r9l(0,41,¢) + [a polynomial in (p, A1|(41,¢)s s P—1|(21,)) Of order <k,

where coefficients are multiples of (923, ..., 9%9)| (0,41,6))-

The latter also holds for k = M + 1, M + 2 since hps4+1 = hjr42 = 0 by definition. The other
explicit terms in (5.18) are bounded by £ *3 times some polynomial in |p| if the hj are bounded.
Later, these terms and the O(|r|**+3)-term in (5.18) for each choice of g will be multiplied with
terms that decay exponentially in |p|. Then these remainder terms will become O(eM+3).

In the following we expand the Neumann boundary condition into e-series with coefficients in
(p=, 1) up to O(M1).

5.1.2.2.1 Neumann Boundary Condition: O(s~!) At the lowest order O(2) we obtain
(Noq - V7)l5= 10 (p) = 0. This holds true because we required a 90°-contact angle.
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5.1.2.2.2 Neumann Boundary Condition: O(c”) The next order O(1) vanishes if

0 0y | =0 + 0+ Dpttf [s=t1 + (Noq - V) 5z [q:aHa?i\Hzo + ageo(p)}
+05(p) |~ (Now - V)l (1Dl £1.4) + 0r(Now - V) 0 Xl (0,611 (p + halz1.)| = 0.
Therefore we require

F (Noa - V)l (0 Omrta] | r=o(p,t) = g1 (p, 1), (5.19)
91 o) = 00[(Noq - V)l (1yOshal 1) — Or(Nog - V) 0 X)l (0,10l (1,0] + 5 1 o)

where GE(p.t) = —pB (), ((Nogy - V1) 0 X)| 0 1,0): We define

W R x [0.7] = R (o, H.1) o S (o, [Vs|(F5(0)H, 1) forj=1,... M. (5.20)

Then equations (5.16) and (5.19) for af‘i are equivalent to

[—A + f"(60(p))]Jug ™ =0, (5.21)
—0nu* | =0 = gt (p, 1), (5.22)

where we used that —(|V's|/ + Noq - Vs)[5+ 4 is well-defined and equal to 1 due to Theorem
3.3. Note that equality to 1 is not crucial. Any smooth factor bounded away from zero would be
fine and could be treated by scaling the right hand side in (5.22). The corresponding solvability
condition (4.5) is [ g5 (p, )8} (p) dp = 0. This gives a linear boundary condition for

b (8)0shi (1.0 + b5 (E)hi| 1 = fi7(t)  fort € [0,T], (5.23)

where

by (t) :== (Nog - Vs)lpt 1),
bi(t 9 ((Naq - Vr) 0 X)|(0,41,t)»

£ / 00(P)3 (1) Ao/ 105 3y = =V 1) [ 00()% dp/ 1 3o

are smooth in ¢ € [0, T']. Together with the linear parabolic equation (5.6) for /; from Subsection
5.1.1.3, we have a time-dependent linear parabolic boundary value problem for h;, where the
initial value hq|;—¢ is not specified yet.

Remark 5.8. If f is even, then so is #) and hence fi¥ = 0. Therefore the boundary condition for
h1 is homogeneous and because of Remark 5.3 we can take h; = 0 in this case.

To obtain a smooth solution of (5.6), (5.23), certain compatibility conditions have to be fulfilled,
cf. Lunardi, Sinestrari, von Wahl [LSW], Chapter 9. To overcome this problem, we extend the
coefficients and right hand sides smoothly to [T, T] such that the coefficient in front of 92 in
(5.6) as well as the modulus of the coefficient in front of 9;hq in (5.23) is bounded from below
by a ¢y > 0 and the right hand sides are zero for ¢ < — %T . The extension can e.g. be done with
the Stein Extension Theorem, see Leoni [Le], Theorem 13.17. Then for the initial value zero at
t = —T all compatibility conditions are fulfilled and we obtain a smooth solution on [—T", T'] by
[LSW], Theorem 9.1. Restriction to [0, 7] yields a smooth solution h; on [0, 7).
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Since h; is fixed now, we obtain 4 (solvmg (5.5)) from Section 5.1.1.3 such that u2 S R 1(81)

for every 1 € (0,min{\/f"”(£1)}). Hence the first inner order is computed. Moreover,
f € R1 (81) for all 5; as above due to Theorem 4.1, cf. (5.19). Therefore Theorem 4.11

yields a unique smooth solution U1 to (5 21)-(5.22) with the decay uy O ¢ R 1.(87) for all

B € (0,min{B(7y),/f"(£1)}), v € (0,7), where /3,7 are as in Theorem 4.11. In particular the
first order is determlned.

5.1.2.2.3 Neumann Boundary Condition: O(c*) and Induction For k = 1,...,M — 1
we consider O(sk) in (AC2) for u. = ug + ugi and derive equations for the (k + 1)-th order.
Therefore we assume the following induction hypothesis suppose that the j-th order is constructed
forall j = O ., k, that it is smooth and that “J+1 € R ) forall 5y € (0, mln{\/f” (£1)}) as

well as uj te Rc(ﬂ ) for every 8 € (0, min{3(y \/f” j:l )}, v € (0,%), where 3,7 are as
in Theorem 4.11. The assumption is valid for £ = 1 due to Section 5.1.2.2.2.

With the notation as in Definition 5.6 it holds for j = 1, ...,k + 1:
[O() in 5.18)] € 0,gl0, 21,005l @10 + Pa(p) S P (p).if j <],

In the following we compute O(e¥) for k = 1,..., M — 1 in (AC2) for u. = ul + uf™*.
Therefore let (3, ) be as above and arbitrary. From 2 Nyq - Vr[9,08%(p, 0, 1) + 9,01 (p, £1, )]
we get a term in

k
[5) akcfﬂ(p,o t) + 8pa£+1‘(p,:|:1,t)] + Z chi (p) [%ﬁgﬁfﬂ(p,o,t) + 8pﬂ£+1—j|(p,:|:1,t)}
j=1

+65(p) [—ba_L(t)th’(il,t) + Pkc(ﬂ)} C —96<P)b§(t>hk+1’(i1,t) + Ri(ﬁ),

where we used (Noq - Vr)|5+,) = 0 and a5* = 0. Moreover, the contribution of the term
Oshe|(+1,0Noa - Vs[0, Aoi(p, 0,t) + 0,4t (p, +1,t)] is an element of

Oshit1|(x1,0)Nog - Vsl5+ {8 ag ’(pOt +65(p )}

+Za P1—l(21,0) ZP { pU] Sl o0, T Optt ] p,:tlt)]

- ashk+1|(:t1,t)N6§2 - Vsl 00(p) + RE (3)-

From 8pﬂl|(p +1,t)Noq - Vs we obtain a term in Z?:o asaﬁmﬂ,t) Pkc_j (p) C Rg(ﬂ). Finally,
18Hu \ (p,0,0) Nog - Vs yields due to as5* = o:

ZaHukH 0P (p) + Nog - Vst 0 | .
7=1

C Noq - Vslg (Ot 11l 00.0) + BE (5):

Therefore the O(e")-order in the expansion of (AC2) for u. = ul + u¢™ vanishes if

F (Noq - V) |yt Oty 1 | =0(p, 1) = i1 (01 1), (5.24)
Giir (p:1) = 65(p) [(NBQ - V8) |5+ (1) Oshi41] (1,6 — Or(Nog - V) OY)’(O,:tl,t)hk+1‘(:l:1,t)}
+ 3 (p:1),
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where g,;—L € ch( 3) and therefore ng € RkJrl @) T ch(ﬁ), if hgyq is smooth.

Remark 5.9. In Abels, Moser [AM], Section 3.2.2 we computed the order O(¢) in (AC2) for
u. = ul +uS*. This implies

3 (p,t) = =0,05F ()00 (Naq - V) 0 X) 0.1, (P + hil(1.4)
£ 0| ()00 (Noq - V) 0 X)| 0,10 (p + hl(x1.0))
+ Nogq - vs|§i(t)apﬁ?i|(p,0,t)ash1’(:tl,t)

1 _
—05(p) {2(/) + B (41,)) 207 (Nog - V1) 0 X)|(0,41.0)

+ 6o(p) {(P + hal(+1,0)9sh| (21,0 0r ((Nag - Vs) o 7)\(0,11@} :

As in the last Section 5.1.2.2.2, the equations (5.17), (5.24) are equivalent to

[—A+ f"(Bo(p)]ug = Gy, (5.25)

_8Hﬂkc+1|H=0 = 9k+1v (5.26)

where ukcfl was defined in (5.20) and G i 1s defined analogously with the G’jE € R k(. from

(5.17) in Section 5.1.2.1.2. The corresponding compatibility condition (4.5), i.e.
—=+
[, Gt . 00(p) (o, 1) + [ gt (0. 08h(p) dp = 0,
+
leads to a linear boundary condition for hy1:

bli(t)ashk+1’(i17t) + b(:)k(t)hk_;,_ﬂ(il,t) = fki(t) fort € [O,T], 5.27)

where b(jf, bf are defined after (5.23) and

fit) =-— VW Gy (p, H.t)0)(p) dp+/R§,f(p,t)9’0(p) dp] H%l

i ”LQ(R)

is smooth in ¢ € [0, T7.

In an analogous way as in the last Section 5.1.2.2.2 we solve (5.11) from Section 5.1.1.4
together with (5.27) and get a smooth solution hg 1. Therefore Section 5.1.1.4 yields ai 4o
(solving (5.10)) with decay uk+2 € R/,CJrl (3 ) for all 5; € (0, min{\/f” (+£1)}). Hence the

(k+1)-th inner order is computed and itholds G € R{ o (6,) s well as gkJrl € R,erl 8 )+R (8)

forall 3 € (0, min{B(7), /f"(£1)}), v € (0,7), where 3,7 are as in Theorem 4.11. Therefore

due to Theorem 4.11 we obtain a unique smooth solutlon ﬂgfl to (5.25)-(5.26) with the decay
ﬁkcfl € R{ (8, forall (B, ~v) as above. In particular, the (k + 1)-th order is determined.

Finally, by induction we have constructed the j-th order for all j = 0, ..., &, the h; are smooth
and ﬂJIH € RI( gy forall 1 € 0 min{\/f” (£1)}) as well as ﬁjCi € RC(BKY) for every

B € (0,min{B(7), /f"(£1)}), v € (0,7), where 3,7 are as in Theorem 4.11.
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5 ASYMPTOTIC EXPANSIONS

5.1.3 The Approximate Solution for (AC) in 2D

Let N =2and I' := (I't);c[o,7] be as in Section 3.1 with contact angle o = 7 and a solution to
MCF in 2. Moreover, let 6 > 0 be such that the assertions of Theorem 3.3 hold for 2 instead of
9 and let r, s, 1o be as in the theorem. Let M € N, M > 2 be as in the beginning of Section 5.1.
Finally, let ) : R — [0, 1] be smooth with n(r) = 1, |r| < 1 and n(r) = 0, |r| > 2. Fore > 0 set

st

) [l 4 S EG)] + (1 n(p)sign(r)  inT(29),
° +1 in QF \ T(29),
where ug and ugi were constructed in Sections 5.1.1-5.1.2 and s* = F(s F1). Note that p is

just used for clarity. Here one could also use e.g. 1 instead. This yields an approximate solution
for (AC1)-(AC3) in the following sense:

Lemma 5.10. The function u? is smooth, uniformly bounded with respect to x,t, ¢ and for the

remainder rt = Oyul — Auf + 6%f’(uf) in (AC1) and s2 := O, u in (AC2) it holds

| < C(eM el HHE) M omelpel 4 ML) T (25, 1),

T? =0 in QT\F(25)>
|s4] < CeMecleel on 0QT NT'(26),
sA=0 on dQr \ I'(26)

for € > 0 small and some c,C > 0. Here p. is defined in (5.1) and Hgi was set as %

Remark 5.11. The estimate also holds without the ¢ *1-term. This follows from a more precise
consideration of the remainder terms in the Taylor expansions in Sections 5.1.1-5.1.2 and below.
Moreover, one could also lower the number of terms needed in the Taylor expansions a little bit
by looking closely at the construction in the previous sections. This would only be of interest if
one considers hypersurfaces of class C! for some large but finite /.

Proof. The second and the last equation are evident from the construction. Moreover, the
rigorous Taylor expansions (5.3)-(5.4), (5.13)-(5.15) and (5.18) together with the remarks for the
remainders and Sections 5.1.1-5.1.2 yield

1
|Oul — Aul + E—Qf’(ug)\ < C(eMeclpel 4 M1 in I'(29),
1o T o 0 CEY _ g1 (]
ouCE — AuCE 1 f(ul + u€€2) — J(ug) < C(M1eellpHHE) | MLy P95 1),
O (ul + uf*)| < CeMemelre] on I'*(24,1) N 9Qr.

Therefore the estimate in the lemma holds for the remainder of u! in (ACI) on I'(26) and for
the remainder of u! 4+ uS* in (AC1) on T*(26,1). In order to use this for uZ, we have to
deal with the mixed terms due to the cutoff-functions. First, we prove that the remainder of
al = ul + L uSFn(sT/2u0) in (AC1) on TF(26, 1) can be estimated as in the lemma. Note
that on T'(29, 1 — 249) and T'=(26, 110) this follows from the above estimates. Moreover, due to
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Taylor expansions it holds

Pl 4 n(E i) — Py + 0 (el
& 2/1/0 & & 2,LL(] &
-1 st 1T st 1T Cc+ ) st C+
= (1= D ) 0l ) (ud )+ O (el ).

Hence with the product rule for 9, and A we obtain

+
ll.h.s. in (AC1) for u! + n(s)uCil

2u0” °
Si . I S:t . I C+
= (=50 [Lhs. in (AC1) for uf] + n(50) [Lhus. in (ACI) for uf + uf™]
+uCH @, - A) [nv“"i)] oy [n(Si)] VSt 1 Lo <n< - >|u°‘i|>
2410 2110 g2 2u0” )

where “l.h.s.” stands for “left hand side”. Hence the above estimates and the asymptotics of
@]Ci for j =0, ..., M yield the desired estimate for the remainder of a;‘ in (ACI) in Fi(25, 1).
Altogether the first estimate holds in T*(24, 1) N T'(8). In T'*(28, 1)\I'(§) we have again similar
mixed terms as above due to the cutoff functions. With Taylor expansions we obtain in Q%\F(é )

T N .
Pty =0 (@ F1), wfa =o (nG)aF1),
where we used f/(41) = 0. Hence the product rule for 9; and A yields in T'F (25, 1)\I'(6)

)

r
0

v [ vt 4 Lo (wCat

29 |o(5)] - vad + 50 (nlat 7 11).

[Lhus. in (ACI) for u| = () [Lhs. in (ACD) for 2] + (a2 + 1)(9, — A) [n(

> 3

Finally, the asymptotics of uj[ and uJCi for j = 0, ..., M imply the estimate for rg“.

It is left to prove the remaining assertion for s'. By definition it holds u2 = ul + ul™
on I'*(8,1) N OQr. For the latter we already have an estimate of the Neumann derivative on
I'*+(26,1) N dQ7, see above. Again we have mixed terms for uZ on [[*(26,1) N 9Q7]\I'(J)

because of the cutoff-functions. On the latter set it holds @2 = ul + u&* and

- r r -
aNaszu? = (u? + 1)8N852 |:77(€):| =+ W(g)aNagU?-

Therefore the claim follows with the asymptotics of ug and ujcjE forj =0,...,M. ]

5.2 Asymptotic Expansion of (AC) in ND

Let N > 2,Q C RY be as in Remark 1.1, 1. and I' := (I'y);c[o.7) be as in Section 3.1 with
contact angle v = . We use the notation from Section 3.1 and 3.3. Moreover, let 6 > 0 be such
that the assertions of Theorem 3.7 hold for 2§ instead of §. Finally, we assume that I" evolves
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5 ASYMPTOTIC EXPANSIONS

according to MCF. Based on I' we construct a smooth approximate solution uEA to (AC1)-(AC3)
with analogous qualitative behaviour as in the 2-dimensional case, cf. the previous Section 5.1.
The computations are similar to the latter case. Here [ is replaced by the smooth hypersurface
with boundary . The most striking insight is that in the contact point expansion we also end up
with model problems on the half space R%r. Here elements of 03 enter as independent variables.
For simplicity, we often use identical notation as in the 2D-case.

Let M € N with M > 2. Then we consider height functions h; : ¥ x [0,7] — R for

j=1,...,M and we set h, := Zj]\/il e971h;. Analogously as in the 2-dimensional case we
define hps41 := hpr42 := 0 and we introduce the scaled variable
t _
pelwt) = "D e 0. t) for (2, 4) € T(20). (5.28)
€

In Section 5.2.1 we construct the inner expansion and in Section 5.2.2 the contact point
expansion. Finally, in Section 5.2.3 we show that the construction yields a suitable approximate
solution uZ to (AC1)-(AC3).

5.2.1 Inner Expansion of (AC) in ND

For the inner expansion we consider the following ansatz: Let ¢ > 0 be small and

M+1
ul = Z ejujf-, u][(x,t) = ﬁjl-(pg(x,t),s(:c,t),t) for (z,t) € T'(29),
=0

where
ﬂj T Rx X x[0, 7] > R:(p,s,t) — ﬂf(p,s,t)

for 5 = 0,..., M + 1. Moreover, we set U5\4+2 := 0 and ﬂg = Zj]\/fgl 5%25-. We will expand
(AC1) for u. = ul into e-series with coefficients in (pe, s,t) up to O(¢™~1). This yields
equations of analogous form as in Section 5.1.1, where [ is replaced by .. Therefore we have to
compute the action of the differential operators on /.

In the following the surface gradient Vy, (see Depner [D], Definition 2.21) for functions
g: Y — Risviewed asamap Vyg : ¥ — RY. Then we set (Vx);g := (Vxg); fori = 1,..., N.
If g depends on other variables as well, the analogous definition applies.

Lemma 5.12. Lete > 0, % : R x ¥ x [0,7] — R be sufficiently smooth and w : I'(26) — R be

defined by w(zx,t) := w(p:(x,t), s(x,t),t) forall (x,t) € I'(20). Then

[0

&gw = 8,;12) g - (Oths + atS . VEhE)] + 8t$ . VE’[Z) + at?ii,
N :VT T T N

Vw = 0,w — (Dgs) ' Vshe| + (Dys) Vyw,

_Ar N
Aw = Ot | — — | As- Vshe + > Vs Vsi(Vs)i(Vs)ihe

il=1
N
+As- Vs + Y Vs;- Vs(Vy)i( V)b
il=1

Vr 2

+2 ((st)Tanpw) : L - (st)TthE} + 820 vr

— - (Dys) ' Vsh.

)
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where the w-terms on the left hand side and derivatives of v or s are evaluated at (z,t) € I'(20),
the he-terms at (s(x,t),t) and the w-terms at (pz(z,t), s(z,t),t).

Remark 5.13. 1. The differential operator Vy, commutes with other ones acting on different
variables. This can be shown directly with the definitions or suitable extension arguments.
For the latter there are similar ideas in the proof of Lemma 5.12.

2. Note the similarity to Lemma 5.1. The terms on the right hand side are more sophisticated,
but are always of the same type as in the 2D-case. Therefore in the expansion they will
contribute in the analogous way.

Proof of Lemma 5.12. Basically, this follows from the chain and product rules as well as from
the properties of V. Let g : ¥ — R be C'. Then g o s : I'(20) — R. In order to compute
Ve[g(s)],letg: RY — Rands: RV*! — RY be smooth extensions of g and s, respectively.
Such a g can be constructed via local extensions in submanifold charts and the existence of s
follows from Theorem 3.7, 1. Then the chain rule yields

Dﬂc(Q( ))|(x t) — Dg‘s(:]ct D S| x,t) (VEQ) |s(m,t)D$3’(:c,t)7

where we used Vyg|s = Pr,xV{g|s for all s € 3 due to Depner [D], Remark 2.22 as well as
0z;8|(x,t) € Ts(wp)> forall (x,t) € T'(26), cf. Theorem 3.7. Alternatively, one can also use the
chain rule for differentials and the definition of the surface gradient. For the derivative in time
this works analogously. Therefore it holds for all (z,t) € T'(26):

Velg()l@t) = (Des) @ Vedls@en and  0g(8)]lwe) = 0esl(nr) - Vs
With similar arguments and the chain rule one can derive formulas for the first derivatives of
functions of type g(s(x,t),t) for (z,t) € I'(29), where g : ¥ x [0,7] — R. In this case it holds

d
21 190(2,), e = 0egl(sw,).0) + Oesl () - V9lisa ),
Valg(s( 1), D)]le = (Das)| 0y Vgl (s(2t).0)
Using this and similar arguments as before, one can derive formulas for the first derivatives of
functions of the form g(p.(z,t), s(z,t),t) for (x,t) € I'(2d) with g : R x ¥ x [0,7] — R. The
latter are written in the lemma for 0 instead of g. Putting all those identities together and using
the product rule in 9, (Vw); for j = 1, ..., N, one obtains the formula for Aw. U

To expand the Allen-Cahn equation dyul — Aul + E% f!(ul) = 0 into e-series, we again use
Taylor expansions. For the f’-part this is identically to the 2D-case: If the uf are bounded, then

M2 M+1 k

(k
ful) = Zf H( [Zusj

and the same assertions after (5.3) hold for the explicit terms and the remainder terms in (5.29).

Moreover, we expand functions of (x,t) € I'(2J) into e-series with a Taylor expansion via
r(z,t) = e(pe(z,t) + he(s(x,t),t)) for (x,t) € I'(2d). Then again p, is replaced by p € R. For
a smooth g : T'(20) — R the Taylor expansion yields for € [—26, 26] uniformly in (s, t):

OEMH3) onT(26) (5.29)

M+2 gk 5

- ~ r 91(0,s,

gr.s,1) = g(X(r;s,1) = 3 ';,0 Pk O(|r| M) (5.30)
k=0 ’
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and the properties for the explicit terms and the remainder terms below (5.4) are valid for (5.30).
For the higher orders in the expansion we use analogous definitions as in the 2D-case:

Definition 5.14 (Notation for Inner Expansion of (AC) in ND). 1. We call (6, ul) the zero-
th inner order and (h;, u]H) the j-th inner order for j =1, ..., M.

2. Letk € {—1,...., M + 2} and 5 > 0. We denote with Ri (8) the set of smooth functions
R :Rx X x[0,7] — R that depend only on the j-th inner orders for 0 < j < min{k, M}
and satisfy uniformly in (p, s, t):

laz(vZ)nl(vE)ndagR(pa S, t)‘ = O(e_mpl)
forall ny,...,ng € {1,..., N} and d,i,l,n € Ny.

3. Fork € {—1,..., M + 2} and /8 > O the set Ré (8) is defined analogously to Ré (8) with
functions of type R : R x 0¥ x [0,7] — R instead.

Now we expand (AC1) for u. = ug into e-series. This works analogously to the 2D-case,
cf. Remark 5.13, 2. In the following (p, s, t) are always in R x 3 x [0, 7' and sometimes omitted.

5.2.1.1 Inner Expansion: O(¢72?) The O(Z)-order is zero if
_|V7“‘2|Y0(5¢)8§ﬂ6(/77 S, t) + f/(ﬂé(pa S, t)) =0.

Because of Theorem 3.7 we have |Vr|? |Y0(s p = 1. For the same reasons as in the 2D-case we

require 4 (0, s,t) = 0 and limp 400 @} (p,s,t) = 1. Hence because of Theorem 4.1 we set

aé(pv Sat) = 90(p)

5.2.1.2 Inner Expansion: O(¢~!) The 0;u-part yields %6,:7“&0 (s lt)9(’)(/)) and Au:

1 - .

57 |:8T(|VT‘2 © X)‘(O,s,t)g(p + hl(sa t))@g(p) + |V7"2’YO(5¢)532U{(P7 S, t)}
1

2 000 Al oy + 2DsVr) g0 (Vb () = Viha (s, 1)605 (0)|
1 I
=~ |8l (05, 0) T 05(0) Arlg, (]

where we used Theorem 3.7. Therefore the O(é)—order cancels if
Loty (p, s,t) + () (Ber — Ar)|x, oy = 0, where Lo := =05 + [ (6).

Due to Theorem 4.4 this parameter-dependent ODE together with @£ (0, s, ) = 0 and bounded-
ness in p has a (unique) solution @ if and only if (9 — Ar)lx, () = 0- The latter is valid
because it is equivalent to MCF for I' by Theorem 3.7. Therefore we define @/ := 0.
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5.2.1.3 Inner Expansion: O(c”) From d;u we obtain
1 A _
~ [0k, oy 20td + 091 0 T)li0,002(p + B (s, 1) ()]
= 0y(p) [(P + h1(5,))0r (91 0 X)| (0,5,6) — Ocha(s,t) — Oeslz,(s.0) - Veha(s, t)} ,
and from Au:
1 1 — —
S08(0) 25 (0 PR 0 X000y + a0 (97 0 D00
1 .. — 1 .
+ gagu{a‘?(p + 7)o (|V7]* 0 X)|(0,5.0) + ?\VT\QIYO(Si)szaiug
1 = .
2 |00(p)e(p + h)0r(Ar 0 )| 0,00) + 0, Arl,
1 N N
+ 20251 I o |Vsdpile — Vahied}il — eVshaby ()]

1 _
+ g2f9r((Dx8V7‘)T 0 X)|(0,s,0€(p + h1) [Vsby(p) — Vshi6;(p)]

N
+ sl o Veb0(p) + D Vi Vsilx, o (Vs)i(V)ibo(p)
il=1
2
— 2Vs05(p)  Das(Das) by oy Vht + |(Das) Tz oy Vil | 66 (p)

N

AS|YO(5¢) -Vxhi + Z Vs; - V51|Y0(87t)(vE)i(vE)lhl
il=1

—05(p)

Because of Theorem 3.7 the latter is the same as
1 — 2 A
05 (p) {(P + h1)202(|V7* 0 X)| (05,0 + ‘(DxS>T’YO(S7t)VEh1‘ ] + iy

2
+05()20,(DesVr) " 0 X) (0,6 (p + 1) (= Veha) + 0(p) (p + h1) 0 (Ar 0 X)) (0,61
N

Aslxysp) - Veh + > Vsi- Vsi(Ve)i(Va)ih
ii=1

—0o(p)

Due to @f = 0, the f’-part contributes f”(6)@4. Hence for the cancellation of the O(1)-term in

the expansion for the Allen-Cahn equation (AC1) for u. = ug we require

_ané(p787t) :Rl(p737t)7 (531)
[ N

Ri(p,s,t) := 06(,0) —0ih1 + Z Vsi-Vs(Vs)i(Vs)ih

il=1

+(p + h1)0,((0pr — Ar) o X)

- B
+05(p) | =5 (p+ h1)*07 (V7?0 X)

050 = (005 = A8) |5 01y - Vi

(0,s,t)

_ 2
12(p+ h)ar(D2sVr) T 0 X)l(00) Vit — |(D25) 1y oy Vi ] |
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If hy is smooth, then R; is smooth and together with all derivatives decays exponentially in
|p| uniformly in (s, t) with rate 3 for every 8 € (0, min{\/f”(£1)}) because of Theorem 4.1.
Therefore Theorem 4.4 applied in local coordinates for ¥ yields that there is a unique bounded
solution @ to (5.31) together with @4(0,5s,¢) = 0 if and only if the compatibility condition
Jg Ri(p, s,t)04(p) dp = 0 holds. Since [ 6 (p)0;(p) dp = 0 due to integration by parts, the
nonlinearities in h; drop out and we obtain a linear non-autonomous parabolic equation for ~; on
Y with principal part 0; — 25:1 Vs - Vsl]yo(&t)(vz)i(vz)l:

N
Oth1 — Z Vs; - VSZ\YO(s,t)(VE)i(VE)lhl 4+ a1 - Vyhy +agh1 = fo (5.32)
Q=1

in ¥ x [0, T]. Here, with dy, ..., d5 defined below (5.6), we have set for all (s,t) € ¥ x [0,T7]:

d _
a1(s,t) = (Ohrs — A8)lg, (o) — Qd—j@((stVr)T o X)|(0.6.) € RY, (5.33)
__ d _
aofs, ) i= =0((Orr = Ar) 0 D)l ) + 5 RV 0 X)l(00) € R, (5.34)
d _ d _
fo(s;t) = d%aTqatT — Ar) o X)) — 27;1372-(|V7“|2 o X)|(0.s.1) € R. (5.35)

If h; is smooth and solves (5.32), then Theorem 4.4 (applied in local coordinates for 30) yields
a smooth solution @4 to (5.31) and we also get decay estimates. By compactness, we obtain
a4 e RI () forany § € (0, min{+/f"(+£1)}) because of the following remark:

Remark 5.15. The norm of the entirety of derivatives in local coordinates up to any fixed order
d € N is equivalent to the norm of the collection of all Vy-derivatives up to order d on any
compact subset of a chart domain. This can be shown inductively via local representations.

Remark 5.16. If f is even, then the equation (5.32) for h; is homogeneous.

5.2.1.4 Inner Expansion: O(c*) Letk € {1,..., M — 1} and suppose that the j-th inner order
has already been constructed for j = 0, ..., k, that it is smooth and 715 11 € RJI. (8) for every

B € (0,min{/f”(£1)}). Analogously to the 2D-case one can compute the O(c*)-order in
(AC1) for u. = u!l using the notation in Definition 5.14. This yields that O (") vanishes if

&€

— Lot y5(p, 5,t) = Rie1(p, 5,1), (5.36)

N
Rir1(p, 5,t) 1= 0y(p) | =Bthipr + Y Vsi - Vsilg, o1y (V)i(Vs) b
il=1

—(Oes = A8z, (o) - Vhist + hr10n((0r = Ar) 0 X)| (0,0
+06(p) [~ (p + h) i1 02| V[ 0 X))
—2(Vshi) ' Dys(Dys) 5, (o) Vohisn
+20,((DysVr) T 0 X)
+R(p, 5, 1),

©0s,)l(p+h1)Vshe + hk+1V2h1ﬂ
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where Rk S R,ﬂ (8)" If hyyq is smooth, then due to Theorem 4.4 (applied in local coordinates

for X)) equation (5.36) has a unique bounded solution ak 4o With @k 42(0,5,t) = 0 if and only if
Jg Ri+1(p, s,8)8;(p) dp = 0. Because of [ 676, = 0 the latter is equivalent to

Othgy1 — Z Vsi - Vsilx,5.0(V2)i(Ve)ihitr + a1 - Vehipr + aohiyr = fr, - (5.37)
i,l=1

where

fr(s,t) /Rk P S, t)‘go( )deQIH

is a smooth function of (s,t) and depends only on the j-th inner orders for 0 < j < k. Here
ap, ap are defined in (5.33)-(5.34). If hgq is smooth and solves (5.37), then Theorem 4.4 yields
as in the last Section 5.2.1.3 a smooth solution uk 49 t0(5.36) such that 4 k 49 € Rk +1,(8) for all

B € (0,min{+/f"(£1)}).

5.2.2 Contact Point Expansion of (AC) in ND

In the contact point expansion we proceed similarly as in the 2D-case. Here we have more contact
points, namely all X (o, t), where (o,t) € % x [0, T]. We make the ansatz u. = u! + u in
I'(20) close to X (9% x [0, T]). Therefore we use the mappings Y : 9% x [0,2u1] = R(Y) C X
as well as

(0,b) =Y L os:TC(26,201) — 0% x [0, 241]

from Section 3.3. Besides r we only scale b with €. Let H, := g and
ZEJ uy u (x,t) = ]-C(pa(a:,t),Hg(a:,t),o(a;,t),t) for (z,t) € TC(28,2u1),

where
a§  RE x 0% x [0,T] = R: (p, H,0,t) = @5 (p, H, 0, 1)

for j = 1,..., M. Moreover, we set uf/[H = u]\C/[+2 ;= 0 and ¢ := Zj]\il &:jﬁjc. As in the
2D-case, instead of (AC1) for u, = ug + ugc, we will expand

oS — A + 5 [/l +uf) — /)] =0 (5.38)

into e-series with coefficients in (p., He,0,t). As in the 2D-case we call (5.38) the “bulk
equation” and expand it up to O(e¥~2). Moreover, we will expand (AC2) for u. = ul + uEC
into e-series with coefficients in (p., o, t) up to O(eM~1). Altogether we end up with similar
equations as in Section 5.1.2. Here besides ¢ € [0, 7] also points on 0% enter as independent
variables in the model problems on }Ri. The solvability condition (4.5) yields the boundary
conditions on 0¥ x [0, T'] for the height functions h;.

For the expansion we calculate the action of the differential operators on u in the next lemma.
Here for Vg5, and Vs, we use similar conventions as in Lemma 5.12.
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Lemma 5.17. Let]Ri2 x 0¥ x [0,T] > (p, H,0,t) — w(p, H,0,t) € R be sufficiently smooth
and let w : TC(25,2u1) — R : (x,t) — w(pe(z,t), He(z,t),0(x,t),t). Then
[0 b
0w = 0, g — (Othe + Ors - Vyhe )] + 3Hw% + Oyo - Vs + Opd,
i b
Vw = 9,1 % — (st)TvzhE} + anv? + (Do) "V,
Ar al Ab
Aw =i | — = | As- Vshe + > Vsi- Vsi(Vs)i(Vs)ihe | | + O —
i,l=1
b|2 b
+ OF |V | + b vr_ (Dys) " Vshe + 20,00 v? [v; — (st)TVgha]
+2 ((Dxa)Tvazapw) : {V; ~ (st)Tvghg} +2 ((D20) Vondu) - ?
N

+ Ao - Von + Z Voi Vo (Ves)i(Vax )i,
id=1

where the w-terms on the left hand side and derivatives of r or s are evaluated at (z,t), the
he-terms at (s(x,t),t) and the w-terms at (ps(x,t), He(x,t),0(x,t),t).

Proof. This can be shown in a similar manner as in the proof of Lemma 5.12. O

Remark 5.18. The formulas in Lemma 5.17 without the Vgx-terms directly correspond to
Lemma 5.5. The structure of the new terms is similar to known ones whereas their e-order is the
same or higher. Later these will only contribute to lower order remainder terms in the expansion.

5.2.2. 1 Contact Point Expansion: The Bulk Equation We expand the f’-part in (5.38): If

the u], ; ¢ are bounded, the Taylor expansion yields on T'(26)
M+2 4 M+1 k
f/(’u,g + UEC) 90 + Z k;!f k+1) o) Z gl (ujl + uJC) + O(5M+3)
j=1

and as in the 2D-case one can combine the latter with the expansion for f/(uf) in (5.29) to
deduce analogous assertions as after (5.13) for the explicit terms and the remainder terms in the
asymptotic expansion for f’(ul +ul) — f/(ul).

Moreover, we expand terms arising from Lemma 5.17 in (5.38) that are functions of (s, ¢) or
(p,s,t), i.e. all the hj-terms and the uf -terms from the f’-expansion, respectively, as well as
the terms depending on (z,t), i.e. all the derivatives of r, b, s, 0. Therefore we consider smooth

1:2x[0,T] - Rorg; : Rx X x[0,7] — R such that §; := g¢1|s=y admits bounded
derivatives in b, where Y : 0¥ x [0,2u1] — X : (0,b) — Y (0,b). Due to b = eH. we apply a
Taylor expansion to obtain uniformly

Ry kak§1|b—0 M+3 210
91lo—crr = Gilo—0 + Y (eH) bkil‘ + O((eH)M*3)  for H € |0, 639
k=1 :
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Furthermore, let go : FC(25, 2p1) — R be smooth. For convenience we define
X1 1 [=26,26] % [0,241] x 0% x [0,T] — T (25,2u1) : (r,b,0,t) — X (r,Y (0,b),1).

Then a Taylor expansion yields

— &2 9108 G2 (0.00)
Ga(r,b,0,1) = go(X1(r,by0,t)) = 3 erbk+(’)(|(r,b)|M+3) (5.40)
j+k=0 T

uniformly in (r, b, 0,t) € [—24,25] x [0,2u1] x 0¥ x [0, T]. Later we evaluate at
r=e(pe(z,t) + he(s(z,t),t)), b=eH.(z,t), o=oc(z,t) for(z,t) € (25 2u)

and expand h. with (5.39). Then we replace (p., H.) by arbitrary (p, H) € @ The terms
in the resulting expansion are analogous as in the 2D-case, but we include the details for the
convenience of the reader. For k = 1, ..., M + 2 we obtain
O1) 92‘Y0(g,t)

(€) : OrGal(0,0.0) (P + Pil(on) + T2l (0,0, H-

O(e*) :  [some polynomial in (p, H, 8{)%\(07”),[ =0,...k—1,7=1,...,k of order < k,

where the coefficients are multiples of J!! Bllf 92l(0,0,6): 11,12 € No, Iy + 12 < k],

where hpr1 = hare = 0 by definition. Again the order O(¢) is not needed explicitly and
just included for clarity. The other explicit terms in (5.39) are estimated by ¢ *3 times some
polynomial in (|p|, H.). In the end these terms and the remainder in (5.39) are multiplied with

exponentially decaying terms and hence become O(eM+3),
As in the 2D-case we use some notation for the higher orders in the expansion:

Definition 5.19 (Notation for Contact Point Expansion of (AC) in ND). 1. We denote with

(6o, ul) the zero-th order and with (h;, u]I»H, uf) the j-th order for j = 1,..., M.

2. Letk € {—1,...,M + 2} and 3,y > 0. Then ch(ﬁ " denotes the set of smooth functions

R: @ x 0% x [0,T] — R depending only on the j-th orders for 0 < j < min{k, M}
and such that uniformly in (p, H, 0, t):

10005 (Vo )n, - (Vos)n,0f R(p, H, 0, t)| = O (e~ Pl
forall ny,....,ng € {1,...,N}and d,i,l,n € Np.

3. Fork € {—1,...,M + 2} and 3, > 0 the set ch(ﬁ) is defined analogous to ch(ﬁ ” but
without the H-dependence.

In the following we expand the bulk equation (5.38) with the above formulas into e-series with
coefficients in (p., H., o, t). This is analogous to the 2D-case, cf. Section 5.1.2.1.

5.2.2.1.1 Bulk Equation: O(¢~!) The lowest order O(%) in (5.38) vanishes if
[A%" 4 f"(8o(p)]a (p, H, 0, 1) =0, (5.41)

where A% := 92 + |Vb|2\y0(g,t)8%{ and we used VT‘Vb‘YO(a,t) = 0forall (0,t) € 0¥ x[0,T].
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5.2.2.1.2 Bulk Equation: O(¢*~!) For k = 1,..., M — 1 we assume that the j-th order
is constructed for j = 0, ..., k, that it is smooth and that it holds ﬂ5’ 41 € RJI (81) for every

B1 € (0,min{+/f"(£1)}) (bounded and all derivatives bounded is enough here) and we assume
ﬁjc € Rf(ﬁﬁ) for every 8 € (0,min{B(v), v f"(£1)}), v € (0,%), where 3,7 are as in
Theorem 4.11. Analogously to the 2D-case, cf. Section 5.1.2.1.2, the O(¢¥~1)-order in the
expansion for the bulk equation (5.38) is zero if

[A%" 4 f"(60)]af 41 = Gi(p, H,0,1), (5.42)

where G, € R,?(ﬂ )

5.2.2.2 Contact Point Expansion: The Neumann Boundary Condition As in the 2D-case,
the boundary conditions complementing (5.41) and (5.42) will be obtained from the expansion
of the Neumann boundary condition (AC2) for u. = ul +u, ie. Noq - V(ul + uf)|ag, = 0.
Lemma 5.12 and Lemma 5.17 yield on T'C (24, 241)

Vr | (z,t)

- (DJ:S)T ’(w,t)v2h6|(s,t)

vu£|(m,t) = apag‘(p,s,t) [ + (D:L‘S)T’(:r,t)ang’(p,s,t)a

g

V7|
Lw) — (Da5) @) Vshel (s,

Vbl .
+ %8Hug|(p,H,a,t)

vug|(m,t) = apaackp,H,o,t) [

+ (D20) 2y Vst | (p, 11,0

where p = po(z,t),H = H.(x,t), s = s(x,t) and 0 = o(x,t). We consider the points
x = X(r,o,t) for (r,0,t) € [-20,20] x 0¥ x [0, T}, in particular H = 0 and s = 0.
For g : T'(26) N 0Q7T — R smooth we use a Taylor expansion similar to (5.30):

M+2 gk

- < r 91(0,0,

g(r,o,t) = g(X(r,0,t)) = Z |I~:§? D)k + (’)(\TIMJF?’). (5.43)
k=0 :

Then we insert r = &(pe + hel(,)) and replace p. by an arbitrary p € R. The analogous
assertions as in the 2D-case after (5.18) hold for the explicit terms and the remainders in (5.43).

In the following we expand the Neumann boundary condition into e-series with coefficients in
(pe, o, t) up to the order O(eM~1). This works analogously as in the 2D-case in Section 5.1.2.2.

5.2.2.2.1 Neumann Boundary Condition: O(c~!') At the lowest order O(1) we have
Naq - V)| 0, (p) = 0. This is valid due to the 90°-contact angle condition.
Xo (0’ t) 0

5.2.2.2.2 Neumann Boundary Condition: O(c”) The order O(1) is zero if we require

(NBQ : Vb)‘yo(g7t)aHﬂ?|H:0(pv g, t) =01 (pv g, t)a (5.44)
91l(pot) = 06[(Dx5NBQ)T|X0(a’t)v2h1|(g,t) — 0r(Naq-Vr) o X)| (0,060 (0:0)] + Fol(p,0t)

where Go(p, 0,t) := —pb(p)0r((Noq - V) © X)|(0,0,1)- For j = 1,..., M let

7§ 1 R2 x 0¥ x [0,T] = R : (p, H,0,t) — 45 (p, |V (Xo(0, 1)) H, 0, ). (5.45)
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Note that |Vb|Y0(g,t)| > ¢ > 0and |Nygq - Vb|Y0(a,t)| > ¢ > 0for all (o,t) € 9% x [0, 7]

because of Theorem 3.7. Hence equations (5.41) and (5.44) for ﬁ? are equivalent to

—A+ S (BN =0, (5.46)
— 01 |11=0 = (I /No - D)l 1)1 (0 0:1). (547)

The solvability condition (4.5) belonging to (5.46)-(5.47) is
(19/Nowr - V8)lx o |, 91060200 () dp = 0.
This yields a linear boundary condition for /1:
b1(0,t) - Vshil (o) + bo(o,t)hilor) = folo,t)  for (o,t) € 9% x [0,T], (5.48)

where

bi(0,t) := (|V0]/Noa - Vb)Ix, .y (DzsNoo)lx, o ERN
bo(o,t) := —(IVb|/Nog - Vb)Ix, (5.1)0 ((NaQ-V'r)oX)I(om eR,

ol 1) = (1981 Now - T0) I, | 060000, 0) dp/ 105 ey € B

are smooth in (o,t) € 0¥ x [0,T]. Together with the linear parabolic equation (5.32) for hy
from Subsection 5.2.1.3, we obtain a time-dependent linear parabolic boundary value problem
for hy, where the initial value hq|;—¢ is not prescribed.

Remark 5.20. If f is even, then so is 6, and thus fy = 0. Therefore the boundary condition
(5.48) for h; is homogeneous and because of Remark 5.16 we can choose ~; = 0 in this case.

Now we solve (5.32) together with (5.48). We show that the principal part in (5.32) satis-
fies a suitable ellipticity condition and that (5.48) fulfils a non-tangentiality condition in local
coordinates. Based on this one can show maximal regularity results in Holder spaces (similar
to Lunardi, Sinestrari, von Wahl [LSW]) and Sobolev spaces (similar to Priiss, Simonett [PS],
Chapter 6.1-6.4 and Denk, Hieber, Priiss [DHP]) with typical localization procedures. This
always involves compatibility conditions for the initial value. In our case these can be avoided
via extension arguments as in Section 5.1.2.2.2. All these arguments involve many technical
computations, but are in principle well-known. Therefore we refrain from going into details.

The Ellipticity Condition. Lety : U CYX —V C Rf ~! be a chart. Moreover, we denote with
(gij) N2 = 1 : V. — RWW=Dx(N=1) the local representation of the Euclidean metric on ¥ and let

(gkl) o= 1 denote its pointwise inverse. Then one can show with local representations that for
h : U — R sufficiently smooth and i, 7 = 1, ..., N it holds

N—-1
[(Vs)i(Vs)jhloy ™t = > g?%M0,, (y™1)i0u, (y1);0,00 (hoy )

p,q,k,1=1
+ 100, ()i |00, 9™ 0 (v 1)y + 900,00, (v )] e (o y ™).
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Therefore the principal part of Ef}fj:l Vsi - Vsjlx,.5(Ve)i(Vy); for fixed ¢ € [0,T7] in the
local coordinates with respect to ¥ is given by

N-—1 N N-—1
Z Ap»kavpavlw Al’vk = Z VSZ‘ ' vsj’fg(y—l,t) Z gpqgklavq <y71)iavl (yil)j'
pk=1 ij=1 gl=1

For any appropriate ellipticity notion, it is enough to prove that A := (Ap’k);v k_:ll is uniformly
positive definite on compact subsets of V. First we show that A is pointwise positive definite.
Therefore we represent 8;15”3\?0@_1(.)’#/) = ZLV:_II Anvu\(”t)@vu(y*l) onV forn=1,...,N and

we denote A := (A, 0)h "V — RYX(V=1_ Then it holds for all p, k = 1,..., N — 1

N N-1
Apk = Z Z An,/tAn,ugpqgklavu(yil)iavq(yil)iavu(yil)javz(yil)j

h,J,n=1 p,v,q,l=1

N N-1 _ R N N-1 ~ R .
=3 > Auudnnd" M990 =D Y AnuAny0hoy = (ATA) .
n=1 u,v,q,l=1 n=1 p,v=1

Moreover, Theorem 3.7 yields that (9s, s|x, (s t)),]yzl generate 73X for all s € X. Hence the
matrix A|, € RN*(V=1) is injective for all v € V. Finally, this yields

w' Aw = [Aw[*> >0 forall weRNL

Therefore A is pointwise positive definite. Since it is equivalent to prove the estimate for vectors
on the sphere in RV 1, by compactness A is uniform positive definite on compact subsets of V.
Altogether, the principal part in (5.32) satisfies a suitable ellipticity condition.

The Non-Tangentiality Condition. Lety : U C X — V C Rﬂ\rf_l be a chart with U N 9% # (.
Then for i : U — R sufficiently smooth and fixed ¢ € [0, 7] it holds:

N-1

N—-1
bi(y 1) (Vshoy ™) =Vy(hoy™) - | D gMbi(y 1) 0 (")
=1 k=1

on V N (R¥=2 x {0}), where b is defined below (5.48). Therefore the transformed bound-
ary condition in the local coordinates with respect to y satisfies a non-tangentiality condi-
tion if 37 71 gV b (y~ 1, t) - 9y, (y7Y) # 0 on the set V N (RV=2 x {0}). On the latter
set we use the representation by (y~1,t) = SN B, (y~1,t)0,,(y~!). Then the condition
reads as By_1(o,t) # 0 for all (0,t) € (U NOX) x [0,T]. However, Theorem 3.7 yields
bi(o,t) - fign(o) # 0 for all (o,t) € 0¥ x [0,T]. Due to the properties of y, we know that
Oy, (y™1) |y(a)){i ! form a basis of T,,%: and the first N — 2 components are a basis of 7,03 for
all o € U N 0. Because 7igy is orthogonal to 7,0, it necessarily holds By _1 (o, t) # 0 for all
(o,t) € (UN %) x [0, T]. Therefore the boundary condition (5.48) satisfies a non-tangentiality
condition in local coordinates.

Finally, we obtain a smooth solution h to (5.32) and (5.48). Therefore 5 (solving (5.31)) is
determined from Section 5.2.1.3 and it holds @4 € R{7(61) for every 51 € (0, min{+/f"(£1)}).

In particular the first inner order is computed. Moreover, it holds g1 € }A%{ (81) for all 51 as above
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because of Theorem 4.1. Hence with Theorem 4.11 (applied in local coordinates for 0) there
is a unique smooth solution @{ to (5.46)-(5.47) and we get decay properties. By compactness
and Remark 5.15 with 9% 1nstead of ¥ we obtain the decay property u{ € R1 (B) for all

B € (0,min{B(7),/f"(£1)}), v € (0,7), where 3,7 are as in Theorem 4.11. Altogether the
first order is determined.

5.2.2.2.3 Neumann Boundary Condition: O(c*) and Induction For k = 1,... M — 1
we consider O(g¥) in (AC2) for u. = ul + u¢ and derive equations for the (k + 1)-th order.
We assume the following induction hypothesis: suppose that the j-th order already has been
constructed for all j = 0, ..., k, that it is smooth and admits the decay ’fL]I 41 € RE (g Torall

B1 € (0, min{+/f"(£1) } as well asu € R¢ (5, forevery 3 € (0, min{A(y \/f” (£1)}),

v € (0,7%), where 3,7 are as in Theorem 4.11.
The assumption is valid for £ = 1 due to Section 5.2.2.2.2. Analogously as in the 2D-case
(cf. Section 5.1.2.2.2), one can show that the O(Ek )-order in (AC2) for u. = ug + uEC vanishes if

(Naﬁ ’ Vb) |Y0(g7t)aHﬂkC+1 |H=0 (pv a, t) = gk+1 (p7 g, t)v (5.49)
i1l (pot) = 00(P)[(DasNoa) T 1z, (o) VEhkt 1] (o) = Or(Nos - V) © X) (0.0 k1] (0,0)]
+ gk (p7 0-’ t)’

where g € R k(8 and therefore gy € RkJrl 3 + R o (3) if hgyq is smooth.
As in the last Section 5.2.2.2. 2, the equations (5.42), (5 49) are equivalent to
[=A+ ["(0o(p))]afs1 = Gilp, H,0,t), (5.50)
~OnUf 1| =0 = (IV0|/Nog - Vb)lxz, (5. 9k+1(p, H. 0, 1), (5.51)

where HkCH was defined in (5.45) and G}, is defined analogously with the G}, € ch( ) from
Section 5.2.2.1.2. The corresponding compatibility condition (4.5), namely

/]1{2 ék(pv H, U7t)96(p) d(pv H) + (IVb’/NBQ : Vb)‘yo(g,t) /ng+1<p7 g, t)aé(:o> dp =0,
+

yields a linear boundary condition for Ay 1:
b1(0,t) - Vshii1l(on) + bo(0, )i on) = fP (0, t)  for (0,t) € 98 x [0,T],  (5.52)
where by, b; are defined below (5.48) and

[Vl

is smooth in (o, t) € 0¥ x [0, T].
Because of the computations in the last Section 5.2.2.2.2 one can solve (5.37) from Section
5.2.1.4 together with (5.52) and get a smooth solution hy,1. Therefore Section 5.2.1.4 yields

a£+2 (solving (5.36)) with 4y, 5 € R£+1 (81) for all 51 € (0, min{, /f/il £1)}). In particular the
(k+1)-th inner order is computed and it holds G’k € R k(By) 3 well as gi+1 € RkJr1 (8 )+RC( 8)
for all B € (0, min{B(7), /f"(£1)}), v € (0,7), where 3,7 are as in Theorem 4.11. As in the

fPo,t) =

T Gkl (p0t)00(p) dp}
HH/HLZ(R Xo(a,t)/R (prt) 0
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last Section 5.2.2.2.2 we obtain a unique smooth solution 1 t0(5.50)-(5.51) with the decay
ﬂgH € ch( 5, forall (B,7) as above. Altogether, the (k + 1)-th order is constructed.

Finally, by induction the j-th order is determined for all j = O, ..., k, the h; are smooth
and ﬁ]I-H € R]I.,(Bl) for all 51 € (0,min{+/f"(£1)}) as well as ﬁJC € Rf(ﬂﬁ) for every

B € (0,min{B(7),/f"(£1)}), v € (0,7), where 3,7 are as in Theorem 4.11.

5.2.3 The Approximate Solution for (AC) in ND

Let N > 2 and I := (T'¢),¢[o,7) be as in Section 3.1 with contact angle o = 7 and a solution to
MCEF in 2. Moreover, let § > 0 be such that the assertions of Theorem 3.7 hold for 29 instead
of § and let r, s, b, 0, 141 be as in the theorem. Furthermore, let M € N, M > 2 be as in the
beginning of Section 5.2. Let  : R — [0, 1] be smooth with n(r) = 1 for |[r| < 1and n(r) =0
for |r| > 2. Then for e > 0 we set

o ) [l S| + @ —n(5)sign(r) i T(29),
N ES| in Q% \ I'(26),

where u! and uf were constructed in Sections 5.2.1 and 5.2.2. Analogously to the 2D-case,
cf. Section 5.1.3, one can show that this yields an approximate solution for (AC1)-(AC3) in the
following sense:

Lemma 5.21. The function u? is smooth, uniformly bounded with respect to x,t, e and for the

remainder r* = Opuft — Auf + % f'(uf) in (AC1) and s := On,qus in (AC2) it holds

rd| < C(eMeclrel - MH) in T'(26, 1),

rA| < C(eMtemellpeltHe) o Me=clpel | MLy iy 1C(25, 21y),
re =0 in Qr \ T'(20),

|s4] < CeMemcleel on dQr N T(26),
s8=0 on Qr \ T'(20)

for e > 0 small and some c,C > 0. Here p. is defined in (5.28) and H. = 2.

Remark 5.22. Analogous statements as in Remark 5.11 are valid.

5.3 Asymptotic Expansion of (vAC) in ND

Let N > 2, QCRN T := (Pt)te[o,T} and 6 > 0 be as in the beginning of Section 5.2, in
particular I' is a smooth solution to MCF with 90°-contact angle condition in {2. Moreover, let
W : R™ — R be as in Definition 1.4 and «+ be any distinct pair of minimizers of W. In this
section we construct a smooth approximate solution ﬁ? to (VAC1)-(vAC3) with ﬁ? = U4 in
Q= \ ['(2), increasingly “steep” transition from %_ to @ for ¢ — 0 and such that {@4 = 0}
converges to I' for ¢ — 0. All computations are very similar to the ones in Section 5.2. We just
have to incorporate vector-valued functions and for the appearing vector-valued model problems
we use the corresponding solution theorems in Sections 4.3-4.4. For the latter we make the
assumption dim ker Eo =1, where f)o is as in Remark 4.28 for a solution 50 as in Theorem 4.26.
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Let M € N with M > 2. Again we introduce height functions /; : ¥ x [0,T] — R for

j=1,..,M and h. = ijvil ejflﬁj. Moreover, we set g1 := hargo := 0 and we define the
scaled variable

MY G (s(wat),t) for (x.t) € T(20). (5.53)

3

Pe(,1) =

In Section 5.3.1 we construct the inner expansion and in Section 5.3.2 the contact point
expansion. Finally, in Section 5.3.3 the result on the approximation error of 1‘[? can be found.

5.3.1 Inner Expansion of (vAC) in ND
For the inner expansion we consider the following ansatz: Let € > 0 be small and

M+1
il = Z Ejﬁjl-, ﬁ][(x,t) = ﬂ]((pe(a:,t),s(x,t),t) for (z,t) € T'(29),
=0

where
U Rx S x[0,T] = R™: (p,s,t) = (p, s,t)

for j = 0,..., M + 1. Moreover, we set @4, , := 0 and @/ := Zj]\/fgl EjleJI-. We will expand
(VAC1) for @. = ! into e-series with coefficients in (., s,t) up to O(M~1). This yields
equations of analogous form as in the scalar case in Section 5.2.1. Therefore we have to compute
the action of the differential operators on ..

In the following we use the same conventions as in Lemma 5.12. Moreover, for a sufficiently
smooth 7 : ¥ — R™ we set Dsg := (Vxg1, ..., Vsgm) ' : & — R™*N,
Lemma 5.23. Lete > 0, w : R x X x [0, T] — R™ be sufficiently smooth and  : T'(26) — R™
be defined by W(x,t) :=

w(pe(x,t), s(x,t),t) forall (x,t) € T'(20). Then it holds

‘9 5 5
o = 0w g — (O¢he + Oys - Vghg)] + Dxw0 Ors + Oy,
- L[V T 217 .
D0 = 0,w — (Dgs) Vshe| + DyxwDys,
R . _Ar Y N v
AW = 8pw ? — | As-Vxh, + Z Vs; - VSZ(VE)i(Vg)lhE
il=1
N
+ Dsw As + Z Vs; - VS[(VE)Z‘(VE)WVJ
Q=1

2
+ 2D50, Dys {VJ - (st)TthE} + 02 vr_ (Dgs) " Vsh,

)

where the W-terms on the left hand side and derivatives of v or s are evaluated at (z,t) € I'(20),
the he-terms at (s(z,t),t) and the w-terms at (pe(x,t), s(x,t),t).

Proof of Lemma 5.23. This follows from Lemma 5.12 applied to every component. O
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5 ASYMPTOTIC EXPANSIONS

For the expansion of (vAC1) for i, = ﬁg we use Taylor expansions again. For the VW -part
this yields: If the ﬂg are bounded, then

v

VW (i) = VW (i) + > > ated | +0(EM?) onT'(20). (5.54)

M+2 v S\ [ MA+1
Oy VW (i)
veND,|v|=1 Jj=1

v!

The terms in the e-expansion that are needed explicitly are
o@1): VW(@),
Oe): D*W(ab)at,

O@E?): DW(ahah+ Y

veNQ, |v|=2

a;VI:!/(ﬁg) ] v

For k = 3,..., M + 2 the order O(£") is given by

O@E®): D?*W(a@)al+  [some polynomial in entries of (@!,..., . ;) of order < k,
where the coefficients are multiples of 9, VW (a@b),

v € N, |v| =2, ..., k and every term contains a (ﬁjl-)n—factor].

The other explicit terms in (5.54) are of order O(eM+3).

Moreover, we expand functions of (x,t) € I'(24) into e-series analogously to the scalar case,
cf. the Taylor expansion (5.30) and the remarks there. We just replace h;, p. by 7Lj, Pe.

For the higher orders in the expansion we use analogous definitions as in the scalar case:

Definition 5.24 (Notation for Inner Expansion of (vAC)). 1. We call (50, il) the zero-th
inner order and (h;, ﬂgﬂ) the j-th inner order for j = 1,..., M.

2. Letk € {—1,...,. M + 2} and § > 0. We denote with Ri () the set of smooth vector-

valued functions R : R x X x [0, 7] — R™ that depend only on the j-th inner orders for
0 < j < min{k, M} and satisfy uniformly in (p, s, t):

105V )ny - (V)n, 0P R(p, 5, t)| = O(e™PIP)
forall ny,...,ng € {1,..., N} and d,i,l,n € Ny.

3. Fork € {—1,..., M + 2} and 8 > O the set R£ ) is defined analogously to R,ﬁ ) with
functions of type B : R x 8% x [0, T] — R™ instead.

Now we expand (vAC1) for i, = a’g into e-series. This is analogous to the scalar case in
Section 5.2.1. In the following (p, s, t) are always in R x ¥ X [0, 7] and sometimes omitted.

5.3.1.1 Inner Expansion: O(¢~2) Using |Vr|2|yo(s 1) = 1 due to Theorem 3.7, the O(%)-
order is zero if

— 0% (py s, t) + VW (Uh(p, 5,1)) = 0. (5.55)
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Since we want to connect the minima @+ of W, we require lim,_,4 ﬂ(l] (p, s,t) = t+. Moreover,
it is natural to ask for Rz_ g, 4| ,—0 = )| ,—0, since then %{|,—o can be interpreted as being in
the middle of the two phases . Here Ry_ 3, is as in Definition 1.4. By Theorem 4.26 there is
asmooth Ry_ z -odd o : R — R™ such that b (p, s,t) = go(p) solves (5.55) and

O — @+](p) = O(e?Pl)  for p — oo and all I € Ny, 5 € <0, A/Z) ,
where A > 0 is such that D?W (@1) > AI. Moreover, it holds Rz 7 +§6] p=0 F A p=0-

5.3.1.2 Inner Expansion: O(c~!) Analogously to the scalar case, cf. Section 5.2.1.2, it
follows that the O(2)-order cancels if

Lotil(p, s,t) + 05(p)(Oyr — Afr)]yo(s” =0, where Ly := —85 + D>W ().

Moreover, it is natural to require that Rz 7, @]|,—0 = @] ,—0 since then heuristically ]|, is
in the middle of the two phases u+. Let us assume dim ker Lo = 1 with respect to the spaces in
(4.26), cf. Remark 4.28. Then due to Theorem 4.31 and Remarks 4.30, 4.32, 1. this parameter-
dependent ODE together with the additional condition and suitable decay in |p| has a unique
solution %! if and only if (9;r — Ar) |Y0(s, #) = 0. The latter holds since it is equivalent to MCF

for I' by Theorem 3.7. Therefore we set %! := 0.

5.3.1.3 Inner Expansion: O(c") In the analogous way as in the scalar case, cf. Section 5.2.1.3,
the O(1)-term in the expansion cancels if we require

—Lotis(p, 5,t) = Ri(p, s,1), (5.56)
ﬁl(p,s,t) = gé(p) —0ihy + i Vs; - VS[(Vg)i(Vg)llvll
i il=1
+(p + 51)87”((@7” —Ar)o y)’(o,s,t) — (Os — A3)|Yo(s,f,) . VEBI}
+30) | =50+ 20297 0 0.0

+2(p + 711)87((DxSVT)T o Y)’(O’S’t)VE}vll — ‘(DxS)T’yo(sjt)vZ}vll

]

If 1y is smooth, then R; is smooth and together with all derivatives decays exponentially in |p|
uniformly in (s,t) with rate 3 for every 8 € (0, /\/2) because of Theorem 4.26. Therefore
Theorem 4.31 (applied in local coordinates for ¥) yields that there is a unique solution @4 to
(5.56) together suitable regularity and decay as well as Rz_ gz, ud| p=0 = ul| p—0 if and only if
Jo Ri(p,s,t) - 65(p) dp = 0. Because of integration by parts it holds [ 6 (p) - 0(p) dp = 0.
Therefore the nonlinearities in /; cancel and we obtain a linear non-autonomous parabolic
equation for h1 on X:

N
Och1 — D Vsi - Vsilg, o (V2)i(Ve)ihi + @1 - Vshy + dohi = fo (5.57)
i,l=1
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in ¥ x [0, T']. Here with

di= [ |0%<p>\2dp, do = [ (o). dy = [ G0 dp.
dy —/90 p)pdp, ds —/90 -0 (p)p* dp, dg ::Agé(p)‘gg(p)p?’dp,

we have defined for all (s,t) € ¥ x [0,T:

d4

i1 (s,t) == (Ops — A8) I, o) — d —0,((DgsVr) " 0 X)(0,1) € RY, (5.58)
1
) - d =
ao(s,t) == =0, ((Or — Ar) o X)|(0,s1) + faf(WTP o X)|0s1) ER, (5.59)
1
Y L d/Q -_— JE) 2 2 3
fQ(S,t) = dfar((at’l” - AT) ] X)|(0,s,t) - ﬁ&q(Wr\ o X)‘(O,s,t) eR. (5.60)
1 1

Note that since 50 is Rgz_ z,-0dd and due to the isometry properties of Rgz_ 7, , it follows that

Jg = J5 = 0 and hence also fg = 0. Therefore the equation (5.57) for 711 is homogeneous. Note
that this corresponds to the case of symmetric f in the scalar case, cf. Remark 5.16. This is due
to the fact that we restricted to symmetric W in the vector-valued case.

If 711 is smooth and solves (5.57), then Theorem 4.31 (applied in local coordinates for X.) yields
a smooth solution to (5.56) with Ryz_ 7, u2 | p=0 = u2| p—0 and we get decay estimates. With

Remark 5.15 and compactness we obtain i} € R1 (8) for any 5 € (0, min{/\/2, ﬁo} ), where
50 > (0 is as in Theorem 4.31.

5.3.1.4 Inner Expansion: O(¢¥) Letk € {1,..., M — 1} and suppose that the j-th inner order
has already been constructed for j = 0, ..., k, that it is smooth and 715 11 € RJI. (8) for every

3 € (0, min{\/A/2, Bo}) with By > 0 as in Theorem 4.31. Analogously to the scalar case one
can compute the O(g¥)-order in (VAC1) for @, = . This yields that the order O(£") is zero if

— Lotk o(p,5,t) = Ryi1(p, s,t), (5.61)

—,

N
Rir1(p, 5,t) 7= 05(p) | =i + Y Vsi- Vil (o (V)i(Vx)jhri1
ii=1

—(Oes = A8)|x (o) - Vohtst + ha10n((0r — Ar) 0 X (0,0
+05(p) [~ (p + h) k102 V[ 0 X))
—2(Vsh1) " Dys(Das) 5, (o) Vi
+20,((D2sVT) " 0 X) (0,0 [(p + F1) Vi1 + hapr Vioha]|
+Ry(p, 5,1),

where Rk S Ré 8)" If }vlk_i'_l is smooth, then due to Theorem 4.31 equation (5.61) admits a unique
solution @ , , with suitable regularity and decay as well as Rz_ 7, 13| ,—0 = 1|, if and only
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if [ Riy1(p,s,t)- 04 (p) dp = 0. Because of Jr gy - 6}y = 0, the latter is equivalent to

N
iy — Y Vsi- Vsilx, (5.0 (VE)i(Ve)ihit1 + 1 - Vshipr + dohiyr = fr,  (5.62)
ii=1

where

Fulst) = [ Buo.s.0) - 04(0) d/ 18y 3z

is a smooth function of (s,¢) and depends only on the j-th inner orders for 0 < j < k. Here
Go, G are defined in (5.58)-(5.59). If hj1 is smooth and solves (5.62), then Theorem 4.31 yields
as in the last Section 5.3.1.3 a smooth solution aﬁ 4o t0(5.61) such that 12£ 19 € Ri +1,(8) for all

B € (0,min{y/A/2, fo}).

5.3.2 Contact Point Expansion of (vAC) in ND

This is analogous to the scalar case, cf. Section 5.2.2. We make the ansatz i, = . + @< in T'(26)
close to the contact points. Let o, b : T'¢(26,211) — 9% x [0, 2u1] be as in Theorem 3.7. Then
with H, := g we set

i (x,t) == S (pe(z, 1), He(x,t), 0(x,t),t)  for (x,t) € TC(26,2u1),

where

af:@xﬁE x[0,T] - R™: (p,H,o,t) Haf(p,H,a,t)

for j = 1,..., M. Moreover, we define H%H = ﬁ%w := 0 and 1250 = ij\il 5%1?. As in the
scalar case, instead of (vAC1) for i, = ﬁg + ﬁg , we will expand the “bulk equation”

€

1
ot — NIl + 5 [VW (i + ) = VW ()| = 0 (5.63)

into e-series with coefficients in (¢, He, o, ) up to O(eM~2). Moreover, we will expand (vAC2)
for ii. = il + @ into e-series with coefficients in (j, o, t) up to O(¢M~1). Altogether we end
up with analogous equations as in the scalar case. The solvability condition (4.31) will yield the

boundary conditions on 93 x [0, T’ for the height functions h;.

For the expansions we calculate the action of the differential operators on ¢ in the next lemma.

Here we use the same conventions as in Lemma 5.23 and define Dyy, in an analogous way as Ds..

Lemma 5.25. Let@ x 0% x [0,T] > (p,H,0,t) — w(p, H,o0,t) € R™ be sufficiently smooth

115



5 ASYMPTOTIC EXPANSIONS

and let 0 : TC(25,2u1) — R™ : (z,t) — w(pge(x,t), He(x,t),0(x,t),t). Then

Oy = 0pw 8;7‘ (&h + 05 - Vshe } + 0 w— + Dgst Os0 + Op0,
" . [Vr v y
D0 = 0, | — 6 — (Dy s) Vshe { + Dosv Do,
A Ab
AW = 8PQZ1 ?T‘ — (AS Vzh -+ Z Vs; - VSZ(VE) (Vz)lh ) —i-an?
i,l=1
Vb|? v . Vb [V .
+ 0w | | + O L (Dys) Vsh, + 20,00 — - {g’" — (Dys) " Vsh,
. b
+ 2Dp50,w Dyo {v; - (DIS)Tth } + 2Dps 0w Do V?
N
+ Doy Ao + Z Voi Vo (Vex)i(Vax )i,
il=1

where the W-terms on the left hand side and derivatives of r or s are evaluated at (z,t), the
he-terms at (s(x,t),t) and the w-terms at (pe(x,t), Ho(z,t),0(z,1),t).

Proof. This can be shown by applying Lemma 5.17 to every component. O

5.3.2.1 Contact Point Expansion: The Bulk Equation We expand the VIV -part in (5.63):
If the @1, @ are bounded, the Taylor expansion yields on I'(25)

E ]
. Mt2 4 o [ v
VW(al +af) =VW(l)+ > —0, VW (60) St +as)| +0EMT).
veND Jv|=1 " j=1

As in the scalar case one can combine the latter with the expansion for VI (i) in (5.54) and use
@il = 0. This yields that the terms in the asymptotic expansion for VW (@l + @) — VW (il)
arefork=1,... M + 1:

o1): o,
Oe):  D*W(fo)af,
O(ER): D*W(6y)as + [some polynomial in entries of (!, ..., @k _,, @, .., a5 ;) of

order <k, where the coefficients are multiples of J; VW (6p),

v e N{', |v| =2,...,k and every term contains a (ﬁ?)n-factor].

The other explicit terms in VW (@ 4 4€) — VW (i) are of order O(M+3).

Functions of (s, t), (p, s, t) and (x, t) are expanded in the analogous way as in the scalar case,
cf. (5.39)-(5.40) and the remarks there. We just replace h;, p. by ivzj, De.

As in the scalar case we use some notation for the higher orders in the expansion:

Definition 5.26 (Notation for Contact Point Expansion of (vAC)). 1. We call (50, il) the
zero-th order and (h;, QZJI+1, ﬁfjc) the j-th order for j = 1, ..., M.
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2. Letk e {—1,....,M + 2} and 3, > 0. Then ]:ch(ﬁ " denotes the set of smooth functions

R: @ x 0% x [0, T] — R™ depending only on the j-th orders for 0 < j < min{k, M}
and such that uniformly in (p, H, o,t):

0,05 (Voz)ny -+ (Vox)n, 0 Rlp, H,0,1)| = O(e~FIPH0)
forall ny,....,ng € {1,...,N}and d,i,l,n € Np.
3. The set }v%g (8) is defined in an analogous way without the -dependence.

In the following we expand (5.63) into e-series with coefficients in (p¢, H, 0, t).

5.3.2.1.1 Bulk Equation: O(¢~!) The lowest order O(%) in (5.63) cancels if
[—A% + D2W (8o (p)]a§ (p, H, 0, ) = 0, (5.64)
where A% := 92+ |Vb|2|y0(07t)8% and we used Vr- Vb, , ) = 0forall (o,7) € 95 x [0, T].

5.3.2.1.2 Bulk Equation: O(¢¥~!) For k = 1,..., M — 1 we assume that the j-th order
is constructed for all j = 0, ..., k, that it is smooth and that 11]] 11 € R]I. 8) (bounded and all

derivatives bounded is enough here) and ﬂjc € RJC( 8 for every 3 € (0, min{ﬁv(v), VA2, BO}),
~v € (0,7), where Bo is from Theorem 4.31 and B ,7y are as in Theorem 4.36. With analogous

computations as in the scalar case, the O(c*~1)-order in the expansion for the bulk equation
(5.63) is zero if

(A% + D*W (o)iif 1 = Gi(p, H,0,1), (5.65)
where ék € ég(ﬁ 3
5.3.2.2 Contact Point Expansion: The Neumann Boundary Condition As in the scalar
case, the boundary conditions complementing (5.64)-(5.65) will be obtained from the expansion

of the Neumann boundary condition (vAC2) for @, = ﬂ'g + ﬁgc ,ie. D, (ﬁg + ﬁ? )log, Noa = 0.
Lemma 5.23 and Lemma 5.25 yield on ' (24, 211 )

T
. " V’I"| x,t v
Dxug‘(x,t) = aﬂug(p,s,t) l 5( L (DxS)T|(m,t)V2ha (s,t)] + Dzug(p,s,t) Da:8|(m,t)7
T
“ Vr'"| x,t
Dxﬁg‘(w,t) = apusc‘(p,H,a,t) |\5() - (DxS)T|(m,t)th5’(s,t)]

Vblwnl"
" ,t .
+ 8Husc|(p,H,a,t) l?‘| + D@Eueckp,H,o,t) Dza|($,t)a

where p = pe(z,t),H = H.(x,t), s = s(x,t) and 0 = o(x,t). We consider the points
z = X(r,o,t) for (r,0,t) € [-26,20] x IX x [0,T], in particular H = 0 and s = 0.

For g : T'(26) N 0Q1 — R smooth we use an expansion as in the scalar case, cf. (5.43) and
the remarks there. We just use ﬁj, P instead of hj, p..

In the following we expand the Neumann boundary condition into e-series with coefficients in
(pe, 0,t) up to the order O(eM—1).
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5.3.2.2.1 Neumann Boundary Condition: O(c™') At the lowest order O(1) we have
(Naq - V)| Xo(o 0( ) = 0. This is valid due to the 90°-contact angle condition.

5.3.2.2.2 Neumann Boundary Condition: O(c®) The order O(1) vanishes if

(Naﬂ : Vb) ’?0(g7t)3Hﬂ?|H=O(Pa g, t) = gl (pv g, t)’ (566)
G1(p, 0, 1) := 0y (P)[(DasNo) T, (o) VoM (00) = Or (N - V1) © X)|(0.0.0) P (0,0
+ go(pa g, t):

where go(p, 0, t) := —pOh(p)d((Naq - Vr) 0 X)|(0,0,t)- Forj =1,..., M let
uS i R2 x 0% x [0,T] = R™ : (p, H,0,t) = 15 (p, |V (Xo(0,t)H, 0, t). (5.67)

Due to Theorem 3.7 it holds |Vb|Yo(a t)| > ¢ > 0and |Nyg - Vb|y0(a t)| > ¢ > 0 for all
(0,t) € 9% x [0, T)]. Therefore (5.64) and (5.66) for i{ are equivalent to

[—A + D*W (0o (p))]uf =0, (5.68)
~0pS | 11—0 = (IVD]/Nog - Vb)lxz, 5.0y 1 (0 7.1). (5.69)

The solvability condition (4.31) corresponding to (5.68)-(5.69) is
(I76)/Nog2 - VO sy [ 51(02.8) - ol dp = .

Due to the symmetry properties of 50, the term coming from ¢y vanishes. Therefore the latter
condition yields the following boundary condition for h;:

b1 (07 t) ) VEB1|(U,t) + b0(0-¢ 75)]V11|(0,t) =0 for (Ua t) € 0¥ x [07 T]7 (5.70)

where b1, by are as in the scalar case, cf. the formulas below (5.48). Together with the linear
parabolic equation (5.57) for h1 from Subsection 5.3.1.3, we obtain a time- -dependent linear
parabolic boundary value problem for hl, where the initial value lt=0 is not prescribed. How-
ever, since fo is zero the equations for hy are homogeneous and therefore we can take 7y = 0.
Hence we get @} from Section 5.3.1.3 with @ € R! (py) forall Bi € (0,min{\/\/2, Bo}),

where 3y > 0 is as in Theorem 4.31. In particular the first inner order is determined. Furthermore,
we have g € Ri( g, forall 51 € (0, v/A/2) due to Theorem 4.26. With Theorem 4.36 (applied
in local coordinates for 9Y.) there is a unique smooth solution glc to (5.68)-(5.69) and we get
decay properties. By compactness and Remark 5.15 With 82 instead of > we obtain the decay
u§ € R?( ) for all 5 € (0, mm{ﬁ )s VA/2}), v € (0,7), where 3, are as in Theorem 4.36.
Altogether we computed the first order

5.3.2.2.3 Neumann Boundary Condition: O(c*) and Induction Fork = 1,..., M —1 we
compute O(sk) in (VAC2) for @, = z_[g + ﬁg and obtain equations for the (k + 1)-th order. We use
the following induction hypothesis: assume that the j-th order is constructed for all j =0, ..., k,
that it is smooth and has the decay ! j+1 € Rl (B for all 81 € (0, min{\/A\/2, BO}) as well as
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11]0 € R]C( ”) for all 8 € (0, mln{ﬁ )y VA ,60} ~v € (0,%), where Bo is from Theorem

4.31 and 5, 4 are as in Theorem 4.36. The assumptlon holds for k = 1 due to Section 5.3.2.2.2.
Analogously as in the scalar case, the O(ek )-order in (VAC2) for i, = ﬂ’g + z_[g is zero if

(Noa - Vb) 5o 0.y O Ui 11| H=0(ps 0, 1) = Gry1(ps 0, 1), (5.71)
Get1l(pot) = 56(P)[(D18N89)T!yo(g,t)vzkkﬂl(a,t) — 9:((Nag - V1) 0 X)| (0,00 Pkt 1] 0,0)]
+ gk (107 g, t)7

where g, € R 5, (8) and hence gx 11 € RkJrl ) + R ko (3) if hk+1 is smooth.
As in the last Section 5.3.2.2. 2, the equations (5. 65) (5.71) are equivalent to

[—A+ D*W (0o (p)ufs1 = Gi(p, H, 0,t), (5.72)
_8Hgk+1|H=0 = (IVb’/N(?Q : Vb)|fo(o—7t)g‘k+1(pa Ha a, t)v (573)

where we defined ggﬂ in (5.67) and G, is set in the analogous way with the G k€ ch( 8) from
Section 5.3.2.1.2. The compatibility condition (4.31) for (5.72)-(5.73), i.e.

\/RZ Qk(p’ H, U7t) ’ éé(p) d(pa H) + (|Vb|/N39 ) Vb)|yo(o—7t) /1ng+1(1), g, t) ’ 56(,0) dp =0,
+

implies a linear boundary condition for ilk+11
b1(0,t) - Vshiilon + b0(0, )il on = [P (0,t)  for (0,t) € 05 x [0,T],  (5.74)
where by, b; are defined below (5.48) and

v -1 / > |V
B 7

+

Tl (poty  Oblp dp
Xo(mt)/]R kl (pot) - O0lp ]

is smooth in (o, t) € 0¥ x [0,T].

Because of the remarks and computations in Section 5.2.2.2.2 we can solve (5.62) from Section
5. 3 1.4 together with (5.74) and obtain a smooth solution Bkﬂ Therefore Section 5.3.1.4 yields
uk+2 (solving (5.61)) with i3, € R/LC+1 (41 for all 31 € (0,min{\/)\/2, BO} In particular the

(k+1)-th inner order is computed and it holds Gk € kam aswell as g1 € Rk+1,(,8) +Rk,(6)

for all 8 € (0, min{S(y \/7 Bo}). v € (0,%). As in the last Section 5.3.2.2.2 we obtain a
unique smooth solutlon gkﬂ to (5.72)- (5.73) Wlth the decay ﬁgﬂ € ch,(ﬁ,’y) for all (53,7) as
above. Altogether, the (k + 1)-th order is determined.

Finally, by induction the j-th order is constructed for all j = 0, ..., k, the le are smooth and

VIH € R! 360 for all for all 5; € (0, min{\/)\/Q,/JY’o}) as well as ﬂJC € RC(/B, ) for every
B € (0,min{B(v), v/A/2, Bo}), 7 € (

5.3.3 The Approximate Solution for (vAC) in ND

Let N > 2and I' = (I'y).¢(o,7) be as in Section 3.1 with contact angle a = 7 and a solution to
MCF in 2. Moreover, let § > 0 be such that the assertions of Theorem 3.7 hold for 26 instead of
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5 ASYMPTOTIC EXPANSIONS

0 and let r, s, b, 0, 1o be as in the theorem. Furthermore, let W : R™ — R be as in Definition
1.4 and %+ be any distinct pair of minimizers of W. Moreover, let M € N, M > 2 be as in the
beginning of Section 5.3. Let  : R — [0, 1] be smooth with n(r) = 1 for |r| < 1and n(r) =0
for || > 2. Then for ¢ > 0 we set

o ) [E A GE)] + =05y inT(25),
: s in QE \ T(29),

where %! and ¢ were constructed in Sections 5.3.1 and 5.3.2. Analogously as in Section 5.1.3
one can prove that 11';4 is an approximate solution for (vAC1)-(vAC3) in the following sense:

Lemma 5.27. The function UL? is smooth, uniformly bounded with respect to x,t, e and for the

remainder 7 := 9y — Aw + LVW (@) in (vAC1) and 52 := O, i in (VAC2) it holds

A < C(eMemeliel 4 M in (26, 1),

74 < C(eMteelpelrte)  Mo=clpel 4 MALYjy 1C(26,201),
=0 in Qr \ T'(26),
|54] < CeM el on dQr NT(26),
=0 on 0Qr \ T'(26)

for e > 0 small and some ¢, C > 0. Here p. is defined in (5.53) and H. = g.

Remark 5.28. The analogous assertions as in Remark 5.11 hold.

5.4 Asymptotic Expansion of (AC,) in 2D

Let N = 2, Q C R be as in Remark 1.1, 1. and " := (I't)¢efo,) be as in Section 3.1 with
contact angle o € (0, 7). We use the notation as in Sections 3.1-3.2. Moreover, let 6 > 0 be such
that the assertions of Theorem 3.3 hold for 24 instead of 6. In particular (7, s) : T'(20) — Ssa
are curvilinear coordinates that describe a neighbourhood I'(24) of T in 2 x [0, T]. Here S5 4, is
the trapeze with width ¢ and angle « defined in (3.1). Again r can be viewed as a signed distance
function and s has the role of a tangential projection, both with respect to an extension of I". See
also Figure 1 and Figure 7. Finally, we assume that I" evolves according to MCF. Based on I" we
construct a smooth approximate solution uéa to (AC,1)-(AC,3) with analogous properties as in
the §-case in Section 5.1. Here o, is chosen as in Definition 1.8 and we will have to restrict « to
a small interval around 7 in order to use the results in Section 4.2.2.

Roughly the idea is as follows. For the inner expansion in Section 5.4.1 we can use the
calculations from the 90°-case in Section 5.1.1. This formally yields a suitable approximate
solution of (AC,1) on {(z,t) € T\(20) : s(x,t) € I}, where I = [—1,1]. It would not make
sense to use the construction for s € [, := [—1 — p, 1 4 p] for some 1 > 0 since then the height
functions would have to satisfy a parabolic equation on /,,, but we want to impose boundary
conditions at s = &1 later. However, we can use smooth extensions from I to I, (or R) of the
inner expansion terms and the height functions obtained on I for some large 1 > 0. Then also the
rescaled variable p. from the inner expansion is well-defined close to the contact points. But we
can only use the estimate on the approximation error for the inner expansion for s € I. Therefore
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5.4 ASYMPTOTIC EXPANSION OF (AC,) IN 2D

we have to cut off in an appropriate way. If the latter is done e-independent, then it is difficult
to set up a straight-forward ansatz at the boundary points: For the contact point expansion it is
natural to rescale zX := —rcosa + (1 F s)sin a which runs in R,.. Since one has to match
the inner and the contact point expansion in every e-order, this would lead to ansatz functions
in (p, Z,t) € RZ x [0, T] having non-trivial asymptotic properties for Z — co. However, when
using Taylor expansions for (AC,1) this behaviour is a problem, since some of the appearing
polynomials will not be multiplied with suitable decaying terms. Therefore the idea is to cut-off
the inner expansion with appropriate functions depending on the e-scaled variables. The contact
point expansion is done in Section 5.4.2 and leads to the model problems on Ri we considered in
Section 4.2.2. In order to use these results we will have to restrict to o € T + [—ay, o), where
ag > 01is determined in Remark 5.33 below. The compatibility condition (4.17) will yield the
boundary conditions for the height functions at s = £1. Altogether for o € 5 4 [, ap] we
obtain a suitable approximate solution uéa to (AC,1)-(AC,3), see Section 5.4.3 below.
Let M € Nwith M > 2. For j = 1, ..., M we introduce height functions

M
hja: 1y x[0,T] 5 R and  heo =Y & hjq,

j=1
for some p > 0, where I, := [—1 — pu, 1 + p]. Furthermore, we set hps11. = A2 =0
and analogously to the 90°-case
r(z, 1) o
pealz,t) = - - heo(s(z,t),t) for (z,t) € I'(26). (5.75)

If 4 > 01is large enough, the latter is well-defined.

5.4.1 Inner Expansion of (AC,) in 2D

For the inner expansion we consider the same ansatz as in Section 5.1.1. Let € > 0 be small and

M+1
ug,a = Z EJU’;,OL’ u§,a‘(m,t) = ﬁjl',a(p67a|(x,t)a S|(:c,t)a t) in {(x7t) S F(Qd) : s‘(x,t) € I}v
j=0
where
Wy tRxIx[0,T] > R:(p,s,t) —dl,(p,st) forj=0,.,M+1
Moreover, we set u, +2,0 = 0and ﬁéa = Zj]\/fgl gl ﬁjfa We use the following notation:

Definition 5.29 (Notation for Inner Expansion of (AC,) in 2D). 1. We call (6, u{ 7a) the
zero-th inner order and (h q, u§+1’a) the j-th inner order for j = 1, ..., M.

2. Letk € {—1,...,M + 2} and 8 > 0. We denote with R} (8),a the set of smooth functions
R :R x I x[0,7] — R that depend only on the j-th inner orders for 0 < j < min{k, M}
and satisfy uniformly in (p, s, t):

lazaéﬁfR(p, s,t)| = O(e™ PPy foralli,l,n € Ny.
Finally, ]:Ei (), 18 defined analogously with functions 12 : R x [0, 7] — R.
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We expand (AC,1) for u. o = ug,a in the same way as in Section 5.1.1. This leads to
g,a(p,s,t) =0o(p) and @ ,(p,s,t) =0, (5.76)

cf. Sections 5.1.1.1-5.1.1.2. Moreover, from Sections 5.1.1.3-5.1.1.4 we obtain the following:
Inductively, if for k = 0, ..., M — 1 the j-th inner order for j = 0, ..., k is known, smooth and

QJIHA € RJI. (9),0 forevery § € (0, min{+/ f"(£1)}), then there is an equation for hj1 o:
Othiy1,0 — |V5|2|Yo(s,t)3§hk+1,a + a10shkt+1,0 + a0hkt1,0 = foo inl x [0,T], (5.77)

where fi, o : I x [0,T7] is a smooth function that can be explicitly computed from the j-th inner
orders for 0 < j < k and ag, a; are defined in (5.7)-(5.8). If hj41 o is smooth and solves (5.77),
then we obtain ﬂé 42,0 38 the solution of

—ﬁgﬁiw,a(p, s,t) = Rpy1.4(p, s,t)  for (p,s,t) € R x I x (0,77, (5.78)

where Lo 1= —82 + f"(6p) and Ry11.4 € Réﬂ (), CAN be explicitly computed from Ay 1 o
and the j-th inner orders for j = 0, ..., k. Here (5.77) is the compatibility condition for (5.78)
and Theorem 4.4 yields the solution ﬂ£+2,a € R£+1 (8),0 forall § € (0, min{+/f"(£1)}).

Remark 5.30. If f is even, then it holds fy o = 0. This follows from Section 5.1.1.3.

Lemma 5.31. Iffor k =0, ..., M the k-th inner orders are known, smooth, %_H € Ré (8) o Jor
some [ > 0 and the equations (5.76)-(5.78) hold, then for some ¢, C > 0 we have

ol o — Aul , + 1 Ful )| < CeMemlrenl 4 MHL)in {(2,t) € T(20) : 8|(p) € I}

g, 82

Proof. This follows from the expansions and remainder estimates in Sections 5.1.1.1-5.1.1.4. [

5.4.2 Contact Point Expansion of (AC,) in 2D

For the contact point expansion we define s* := 1 F s,

+
2f = —rcosa+stsina and ZE, = fa on I'(20). (5.79)
’ €
See also Figure 11 below. Note that
1
s=+1Fs" and  sF=c— [ZZ, 4 (poa + hog) cosal . (5.80)
SN & ’

This identity will be used later to expand s-dependent terms and it motivates us (see Remark
5.32 below) to define the following cut-off function for uéa: Let X : R — [0, 1] be smooth with
X(y) = 0fory < 1and X(y) = 1 for y > 2. Then we set for some constant Hy > 0

Ralp Z) = X(2) % (Sina [Z + pcosa — H0]> for all (p, Z) € R2, (5.81)

Xa(7,t) = Ralpea(®,t), Z5,(2,t)) for all (z,t) € T'(26, 1). (5.82)

See Figure 11 below for a sketch.
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Xa(Pear Ze_,a) =1 S5
AS Xoa =1
Za AZ
~ £ 1
~ £ -
777777777777777777777 . Xa =0 | L cosa
¢ sin o \
s=—1 o Hy + sina ﬁ ,,,,,,,,,,,,
Xa( e,00 Z;a) =0 p’
Figure 11: Coordinates and cut-off y,,.
For the contact point expansion we make the ansatz
Ue o = Xoul ot uacf in I"(29)
close to the contact points p*(t), ¢ € [0, T]. Here we define uci : Z;W = uﬁiﬁ and

uSE (@, t) =53 (pealn,t), ZE, (2,1), 1)

7,
for (x,t) € I'(29), where
aSER2 X [0,T] = R: (p, Z,t) = 055 (p, Z,t)  forj=1,..., M.

jOé

Ci M C:I:

i
Moreover, we set i = > 5=, €/, and uMJrl o =0

Remark 5.32. 1. Note that X(nga) is zero on T'(26) close to dQ7. Therefore there will be
no contribution of ug,a in the expansion of the boundary condition (AC,2). Nevertheless,
this is just for aesthetic reasons. However, the second factor of y, in (5.81) is crucial.
Namely, if ; o is known independently of x,, then we can take Hy := 2||h1 o||cc. Then
due to (5.80) it holds:

1 st 1

(ZE, +peacosa—Ho) > 1 = > 14—

— > . e
sina = - S lcosahea+Hol >0 inT(29)

.oy Ihar,alloo and cv. This is important since then
values of u , are only used in the set {(z,t) € ['(26) : s|(;4) € I} on which we know

that uia has appropriate decay and is (at the moment formally) a suitable approximate
solution of (AC,1), cf. Lemma 5.31.

2. The e-scaled cut-off function X(Z)¥(s™ /) should also work, but there are even more
terms that have to be expanded.

To get an idea for the expansion of (AC,1) for u. o = Yol ot uE o in T(20), we rewrite
1
0= (0~ &) [Xatit o +ulk] + ZF (Xaulo +uEZ) (5.83)
1
= ul (0 — A)xa +2V(ul,) - V(Xa) + Xa {(at — A)ul, + = fuly) (5.84)

1
@ = Muls + 5 [ (atd o +uld) — xal (l)]. (5.85)
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Due to Remark 5.32, 1. and Lemma 5.31 it will be possible to control the last term in (5.84)
rigorously in the end. Hence this term can be left out in the expansion of (5.83). Moreover, the
lowest order will be important. Therefore we set

(OF =

wl = Xaud, +ule  and  B5E(p, Z,t) = Ralp, Z2)00(p) + 052 (p, Z,1),

~I . 1 I ~C+ ._ ,Ct C+

Uz = Ug g — Uy gs Ugq 1= Ugq — Ug, as well as

(5.83)-(5.85) without the last term in (5.84) as follows:

SO+ . »Cx ~C+ :
Ugq = Ugy — Uy, . Then we rewrite

0= (0~ A)wl* + 785~ xaldh — Dby + 03— A)xa

- 1 N ~ (5.86)
+2V(l) - Vxa) + 5 [/l + xatd o + 350 — xaf ()]

We will expand the “bulk equation” (5.86) in I'(26) into e-series with coefficients in (p q, nga, t)
up to O(EM _2) and the nonlinear Robin boundary condition (AC,2) for us o = Xazé,a + uggf
on dQr N T'(26) into e-series with coefficients in (p-.qa,t) up to O(e™~1). Note that in order
to yield a suitable approximate solution, the contact point expansion has to match the inner

expansion. To this end we desire

0507 [0S (p, H, 1) — bo(p)] = O(e~ PleltH)y, (5.87)
0L O aS s (p, H,t) = O(ePleltaH) (5.88)

forj =1,..., M and all 4, [, n € Ny, for some [3,~ > 0 possibly depending on j, ¢, [, n. Later we
will use arbitrary 3 € [0, o) and v € [, y0), where (3, 7o are specified as follows:

Remark 5.33 (Decay Parameters (5,70, Angle o, Lowest Order v,). We choose 3y, 79 > 0
as in Remark 4.19 and such that the inequality

Bo + o < min{+/f"(£1)} (5.89)

holds. For these Sy, o we can use all the assertions in Section 4.2.2, in particular Theorems
4.18, 4.21 and 4.23 for the nonlinear problem. Hence we obtain an og > 0 from Theorem
4.21 and a solution v, of (4.11)-(4.12) for all « € 5 + [—ao, ag] such that v, = 6p + 04 and
0. : 5+ [~ao, ) — H(k,é’o,vo)(R%r) is Lipschitz-continuous for all £ € Ny. Moreover, due
to Theorem 4.25 the linearized problem (4.15)-(4.16) can be solved in Sobolev spaces with
exponential weight with decay parameters (5 € [0, fo], ¥ € [4*,70]. Note that every choice in

this remark is independent of 2 and I'.

The successive requirement that the coefficients in the expansions disappear will yield equations
on ]R?F of the type as in Subsection 4.2.2. It will turn out that for W$® = v, the lowest order
vanishes. The solvability condition (4.17) for the linear problems in the higher orders will yield
the boundary conditions at s = =1 for the height functions A 4.

For the expansion we compute in the following lemma how the differential operators act on

(Pe,as nga, t)-dependent terms like uscf, Xa OF Xau&a.
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Lemma 5.34. Let]Ri2 x [0,T] > (p, Z,t) — w(p, Z,t) € R be sufficiently smooth and let
w : I'(26) — R be defined by w(z,t) = W(psa(z,t), Zsia(x,t), t) forall (x,t) € T'(26). Then

[ Oy 3t

01 = 0y | — (Dhhe -+ 050, a)] + 0702 | 9

Vw = 9,1 _% — V50she a] NP

Aw = 9, _§ — (AsDyhe o + |Vs[202 M)} 4 aZwA 1Vl
+ 20,070 vf“[ [V; ~ Vsduh, a} 62| Y.~ Vsouha| .

where the w-terms on the left hand side and derivatives of r or s are evaluated at (z,t), the
he o-terms at (s(z,t),t) and the Ww-terms at (pe o(x, 1), H:a(x, t),t).

Proof. This follows from the chain rule. O

Similar as in the 90°-case for the higher orders in the expansions we use the following notation:

Definition 5.35 (Notation for Contact Point Expansion of (AC,) in 2D).

C+

C%) as the zero-th order and (hj o, u JIH s Ujq ) @S

1. We refer to the functions (6, u{,a, W,
the j-th order, where j = 1, ..., M.

2. Letk € {—1,..., M + 2}. We write P,ga(p, Z) for the set of polynomials in (p, Z) with
smooth coefficients in ¢t € [0, 7] depending only on the hj, for 1 < j < min{k, M}.
The sets P,ga(p) and P,Sa(Z ) are defined analogously with (p, Z) replaced by p and Z,
respectively.

3. Letk € {—1,....,.M + 2} and 8,7 > 0. Let ch(ﬂ et be the set of smooth functions
R: @ x [0, 7] — R that depend only on the j-th orders for 0 < j < min{k, M} and
such that uniformly in (p, Z, t):

1000507 R(p, Z,t)| = O(e~¥IPFI2)) - forall i,1,n € No.

The set ch( 8).a is defined analogously without the Z-dependence.
5.4.2.1 Contact Point Expansion: The Bulk Equation We rewrite (5.86) in I'(20) with
Lemma 5.34 as follows:

0= @t — xath) [L 2

— (O¢heo + |V5820%he o + (015 — As)ash&a)}

+ Ozw

ACj:(a A)zr + BCE — 02 AC:I:’vza’
€ g2

2 (5.90)

—20,0,05F vj {w — Vs0sh. a] — (%0SF — a68)

€ pa

+ (at - A)agi + ﬂg,a(at - A)Xa + 2v(ﬁ£,a) ’ V(Xa)

— — Vs0she o
€

1 - -
o [+ Xaiil o + 550 —xaf (ul)]
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where we use the conventions for evaluations as in Lemma 5.34. Later we will choose wcjE = VUq

such that the lowest order in the e-expansion vanishes, where v, is from Remark 5.33. In (5.90)
one can observe that the 6j-contributions are crucial for the asymptotics as Z — oo in the
e-expansion, since we want exponentially decaying terms in the expansion at each order.

In the following we specify how all the terms in (5.90) are expanded into e-series. For the
f'-parts: If the u! u®F are bounded, then Taylor expansions yield on I'(24)

jror g

-7 -
F1(ws™ + Xatil o +TE3)

M+2 4 M+1 k
=f"(wg ™) + Z k'f(kH ) Z €J(Xauja —|—ujcjlt) + O(EM3, (5.91)
j=1
as well as on {(z,t) € I'(20) : s|(4) € [}
k

Ful ) = f'(00) + Z o fk“ > el OM+3), (5.92)
j=2

where u{ , = 0 due to (5.76). Therefore the terms for f'(wS™® + xail , + GCE) = xaf'(ul,)
in the asymptotic expansion are for k = 2, ..., M + 2:

o) :  f(ws*) = xaf (60),
Oe) " (wSF)uSE + xal (W) = £7(00)]uf o, = f" (W )ufE,

O(sk) N (wCi)ukC(ﬂ; + [some polynomial in (Xaulja, -'-7Xauk—17aa“1c,i:a . ukCi1 a)

M+2 4 [M+1

of order < k, where the coefficients are multiples of

FO @), ..., fE) (™) and every term admits a u £ _factor]
+ [some polynomial in (u{ o - uk o) of order <k, Where the

coefficients are multiples of x\, fF/ (wS*) — xo f 4 (6y),

l=1,...,k+1,and every term contains a u o-factor].

The other explicit terms in f/(w$™ + xa @l + 455 ) — Xaf'(ul ) are of order O(eMF3).
Moreover, we expand terms in (5.90)-(5.92) that depend on (s, ) or (p, s,t), namely all the
hj o-terms and the u o-terms, respectively. Such terms also appear because of Lemma 5.1
and Lemma 5.34 for xa, al,, ugtf Therefore we consider smooth g1 : I, x [0,7] — R or
g1 : Rx 1, x[0,T] — R with bounded derivatives in s. Then with a Taylor expansion we obtain

Rax akgl|s—:i:1 k M
gils = gils=t1 + > 2 o (sF ) +0(s F 1M T3) (5.93)
k=1 ’

with a uniform remainder. Then because of (5.80) we replace

1
sFl=Fe——[Z+ (p+ heals,t))cosal. (5.94)
sin o

In particular [s F 1| = eO(1 + |p| + Z), if the h; o, are bounded. On the right hand side in (5.94)
we again have the s-dependent term h, ., but the e-order has increased by one. If the h; . are
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sufficiently regular, then we can use (5.93)-(5.94) for the h. ,-term inductively. The latter is
needed only finitely many times and yields an expansion of g; into an e-series with coefficients
in (p, Z,t) up to O(¢M+2). The terms are for k = 1,..., M + 2:

O1): gils=+1,
O(e¥) : [some polynomial in (p, Z, OLh; o

+1,0),0=0,...k =1, =1,.. kof order <k,

where the coefficients are multiples of 9.g;|s=+1,! =1, ..., k].

Finally, the remainder in the expansion of g; is of order eM+30((1 + |p| + Z)™*3). The latter
will be multiplied with decaying terms later and becomes O (eM+3).

Furthermore, we have to expand terms in (5.90) depending on (z, t) that appear after applying
Lemma 5.1 and Lemma 5.34, more precisely the derivatives of 7, s and z . To this end let
g2 : I'(20) — R be smooth. Then a Taylor expansion yields uniformly in (r, s,t) € S5 x [0, 7]

o M+2 8£8§§ )
Galr,s.t) = (X (r,s,1) = Y jf'k(j’imw(s;l)k+0(\(r,s¢1)\M+3). (5.95)
j+k=0 v

We substitute 7 by e(p + he o (s,t)) and s F 1 by (5.94). For the appearing s-dependent term
he o we use the expansion for g; above. Hence we obtain an expansion of g into e-series with
coefficients in (p, Z,t) up to O(¢+2). The terms in the expansion are for k = 1,..., M + 2:

0(1) . 92|ﬁi(t)7

O(e) = OrGlo,1,6) (P + Pral(x1,e) F Osd2l(0,41,0) [Z + (p + hialz1,) cos a} ,

sin o
COs &

8592!(0,11,@}

OE") 1 hialx1s) |0rd2li0+10) F .
+[a polynomial in (p, Z, E)éhj7a|(il7t)),l =0,..k—1,5=1,....k — 1 of order < k,

where the coefficients are multiples of 8? 8é2§2 ](O’il’t), l1,l3 € No, 11 + 12 < K.
Here in contrast to the case o« = 7 in Section 5.1.2 we need the O(e) explicitly. The remainder in
the expansion for go is eM 3O ((1+p|+2)M*3). The latter will be multiplied with exponentially

decaying terms later and becomes O (£ +3),
Now we expand (5.90) with the above identities into e-series with coefficients in (p¢ q, nga, t).

5.4.2.1.1 Bulk Equation: O(¢72) The lowest order O(g%) in (5.90) vanishes if
0= =050 *|Vay [Plpt ) — 2020,08 TV 2y - Vrlpe oy — (0505 — Rab0) V7?52 0y
+ [1(@6*) = Xaf'(B0)-
Now we use that due to Remark 3.2 and Theorem 3.3 it holds |V7"|2|?i(t) = |VS|2‘§i 1 =1las

well as Vr - Vs|5s ) = 0. Therefore with the definition (5.79) we obtain \Vz§]2|5i () = land
Vet V7|54 ) = — cos a. Hence because of 0y = f'(6) the lowest order becomes

[—0% + 2cos adzd, — ST + f/(W5F) =0 for (p, Z,t) €RZ x [0,T].  (5.96)

a
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5 ASYMPTOTIC EXPANSIONS

5.4.2.1.2 Bulk Equation: O(c~!) The next order O(2) in (5.90) cancels if we require

|~0% +2c0sadz0, — 0 + f'(05H)| afE = GTE, (5.97)
CSE (. 2,) = = [0,05* — Rabh] (O — Ar)lps — D= (@12 — Az e
— 20,0705 (V25 - V)5t (1 Osh.al (41,0
- [@%wgi - Xael} 2(Vr - Vs)lgt 1 Oshial (£1,0)

+035* |0,V 0 Tl 0,210 (0 + hral 1)

- 1
F0.( Va1 o Dl 0.1 g 12 + (0 hralias) cosal

+20,0705F |9,((VzE - Vr) o X)lo,41,6 (P + hialr1y)

F0s((Vzx - Vr) o X)| (0414

sin o [Z + (P + h17a|(:tl,t)) cos a]:|

+ (0806 = 2at] (097 0 Dg.21.0 (0 + hralrn)

Bs(|Vr? o X)|(0,21,1)

sina[Z + (p+ hial1y) cos a]] .

Because of Remark 3.2 and Theorem 3.3 it follows that (8tr ATy = (Vr-Vs)lzq) =0,
(V2. Vs) |5+ = Fsino and 9, (IVr)? o X)|(0,41,4) = Os(|Vr[* 0 X)| (0 41,5y = 0. Therefore

GCi(p,Z t) = — 905 (925 — Az )|+ £ 2sinad 0705 F0sh1 0l (1.0)

+ 05wg { 0-(IV23* 0 X010 (P + Mol (21.))

— 1
FOs(|V2Z? o X)(0,41,0) Sna [Z + (p + h1,al(+1,)) cos a]]

+ 20,0705 |0,((V2E - Vr) o X)

b+ hialiy)

— 1
:Fas((vziz V) o X)|o,+1,0) Sin o [Z + (p+ h1,al(+1,)) cos a]} .

In particular G -, 1s independent of Y. This is important in order to choose H and hence X,
independently, see Remark 5.32, 1. For later use, we collect the h o-terms and write

G Z(p, Z,t) = £2sina 0,0705 F0sh1 0 (414

COS ¢

95((VzE - Vr) o X)|(0,1.0)

+ 28paZUA)§i [&((sz - Vr)o Y)‘(O,il,t) + (£1,t)

sin «

COSO& _ ~
AR X)\m,ﬂ,t)} halers + G52,

+ 03 0,924 e Dl 0.1 F
sin o

where G o€ RC(B .o forall 3 e [0, 80). v € [, 70) provided that Wl — 6y € RC(
for all these B, . The latter corresponds to the matching condition (5.87).

By),e
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5.4.2.1.3 Bulk Equation: O(¢*~!) Fork = 1,..., M — 1 we compute O(c¥~!) in (5.90)

and derive an equation for ugfl . Therefore suppose that the j-th order is constructed for all

Jj = 0,..., k, that it is smooth and that Hj in X, is known. Additionally, let ﬂ]I-JrLa € RJI',(,Bi),a

forall 51 € (0, min{\/f”(£1)}) and j = 0, ..., k. Note that in contrast to the 90°-case the decay
is used at this point Namely, with the inequality (5.89) for the decay parameters [y, 7o and the
decay for the @/ o, 1t will be possible to control the contributions of 0" wgi — )Zoﬁ,lﬂo, 1=1,2
and the new types of terms in the expansion of the f’-parts, cf. (5. 91)—(5.92) below. Finally,
we assume that wcjE — 6y € Ro (B 3 well as uCi € RC(B Ve forall j = 1,...,k and all
B €0,50), 7 € [%,70). The latter corresponds to the matching conditions (5.87)-(5.88).

Then with the notation from Definition 5.35 it follows for all those (3, ):

Forj=1,...k+1: [O()in[(591) = xqa-(5.92)]] € [f'(@5H)aSy + RS\ 5.
Fori,j=1,..,k: [O()in(593)forgi = gi(h)] € Placfisyalos2)-

m

o)

Moreover, for j = 1, ...,k + 1 we obtain

COS «

[O()in(5.95)] €  hjalxi |0rd2l0,41,) - 392|(0 11| + Pa(p, 2).
All those identities can be verified with the remarks accompanying (5.91)-(5.95). The only
contributions that are not straight -forward are the (finitely many) terms appearing in the expansion
of the f’-parts that are of type !, fT) (wS*) — xo f D (6p),1 € {1,..., 7+ 1} times a term in
RJI 1,(81),0 Torall 81 € (0, min{ f”(£1)}) times some polynomial in Pﬁl,a(p, Z). The latter
appear due to the order O(&?) in the expansion of un o Wherei € {0,....,j—1}andn € {1,...,5}.
We have to show that such terms are contained in R 1L(g).a Torall 3 €0, 8o), v € [, 7).
On the set {{, = 0} there is nothing to prove. Moreover on {X, = 1} we can use uniform
continuity for f’-derivatives on compact sets and that ¥S* — 6 € Rg’( B for all (B,7) as
above to obtain the desired estimate. Finally, for the decay on the set = := {X, € (0,1)} we
use Z < |p| forall (p, Z) € = with |p| + Z > R, where R is large depending on «, Hy. See
also Figure 11. Then it follows that 5|p| +vZ < (8 + 7)|p| < Bi]p| for all those (p, Z) and all
B+ v < (1. Due to the inequality Bo + Yo < min{f”(£1)} we obtain the claimed inclusion.
Now we compute O(g+~1) for k: =1,....,M —1in (5.90). Let (3, y) be as above and arbitrary.

The f’-part yields a term in f” (0§ )ﬁkcfl ot RE( 5.).a- Moreover, note that

L pCE () ! ACj: U] C C
(9p - Xa S 8 9 + RU,(,B,’y),Oc - RO,(ﬂ,’Y),Oé (598)

for all [ € N and all 3,~ as above. The first inclusion can be shown with the decay of Hél)

from Theorem 4.1 and analogous arguments as before since for (p, Z) € {Xa € 10,1)} it holds

Z < |p|if |p| + Z is large. The second inclusion follows from @$* — 6 € RC( ), Therefore
the contribution at order O (¢*~1) from the first line in (5.90) is contained in
(apwgi - )20496) Pk o P, + Z Pkc—l,a(p’ Z) - ch,(ﬁ,'y),a

Analogously it follows that the 97 * -part yields an element of ch( B Moreover, the term
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owS* € RS’: (8.).o O0ly contributes to O(1). Furthermore, the 0%%<*-part gives an element of

COS Oé

_ 62 wC:ﬁ:
Z sin a

Pt1,al(+1,0) < P (V22?0 X)(041,0) F
+8 CiPka(p7Z)a

Ou(|V 22 oX>|<0ﬂt)

where the last term is contained in R,? (B)a . Similarly, the 9,07 *-part yields a term in

ch,(ﬁ,'y),a - 26pazwgi |::|: sina@shk+17a|(i1’t)

COS

+ht1,0l(+1,0) <3r((vzai -Vr)o X)|ox1,0) F 0s((VzE - Vr) OX)(O,:I:l,t))] :

Due to (5.98) and since Vr - Vs|5x () = O (IVr2oX) 0,216 = Os(IVr|? 0 X)| (0414 = 0, we
get in an analogous way that the contribution at order O(s¥~1) from the (aﬁwgi — Xab()-term

sin o

in (5.90) is an element of RC (B, . Moreover, the term (9; — A)ﬁgff yields a contribution in
[—8% +2cosa 0,07 — 82} “k+1 o+ RS (B

For @l (0, — A)xa we use u{ , = 0, the decay of ﬂjf-’a and that Z < |p| on {X» € (0,1)}
if |p| + Z is large. With the latter we obtain as above the decay of the products of the inner

expansion terms with derivatives of . Therefore we get a term in ch (B.),00 where we note that
@l ., counts to order j — 1. Finally, with the same ideas we obtain that 2V (@i’ ,) - V(xa) also
yields a contribution in ch( By)a

Altogether the O(¥~1)-order in the expansion for the bulk equation (5.90) is zero if

|~0% + 20080050, — 32 + f"(@5F)] afF , = GLE ., (5.99)
ng_tl o 26P8ngi [:l: sina&shk+1,a\(i17t)

COos «x

(£1,t) (ar((vzf -Vr)o Y)\(O,ﬂ,t) + sinaas((vzi[ -Vr)o X)‘(O,il,t)):|

COS ¥
+az05* Pes1,al (41,0 O (| V25| OX)|(0i1t):F$ 5(|V2 [ o X)(0,41,0) +Gka,

where Gka € RC(B )0 forall B € [0, 80). v € [, 7)-
From the expansion of the Robin boundary condition (AC,2) we will obtain boundary condi-
tions for the equations (5.96), (5.97) and (5.99). This is done in the next section.

5.4.2.2 Contact Point Expansion: The Robin Boundary Condition We expand the non-
linear Robin-boundary condition (AC,2) for u. o = Xau + ucjE on 0Q7 NT'(26). Since xq
is zero in an e-dependent neighbourhood of 9Q T, the latter is the same as

i 1 -
Noq - V(wS +u§§)\3QT+go (WE* +aS%) oo, =0 ondQrNT(25).  (5.100)

Here on Q7 NT(26) it holds 25 = ZZF, = 0 and s* = £227 ¢f. (5.79). Therefore we set

sin

E(r) = £1F Zojzr, X Ity = Xt ey for () € [-26,28] x [0,T]. (5.101)
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5.4 ASYMPTOTIC EXPANSION OF (AC,) IN 2D

Then due to Lemma 5.34 the equation (5.100) is equivalent to

|X r,t
0= Noalgz, |G 0SE + 0,45 T)| 20 (;() Vsl (. Osheal 5= 0

Vaa |Yi (r,t) 1 2CE 4
+ (070E* +32U lz= 0% +g%(w )|z o (5.102)

on Q7 NT(25), where r = r(z,t) and p = pe (2, 1).

In the following we determine how all the terms are expanded into e-series up to O(e
with coefficients in (p,t). For the h. o-terms let g; : I, x [0,7] — R be smooth. We use the
rigorous Taylor expansion (5.93) and we replace s F 1 by (5.94) with Z = 0. Then the remarks
and the assertions for the remainder terms below (5.93) are still valid when we formally set
Z = 0. Concerning terms evaluated at Yli, we consider g2 : dQ7 NT'(26) — R smooth. A
Taylor expansion yields for (r,t) € [—24,20] x [0, T]:

Mfl)

M+2 8k~:i:

i k35 o,
G (rt) = (X1 (nt) =3 2,’(0”7“’“ + O(|r|M+3). (5.103)
k=0 :

Then we use r = £(pe o + he al(s,)) and expand h , as specified above. To this end the height
functions need to be smooth enough. Similar to the expansion of the (z, t)-dependent terms in the
bulk equation, cf. (5.95) below, the terms in the e-expansion of (5.103) are for k = 2, ..., M + 2:

O01): glptw
Oe): ( 9)0r 33 0.1);
Oy hk,a|(i17t)8r§2i|(0,t) + [some polynomial in (p, 8éhj,a|(i17t)),l =0,...k—1,
j=1,...,k—1oforder <k, where

the coefficients are multiples of (925, ..., OF §2i)|(0,t)].

The other explicit terms in (5.103) are bounded by £ *3 times some polynomial in |p| if the hja
are smooth. Later, these terms and the O(|r|™*3)-remainder in (5.103) for each choice of gy will
be multiplied with exponentially decaying terms in |p|. Then these terms are O(c™*3). Finally,
the o,-term is replaced via

M+2 4
ol (WSF + 0S5 )| z=0 = o0 (W5F) | 7=0 + Z 7 o (@SH) g0 (G E| z=0)F + O(MF9).

The terms in the e-expansion are for k = 2, ..., M + 2:
0(1) : U;(ﬁ)gi‘zzo),
O(e) = on(@5F)af x| 2=0,

O(e") ag(wgi)agﬂzzo + [a polynomial in (ﬂfaﬂzzo, e ﬂg}17a|zzo) of order <k,
where the coefficients are multiples of o3 (9$%)] z—o,
oD (9S*)| 7o and every term contains a u -factor]

The other explicit terms are of order O (e +3).
Now we can expand (5.102) into e-series with coefficients in (p q,t) up to O(eM 1),
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5.4.2.2.1 Robin Boundary Condition: O(c™!) At the lowest order O(1) we have
(Noq - V)| i(t)a w ‘Z o+ (Nagq - VZ )‘ ()aszi\Z 0+ ol (d gi|Z:0) =0.

By construction it holds Noq g+ = —VZéHﬁ:t(t), where VzZ - Vrlz4 = —cosa and
|Vz§|2\ﬁi () = 1, cf. Section 5.4.2.1.1. Therefore the order (9(%) vanishes if we require

[—0z + cos a | wSF| 70 + o (05F| z=0) = 0. (5.104)

The latter equation together with (5.96) is solved by WS := v, for a € 5 + [—ao, ag], where
vq and aq are as in Remark 5.33. In particular v,, is t-independent and v, — 6y € ROC( B7)a for

all 8 € [0, Bol, v € [H,0]-
5.4.2.2.2 Robin Boundary Condition: O(s°) The next order O(1) vanishes if
[0z + cos a D, + o (va] 7-0)]0T E| z—0(p, t) = gfg(p, t), (5.105)
glc:i(p’ t) = a,OUOc|Z:0 [hl,a|(:tl,t)ar((N8Q : VT) o Y1 )|(0 t)
— Ozval z=0h1,al(21,00r (Nog - V25) 0 X7 o + 352 (. t),

ro)

where § g e RC( 8. is given by

~ —t —t
352 (p,1) == —p Ipval z=00r (Noa - Vr) o X1)|(0.) — P Ozval 2=00r(Nag - V25 ) 0 X7 )|(0)-

We solve this equation together with (5.97). If hy , is smooth and determined only from the
0-th order, then G?f € RS}:(/B»’Y)vO‘ and gf§ € R(?:(B)#x forall 5 € [0,5), v € [%, 7). Note
that both are independent of x,. Therefore due to Remark 5.33 and Theorem 4.25 there is a
unique smooth solution % ACi to (5.97) and (5.105) with the same decay as G o, if and only if the
compatibility condition (4 17) holds, i.e.

/R G200 d(p. 7) + /R 67 0,0a] 7—0 dp = 0.
+

The latter is equivalent to the following linear boundary condition for A1 4:

bY o (B)0sh1al (21,0 + Vool @1y = fia(t) fort€[0,T), (5.106)

where

bfa(t) =+ sina [2/2 0,07000,v0 d(p, Z) + /R(apva)2\zzo dZ] )

COS a

bo o / aZ”a pVa d(p, 2) { (’VZi,Q ° X)‘(O +1,t) F sna’® (Wzai’Q OY)’(O,:tl,t)

COS ¢

+2 /R2 0p020a0,0a [&((szf - Vr)o Y)|(O,i1,t) + 83((Vz§ -Vr)o Y)|(0,jz1,t)
+

sin «
— =+

— Jo(Opva)?12=00(Naq - V7) 0 X7 )06y = Jr 020a0pval z=00r (Nog - VzE) 0 X7 ) (0.1);

fE) - / GS£0, 00 d(p, Z) - /R 35 Dpval 20 dp
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are smooth in ¢ € [0, 7| and independent of y,, where G -, 1s as in Section 5.4.2.1.2. Together
with the linear parabolic equation (5.77) for £ = 0 from the inner expansion in Section 5.4.1, we
obtain a time-dependent linear parabolic boundary value problem for /1 .. Here analogously to
the 90°-case the initial value A1 |0 is not specified.

Remark 5.36. If f is even, then due to Remark 5.30 it holds fy , = O for the right hand side in
(5.77) for kK = 0. However, in general it holds fo « 7 0. Therefore in contrast to the 7-case a
non-trivial b1 , is needed except from special cases. This is due to the many terms appearing in
f(fa. Also note that for v,, there are no symmetry properties available in general.

We solve the equations for h o, with Lunardi, Sinestrari, von Wahl [LSW], Chapter 9 in the
analogous way as in Section 5.1.2.2.2. To this end we only need that all the coefficients are smooth
and that |V s|? I, \bfa] are bounded from below by a positive constant. Everything is known
except the estimate for bf o However, the latter follows from the additional estimates in Remark
4.19. Hence we obtain a smooth solution hj o : I x [0,7] — R to (5.77) with k = 0 together
with (5.106). We can extend h1 , to a smooth function on [, x [0, T'] for example with the Stein
Extension Theorem, see Leoni [Le], Theorem 13.17. Moreover, hq , is independent of x. This
enables us to define Hy and x,, according to Remark 5.32, 1. Furthermore, due to Section 5.4.1
we obtain u2 o, (solving (5.78) for k = 0) with ¢ u2 a € RI 1(81),0 forall B; € (0, min{+/f"(£1)}).
Therefore the first inner order is computed Flnally, Theorem 4.25 yields a unlque smooth solution
a$’x 10 (5.97) and (5.105) such that a{™ € RY (3.0 Tor all B € [0, 80), v € [%,70). Hence
the first order is determined.

5.4.2.2.3 Robin Boundary Condition: O(c*) and Induction For k = 1,...,M — 1 we
consider O(Ek) in (5.102) and derive equations for the (k + 1)-th order. Therefore we assume the
following induction hypothesis: suppose that the j-th order is constructed for all j = 0, ..., k, that
it is smooth and that Hy and ,, is known. Moreover, suppose that 715 t1a € RJ{ (B1),a for every

(0, min{\/f"(£1)}) and j = 0, ..., k. Finally, let @ ACi € Rf(ﬂﬁ)@ for all 8 € [0, Bo),
v E [ 2 ~p)and j =0, ..., k. The assumption holds for k = 1 due to Section 5.4.2.2.2.
Then with the notation in Definition 5.35 we have

Forj=1,..k+1: [O()inol (@5F +alE)|z—0] € U”(va)ﬁg+17afzzo+R,§:(B)7a,
For Z?] = ]-7 7k : [0(5-7) for g1 = gl(hi)‘(gi(r),t)] € P max{i,j },a ( )

Moreover, for j = 1, ...,k + 1 we obtain
[O() in (5.103)] € hjal (135 00 + P 1alp) (S Plp). i < H.

With this we can compute the order O(e*) in (5.102). Therefore let 3 € [0, 3o) be arbitrary.
The contribution of 2 (9,04 + 0,u<E)|z=0(Noq - V) = 1) yields a term in
) 1 )
~=*
o) ukH alz=0Noq - Vrl5e ) + Opval z=0hs+1,al (31,0 (Nog - V) o X7)|(0,1)

+Z auk+1 ]|Z 0,

133



5 ASYMPTOTIC EXPANSIONS

where Noq - Vr[5+ ) = cos a and the last sum is contained in R,g( 3),o- Moreover, from the term

_(aﬂva + 8Pag§)’Z:0(Naﬂ ) vs)’yi‘:(nt)ash )

(3% (r),t) We obtain an element of

k

(Oshist.al(x1,0) + Pla(p))Noq - Vslse (t)OpValz= 0+ Pap Z PLo( pAkCiJa
—0

C +sin a dyva|z=00s hk+1 al(£1,6) + R (B).a

Analogously as before, 1(9zvq + azus ) z=0(Noq - Vi) |~ X () contributes a term in

. —+
—3ZU;?f17a|Z:0 + 070l z=0Pk 11,0l (1,49 (Nogq - Vzy)o X Mo + ch,(ﬁ),a

Finally, the term 107, (vo + 4C)| z—o gives an element in ag(va)ﬁ,?fl olz=0+ R,f( B
Altogether the O(g*)-order in the expansion of (5.102) vanishes if

[~07 + cos @, + a7 (valz=0) 84 11| 7=0(p, 1) = 931 a(0:1), (5.107)
~=* .
Irira(pst) == Opvalz=o [hk+1,a|(i1,t)3r((NaQ - Vr) o X7)|(0,) Fsina 8Shk’+1,oc|(:|:1,t)}

-+ ~
— Ozva|z=0Mk11,al(+1,5)0r ((Nog - Vi) o X, Mo + gﬁi(p, t),

where g,?jj S R,f( 8. We solve the latter equation (5.107) together with (5.99).
The compatibility condition (4.17) yields the following linear boundary condition for hjy1 q:

bit,a (t)ashk-‘rl,akil,t) + bf)t,a(t)hk-kl,a’(il,t) = f]?fa(t) fort € [07 T]a (5108)

where b o bO,a are the same as the ones after (5.106) and
FE) / G200 d(p.2) = [ GC20pvalz0dp

is smooth in ¢ € [0, T'], where C;’kci: is as in Section 5.4.2.1.3.

The arguments in the last Section 5.4.2.2.2 yield a smooth solution 41,4 : 1 X [0,7] = R
of (5.77) from Section 5.4.1 together with (5.108). Again, the latter can be extended to a
smooth function on I, x [0,7]. Moreover, Section 5.4.1 determines @i 2.0 (solving (5.78))
with 4 uk+2 o € RkJrl (B1),0 for all B1 € (0, mln{m} Therefore the (k + 1)-th inner
order is computed. Moreover it holds G o € ch+1 (8, 7) as well as gk +1 € Rk +1,(8)a for
all 5 € [0,50),7 € [§.7) and they are 1ndependent of @ uk 1. Finally, Theorem 4.25 yields
a unique smooth solution @gfl to (5.99) and (5.107) such that ﬁgfl o € R¢ for all
B €[0,B0),v € [%,7). Hence the (k + 1)-th order is determined.

Finally, the j-th order is determined inductively for all j = 0,. k the hj o are smooth
and u]+1 o € RI .o forall B1 € (0, min{/f"(£1)}) as well as u ch(ﬁ ). Tor all

7,(B
B €0,0), v € [F:0)-
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5.4.3 The Approximate Solution for (AC,) in 2D

Let o, be as in Definition 1.8 and oy > 0 be as in Remark 5.33. Moreover, let N = 2 and
[ := (I't)¢efo,7] be as in Section 3.1 with contact angle o € § + [, ag] and a solution to
MCF in (). Additionally, let § > 0 be such that the assertions of Theorem 3.3 hold for 26 instead
of 4 and let r, s be as in the theorem. Let M € N, M > 2 be as in the beginning of Section 5.4.
Moreover, let dp € (0, §] be small such that —20¢ + 10 sin@ > 0 and

57
11

1
+ +
= S
s - (25 +rcosal € (

11 3

Jpo  for zf c [g, §]u0 sinaand |r| < dg,  (5.109)
where pg is from Theorem 3.3. Note that (5.109) is only needed in order to have a suitable
partition of T'(d) for the spectral estimate later, cf. (6.66) below. Finally, let 0,7 : R — [0, 1] be
smooth with n(r) = 1 for |r| < 1, n(r) = 0 for |r| > 2 and 7(r) = 1 forr < 1, 73(r) = 0 for
r > 2. Then we set

ulE = youl , + ulE = va + xaill, + Sk (5.110)

for ¢ > 0, where x, and v, are evaluated at (p; q, nga). The appearing functions were
constructed in Sections 5.4.1-5.4.2. Then we define

st “Vul

i G [AGHuEE + =il ] + (L= n())sign(r)  inTEE0.D),
S S| in QE \ T(29),

where sT = 41 T s and the sets were defined in Remark 3.4, 1. This yields an approximate
solution for (AC,1)-(AC,3) in the following sense:

Lemma 5.37. The function uéa is smooth, uniformly bounded in x,t,c and the remainders

rd, = (0 — A+ L (ud,) and 2, == On,qui, + 1ol (udy,) in (AC41)-(AC,2) satisfy

\réa\ < C(EM_le_C(lps*“HZg“) + eMeclpeal 4 MLy inT%(26,1),

rd, =0 in Qr \ T'(26),
|séa\ < CeMeclpeal on 0QT NT(26),
sy, =0 on dQr \ I'(20)

for € > 0 small and some c,C' > 0.
Remark 5.38. The analogous statements as in Remark 5.11 are true.

Proof. The proof is analogous to the one of Lemma 5.10 where the case o = 7 is shown. One
verifies that the Taylor expansions and remainder estimates stated in Sections 5.1.1-5.1.2 hold
rigorously. The main point left to show in the case a # 7 is the suitable convergence with respect
to e — 0 (i.e. rates of type e /¢ for the function and all derivatives) in the transition regions for
the functions we glued together in the definition of uéa. With the latter, one can then estimate
the mixed terms in réa and séa appearing due to the cutoff functions similar to the case o =

Because of (5.110) and the asymptotics of the appearing functions it is enough to prove

us
5-

1

Zilwn =¢>0 and  Xa(pear Zia)| )
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5 ASYMPTOTIC EXPANSIONS

for all (x,t) € T'%(25,1) with |r(z,t)] < 26° and s¥(z,t) > po as well as ¢ > 0 small.
However, by the assumption on dy it holds

z§|(x,t) = |z§|(x7t)| > —|7|(a,) cos af + Si|(m) sina > —20p + ppsina > 0

for all those (z,t). Moreover, recall the definition (5.82) of X,. Therefore it is left to show that

1

sin o

(z,t) + ps,a|(x,t) cos v — HO] >1

22
for all the (x,t) as above and € > 0 small, where Hy = 2||h1 o ||, see Remark 5.32, 1. and the

end of Section 5.4.2.2.2. The estimate follows from

1

sin o

+
$l@n 1
5 sin «v

[Zsj,:a|(z,t) + Pe,a|(m,t) cosa — Hp| = [hs,a|(s(az,t),t) cos a + Hy|

for all the (z, t) as before and € > 0. The second term is estimated by 4||h; o ||oo/ sin a fore > 0
small. Hence the lemma is proven. O
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6 Spectral Estimates

The second step in the method of de Mottoni and Schatzman [deMS] consists of estimating the
difference of the exact and approximate solution. To this end one employs a Gronwall-type
argument together with the idea of linearization at the approximate solution, since the structure
of the latter is known in detail. In order to estimate all terms in a suitable way, it is important to
have a spectral estimate for a linear operator corresponding to the diffuse interface model and
the approximate solution, i.e. an estimate for the related bilinear form. The form of the linear
operator and the estimate typically take into account the energy and the scalar product generating
a gradient flow which is usually a part of the diffuse interface model.
For instance, in the situation of (AC1)-(AC3) the operator is given by

1
Lop=—A+ ?f”(u?(.,t)) on Q

together with homogeneous Neumann boundary condition, where uf is from Section 5.2.3 (for
N = 2 see also Section 5.1.3). We will show a spectral estimate of the following form: there are
constants ¢, C, g9 > 0 such that for all u € H'(£2) and € € (0, &¢]

1
/Q|VU|2 + ?f"(U?(.,t))u2 > —Cllullfzo) + IVullzz@yr, @) + cllVrullZer, gy, 6D

where V. is a suitable tangential derivative defined in Remark 3.4, 2. for V = 2 and Remark
3.8, 2. for N > 2, respectively. The estimate (also without the two additional last terms in (6.1))
implies that the spectrum of L. ; is bounded from below by —C, where L. ; is viewed as an
unbounded operator on {u € H%(Q2) : d,,u = 0} with values in L?({2). L., is selfadjoint and
has spectrum in R in this setting. This explains the name ““spectral estimate”.

Review of Spectral Estimates used within the Method of [deMS]. In the following we give a re-
view about the development of spectral estimates used for the method by de Mottoni and
Schatzman. The proof of the spectral estimate for ) = R without a boundary condition for
the Allen-Cahn-equation and without the additional two terms on the right hand side in (6.1)
was first executed by de Mottoni, Schatzman in [deMS] (for a different approximate solution).
Their basic idea was to consider normal modes, i.e. the sets where the signed distance varies
for a fixed tangential coordinate. By scaling and perturbation arguments, the spectral properties
of the corresponding 1D-operators on finite intervals can essentially be reduced to the ones of
the unperturbed operator Ly := —% + f”(0) on finite large intervals, where f, 6 are as in
Section 4.1. One uses e.g. the properties of 6y from Theorem 4.1. However, the computations in
[deMS] were quite complicated. They work with Rayleigh quotients and use a perturbation result
for isolated eigenvalues of selfadjoint operators. Altogether, de Mottoni and Schatzman prove
interesting and detailed spectral properties. But (6.1) can be obtained with less effort, which was
shown by Chen in [C2], Theorem 2.3. There a general form of uEA but without the height functions
we used in the scaled variable (5.1) is allowed, but these can be included with the analogous
proof, cf. Abels, Liu [AL] and for more details see Marquardt [Ma]. In Chen [C2] the part of
the integral in (6.1) over the tubular neighbourhood of a closed hypersurface is transformed to
a double integral over the tangential coordinate and the normal modes. Then the integrals over
the normal modes are estimated a little bit more roughly (compared to [deMS]) from below via
scaling and perturbation arguments which is also the idea in de Mottoni and Schatzman [deMS].
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6 SPECTRAL ESTIMATES

Still in the proof one has to pay great attention on the orders of €. The two last additional terms
in (6.1) in the case of a closed interface can be added by looking more closely at the integral
transformation by Chen [C2]. This is a simple argument first observed by Abels, Liu [AL], but the
additional terms can help to lower the required order for the approximate solution that is needed
for the difference estimate to work and to optimize the result, cf. [AL] and Section 7 below, in
particular Remark 7.6, 3. Based on the estimate for the Allen-Cahn operator, Chen [C2] also
obtains spectral estimates for the Cahn-Hilliard operator (cf. also Marquardt [Ma]) and the phase
field operator. Here the idea of splitting the H'-space with respect to a subspace approximating
the eigenvectors to the lowest eigenvalues is used to get further estimates, cf. Lemma 2.4 in [C2].
The subspace is roughly the one obtained by multiplying functions depending on the tangential
variable with the eigenvectors to the lowest eigenvalue for the normal mode problems.

Overview and Strategy for the Spectral Estimates in this Section. Also for the spectral estimates
in our cases, the control of perturbed 1D-operators on normal modes and large intervals will
be a crucial ingredient. We show such estimates in the scalar-valued and vector-valued case
similar as in Chen [C2] (and [AL],[Ma]). In the vector-valued case some new ideas are required
to replace arguments with comparison principles etc. To this end we use contradiction arguments
together with the properties of the unperturbed operator on R in Lemma 4.29 and other assertions
in Kusche [Ku]. Moreover, in the works [C2], [AL], [Ma] the formulation of the 1D-problems
was always linked to the situation of a given uf over an interface.

Here we will treat the 1D-problems separately in Section 6.1 for better readability. Therefore
we introduce an abstract setting in 1D in Section 6.1.1 that is applicable in all our cases. We
prove integral transformations and remainder estimates in Section 6.1.2. In Sections 6.1.3 and
6.1.4 we show the spectral estimates for (unperturbed and perturbed) operators in 1D in the scalar
and vector-valued case on finite large intervals, respectively. In the appendix, Section 6.1.5, for
Section 6.1 we summarize an abstract Fredholm Alternative that can be applied for all the cases
in order to obtain discrete eigenvalues and orthonormal bases of eigenfunctions.

Equipped with this we prove the spectral estimates for all our cases. In Section 6.2 we show
(6.1) for the 90°-contact angle situation for (AC) in 2D and in Section 6.3 for ND. As for the
asymptotic expansions, the 2D-case can be included in the ND-case, but we decided to treat
them separately since then the underlying ideas become more transparent. In Section 6.4 the
vector-valued case with (vAC) is considered and finally in Section 6.5 we treat the situation of
(AC,) with contact angle « close to 7.

At this point, let us motivate our approach. The approximate solution always has a specific
structure. For parts away from the contact points/lines the estimate directly follows with the
1D-estimates from Section 6.1 and a transformation as in Chen [C2]. Therefore by an argument
with a partition of unity one can reduce the spectral estimate to a corresponding one close to the
contact points. Moreover, via Taylor expansions, one can replace the potential part by a term with
simpler structure.

For the case of (AC) in 2D one can replace L. ; by

LI =—-A+ E%f”(@o(Pe(-at))) + éf@)(@o(Ps(-,t)))u?i(:%, HZE 1)

in QFF = TF(6,2u0). To get an idea for the proof of the spectral estimate in this case, let
us first discard the curvilinear structure and the higher order term. Therefore we consider
the simpler operator £ := —A + 6% f"(6o(%)) defined for functions in variables (r, s) on a
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6.1 PRELIMINARIES IN 1D

rectangle [—0, §] x [0, ] with homogeneous Neumann boundary condition. One can obtain all
the eigenvalues and eigenfunctions with a separation ansatz. Formally, because of Lemma 4.2 and
a scaling argument, for small € > 0 the eigenfunctions corresponding to the lowest eigenvalues
should approximately have the form a(s)6 (%) with a : [0,7] — R and there should be a spectral
gap. In L’;ft there is p. instead of . Moreover, we have to deal with the ulcjE -term at order % and

we have to take into account the curvilinear structure of Q%. Therefore we refine 6 (p-(.,))
via a suitable ansatz to get an approximate first eigenfunction qbf(., t). This will lead to the
same model problem we have studied in Section 4.2.1. Then we define a subspace of H'(QF)
consisting of tangential alterations a(s(.,))¢Z (., t) for suitable a : [0, 2u0] — R. Finally, we
split H'! (th jE) orthogonally in L? (QtCi) with respect to this subspace and analyze the bilinear
form corresponding to E;ft on every part. The basic splitting above is reminiscent of Lemma 2.4
in Chen [C2]. The more refined splitting with the construction of an approximate eigenfunction
is similar to and motivated from Alikakos, Chen, Fusco [ACF].

In the other cases, the above idea is adapted correspondingly. To construct the approximate
eigenfunctions we use the model problems considered in Section 4.

Remark 6.1. Note that a general reduction strategy in analogy to Chen [C2] also might work in
our cases, i.e. the idea would be to reduce via perturbation arguments to the spectral properties of
corresponding unperturbed operators on large domains approximating Ri. However, that would
require tedious estimates and the degeneracy is a difficulty, cf. the tangential alterations in the
eigenfunctions on the rectangle before. Therefore we work with the simpler strategy above.

6.1 Preliminaries in 1D
6.1.1 The Setting

We consider an abstract setting in 1D that can be applied later to integrals over normal modes in
all our cases. Therefore let § > 0 be fixed, h. € C1([—6, 5], R) for & > 0 small such that

el (5.5 < Co- (6.2)

Then we set
re:[6,6] 5 R:7 7 —cho(r) and pei= <. (6.3)
€
At this point let us already note Remark 6.4, 1. below, where the correspondence to the application

is explained.
Lemma 6.2. There is an ¢g = £9(Cy) > 0 such that
1. ro:[=0,0] = [~0—che(—0),0—ch.(d)] is C" and invertible for all € (0,5), ¢ € (0, ).

Moreover,
d
—df(ra_l) — 1' < 2Che

and |r71(7)| < (1 + 2Coe)(|7| + €|he(0)|) for all ¥ € r-([-6,5]) and € € (0, &g).

1
SCOES 5)

d
’d'{’rs —1

2. If additionally h. € 02([*5, 6]) with ||%h5“q?([,575}) < éofOV& S (0,61] ,0< e <egp,
then r. is C? for € € (0,&1] and it holds
d2

- .,
< Cpe and ’dﬁ(r‘;)

S 8@06.
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6 SPECTRAL ESTIMATES

Proof. Ad 1. Since h, is C, this is also true for r.. Moreover, it holds

d d
%rg(r) =1- 5$h5(7’) and

d 1
il _1l < < Z
drra(r) 1’ < Che < 5

for all € [0,0] if ¢ € (0,&0] and g9 = £9(Cp) > 0 is small. In particular, r¢ is strictly
monotone and invertible on [—4, 6] onto [re(—6),7:(8)] for all § € (0, 6]. The inverse is also C'*

and

b= %7“5(7“;1)

— < 2Cpe
dirre(rg 1)

due to |d%rs(re_1)\ > 1. Finally, note that . (0) = —¢h.(0). This yields for all 7 € r.([—6, 4]):

ra—l(f) = /i;h " %(ra—l)(?) dr.

Since the modulus of the integrand is bounded by 1+4-2Ce, we obtain the estimate for |r_ 1 |. Oy

Ad 2. Let additionally h. € C?([—4,6]) with ||%h€||cg([f5,5]) < Cy fore € (0,¢1]. Then 7.
and -1 are C2 for all ¢ € (0, &1]. The estimates follow from

d2 d? d? Lore(rzh)
_ = — 7]1 d -1 — __drz Ve J
a2'e = ~egahe md o) (Lr(rz1))?
t 1 da -1 1
ogether with | -ro(r27)| > 3. Py

In particular p; : [=6,6] — Lr.([-6,6]) is C! for £ € (0, £o] and invertible with inverse

F.:

™| =

re([=6,0]) = [=6,0] : z > rZt(e2). (6.4)
Finally, let J € C?([-6, §],R) with
J 2 c1 > 0 and ||JHC£([—(5,(5D S CQ. (65)

Then we define J. := J(F.) : 1r.([-6,6]) — R for e € (0, o).

Corollary 6.3. Let h. € C*([—0,0],R) with || he||c2(j—s5.6)) < Co for small e > 0 and J be as
above. Let €g = € (60) > 0 be such that Lemma 6.2 holds. Then F., J. are well-defined for
e € (0,20}, C* and we obtain for all z € Lr.([-6,0]) the estimates

_ d 2 _
|Fo(2)] < 2e(]z] + Ch), ’dZFs(z) < 2e, ‘dZQFE(z) < 8C)e?,
< J.(z) < C ij()<20 dij()«j(é Cy)e?
Cl — YJ¢e z —= 2, dZ £ z — 267 dZQ 3 z — 0, 2 e
Proof. This directly follows from Lemma 6.2 and the chain rule. O
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6.1 PRELIMINARIES IN 1D

Remark 6.4. 1. In the applications later ¢ corresponds to the one from Theorems 3.3 and 3.7.
Moreover, J will correlate to the determinant in Remarks 3.4, 3. and 3.8, 3. The h,, p. here
stand for the height function and the rescaled normal variable in the asymptotic expansions.
However, here h. depends on the normal variable. The latter will be constant in this setting
for all cases except in the situation of an a-contact angle, o # 7. In this case one uses a
transformation to (r, zi) coordinates, see (5.79) for the deﬁmtlon of z . Then one obtains
an r-dependence for functions in the tangential variable s. In the abstract setting in this
section additional variables like tangential ones or time do not appear. Therefore we prove
uniform estimates with respect to the constants above.

2. Consider the situation of Corollary 6.3. Later it will be convenient to consider suitable
symmetric subintervals of 1r.([—, 6]). Therefore note that for e; = £1(8, Cg) > 0 small
it holds 1 < gg and

[—0,8] C ro([—0,8]) foralld € (0, %5], e € (0,¢1].

Hence F;, J. are well-defined and the assertions of Corollary 6.3 hold on I = o5 for all
5 € (0, %5] and ¢ € (0,e1], where I_; := (—d/e,6/¢). Typically remainder terms on

%T’E([—S O\ I . 5 Will behave nicely and it is sufficient to prove finer estimates on I_;

This simplifies some notation.

6.1.2 Transformations and Remainder Terms

Let §,Cy > 0 and h. € C'([-4,6],R) such that (6.2) holds for ¢ > 0 small. Moreover, let
Te, pe be as in (6.3) and g9 = £¢(Cp) > 0 be such that Lemma 6.2 holds. Then F as in (6.4) is
well-defined. We obtain the following lemma for transformation arguments and estimates for
remainder terms.

Lemma 6.5. Let £y € (0,g¢] and R : R x [—0,0] — R be integrable for € € (0,&¢]. Moreover,
let 7 C [—6, 0] be an interval.

1. Foralle € (0,&o] it holds
[ Belputr)rydr = [ R Fa(2) £ R(2) 2,
J re(J)/e dz

where L F.(z) = el (r;1)(ez) > 0 and ‘— ro)(ez) — 1‘ < 2Ce forall z € 7([ 5.3])

2. If additionally |R.(p,7)| < C|r|*e=8IPl for all (p,r) € R x [—6,6] and some k > 0,
C, 3> 0, then for all € € (0, &) it follows that with constants independent of J we have
the estimate

/ Re(po(r), )| dr < CC(Co, k, B)eF+.

Proof. The first assertion follows from Lemma 6.2 and the transformation rule. Using the latter
for the second part, we obtain for all € € (0, £] that

/ |Re(pe(r),7)| dr < Ce(1 + 2005)/ |Fo(2)[Fe P dz.

re(J)/e
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6 SPECTRAL ESTIMATES

Here it holds |F.(2)| = |[r71(e2)] < (1 + 2Coe)e(|z] + Co) for all z € r.([—6,6])/e and
Che < % due to Lemma 6.2, 1. This yields

/ \R.(po(r), )| dr < G2+ / (12| + Co)Fe Bl dz k1

This shows the estimate with constants independent of 7. O

6.1.3 Spectral Estimates for Scalar-Valued Allen-Cahn-Type Operators in 1D

6.1.3.1 Unperturbed Scalar-Valued Allen-Cahn-Type Operators in 1D In Section 4.1.2 we
obtained assertions for the spectrum of the operator Ly : H2(R,K) — L*(R,K) : u — Lou,
where Ly := —% + f"(6p) and K = R or C. Now we consider L on finite large intervals
together with homogeneous Neumann boundary condition. Note that in the following we only
use Theorem 4.1, but not Lemma 4.2.

Let 5 > 0 be fixed, ¢ > 0, I 5= (—— —) and K = R or C. We will only need the case

ele
K = R, but C is included for more generality. Moreover, here one can reduce to b=1 by scaling
in €. However, introducing the § in the notation already here will simplify the notation later. We
consider the unbounded operator

d2
Loe : HY (I 5, K) = L*(I_5,K) : u s Lou = [ Pl 10 )] u,

where H ]2\,(1 5 KK) is the space of H2-functions u on [ - 5 satisfying the homogeneous Neumann

boundary condition d%u|z = 0 for z = +4/e. The corresponding sesquilinearform is

Bo.: HY(I_ 5, K) x H'(I_;,K) > K: (®,V) dicpdd U+ " (0) PV dz.
) ’ I 5 z z

As in Chen [C2], Lemma 2.1 and Marquardt [Ma], Section 3.1 we obtain the following lemma:

Lemma 6.6. . Lo is selfadjoint and the spectrum is given by discrete eigenvalues (/\]5,5) kEN
in R with )\(1),5 < )‘%,a < ..and )\k % 0. Moreover, there is an orthonormal basis
(\IJI&E)keN of L*(I., K) consisting Ofsmooth R-valued eigenfunctions \1115 NPV

2. )\(1)75 is simple and the corresponding eigenfunction \If ¢ has a sign. We take \IIO . positive.

3. Let co > 0 be such that inf|.|>., f"(00(2)) > %min{f”(:tl)}. Then for ¢ > 0 small

and any normalized eigenfunction W . of L ¢ to an eigenvalue A . < % min{ f”(£1)} it
holds .
|Woe(z)] < Ce FIVmindf"(E0}/3  forall 2 € I_5,|2] > co+1,

where C > 0 only depends on ¢y and min{ f"(+1)}.
4. Thereis g = 50(5) > 0 small such that for all € € (0, e¢]

A= inf By(¥,V) =B (\1;1 ol ) |/\1 |<C _ 38y/min{f"(£1)}
1 0, 0, e 2e
0 VeHY(I_ ),V 2=1 S EXT 0,80 F0,e/s 0l = )

where C' > 0 is independent of 4, «.
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6.1 PRELIMINARIES IN 1D

5. There is v > 0 independent of 5, € and ey = £0(8) > 0 small such that

2

0. By (¥,¥) > vy foralle € (0,ep)].

= inf
VeHY(I_ 5), V[ 2=1,9L, 29§

6. Let 3. := H%HZQI(I 9 and Ul := Ui _— B.0(. Foreg = 0(0) > 0 small and € € (0, &)

we have
2 2 35/ min{f/(£1)}
Hw{fe L ‘ dgh|” < T T
L2(I, 5) L2(I, 5)

where C' > 0 is independent of 9, «.

Proof. By scaling in € it is enough to consider the case & = 1. We set I, := I 1.

Ad 1. Lo is selfadjoint because Lo . is symmetric and the resolvent set nonempty. The latter
follows from the Lax-Milgram Theorem applied to a constant shift of By . due to f”(6y) > —C.
The spectral properties in 1. and the existence of the orthonormal basis follow from the abstract
Fredholm alternative in Theorem 6.14 below (and standard regularity and integration by parts
arguments) applied to

Age: HY(I.,C) = HY(I.,C)* : u s [v +— Boc(u,v)],

where H'(I., C)* is the anti-dual space of H'(I., C), i.e. the space of conjugate linear functionals
on H!(I.,C). Note that here also in the case K = C one can obtain an R-valued orthonormal
basis since for an eigenfunction u also @ is an eigenfunction to the same eigenvalue and u, u are
C-linearly independent if and only if Re u, Im u are R-linearly independent. The latter can be
seen with elementary arguments. Oy

Ad 2. The properties of >\(1)78 and \11(1)7€ can be shown with the Krein-Rutman-Theorem and the
maximum principle, cf. [Ma], Proposition 3.6, 2. Clo.

Ad 3.-6. For the rest it is enough to consider the case K = R. The eigenvalues are the same for
K = R, C and the orthonormal basis of R-valued eigenfunctions can be chosen to be the same.
Moreover, the inf-characterizations are known, cf. e.g. [Ma], proof of Proposition 3.6. The other
assertions can be deduced with the comparison principle, Theorem 4.1, the Harnack-inequality
and the Hopf maximum principle, cf. [C2], Lemma 2.1 and [Ma], Proposition 3.7 and Lemma
3.8. For the proof of 6. see also the analogous computation in the proof of Lemma 6.6, 6. below
in the vector-valued case. O

6.1.3.2 Perturbed Scalar-Valued Allen-Cahn-Type Operators in 1D In this section we de-
rive a result for perturbed and weighted operators in 1D. Let § > 0 and h, J € C?([-6, 5], R)
with [|hc||c2(_sep) < Co for e > 0 small and ¢1,Cy > 0 be such that (6.5) holds. Then let
pe, Fr, J: for € > 0 small be as in Section 6.1.1. We consider

T T
¢ [—0,0) > R:r 9o(g) + e’;‘pael(g) + e (1)e?, (6.6)
where p. € Rand ¢. : [0, ] — R is measurable with \Ps\-i-ﬁm\q@(?“)! < Csforallr € [—0, 9],
some C3 > 0, and € > 0 small. Moreover, let §; € L*>(R) with ||61]cc < C4foraCy > 0 and
606201 = 0. ©7)

R
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Let & € (0,3] be fixed. Then Fy, J. are well-defined on I_; for e € (0,£1(3,Co)] and
Corollary 6.3 is applicable due to Remark 6.4, 2. We consider the operators

1 d d
Le: HY (I 5,K) = L3 (I_5,K) : u— Lou = [—JS 1@ (Jsdz> + f”((bg(s.))} u,

where Li (1. 5,K) is the space of L?-functions defined on I . ;5 with the weight J.. We write
(,-) |I.ls. and L ;. for the corresponding scalar product, norm and orthogonal relation. The
sesquilinearform associated to L. is given by

B.: H'(I_;,K) x H'(I_;,K) - K: (®,0) [jzcbddz\l; + f”(¢€(g.))c1>\111 J. dz.
' ’ 15

Again only K = R is needed and K = C is added for more generality. We obtain the analogue of
Lemma 6.6, 1.-3.

Lemma 6.7. 1. L. is selfadjoint and the spectrum is given by a sequence of discrete eigenval-

ues (N pen in R with AL < X2 < ... and \¥ "=5° 0. Moreover, there is an orthonormal
basis (VF)wen of L3 (1 5, K) consisting of smooth R-valued eigenfunctions W¥ to AE.

2. A\l is simple and the corresponding eigenfunction V! has a sign. We take U} positive.

3. Let co > 0 be such that inf >, f"(60(2)) > 3 min{f”(+1)}. There is an =y > 0 (only
depending on 9, 5, Co, c1, Co, Cs, Cy) such that for all € € (0,e0] and any normalized
R-valued eigenfunction V. of L. to an eigenvalue \. < % min{ f”(£1)} it holds

(W, (2)| < Ce FIVmMRU"GEDYS - forail 2 € I 502 > co+1,

where C > 0 only depends on co, min{ f" (1)} and c;.

Proof. This follows in the analogous way as in the unperturbed case, cf. the proof of Lemma
6.6, 1.-3. above. For 3. consider the proof of Proposition 3.7 in [Ma]. Here the abstract Fredholm
alternative in Theorem 6.14 below is applied to

3 3

Ac: H}E(I 5C) — H}E(I 50" tum v Be(u, )],

where Hj (I_;,C)is H'(I_ 5, C) with the weight J. in the norm (both in the L?-norm for the

3 3

function and the derivative) and }E (1. 5, C)* is the anti-dual space. Ul

Now we obtain assertions that correspond to Lemma 6.6, 3.-6. in the unperturbed case.

Theorem 6.8. ~There is an €y > 0 only depending on 6, 5, Cy,c1, Co, C3, Cy and C > 0 only
depending on 6, Cy, c1, Ca, Cs3, Cy such that

1. Fore € (0,¢eq] it holds

A= inf B.(U, ) = B.(UL, wl), |\ < e
Lo B ) = B(EL ), < Ce

2. Let UE .=l — J(O)_%ﬁe%, where B = ||0g | L2(z_ ;). Then for € € (0,&0]

H\Iff < Ce.

d R
J+‘%‘1}5
€

Je
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3. With vy from Lemma 6.6, 5. it holds for all £ € (0, ¢

: 1/ :l:l
A2 = inf Bo(W, W) > v = min{”l,mm{f()}} > 0.
WeHY(I 5,K),[|W] =101, W] 2 4

Although the proof is analogous to the ones of Lemma 2.2, 1.-2. in [C2] and Lemma 3.8 in
[Ma], we give some details for the convenience of the reader. This will also help to understand
the vector-valued case later.

Proof. Note that it is enough to consider the case K = R. The eigenvalues are the same for
K = R, C and the orthonormal basis of R-valued eigenfunctions can be chosen to be the same.
The inf-characterizations can be shown as in the unperturbed case. For convenience, if we write
“for € small” in the following it is always meant “for all £ € (0, ¢ for some ¢ > 0 small only
depending on 4, 6, Cy ,c1, Ca, C3, Cy”. Similarly, all appearing constants (also in O-notation)
below only depend on 5, Cy ,c1, Co, Cs, Cy, but we do not explicitly state this.

First, we derive an identity for B.(¥, ¥) for all U € Hl(I&S,R). We define ¥ := J2/2 0,
Then

d 1 -3 d - _1d .
—VU =——J. 2(—J)¥ E—
dz ZJE (dzJ) + e dz
Therefore
d » 1 d A d 1d .
B\IJ\I/: 7\:[12 " . =22 2\112_ -1/ % 77\112 .
(0 w) = [ |£10u(e) + I I W I g () 0

In order to use results from the unperturbed case, we would like to replace f”(p<(e.)) by f”(6p).
Therefore we use a Taylor expansion and obtain for all |z| < g

" (¢e(e2)) — f"(00(2)) — epef" (0(2))01(2)|
< C|ge(e2)|e? + Clepb1(2) + q-(e2)?|> < C(1 + |2|)e2.
Rewriting the last term in the above identity for B.(W, ) with integration by parts yields
1 d :

B.(0,¥) = By (¥, ¥) +/I [ep-f"(00)01 + G-] U* — 3 {Jsl(dzja)ﬂ . (6.8)
£,6 r=—7

2
Ge = f"(¢e(e.)) — f"(60) — f"(Bo)epebr + i <2JE_1(0§22J€> - Jg2<it}€)2> :

The first part of . is estimated above, the second part can be controlled with Corollary 6.3. This
implies |G (z)| < Ce?(1 + |z|) forall z € I_;.

Ad 1. First we show an upper bound on \! using (6.8). To this end we consider ¥ = J. 1/2 B0y
It holds || J= 1/2 B . = 1 due to the definitions. Hence with (6.8) and Corollary 6.3 we obtain

A <p?

Bo < (85, 05) + spe/ 1" (00)01(6)* + C'g?/ (1+ |2))0)(2)2 d= + 05605/61 _
I.s 5

Ie,é

The identity [ (67)? + f”(60)(6))* = 0 due to integration by parts, (6.7) and the decay for 6
and its derivatives from Theorem 4.1 imply \! < C&? for & small.
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6 SPECTRAL ESTIMATES

In particular, Lemma 6.7, 3. yields for € small the decay

_ Vmin{f""(£1)} ‘
2

|Wl(2)] < Ce 2 forallz € Is, |2 > co+ 1,

where ¢y > 0 is such that inf|, >, f”(6o(2)) > 2 min{ f”(+1)}.
Hence with (6.8) and estimates as before we get for € small

A= ol (VL8 S epe [ £ (0001812 dz + O(E2).
£,6

In order to use (6.7), we note that ‘I/& = ‘I’(l),s — B:6;, satisfies good estimates due to Lemma
6.6, 6. Therefore we split

. 1

Ul=J20! =a. W), +UF (6.9)
orthogonally in L?(I_z), where a. := (¥, W4.)2(z ;) Itholds |ac| < 1 due to the Cauchy-
Schwarz-Inequality and a2 = 1 — H\Ifj-H%Q( 1_)- Moreover, due to positivity of ¥! and U we

5
have a. > 0. Note that the latter is only needed for the estimate of WX later. Hence

< a?

‘ | rrewn etz a2 [ f 00w d |+ Ve,
)5 5 ’

where we used H\I’é”m(ls 5 < 1. We substitute W4 by U, + B.6;. With (6.7), the decay for
6f, from Theorem 4.1 and Lemma 6.6, 6. we obtain for & small

< O + 1 2, ) < Cle+ 192 [l 221, 5)-

| a2 s
I.s

Moreover, due to integration by parts we have Bo,g(\If(lL -, ¥1) = 0 and therefore
Boo (2, 02) = a2Boo (V5. W) + Boe (Ve U2) = aZXj. + Boo (2, U2).
Together with Lemma 6.6, 4.-5. this yields for € small

141 ~
Ce? 2 A = m| Ve llTe( ;) + 0@z L2, ) + O€*) > S 1Wz 72y — C€7,

where we used Young’s inequality for the last estimate. This shows || ¥ || 215 = O(e) and
hence \! = O(g?) for ¢ small. Moreover, we get a? = 1 + O(g?) for & small. iy
Ad 2. The estimates above yield |By.(¥Z, ¥2)| = O(2). Therefore H\I/é_H[g(IES) = 0O(¢g)
and the definition of By . imply || d%\I/EL 22( Ly = O(e). Using this together with properties of

U, = W . — Bb) from Lemma 6.6, 6. we will deduce estimates for ¥ := W] — J(0)~1/25.6).
First, we use the splitting (6.9) and the definition of \I!(If6 to rewrite

_1 1
WE = J2 |(ac — J2J(0)2)B0) + ac Wl + UL
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6.1 PRELIMINARIES IN 1D

With a2 = 1+ O(e?) for ¢ small, a. > 0 and (a. — 1)(ac +1) = a2 — 1 we geta. = 1 + O(g?).
Moreover, a Taylor expansion and Corollary 6.3 yields for all z € I o5
J.(2)2 = J(0)2 + O(|F-(2)]) and |F.(2)] < Ce(|z] + 1).

Therefore |a: — J:(2 )2 J(0)~ 2 | < Ce(lz| +1) forall z € T - 5 and € small. Together with the
decay for 6], and the estimates for ||\II§-HL2 5) and H\IJQEHLQ 1_ ;) We obtain |TE| ;. = O(e).
Moreover, the derivative is given by ’ 7

d 1 1 -1d _1 d d
GV = (0 = IO+ (- I 00+ e W+
1 d
— I (=T Ol
9 £ (dz 8) €
The estimates for |a5—J5(z)%J(O)_%|, I WE| ., d%\I/(’ngLz and ||d%\I/é_HL2 as well as Corollary
6.3 yield | L TE| ;. = O(e). Oa.

Ad 3. Consider any normalized eigenfunction U2 to A2. If A2 > 1 min{f”(£1)}, then there is
nothing to show. Therefore we assume that A2 < £ min{f”(+1)}. Then U? satisfies the decay
in Lemma 6.7, 3. and computations as before yield

A2 = Boe(W2,02) + ep. /I F"(00)601(¥2)? dz + O(%) = By (¥2,2) + O(e).
€,8

Analogously as above we split
U2 =a. 0y, + U2t

orthogonally in L*(I_ ;) and obtain with Lemma 6.6, 5. that
A2 = 2N+ Boe (W2, U25) + O(e) > aZAj . + (1 — a2) — Ce.

In order to get an estimate for a. = (\ifg, \I'(l)ﬁ) L2(1_ ;) hote that \if; L2 \ilg Therefore with the
splitting (6.9) we obtain for £ small 7

|G| = **(‘1’ U2) 201, 5| < CI¥z N2, ;) < Ce.

This yields A2 > 4 for e small if A2 > £ min{f"(£1)}. Os.

6.1.4 Spectral Estimates for Vector-Valued Allen-Cahn-Type Operators in 1D

In the scalar case we frequently used theorems and estimates that are not available in the vector-
valued case, e.g. the comparison principle, the Harnack-inequality and the Hopf maximum
principle. Looking closely into the last Section 6.1.3, we observe that these arguments were used
explicitly only for the proofs of Lemma 6.6, 2.-5. and Lemma 6.7, 2.-3. For the vector-valued
case we have to adjust sultably The goal is to obtain analogous assertions based on the operator
Eo 2 + DQW(OO) where W : R™ — R is as in Definition 1.4 and 90 is as in Remark
427, 1. In Lemma 4.29 we already showed properties of L viewed as an unbounded operator
Lo : H*(R,K)™ — L?(R,K)™ and we obtained a spectral gap provided dim ker L = 1. Under
this assumption we show analogous properties as in the scalar case in the last Section 6.1.3. To
this end we use contradiction arguments and further assertions in Kusche [Ku], in particular [Ku],
Chapter 1, where abstract vector-valued Sturm-Liouville operators are considered.
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6 SPECTRAL ESTIMATES

6.1.4.1 Unperturbed Vector-Valued Allen-Cahn-Type Operators in 1D We consider Lo on
finite large intervals together with homogeneous Neumann boundary condition.

Let 6 > 0 fixed, e > 0, I ;:= (—f 7) and K = R or C. Again, we only need the case K = R
but C is included for more generality. We consider the unbounded operator

v v d?
Loe: HY (I 5 K)™ — L*(I_ 5, K)™ : i+ Loil = [—dz +D W(ao)]
) k) Z
The associated sesquilinearform is By : HY(I_;, K)™ x HY(I_;, K)™ = K,

v - - d - d = -~
Boo(®,9)i= [ (-8, T 0)en + (D*W(0)8, D)cn d.
€6

We obtain the analogy of Lemma 6.6.
Lemma 6.9. Assume dim ker _EQ =1, ¢f. Remark 4.28. Then

1. igﬁ is selfadjoint and the spectrum is given by discrete eigenvalues (X’g@)keN in R with
X X k . -
/\(1),5 < /\%?6 <...and )\’55 —% 0. Moreover, there is an orthonormal basis (‘Illé,g)keN of

L?(I,K)™ consisting of smooth R™-valued eigenfunctions \fll&a to 5\'575
2. 5\(1)75 is simple for € > 0 small.

3. For any normalized eigenfunction \1_1'075 t0 an eigenvalue Ao . < s min{o(D*W (i1))} of
IV/Q8 and € > 0 small it holds

|\I_}o,g(2)| < Ce~lAV/min{o(D>W (i1))}/6 forall z € I_s;,

where C' > 0 is independent of ¢, 0.

4. Thereis €y = 50(5) > 0 small such that for all € € (0, £]

1 . oo . - =) _35 min{o(D2W (@4 ))}
A £ inf BO,E(\Ijv lIl) - B07€<\Ij0,av \IIO,a) - 0(6 2V2e )7
\I/eHl(I 5™ ||\1/||L2=1

where the constant in the O-estimate is independent of 5, ¢.
5. There is 71 > 0 independent of 5, € and &y = £(8) > 0 small such that

.= inf  Boo(U,0) > foralle € (0,
\I/eHl(]E’g)m,H\IIHLQ:I,\I/L\IIé’E

6. Let (. := ||§6|]Z%(IE e For &y = £0(6) > 0 small and ¢ € (0, &) there are &y € {+1}

such that for U§_ := & Vg . — B0 we have
354 /min{c(D2W(74))}

< C€_ 2v/2¢
LQ(IE,S)m -

d R
%‘IIO,s

)

TR
0,e

+|

L? (15,5)"1
where C' > 0 is independent of 4, «.
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6.1 PRELIMINARIES IN 1D

Remark 6.10. Lemma 6.9, 1. and 3.-4. also work without the assumption dim ker Eo =1,
cf. [Ku], Lemma 1.1 and Lemma 2.1. However, one has to modify the decay parameters by some
scalar factor independent of W. This is because the decay properties for 50 from Theorem 4.26
are better than the ones obtained from [Ku] for other eigenfunctions. More precisely, the maximal
rate is /min{o(D2W (ii+))}/2 instead of /min{o(D2W (1))} /2. Nevertheless, the precise
rates in Lemma 6.9, 3.-4. are not so important anyway.

Proof. By scaling in ¢ it is enough to consider the case =1 Weset]l, := el

Ad 1. This can be seen as in the scalar case, cf. the proof of Lemma 6.6, 1. Here the abstract
Fredholm alternative in Theorem 6.14 below is used for

Ape: HY(I.,C™) = HY(I.,C™)* : @ — [0 — By (i, )],
where H'(I.,C™)* is the anti-dual space. O,

Ad 2. Assume the contrary. Then there is a zero sequence (sn)neN and normalized, pairwise
orthogonal eigenfunctions \I/O . \I/(Z] ., of Lo, to the eigenvalue )\0 ., forall n € N. Now note

that the upper bound on )\0 - in 4. can be shown solely with the decay properties of 00 from
Theorem 4.26, cf. [Ku], proof of Lemma 2.1, 1. Therefore due to [Ku], Lemma 1.2 (and its proof)
there is a subsequence (&, )ken such that \IJ , converges uniformly in C on compact subsets
of R to a normalized eigenfunction \I/] eH 2 (]R K)m N C?(R,K)™ to the eigenvalue 0 of Ly
for j = 1, 2. Because of [Ku], Lemma 1.1 all \I/O £ \I/J forn € Nand j = 1, 2 satisfy uniform

pointwise exponentlal bounds. Hence the Dominated Convergence Theorem yields that \IIO is
orthogonal to \I’Q. This is a contradiction to dim ker Lo =1. O,

Ad 3. This follows from Kusche [Ku], Lemma 1.1. 3.

Ad 4. The inf-characterization can be shown as in the scalar case. As mentioned in the proof of 2.
above, the upper bound on )\(1)75 follows from Theorem 4.26. [Ku], Lemma 1.2 and a contradiction

argument yield |(\f/(1)75, 56) r2(r.ym| > C > 0 for € small. Together with the uniform decay for
eigenfunctions from 2. this implies the estimate, cf. also the proof of Lemma 2.1, 1. in [Ku]. [y

Ad 5. The inf-characterization follows as in the scalar case. For 7y as in Lemma 4.29 let
7y == min{1%, { min{o(D?(@1))}} > 0. Assume the estimate on A3 . does not hold with this
1. Then there is a zero sequence (¢, )nen such that S\g,en < 7. Due to [Ku], Lemma 1.2, there
is a subsequence (&, )ken such that some normalized eigenvectors \173’€nk to 5\%78% converge

uniformly in C? on compact subsets of R to an eigenfunction \I_}% of Ly. Due to the assumption
on 71, the eigenvalue corresponding to \I_}% is necessarily zero. In particular dim ker Ly=1
yields (02, 56)L2(R)m # 0. On the other hand, since \fl%,a and \17(1)75 are orthogonal in L?(I.)™,
we obtain with Lemma 2.1 in [Ku], the Dominated Convergence Theorem applied to another
subsequence using the uniform decay in 3. that (\f'%, 676) r2®)ym = 0. This is a contradiction. [,

Ad 6. The proof is analogous to the one of Marquardt [Ma], Lemma 3.8, 3. We decompose
Beby = CVLO7€‘I’(1)’8 + \Ilig orthogonally in L?(I.)™, where 3. = H%HZ(}(IE)W Due to 4. and
Theorem 4.26 we obtain with integration by parts for € small that

34/ min{o(D2W (@4 ))} .

O(e” 2v/2¢ ) = B05(65907,8500> /\ VIH\I_}(J)_,EH%Q(IE)”“"
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6 SPECTRAL ESTIMATES

Now note that 1 = af . + || \f/(i H%Q( 1.ym- Therefore 4.-5. and the above estimate yield for £ small

34/ min{o(D2W (d4))}

H‘I’(iauzmus)m =0(e 2v2s ).

Hence with 1 —a . = (1—do,c)(1+ o) we obtain the estimate in the lemma for || \f’& l22(1.ym
if we set ¢p . := sign g € {£1}. For notational simplicity assume w.l.0.g. ¢g . = 1, otherwise
one can replace \11576 by 60,5\1’(1)75. Then it holds d%‘llgfg = %\11(1)75 — (3.0} and

2

d dz.

2
. cd .

7‘1]R — / 9// 2 2 0// . 7@1 ‘\Ill

0. L2 . |50 | Beth e 0T 2 L0

The first term is a problem. Therefore we rewrite

Sod - L d? -
- Iseg‘dz‘l’(l),s:/g%'dzg‘l’é,ea /

2
d—’l

@\PO,S

=N [ (DW(E) B, B ).

We use %@678 = —5\(1)75‘17(1)75 + DQW(go)‘ff67E and insert \17(1)75 = \fl& + 3.0} everywhere. Then
integration by parts yields that the quadratic terms in 6y cancel up to an appropriately decaying
term. Moreover, )\(1)78 has the decay due to 4. and the other terms (without the one with )\(1),5)
where 56 is combined with \17&6 cancel. Together with the estimate on the L?-norm of U we

obtain the estimate for the derivative. Ce.

6.1.4.2 Perturbed Vector-Valued Allen-Cahn-Type Operators in 1D In this section we con-
sider perturbed and weighted vector-valued operators in 1D. Let § > 0 and h., J € C?([-4, ], R)
with [|hellc2((s0)) < Cj for ¢ > 0 small and c;, Cy > 0 be such that (6.5) holds. Then let
pe, Fr, J: for € > 0 small be as in Section 6.1.1. We define

Be i [<0,0] = R™ : 1 s 50(£) + €p€§1(£) + @ (r)e?, (6.10)

where p. € R and ¢; : [—9, 6] — R is measurable with |p.| + fm@(?ﬂ < Cyforr € [—6,0],
aCy > 0,and ¢ > 0 small. Moreover, let §; € L>®(R)™ with || ||so < C4 fora Cy > 0 and

[ X O DWEE)Gan = 0. 6.11)
R genp lel=1

Let 6 € (0,%] be fixed. Then F, J. are well-defined on I_; for e € (0,£1(3,Co)] and
Corollary 6.3 is applicable due to Remark 6.4, 2. We consider the operators

da

L. H(I 5, K)™ — L3 (I 5, K)™ : 0 v Loii = [—ngd
) , Z

(7-52) + DPWGe)]

g
Je. We write (.,.)s., ||.]|s. and L ;. for the corresponding scalar product, norm and orthogonal

relation. Note that for convenience we use the same notation for the latter as in the scalar case.
The sesquilinearform associated to L. is given by B, : H'(I_;,K)™ x H'(I_5 K)™ — K,

where L?,E (1. 5,K)™ is the space of K" -valued L?-functions defined on I_ 5 with the weight

Lo d- d - . L
B.(3, ) ::/ [(dé,\I/)Km+(D2W(¢E(5.))<I>,\Il)Km J. dz.
I z ' dz
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6.1 PRELIMINARIES IN 1D

Again only K = R is needed and K = C is added for more generality. We obtain the analogue of
Lemma 6.9, 1.-3.

Lemma 6.11. 1. L.is selfadjoint and the spectrum is given by a sequence of discrete eigenval-

ues (/\k)keN in R with )\1 < )\2 ..and )\k "% 0. Moreover; there is an orthonormal
basis (\I/ ken of L 7.1 5 K)™ conszstmg of smooth R-valued eigenfunctions \Ilk to )\k

2. 5\1 is simple for € > 0 small.

3. Thereisancg > 0 (only dependmg ond, 5, Co, c1, Co, Cs, C4) such that for all ¢ € (0, gg]

and any normalized eigenfunction V. of L. to an eigenvalue ). < + m1n{0(D2W(ui))}
it holds

B (2)] < CelFVmnloD W@/ for g 2 € T,
where C' > 0 only depends on c.

Proof. We need some properties of the weight and the perturbation. Corollary 6.3 and the
assumptions yield |d%,]5| < 205, |J. — J(0)] < C(Co,Ca)ein I_; and

|p=(e2) — By(2)] < C(8,C3,Ch)e  forall z € I_;

With these uniform estimates one can show that the abstract results in [Ku] are applicable. Hence
the assertions follow in the analogous way as in the unperturbed case, cf. the proof of Lemma
6.9, 1.-3. above. Here the abstract Fredholm alternative in Theorem 6.14 below is applied to

Ac i Hj (I5,C™) — Hj (I, 5,C™)* il = [+ B.(il, )],

where H} (I_5, C™)is H'(I_ 5, C™) with the weight J in the norm and HJ_(I_ 5,C™)* is the
anti-dual space. O

Now we obtain the analogy to Theorem 6.8.

Theorem 6.12: There is an €y > 0 only depending on 0, 5, Co,c1, Co, é’g, Cv'4 and C' > 0 only
depending on 6, C, c1, Ca, Cs3, Cy such that

1. Fore € (0,&o] it holds

A= inf B.(V,0) = B.(¥!

B B o), A < et
‘lleHl(]E’SaK)mvll‘ll”Jé::l

2. There are ¢ € {1} such that for UF := ¢, Wl — J(O)fé,/;’ 0}, where 3. = H00||L2 I 5)m
and € € (0,&0] it holds
|y, + I E . < Ce.

3. With 1y from Lemma 6.9, 5. it holds for all £ € (0, €]

v o5 D2
2= inf B.(V,¥) > 1 := min Vl,w > 0.
TeH (I, 5 K)™, |9 5,=1,9 L5, T} 2 4

The proof is analogous to the scalar case, cf. Theorem 6.8.
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Proof. 1t is enough to consider K = R. Moreover, the inf-characterizations can be shown as
in the scalar case. Again, if we write “for € small” in the following it is always meant “for all
e € (0,&y] for some £y > 0 small only depending on 4, 5, Co ,c1, Co, ég, 6’4”. Similarly, all
appearing constants (also in O-notation) below only depend on S, Co,c1, Co, ég, é4, but we do
not explicitly state this.

As in the scalar case, we prove an identity for B.(¥, ¥) forall U € H'(I .5 R)™ first. Let

U= J€1/2\f/. Then

d- 1 -3.d . 1d

Therefore
L. L d - . . 1 d . d 1d,
B.(0,0) = — U2+ V. |D? - (e. —252]\11— L) = — 2.
(B0) = [ G WP (D) + (e = I )5

To use the result from the unperturbed case, we replace D2 (¢, (c.)) by D2W (). To this end we
use a Taylor expansion and get for all |z| < g

D*W(§e(e2)) = D*W(o(2)) —ep- »_  O*D*W(B(2))(61)(2)
ceNglel=1

< C|q.(e2)[€% + C2(|p01(2)| + €|T(e2)])? < C(1 + |2])e2.

We use integration by parts for the last term in the above identity for BE(@, \fl) This yields

™ |on

VS I . S
B.(0,0) = By (¥, %) — = [JE 1(J5)\112} (6.12)

2 dz
+/ ¥
I 5

o |on

z=—

€Pe Z 8£D2I/V(9—'0)(6_‘1)5 + ge 7 dz,

£ENT[¢]=1

where

G = D*W(¢(c.)) — D*W(fo) —ep- Y. 8°D*W(0o)(61)*
€eNgJ¢l=1
1(, 4, d? 9, d
+5 (2J5 1(@@ —J 2(dZJE)2> Tdgmxm .
The first part of ¢. is estimated above, for the second part we use Corollary 6.3. This yields
|G=(2)] < Ce*(1 + |z]) forall z € I_j;.

Ad 1. First we prove an upper bound on :\; with (6.12). Let U =J- 1 zﬂva%. Then it holds
|Je Y ZBVg%H J. = 1. Therefore (6.12) and Corollary 6.3 yield

Y1 52
)‘a < Ba

Boo(8,,04) + ep. / @, S DW () (610w d
T eenplel=1

+cg2/ (1 + 2|6} (2)[2 dz + Cee=/°

£,0
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6.1 PRELIMINARIES IN 1D

It holds [ 0712 + 6], - D2W (6y)6ly = 0 because of integration by parts. Together with (6.11)
and the decay properties of 0o from Theorem 4.26 this implies 5@ < Oe? for € small.
In particular, Lemma 6.11, 3. yields for € small the decay

“f’;(z)’ < Ce lPWmin{o(D2W@L)}H6  for a1l - el;.

Hence (6.12) and estimates as before imply for € small
A= Bo o (WL, 1) + ep. / (B, S D2W () ()SF g dz + O(E2).
575 fENBn,‘a:l

To estimate the second term we will use (6.11). For notational convenience we assume w.l.0.g.
that ¢p . = 1 in Lemma 6.9, 6. If this is not the case then one can simply exchange ‘1’(1),5- We split

N |=

Ul =J20! = a.vf + 0 (6.13)

orthogonally in L?(I_;)™, where d. := (¥, @é,E)LQ(Q m- Due to the Cauchy-Schwarz-

Inequality we have |d.| < 1. Moreover, it holds ¢2 = 1 — \|\I7§||%2 (1. ym- Hence
£,0

/ B3 ODW () (6))E b g d
s cenplel=1

/ (B, S0 OD*W(Bo)(6)E T e dz

=1
+ Ol [l L2z, 5ms
Ies €N [¢]=1

where we used || UL lr2(1_ 5ym < 1. We insert \17(1)75 = \17&5 + f3.6),. The assumption (6.11) on 6,

the decay for 56 from Theorem 4.26 and Lemma 6.9, 6. yield for € small

/ (BL, S oD () (0)) U g dz
I

<Ce™+ H‘I’éllm(zs,g)m)-
25 eNp Jel=1

Moreover, integration by parts yields Bo,g(‘f/a@ \flel) = (. Hence we obtain

v

BO,E(iJ;v \I’;) = dgéoﬁ(\f’(l],s’ ‘1_}(1),5) + BO,E(\I_}?’ \flé_) = égj‘(l],s + BO,E(\I_}2_7 \I_;é_)
Therefore Lemma 6.9, 4.-5. implies for € small
v o — — ])1 — ~
Ce? > A\l > VlH\Ilé_H%Q(I&S)m + O(E)HW?HLQ(IE’S)W +0(e?) > ?H‘IIQ_H%Q(IE,S)"L - Ce?,

where the last estimate follows from Young’s inequality. Hence we obtain || \I_}j ll22( Lm = O(e)
and A! = O(e?) for e small. Moreover, it holds @2 = 1 + O(£2) for ¢ small. Oy,
Ad 2. The estimates above also imply |B075(\I7€L, UL)| = O(e?). Therefore the definition of
By and ”\Ijg_HLZ([E’g)m = O(e) yield H%\II?HLQ(IEﬁ)m = O(e). Let ¢ = signd. € {£1}.

153



6 SPECTRAL ESTIMATES

For notational simplicity let ¢. = 1. If this is not the case, one can modify \I_fg We consider
U = Wl — J(0)~'/25.6}. Then with the splitting (6.13) and U, = Uf. + 5.6 it follows
that ) )

— 1 1 1. v =, - —

U= J.2 (4 — J2J(0)"2)B.0p + a- U, + V|

As in the scalar case one can show with Corollary 6.3 that |d. — Jg(z)%J(O)_%\ < Ce(|z| +1)
for all z € I_ 5 and € small. Then the decay properties of 6, and the estimates for the L?-norms

of U1 and \ﬂ&s yield |[UZ|| ;. = O(e). Finally, as in the scalar case one can directly compute
and estimate the derivative, cf. the proof of Theorem 6.8, 2. Oy

Ad 3. Let U2 be a normalized eigenfunction to A2. If A2 > 1 min{o(D*W (ii1))}, then we are

done. Therefore let A2 < L min{o(D*W (@4))}. Then U2 has the decay property in Lemma
6.11, 3. Hence computations as before yield

32 = By (92,92) + ep. /1 (B2, > 0D W (0)(01) ¥?)gm dz + O(e?)
€8 EENT,[€]=1

and the second term is O(e). Therefore analogous computations as in the scalar case yield
A2 > 2 provided that A2 < 1 min{o(D?W (ii+.))}, cf. the proof of Theorem 6.8, 3. .

6.1.5 Appendix: An Abstract Fredholm Alternative

We use an abstract Fredholm Alternative in the setting of a Gelfand-Triple. The result is basically
well-known, but hard to find in the literature in the form presented below. Therefore we state
the result for the convenience of the reader. The presentation is taken directly from Abels [A],
Section 6.3. First, let us recall the definition of a Gelfand-Triple:

Remark 6.13 (Gelfand-Triple). Let V, H be K-Hilbert spaces such that there exists i € L(V, H)
injective with ¢(V') dense in H. We write (., .)v, (.,.) g for the scalar product in V, H, respectively.
Moreover, we identify V' with the subspace i(V') of H and write V' C H. Let V*, H* be the
anti-dual space of V, H, respectively, i.e. the space of all conjugate-linear functionals. We
write (.,.)v= v, (.,.) g g for the dual product on V* x V, H* x H, respectively. Then due
to the Riesz-Representation Theorem we can identify H = H* viay — (y,.)g. Moreover,
i*: H* = V* :y* — y* oidefines i* € L(H™*, V*) injective and we identify H* C V*. Hence

Vs, He H S v andshortened V C H~ H* C V*.

The triple (V, H, V*) is then called Gelfand-Triple.

Theorem 6.14 (An Abstract Fredholm Alternative). Ler (V, H,V*) be a Gelfand-Triple as
in Remark 6.13 with K = C, let H be infinite dimensional and i compact. Moreover, let
A € L(V,V*) be such that for some cy > 0,c1 € R it holds

Re(Au,u)y+y > collull} — ci||ul|3; forallu €V,

(Au,v)y+y = (Av,u)y+ v forallu,v €V.

Then there is a sequence of real numbers A1 < Ay < ... < Ak kﬂf ocandey € V. k € Nsuch

that (e)ren is an orthonormal base of H and ey, is an eigenvector of A to the eigenvalue Ay,
ie. (\, — A)er, = 0in V*. Moreover:
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6.2 SPECTRAL ESTIMATE FOR (AC) IN 2D

1. Forall\ € C\ {\; : k € N} and f € H there is a unique solution w € V of
AN=Au=f inV". (6.14)

The solution u can be represented as

[e.9]

ex)ger in H.

k:l

2. Let \ € {\, : k € N} and Jy := {j € N: \j = X}. Then for f € H there exists a
solution u € V of (6.14) if and only if (f,e;) g = 0 for all j € Jy. If the latter holds, then

all solutions of (6.14) can be represented as

1 .
> ﬁ(ﬂ ex) ek + span{ej : j € Jy}.
kEN\J, k

Proof. One applies the Spectral Theorem for Compact Self-Adjoint Operators to (p — A)~! for
some u < —c; viewed as a bounded linear operator in /. The existence of the resolvent for these
w follows from the Lax-Milgram Theorem. For spectral theorems see Alt [Al], Theorem 11.9 and
Theorem 12.12. A similar application can be found in Renardy, Rogers [RR], Section 9.3. [

6.2 Spectral Estimate for (AC) in 2D

In this section we prove the spectral estimate (6.1) in the case of the Allen-Cahn equation (AC1)-
(AC3) with boundary contact in two dimensions. From the construction of the approximate
solution in Section 5.1 we know the precise structure of u2. For the spectral estimate itself a more
general structure is enough. In particular the h; and ujcjE are not specified as in the asymptotic
expansion, only the lower orders and less regularity are needed. However, for convenience we
often use the same notation. In the following we describe the assumptions for this section.
LetQ C R?2andT = (T't)¢efo,r) for T > 0 be as in Section 3.1 for N = 2 with contact angle
a = 5 (MCF not needed). Moreover, let § > 0 be such that Theorem 3.3 holds for 24 instead of
6. Then let X, X, ug, 7, s be as in Theorem 3.3 and recall the definition of some sets and of 0,,,
V;, J from Remark 3.4. Throughout this section we assume the following structure: We consider
height functions h; and he = ha(e) for e > 0 small. We assume (with a slight abuse of notation)

h; € B([0,T),CYI)NC%(1)),j =1,2, where I :=1T\(=1+2ug,1 — 2puo).

Additionally, let Cy > 0 be such that th”B([O 1,002 (D)) < Cy for j = 1,2. Then for e > 0
small we define h. := h; + €hs and introduce the stretched variables

— che(s,t L ==
pe 1= 7“5;(3,)7 st:=7(sT1), Hf:= S? inI'(26).

Let a&™ R2 x[0,T] = R : (p, H,t) — 45%(p, H,t) be in B([0,T), H ( )(]R2 )) fora~y > 0.
Then we set

u§E(x,t) = aSF (po(x,t), HE(x,t),t)  for (z,t) € TE(8, 2u0).

155



6 SPECTRAL ESTIMATES

Moreover, for € > 0 small let

HO(pE) +O(62) IHF((S, ,UO)a
U? = eo(pﬁ) + 8ulci + O(€2> in Fi(67 QMO)’
+1+ 0O(e) in Q% \ T'(9),

where @ is the optimal profile from Theorem 4.1 and O(e*) are measurable functions bounded
by Ce*. Note that in the following we often use Lemma 2.10 without mentioning it.

Remark 6.15. One can also allow an additional term of the form 61 (p.)p<(s,t) in uZ on T'(0),
where p. € B([0,T],C°(I) N C?(I)) satisfies a uniform estimate for ¢ small and

6, € CO(R)  with /R £7(06)01(64)% dp = 0. 6.15)

For details see Remark 6.18, 2. below.
The spectral estimate in this situation reads as follows.

Theorem 6.16 (Spectral Estimate for (AC) in 2D). There are €y, C, cg > 0 independent of the
h; for fixed Cy such that for all € € (0,e0),t € [0,T] and 1 € H*(Q) it holds

1
/Q Vy[? + sz"(uf ()% dx > =CllY| 720y + IVl T2nr, sy T ol VllT2r, 5y
The main new difficulty compared to Theorem 2.3 in Chen [C2] and Theorem 2.13 in Abels,
Liu [AL] is to prove a spectral estimate on th *.=TF(0,2u0), t € [0,T)]. This is the content of

Theorem 6.17. There are &y, C, ¢ > 0 independent of the h; for fixed Cy such that for all
e € (0,8, t €[0,T) and o € H*(QCF) with Ylx(sp) = 0forae F(s F1) € [3pu0,2u0):

1 ~
/Q ou IVOP + 1" (W ()9 do > =Cllo| 7 o) + ol Vet [ 7o o)
t

The additional assumption on ¢ is not needed but simplifies the proof, cf. Remark 6.18, 3.
below. This version is enough to show Theorem 6.16:

Proof of Theorem 6.16. For ¢ > 0 small and all & € (0, £o] we have f”(uZ) > 0 on Q% \ I'(4).
Therefore it is enough to prove the estimate in Theorem 6.16 for I';(J) instead of Q. In the
following we reduce to further subsets.

Due to Theorem 6.17 we have an estimate for QF = ' (8, 249) instead of . Moreover, the
estimate holds for I'y (6, ;1) instead of Q2 with ¢y = 1. There our curvilinear coordinate system
coincides with the orthogonal one, cf. Theorem 3.3. Hence one can transform the integral as in
Abels, Liu [AL], proof of Theorem 2.13 with Lemma 6.5, 1. in the normal variable and then use
Theorem 6.8, 1. This also works with the additional terms in Remark 6.15. For the convenience
of the reader we give the details. Let ¢ € HY(T'4(6, o). Then |Ve)|?2 = |V 9| + |0n2]?
on I'; (6, 110) due to Remark 3.4, 2. Furthermore, because of Taylor’s Theorem we can replace
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6.2 SPECTRAL ESTIMATE FOR (AC) IN 2D

u? by 6o(p:) in the integral by paying some error C IR (Fu(8,10))- Therefore an integral
transformation with X (., t) yields

1 ~
/]F oy [V 2@l o = O ey 0 + IV s 500
t 0,40

1—po -
[0 0+ S Ooloel 7] s,

1+p0

where we have set @Zzt = 1| x(.,t)- Now we split the integral over the normal variable 7 into an
integral over (—%‘S, %5) + che(s, t) and the complement for £ small. For the latter we can use
1" (00( p5|y(_7 1)) = 0 for & small. For the remaining integral we apply a transformation with
z v+ Fps4(2) == e(z + he(s,t)). Note that this fits into the setting from Section 6.1.1 with
a constant h. there. We set W, ¢ 4(2) 1= ey (Frs4(2),5,t) and Je ¢ 4(2) := Jo(Fe54(2), 5).

Then with d%Fg, s,t = € and Lemma 6.5, 1. it follows that
~ 1 ~
1060 + 58" Oolpeb )19 i) dr

1 d 2
= 5 U\I’s,s,t
I 35

/(35 82 tehe(s.0)

44

g2 dz

+f”(90)|\ljsst| ] sstdz

S,T

where e 1= (—i—g, i—g). Due to Theorem 6.8, 1. the last integral is estimated from below by
_C/ sstdz— —C/ &t(.,S)QJt(.,S)dT‘
(=32 +ehe(s,t)

for £ small. Finally, the transformation back to z-coordinates yields the estimate on I';(d, yg).
Now we put the three estimates together with a suitable partition of unity for

L4(6) € Te(d, o) U Ty (8, 20) U Ty (8, 2410).- (6.16)

Therefore let 19, 7+ : I — [0, 1] be a partition of unity subordinated to

3 3
[_17_1+§M0]5 [—1—}—#0,1—#0], [1_ 5”051]

W.lo.g. \/nj € Cy°(I) for j = 0, +, otherwise we replace 7; by 77]2/ > im0+ 77]2-. Then

(1) : Te(0) = [0,1] s @ = mj(s(w, 1)) forj =0, +

defines a partition of unity for (6.16) and x;(.,t) := /7;(.,t) € C;°(I'4(0)) for j = 0, £. For
any ¢ € H'([',(6)) itholds ¢* = >, 1 (x;(-, t)¢)* and

V() = Vx; ()Y + x5 (L, )V,
IV (- )P = Vx4 2xG (L )V XG (1) - 9V + x5 (1) V.

Since 3"+ X;(1)* = L, wehave 3", 1+ x;(.,t)Vx;(.,t) = 0 and therefore

VOGP = Ve +47 Y [Vxg (L)

j=0,+

H_

j:07
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This identity also holds for V; instead of V which can be proven analogously. We write

1
V 2 ey A 2d :_/ 2 V ‘.7t 2d
Jo VO S o == [ 5 V(0P de

§=0,%

]‘ 1"
> [ TG00+ 7 ) 102 o

Using the spectral estimates on I'(d, pg) and I‘tjE (0, 210), cf. the beginning of the proof, and that
IVx;(.,t)| and [V x;(.,t)| are bounded on I';(6) uniformly in ¢ € [0, 7] due to ,/m; € C°(I),
we obtain the spectral estimate in Theorem 6.16. O

6.2.1 Outline for the Proof of the Spectral Estimate close to the Contact Points

For a motivation see the end of the introduction for Section 6. Because of H?(R2) — C(R%)
and a Taylor expansion it is enough to prove Theorem 6.17 for

1 1
?f"(eolps(.,t)) + gf”/(e()’pg(.,t))u?i(vt)
instead of E% f"(u(.,t)). We construct an approximation ¢?(., t) to the first eigenfunction of

1 1
£33 = =D+ 5" Oolp.() + - F" Bolpo())uf (1) on OFF

together with a homogeneous Neumann boundary condition and decompose

~ 3
Hl(thi) = {w € Hl(in) 1l x (s = 0forae F(s¥1) € [2,u0,2,u0]} 6.17)

along the subspace of tangential alterations of qﬁf(., t). Therefore we make the ansatz
Lo

¢ (1) = %[va(,t) +evd* (1)) on QFF,
Ug(‘a t) = @I(ps('a t)’ S('vt)¢t) = Hé‘pg(.,t)qi(si('at)at) on QtCia
(L) = 09 (p(, 1), HE (., 1), 1) on QY=

where ¢* : [0,2u0] x [0,7] = R : (0,t) — ¢*(o,t) and 0= : @ x [0,T] — R. Here the
\%—factor is multiplied for a certain normalization later, see Lemma 6.20 below.

In Subsection 6.2.2 we expand E;'ftqﬁf( ., t) and O, @2 (., t) similarly as in Section 5.1 and
choose ¢& and 9“* such that there is some cancellation. The ¢*-term was introduced in order
to fulfil the compatibility condition for the equations for #*. Then in Subsection 6.2.3 we

characterize the L2-orthogonal splitting of H'! (th i) with respect to the subspace

VA = {6 =a(s*(, )62, 1) - a € H'(0,2p0)} , (6.18)
HY0,2p0) := {a € H'(0,2u0) : a=0on [;Mm 2#0]} : (6.19)

Finally, in Subsection 6.2.4 we analyze the bilinear form Bgft corresponding to /Lgft on V;_it X Veit,
(V) x (VA)* and V5 x (V)L Here for ¢, ¢ € H'(QF*) let

BE,(¢,9) = V- Vi +

Cc+
Qz

1 1
8O0l 0) + 21" Coly ) (0| Gwrdo. (620)
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6.2.2 Asymptotic Expansion for the Approximate Eigenfunction

Asymptotic Expansion of \/eLE tqﬁa (.,t). First, we expand Av/ as in the inner expansion in Sec-
tion 5.1.1. At the lowest order O(Z) we obtain | Vr|? ’Xo (s t)Q’”( p)gT (sT,t). In /2L tqﬁA( t)
this cancels with 2 (60 ()0 (p) g™ (s, t). For the L-order of Av! we get

2000 0 [0+ M), (V7 0 Ky — 2V - V) oy 0]
1
* 298 (0) [ ATl (o 015 ) F 2050552 )V - Vsl | = 206 (P) ATz (o )0 |(st.0)

The term < Ar\yo )qi( s%,1)04(p) is left as a remainder. This seems bad, but there is still hope
to gain a power in ¢ later since [, 676 dp = 0. For the precise argument see (6.27).

Moreover, for EA’UE we use the expansion in Section 5.1.2.1, but without applying a Taylor
expansion for the h;. This is because here we just need the lowest order and we assumed h; to be
less regular. More precisely, the (x, t)-terms in the formula for Avec *+ in Lemma 5.5 are expanded
solely via (5.15). Therefore at the order O(2) we get LA 5%, where AF := 02+|Vs|?| = Ot
From the f-parts we have 2 f”(6y(p))0% + 1 f" (8o (p))a$=d!. In order to obtain an equation
for 9°* in (p, H,t) we use a Taylor expansion for ¢

2
GE(eH,t) = ¢5(0,8) + O(H)  for H € [0, 21,
Therefore we require

[—AF + £7(00(p)| 0% = =" (00)00 i p110)a 00 I RE X [0,7]. (621

Asymptotic Expansion of \/0n,,¢2(.,t). We proceed as in Section 5.1.2.2. Note that in th +

Vr
Vol = ¢E (s, 065 (p2) [ - vsash5’(57t):| T 0,q(s,1)0(p:) Vs,
(6.22)
R Vr Vs
VAEE = 007y | = VsOuleliy| F 0m07

Hence at the lowest order O(2) in /20, ¢2(.,t) we obtain 1(Naq - V)| 5+ t)%’]pqiko,t).
This is zero because of the 90°-contact angle condition. The O(1 ) order is

7000 (p) {(P + hil(x1,4))0-(Nag - V) 0 X)|(0,+1,6) — (Noq - vs)‘foi(t)ashll(:tl,t)}
F(Noa - V)t (o0 [ 0.0)00(p) + 0+ 0,0 [5r=0 F (Noq - V)l (1y O™ | r=0-

The cancellation is equivalent to
F(Noa - V8) =0 00" =0 = 97 (p,1) £ (Nog - V) |5+ ()05 | 0,000 (p).
where g¢* (p, ) is given by
710,00 (p) {(Nasz V)5 Osh| (1,0 — (p+ hal(21,6)0 (Nog - Vr) o y)|(0,:|:1,t)] :
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As in Section 5.1.2.2.2 this equation together with (6.21) is equivalent to

[—A + f"(00)]07F = =" (60)05u7 ¢ | (0.1) inR x [0,T],  (6.23)
—0gv" " |5=0 = 9°* + (Nog - V&) |5 (990 q (000 in R x [0,77, (6.24)
where 7¢F, 7{'® 1 R2 x [0, T] — R are related to 9 and a{'* as in (5.20), respectively. The

right hand 51des arein B([0,T], H (6 7)( 2)x H(5/)2(R)) for some 3, > 0 provided that ¢=| g 4

and 9,¢*| (o4 are uniformly bounded. Because of |(Nag - Vs)|5+w| = ¢ > 0, the compatibility
condition (4.5) corresponding to (6.23)-(6.24) determines &,qi(o, t)ife.g. gt (0,t) =

With a simple ansatz and cutoff we can construct g* € B([0, 7], C?([0,2u0])) such that
the solvability condition (4.5) for (6.23)-(6.24) holds and such that ¢*(0,¢) = 1,¢%(.,t) = 1
on (119, 2p10) for all t € [0,7] and 3 < g* < 2. As a consequence, Remark 4.12 yields a

unique solution 7+ € B([0,T], H (s, ) (R2)) = B([0,T], C(Qﬁ v)( %)) of (6.23)-(6.24) for

some 3, > 0. For the definition of the spaces see Definition 2.21.

Remark 6.18. 1. Consider the situation of Section 5.1. Then EICi solves (5.21)-(5.22). By
differentiating these equations with respect to p we obtain

[—A + f"(60)]0,uf —f”’( 0)0pus* in R% x [0, 77,
—0m (0,1 ) | =0 = g° 3r((NaQ -Vr)o X)|o+1.000 inRx[0,T],

where g¢7 is as above with ¢* (0, t) = 1. Therefore in this case we can choose

O (Nog - Vr) 0 X)|(0,41,0)

—6 ACi and  9,¢7(0,t) =
4 ( ) :F(NBQ ‘VS)‘pi(t)

2. In the case of additional terms in uA

as in Remark 6.15 in the operator £ - there is
an additional term £ (6o, (. +))p=(s(.,t),£)61],.(1)- Then in the ansatz for ¢ we
add 01 (pe (., t))qfe(si(., t),t). Therefore in the asymptotic expansion of /2L t¢e (., 1)

there are new terms at order O( E) we need to take care of, namely

1 00D

n(p) +—— —cbilp) qu(sivt)+é[f’”(ﬁo)@l@’o](p)pe(s,t)qi(sizt)-

Therefore we set qfe (0,t) := p(£1 F 0,t)g* (0, t) and require

=02+ 17(80)| 01 = — 1" (00)016.

Due to (6.15) this equation can be solved with Theorem 4.4, 1. This yields a unique
solution 91 € C(Qﬁ) (R) for some 8 > 0. Then below analogous arguments apply.

3. The behaviour of ¢2(x,t) for z € QFF with s*(x,t) € [ 110, 2410] is not important
because we only need ¢» € H'(QF) in Theorem 6.17, where H'(Q%) is from (6.17).
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Lemma 6.19. The function ¢2(.,t) is C2(Q%) and satisfies uniformly int € [0, T):
1 e )
VELE G 0) + LAl i 88 (pe( )] < CeeL0in
WENBthi VA t)‘ < CeelP=tDl 5 00C% M 90,
WENBQSi VA, t)‘ < Cel® on 9QCE \ Ty(6).

Proof. The regularity property follows from the construction and the assumptions on the h;,
j = 1,2. Moreover, one can rigorously estimate the remainder terms in the expansions to get

L0 + AT e B0 oy — I Bolpe) ol | < Celort0),

VECEGA(.0) + 2 Arkg g0t B8 (00| | < Ce e 4 Gl o),

This shows the first estimate. The second one also directly follows from a rigorous Taylor
expansion. On QY= \ Ft(g) we know that ¢2(., t) together with derivatives up to second order
are O(e~¢/¢). This proves the claim. O
6.2.3 Notation for Transformations and the Splitting

We introduce the notation

£ 0-6,0] x [0,200) x [0,T] = | J QFF : (r,0,t) = X(r,£1 F 0,1)
t€[0,T]

and X = (X, pr,). Analogously we define X and Y(j): . Moreover, for t € [0, 7] let

Jti(’ra o) :=J(r,£1F o) for(r,o) € [—0,0] x [0,2u0],
h]i(a,t) = hj(£1Fo,t) foro € [0,2upl,j=1,2

and ht := hi + ch3 . For transformation arguments we set
Fioi(2) =e(z+hZ(0,1)  and  J2,(2) = Ji (FZ, (), 0)

for z € [—f f] h*(o,t) and o € [0, 2u0] t€10,T).
Now we characterize the splitting of H'(QF%).

Lemma 6.20. Let H'(Qf ™), VZ; and H'(0,240) be as in (6.17)-(6.19). Then
1. V;é is a subspace of H 1((2750 i) and for eg > 0 small there are c1,C1 > 0 such that
crllall £2(0,2u0) < WHLz(QtCi) < Cillallz2(0,2u0)
forallp = a(s*(.,1)¢p2(.,t) € Vi and e € (0,0}, t € [0,T).

2. Let (VE )t be the L2-orthogonal complement of V. t in HY(QS%). Thenforp € HY(QEF):

Y€ ( gij & / ¢5 Lt |XiTJt)Jt (ryo)dr=0 forae. o€ (0,2up).
Moreover, H' (QF%) = Vgit ® (V'E’t)J-for all ¢ € (0,e0] and g9 > 0 small.
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Proof. Ad 1. Lemma 6.19 yields that ¢ (., t) belongs to C2(QC ) for fixed ¢ € [0, T]. Moreover,
it holds a(s*(.,t)) € H (QF¥) forall a € H'(0, 210) with Lemma 2.10, 3. and Theorem 2.9.
Therefore Vi is a subspace of H' (%) due to the definition of H' (0, 2/10). Now we show the
norm equivalence for € € (0, o] and g9 > 0 small. Therefore let ¢ = a(s*(.,t))d2(.,t) € ij.
Then the transformation rule and Fubini’s Theorem imply

20
[U2aqes = [ alo)? / (022 )T (1, 0) i do (6.25)

We compute the inner integral. The leading order term with respect to ¢ is ¢ (o, t)? times

L —ch : 5 hE (o) )
76 o,

E E S o)

where we used Lemma 6.5, 1. For g = £9(Cp) > 0 small it holds |chF| < %. Moreover, there
are constants ¢, C' > 0 such that ¢ < J, qjE < (. Therefore the integral in (6.26) can be estimated
from above and below by constants & C' > 0 independent of ¢ € [0,T], ¢ € (0,eo]. For the
remainder in the inner integral in (6.25) we use Lemma 6.5 and obtain an estimate of the absolute
value to C'e. For £y > 0 small this shows the claim. .

Ad 2. Lett € [0,T] be fixed. By definition it holds
(Va)* {weHl (QF* / Ya( t)) oz (.,t)d:c:Oforalla€ﬁ1(0,2u0)}.

The integral equals [ 210 q(0) [° 0 s(A2(, DY) Xj:(T7a.7t)J;t(7’, o) dr do. Hence the Fundamental
Theorem of Calculus of Varlatlons yields the characterization. Moreover, by definition it holds
ij N (Vjﬁf)L = {0}. It remains to show Vgtt + (ij)l = H'(QF%). To this end we set

é
we 1 [0,2u0] > R:0o— /5(¢EA’Y V2TE(r, o) dr.

(r,o,t)

It holds w. € C"([0,2p0]) and w. > ¢ > 0 for small & due to the proof of the first part. Now let
Y € H'(QF%) be arbitrary. Then we define

1
ac: [0.24m0] > R0 —— [ (62000 JE (1 0) dr.

we (o)

Because of Lemma 2.10, 2. and since integration gives a bounded linear functional on L?(—6,6),
it follows that a. € H'(0, 2p0). For it := 1 — a.(s(.,1))0A(., t) € H'(QFF) we have

é
/_6(¢?(~7t)qbé)‘Xi(r,o,t)Jti(ﬁ o) dr = a:(0)w:(0) — a-(0)w:(c) =0

for a.e. o € (0, 240). The integral characterization above shows - € (V;,—Lt)L. O,
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6.2 SPECTRAL ESTIMATE FOR (AC) IN 2D

6.2.4 Analysis of the Bilinear Form
First we consider Bgt on Veit X Veit

Lemma 6.21. There are €y, C, ¢ > 0 such that
BZ(6,0) = =Cli¢ll7 c) + cllallF 0,200

forall g = a(sT(.,1))p2(.,t) € Vsit and e € (0,e0],t € [0,T).

Proof. Let ¢ be as in the lemma. We rewrite Bgft(qb, ¢) in order to use Lemma 6.19. To this end
we compute V¢ = V(a!si(”t))qﬁf(., t) + a!si(.’t)V%“(., t) and

IVoI* = [V (a(s¥)o2 [* .4y + a®(s7) VLl + V(0P (sT)) - VoL o2 |-

Integration by parts shows

o [T0*) - Voo
Qf=

P [ e T

)

- Npgcs - Vo2 u(a®(s%)62] )| ar".

loi [

Therefore we obtain

B2(6.0) = [ o V()62 o + / (@)D LE A da
+ /a o [Ny - Vot u(a®(s*)s2 |(.,t))] dH' =: (I) + (IT) + (IT1).
Ad (I). Itholds |V (a(s*(.,1)))|* = [|Vs|*(a’)?(s*)] |(+) and therefore
= [ @) [ [wsioty]

Since |Vs|, J& > ¢ > 0, we obtain as in the proof of Lemma 6.20, 1. that (I) > co||a’H%2(0 9110)
for a ¢y > 0 independent of ¢ € Vft and all € € (0,¢0],t € [0,T], if g > 0 is small.

X (ro) JE(r,0) drdo.

Ad (I1). We write

2p0
(1) = [ 20) [ 621t g EE6A D 0 (1,0) drdo
and estimate the inner integral. Lemma 6.19 implies
1 _ .
]f FLEBL () + Al o @ (5 (8,00 (0o, )| < Ce 0l in Qf,
Therefore the most delicate term with respect to the e-order in the inner integral in (/1) is

1 9
g 0 0, [ 0800l gV (. 0) (6.27)
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6 SPECTRAL ESTIMATES

First we consider (6.27) with Ji (0, o) instead of J;"(r, o). Using Lemma 6.5, 1. and [, 0404 = 0
we obtain that the modulus of the latter is estimated by

C

e

/ oo dz| = €
(8,8 hE (o) e

Due to the exponential decay of 6, 6 from Theorem 4.1 this can be estimated by Ce~¢/¢ for
some constants C, ¢ > 0 independent of o, ¢ and € € (0,e¢] if £9 > 0 is small. Moreover, it holds
|JE(r,0) — J£(0,0)| < C|r| with C > 0 independent of (r, o, t). Hence the remaining terms in
(6.27) and (1) can be controlled with Lemma 6.5. Altogether we obtain |(I1)| < C ||aH%2(O o010)
with C' > 0 independent of ¢ € V;E and alle € (0,¢0],t € [0,T] if g9 > 0 is small.

016} d=

/R\[(—iai)—h?(m t)]

Ad (I11). Using the well-known representation for the integral over curves and properties of the
trace-operator we obtain

(IT1) Z/ DA Nges - V02 gt 15 05X (26, 0,0)| do

é
+a2(0) L 5 [gbg‘NaQtCi Ve g 0|0 XE(,0,) dr.
With Lemma 6.19 and for the last integral Lemma 6.5 it follows that
- 2 2
(ITD)] < Ce*/ a2 g 50 + C=a2(0).
We estimate a?(0) via H*(0,2p0) = CP([0, 2u0]). Then Lemma 6.20, 1. yields the claim. [
Next we analyze BZ, on (V:5)1 x (V)L

Lemma 6.22. There are v,eq > 0 such that
BE(.0) 2 v | 5101 g0, + 1961 s,

forally € (V) ande € (0,0), t € [0, 7).

Proof. 1t is enough to show the existence of 7, £y > 0 such that
1
+ — 2 1"
B ) 1= [0, IV 0 Ol () 0 2 G0 gy 629)
forall ¢ € (V; ) and ¢ € (0,&p], t € [0,T]. Then the claim follows because for 3 > 0 small

B2, (v,) = B2, (v, %) — kup oty = (1= B+ B)BI(v,v) - HwHLQ(QCi
v—C
> UDECED g2, cu + BIVHIRagesy 2 ¥ | I01ager + V8 a e,
forall ¢ € (V; ) and e € (0,e9], t € [0, T] provided that v, £y > 0 are small.
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6.2 SPECTRAL ESTIMATE FOR (AC) IN 2D

In the following we prove (6.28) by reducing to Neumann boundary problems in normal
direction. This is also the idea for the proof of the spectral estimate on T'(d, po), cf. the proof of
Theorem 6.16 above. Therefore we define ¢~ := )| x=(.p) fory € (Vsjff)l It holds

2 _ ot IVeP FVr-Vs T+

Hence Theorem 3.3, a Taylor expansion and Young’s inequality imply

VeI |xs () 2 (1= Cr)(0,97)° + (8o (6.29)

for some ¢, C' > 0. The second term will not be needed here. To get Cr? small enough (which
will be precise later), we fix § > 0 small and estimate separately for  in

I¥:=(-6,0) +ehf(o,t) and I,7:=(-6,0)\I, 1.
If e = £0(d, C) > 0 is small, then for all € € (0,&0] and o € [0, 2u0], t € [0, T7 it holds

1" (00(pe Yi(r,a,t))) >cop>0 forre I . |r| <6 +elhf (o) <25 forre Iai,f.

We set & = &(0) := 4C'6%, where C is as in (6.29). Then we obtain for £ € (0, o], t € [0, 7]
i 20
Bet?/)¢ / /i552 U2t |(r,0) dr do

+/2u°/i5[ —(047) + 1f (B0(pelgt ()W) | T 0 dr do.

Lemma 6.5, 1. yields that the second inner integral equals 1/¢? times

B ) = [ = O UE, ) 4 £ G (WE 2| T2z 630

€8

where we used the notation from the beginning of Section 6.2.3 and we set I_; := (—g, <) and
6 ot = VE e (FE cot(+); o). Therefore (6.28) follows if we show with the same cg as above
+ + + - €07+
Baact(qjaat’\llaat) CH\P atHLQ I 6Ji D ||¢t ('7 )||L2 [isji o)) (6.31)
fore € (0,¢0), a.e. o € [0, 2up] and all ¢ € [0, T] with some £¢,¢ > 0 independent of ¢, o, t
Here L?(I 25, iy ) is the space of L2-functions on I_ 5 with respect to the weight J=

g,0,t g,o,t* or

simplicity we denote the scalar-product in L2( : 5 Jgia t) by (-, -)e,ot and the norm with ||. HE ot

For the proof of (6.31) we need results for B t The latter is defined according to (6.30) for 0
instead of ¢. With respect to (.,.)z ot Bgiat is the bilinear form corresponding to

d [ - d
£E8 = U2 (T )+ 1760)

ecrt

on H 2(I 5) with homogeneous Neumann boundary condition. For the latter the results from
Section 6.1.3.2 are applicable.
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Proof of (6.31). The integral characterization for 1) € (Veit)J- in Lemma 6.20, 2. yields

/Iif(qﬁ?(-, ) x+ (roy i (r,0) dr| < C(6)e™ %[5 (., O 252 5% (o))
for ¢ small, a.e. o € [0,2u0] and all ¢ € [0, T]. The lowest order term in the integral on the left is

1 -
2 (o) [ O0(oel s VEETEN,0) dr = (0 (¥ O

The remaining term in the integral due to ngEA can be estimated with Holder’s inequality, the decay
of 9¢* and Lemma 6.5. Hence we obtain because of 0 < ¢ < qjE < (' that for € small

|(‘I’ai,a,tv 00)z,0,t] < CEH\pai,U,tHE,U»t + 0(5)6_66/6”@;?[(" U)HLQ(fjf,Jf(.,o))‘

Therefore Theorem 6.8, 2. and uniform bounds for ¢*, JtjE imply for the positive normalized
eigenfunction \Ilsial ; to the first eigenvalue )\sial ; of Ei;g ; that

+, N N —eblen T
|(‘I’§E,a,t7\1’e,al,t)s,07t| < C(5)5||‘I’sip,t||€,a,t + 0(5)6 6/6H/¢)Lft('7U)HLQ(]Aif,J;E(_’o—)) (6.32)

fora.e. o € [0,2up],all t € [0,7] and € € (0,¢eq], if g9 > 0 is small.
Now we decompose ‘I’si,a,t orthogonally in L*(I_j, j;avt). With some \Ifztalt € H'(I_5) we
have

L ot 41 41 41
lI’e,a,t - (\Ije,a,tv \Ijs,a,t)E,UJ\Ije,cr,t + \Ije,a,t'

. C N +,1 +,1
Taking |[.[[2,,,; in this identity yields | W2 53112 0 = 9254 l12 0.0 = (W00 Woit)e ot Then

+,e ~ p*E,0 ~ 7
Bgzoft(‘ljg::o-7t7 \I/g:vo':t) = (1 B C)Bgzo’:t(qjg::o-7t7 \I/gfo.’t) + C/] f//(eo)(\:[lg:yo'yt)2jgﬂy:o'yt dz'
.8

The last part is estimated by ¢ sup,cg | f”(00(2))| ||\llgcot\|ggt Moreover,

Bi,U (\Iji

+ +.1 + +,1 2 +.,0 +, 1 +, 1
g,0,t\ ¥ e,0,t \Ije,a,t) = AE,O’,t (\ps,a,tv \Ije,a,t)5707t| + B (\II v )7

g,0,t g,0,t) Te,o0n

1 L
where we used Bgift(llli;,’t, \Ilgf[,’t

A5 = 0(e2) and BEL, (0L L) > |0,

,0, g,o,t g,ot) Te,ont g,0,t

) = 0 due to integration by parts. Theorem 6.8, 1. and 3. imply

2 .. Altogether we obtain if &(0) < 1:

€,o,t"

Bift(‘ljéc,a,w \Ijgc,a,t) > H‘I’?,a,t”z,a,t [W(l - 5(5)) - 5(5) Slelﬂlg |f”(90(2))|]

(1= EB)OE) + v2) | (W1 WEL e |

for a.e. o € [0,2u0), all t € [0,T] and ¢ € (0, o] if g9 = £0(d, Cp) > 0 is small. If § > 0 and
therefore ¢ = 6(5) = 4C'9? was chosen small enough before, the term in the square brackets is
estimated from below by v, /2. Here it is important that v5 in Theorem 6.8 is independent of 5.
Together with (6.32) this shows (6.31) for small ¢y > 0 and thus Lemma 6.22. ]

For Bgft on Vsjft X (Vji)l we have
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6.2 SPECTRAL ESTIMATE FOR (AC) IN 2D

Lemma 6.23. There are o, C > 0 such that
B2, < 16l sy 19l s ety + 3 BE () + Ol o200

forall g = a(s(.,1))p2(.,t) € et’ e (V; ) and € € (0,e0], t € [0,T].
For the proof we need an auxiliary estimate.

Lemma 6.24. Let z > 0 be fixed. Then there is a C > 0 ( independent of Y, €, t) such that
”trd}HLQ 8QC:E) < C 5HV¢HL2 QC:E) HwHLQ QC:E)

forally € H (QFF) and e € (0,2, t € [0,T).

Proof. Tt is enough to show the estimate for S := (=4, ) x (0, 20) instead of QF= since all the
appearing terms are equivalent to the transformed ones under X *(.,¢) uniformly in ¢ € [0, T7.
For the S-case we use the idea from Evans [Ev], 5.10, problem 7. Let @ € C'(S)? with
Wlgs - Nos > 1. One can directly construct such a . Then the GauBl Theorem yields

Jir )22 0s) < / W2 - Nog dH! = / div (V@) dz — / D2div B + 215 - Vb da.
oS S S
Therefore )
i1 0s) < C [ [91Ba(s) + £IVWlEacs) + 2 11Eacs |
by the Young Inequality. Hence the claim follows due to 1 < £/e. O

Proof of Lemma 6.23. We rewrite B +(¢, 1) in order to use Lemma 6.19 and Lemma 6.20. It
holds Vo = V(a(s*(.,1)))p2 + a(sT(.,1)) V¢ (.,t) and integration by parts yields

/C:t a(si) ¢?|(~,t) Vi de = /Ci {C (a(si)) : Cﬁb? + a(si)Ad)f\(.,t)} Ydr
Q; o)
/890i N@th':t Y ¢?‘(.,t)tr [a’(si('v t))"b] d%l

t

Therefore we obtain

BE(@0) = |, als) vt o do+ / Nooes - VORI otr [a(s=(, 1)) dH?
+ [ ., Vi)l - o2 u.,ow = VoL | ¥| de=: (1) + (I1) + (I11),

C+
Q

Ad (I). The Holder Inequality yields | ()] < Ha(si|(.’t))£jft¢?(.,t)\|L2(thi)||1/J||L2(Qt0i),where

, ))Eitﬁb?

20 1)
Ja(s* s = [ @) | (LGP xson i (r,0) drdo.
L (Qt ) 0 -5 ’
Due to Lemma 6.19 and |d? — d?| < |d + d|(|d + d| + 2|d|) for d,d € R it holds

1 2
e(L2:021.0)" — 5 A7l o000 2 086 ) ‘

2 C
clpe(.,t clpe (.t + clpe (.t
< Cemeleel )|(C€ lpe (-0l 4 g|A7“HXO(s(.,t),t)q |(si(.,t),t)) = ge pelOL.
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Hence Lemma 6.5 yields that the inner integral is estimated by C'/c? and Lemma 6.20, 1. implies

C C
D) < Tllellz20200) 9l 2ty < 1602 16 g,
forallt € [0,7] and € € (0,e¢] if g9 > 0 is small.
Ad (II). Due to Holder’s inequality we have
[(I1)] < Htrw”Lz(aQtCi)Htr(a(si‘(.,t)»NaQtCi 'v¢?|(.,t)||L2(aQtCi)-

For the second integral we use the representation of integrals over curves, cf. also the estimate of
(II1) in the proof of Lemma 6.21. Then Lemma 6.19 and Lemma 6.5 imply

lals= () Nago= - VO£l p2(a00+) < Cela(0)] + Ce™* lall r2(0,2u0) < Ccllall i (0,200)-

To estimate ||tr || L2(90C+) We use Lemma 6.24. Then Young’s inequality and Lemma 6.22 yield
t

(D] < 7||tr¢||L2 oac=) + Cellallzr 0.2 < Bi(iﬁ ) + Ce®llall i o,2u0):

-8
where C is as in Lemma 6.24.

Ad (ITI). Ttholds (ITT) = [2" o/ (0)gi (o) do with

é
GE0)i=F [ Vstge oy [62OVE = VA 00] [t oy T 0) dr

. . e Nt
We substitute V)| x+( 4y = Vr|yi(_7t)8rwt F Vs]ii(wt)@gwt with 97t = 1| x(. ). In order

to control the 801;?: -term in gfc we use
2 2
VPl 0y = V8Pl (| < -

Therefore |g;5 ()| is for a.e. o € [0, 2] estimated by

Vs|? |~
|Vs| ‘x§

4
Tt 7E A
(o,t) + [6 ’(Q/Jt Jt )|(T,U)vs : v¢e Yi(r,a,t)‘ dr

We rewrite the first term with the aid of ¢ € (Vsi)L. Because of Lemma 2.10 and since

integration gives a bounded linear operator on L?(—4,§), we can differentiate the identity in
Lemma 6.20, 2. and use the product rule. Therefore the first term is estimated by

g -
s {¢5A|Yi(’t)aawgt<]ti} ’(r,o) dr

+/_65 {C ‘Ta"iﬂ(w)‘ + ‘VT ) V3|yi(w7t)3r¢~)ti’(r,o)

(b? ‘Yi (r,o.t) Jti | (r,o) ‘ dr.

C‘/_Z (0 (62 e )i+ 0L 12 0o li") 0] L
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Now we use the structure of ¢5A- Due to (6.22) we have in th +

% - Vs@shg(s,t)}

1 ~
Vel == (06 (o)™ (5% ) + €0,0* )

1 N
- %Vs {(%qi(si, t)00(pe) + 8HUCi‘(p87H§,t)} :

Moreover, one can directly compute for (r, o) € [—4, §] x [0, 2u0] that
Do (62 =) = fa ooy |05 (p)a™ (5%, ) + £0,07% (pey HE, 1) |+
1 (6.33)
+ (010 (pey HE 1) + 050 (5, )05 (p2)] 5=

We estimate all the appearing terms in the above estimate for |g;° ()| after inserting ¢, Vo2

and 0, (d)A] +). We apply Holder’s inequality, Lemma 6.5 and V7 - V5|4 (o) = 0. Hence
0

19 (0)] < CUGE 0l sy CelV (o) B (-0 L2507 (o
fora.e. o € [0, 2up]. Since |V(T,U)1j~}§t| < C|Vi|x=( |- we obtain
((TID)] < Clla’[| L2(0,2110) (||¢||L2 QCi + el Vil 2 go+)
< O ooy + o | I 1agqes, + 1022 e |

where we used Young’s inequality in the second step and v is as in Lemma 6.22. The last term is
dominated by %Bgft(w, 1)) because of Lemma 6.22. Altogether we have shown Lemma 6.23. [

Finally, we combine Lemma 6.21-6.23.

Theorem 6.25. There are ¢, C, cqg > 0 such that
5(0.0) 2 ~Cll 2, 00, + ol V2 e

foralle € (0,e0),t € [0,T] and o € H (QEE) with Ylx( s = 0fae F(sF1) € [3p0,2pu0)-
Remark 6.26. 1. The estimate can be refined, cf. the proof below.
2. Theorem 6.25 directly implies Theorem 6.17, cf. the beginning of Section 6.2.1.
Proof of Theorem 6.25. Because of Lemma 6.20 any ¢) € H' (Q,fj i) can be uniquely written as
Y=+ ot with g = [a(s%)el]|() € Vogand ¢ € (V)™

Lemma 6.21 and Lemma 6.23 imply for 9 > 0 small and all ¢ € (0, ], ¢t € [0, T] that

BE,(,¥) = BX,(¢,¢) + 2BZ,(¢,¢7) + BE, (¢, ¢7)
C Bg‘?t(quaQsl)

> —Cll)2a 05 + (c0 = Ce2)al1(0,200) — N8l o 164 N paaps) + =5
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where v

+Clll3

L2(Qf¥) L2(QfF)
is as in Lemma 6.22. Therefore the latter yields for g > 0 small and e € (0,e0], t € [0, T that

+ L 1L
B, (v,%) 2 =Cllé] 72 qo+) + = e 12+ + Hallm(o op0) T 5 HV(eb )| [Ponese
It remains to include the V  1-term in the estimate. By the triangle inequality we have

HVT¢HL2(QCi) < HVT¢HL2(QCi) + HVT(¢J_)HL2(QC:‘:)'

The third term is controlled via Young’s inequality to ;% o 1?

Inserting the definition of V. from Remark 3.4, 2. we obtain that V- ¢| X=(.,¢) equals

— ! A A
:Fvs‘yi(.,t)aff(¢’Xi(.,t)) - :FVS’Y:E(.J) [CL (U)¢5 ‘Yi(.,t) + CL(O’)60<¢E Yi(.,t))] :

We already computed 8J(¢?\Yi) in (6.33). Using the transformation rule, the Fubini The-
orem and Lemma 6.5 it follows that ”V7—¢||L2(QC:I:) < Cllall g1(0,20)- Moreover, the uni-
t I

form boundedness of |Vs| and |V(T70)(¢L\Xi(.7t))| < C‘V((ﬁj‘)’xi(.’t)| yields the estimate
HVT(¢L)HL2(thi) < C’HV(qﬁL)HLQ(Qci). Therefore we obtain

IV-4ll7 2(qC%) S Cllallzr 0,200) + IV ()72 (o))

Finally, together with the above estimate for Be,t this yields the claim. O

6.3 Spectral Estimate for (AC) in ND

In this section we show the spectral estimate (6.1) for the Allen-Cahn equation (AC1)-(AC3)
when the diffuse interface meets the boundary in the case of N dimensions, N > 2. This works
in the analogous way as in the 2D-case in the last Section 6.2 but some computations are more
technical. For convenience we often use the same notation The construction of the approximate
solution in Section 5.2 yields the precise structure of u , but as in the 2D-case a more general
structure is enough for the spectral estimate. Now we state the assumptions for this section.

Let Q C RN and T = (T't)¢efo,r) for T > 0 be as in Section 3.1 for N > 2 with contact angle
a = 5 (MCF not needed). Moreover, we consider § > 0 such that Theorem 3.7 holds for 26
instead of §. In the following we use the same notation for 7igy, figr, Y, Xo, X, po, 1,7, 8,0, b
as in Theorem 3.7. Furthermore, we use the definitions of some sets and of 0,,, V., J from
Remark 3.8. In this section we assume for the height functions h; and hy = ha(e) (with a slight
abuse of notation) that

hj € B([0,T],CO(2)NC2(5)),j = 1,2, 5:=Y(0% x [0,2u0]), C*S):=C2(>°).
Moreover, let Cy > 0 be such that thHB([O T),00(2)NC2(S)) < C) for j = 1, 2. Then we define
he := hy + €hg for € > 0 small and introduce the scaled variables

poim T TEs, H= b i TS, 2.
9 9

Furthermore, let 4{ : ]Ri2 x 0% x [0,T] = R : (p, H,o,t) — 0¥ (p, H,0,t) be in the space
B([0,T]; C%(0%, H(Z0 » (Ri))) for some v > 0. Then we define

u§ (z,t) == a5 (pe (2, 1), He(x,t), 0(2,1),t)  for (z,t) € TC(26,2u1).
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For € > 0 small let

90(/}5) + 0(62) IHF((S, :U’O)v
u = Oo(pe) + euf + O(£2) in TC(6, 2u0),
+1+ O(e) in Q% \ I'(6),

where 6 is from Theorem 4.1 and O(e*) are measurable functions bounded by Ce*.

Remark 6.27. It is also possible to include an additional term of the form £61 (p.)p- (s, ) in u

on T'(6), where p. € B([0,T], C°(X) N C?(3)) fulfils a uniform estimate for & small and
0; € C)(R)  with / 1"(00)61(65)* dp = 0. (6.34)
R

See Remark 6.31, 2. below for details.
We obtain the following spectral estimate:

Theorem 6.28 (Spectral Estimate for (AC) in ND). There are €y, C, cy > 0 independent of the
hj for fixed Cy such that for all € € (0,£0],t € [0, T] and v € H'(Q) it holds

/Q IVy[? + éf”(uf(-,t))w dz 2 —Cl[Y|172(q) + IV 2@ry(s) + ol Ve 2, s))-
As in the 2D-case we separately prove a spectral estimate on
QF :=TY(6,210) = X((—6,0) x 2° x {t}) fort e [0,T].
In the following we need several properties of Sobolev spaces on the appearing sets.

Remark 6.29. The results of Sections 2.2.1-2.2.3 can be applied for sets such as U = 3°, $e,
(=0,8) x X°, (=6,8) x £°,T(5), ['+(6) and QF for all ¢ € [0, T]. These sets can all be viewed
as an open subset of a smooth compact Riemannian submanifold of some R" with the Euclidean
metric and they have Lipschitz boundary. For ¥°, (—¢,0) x X° etc. one can simply consider
local charts. For I'(6), T'y(6), Q¢ and similar sets one can show this with the extension of X to a
diffeomorphism due to Theorem 3.7 and Remark 2.19. In particular

1. We can transform integrals via X and X (., ¢) for ¢ € [0, 7] with the usual transformation
formula due to Theorem 2.6 with the factor J and J;, ¢t € [0, T] from Remark 3.8, 3.

2. Density and trace theorems for Sobolev spaces on the above sets hold due to Theorem 2.13,
Theorem 2.20 and we can use integration by parts on Qf because of Theorem 2.13, 4.

3. HH(y(8)) = H*((—6,8) x ¥°) and H*(QF) = H*((—4,8) x £°) etc. for k € Ny via
X(.,t) forall t € [0,7T] due to Theorem 2.16. Therefore Corollary 3.10, 1.-2. carries
over to H'-functions. In particular the gradients are pointwise a.e. uniformly equivalent.
Moreover, note that for k = 0, i.e. L?-spaces, the operator norms of the transformations
can be estimated uniformly in ¢ € [0, 7] because of Theorem 2.6 and Remark 3.8, 3. Hence
this also holds for the L?-norms of the gradients and due to Lemma 2.15, 3. also for k = 1.
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4. Lemma 2.17 yields L2((—6,8) x ¥) = L%(—4,4, L*(X)) = L?(X, L?(—46,0)) as well as

HY((=0,0) x £°) = HY(=4,6, L*(X°)) N L?(-4,6, H} (X))
~ gY(x°, L*(—6,0)) N LA(X°, H (-4,6))

and the derivatives Vy, := V0 and 9, are compatible. The analogous assertion holds for
Y instead of X and similar sets.

The spectral estimate on QY is as follows:

Theorem 6.30. There are &y, C, ¢y > 0 independent of the h; for fixed C) such that for all
e € (0,8, t €[0,T) and ¢ € H'(QF) with V|x (s = 0forae s € Y9N x (3 110, 220)):

1 N
| IV + 50" (0002 do 2 ~Cll3agag) + a0l Ve g

The additional assumption on 1) is not needed but simplifies the proof, cf. Remark 6.31, 3. below.
The latter is enough to show Theorem 6.28:

Proof of Theorem 6.28. For g9 > 0 small and all € € (0, o] it holds f”(u2) > 0 on Q7 \ T'(4).
Therefore it is enough to show the estimate in Theorem 6.28 for I';(9) instead of Q2. On I';(5) we
reduce to further subsets.

Due to Theorem 6.30 we have an estimate for QY = I'{'(, 20) instead of 2. Moreover, the
estimate holds for I'y (6, ;1) instead of Q2 with ¢y = 1. There our curvilinear coordinate system
is the usual tubular neighbourhood coordinate system, cf. Theorem 3.7. Let v € H(T+(6, p10)).
Then | V|2 = |0,9|% + |V+9|? on T4(6, o) due to Corollary 3.10, 2. and Remark 6.29, 3. Due
to Taylor’s Theorem we can replace uZ (., ) by 6y(p.(.,t)) in the integral. Therefore an integral
transformation with X (., ), cf. Remark 6.29, 1., and the Fubini Theorem yield for ¢ := )| X(.0)

1 ~
/Ft(wo) Vy[? + ?f”(uf(-,t))i/ﬂ dx 2 ~ClY 112, (500)) + IV 200y (6 00))

6 ~ 1 -
[ 1002 + 5" 00t e a0,

o,
E\[Y (9%x[0,p0])] /=6

Due to Remark 6.29, 4. we can estimate the inner integral in the analogous way as in the 2D-case,
cf. the proof of Theorem 6.16 in the last section. Note that the results of Section 6.1.1 are again
applicable with a constant h. there, in particular we use the transformations in Lemma 6.5, 1. and
Theorem 6.8, 1. This yields the estimate for I';(6, 1) instead of Q with ¢y = 1.

Finally, we combine the above estimates with a suitable partition of unity for
T4(6) € Te(6, o) UTE (8, 20). (6.35)

The arguments are similar to the 2D-case, cf. the proof of Theorem 6.16. Here one uses b from
Theorem 3.7, 4. to construct the cut-off functions. This shows the estimate. ]
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6.3.1 Outline for the Proof of the Spectral Estimate close to the Contact Points

We proceed in the analogous way as in the 2D-case, cf. Section 6.2.1. For the proof of Theorem
6.30 we can replace % f”(uZ(.,t)) by

1 1
;Qf"(Qo\ps(.,t)) + gf,/,(90|pe(-,t))ulc|(.,t)

due to a Taylor expansion. We construct an approximation ¢?(., t) to the first eigenfunction of

LSy = A+ QJ"""(Qofpe(t)Jr f "(0olp.()uf |y onQf

together with a homogeneous Neumann boundary condition. Then we split
71000 1.0C 3
H (Q) := {w € H (') : ¥|x( s = 0forae. s € Y(9% x [iyo, 2#0])} (6.36)

with respect to the subspace of tangential alterations of qﬁ?(., t). Therefore we set up the ansatz

6t) = [l () + 20 () on Y,
’Ug(.,t) = @I(pg(.,t),s(.,t),t) = eé‘pg(.,t) q(s(.,t),t) on th7
vE (1) = 0% (pe(, 1), He(, 1), 0, 1), ) on Qf,

where ¢ : 3 x [0,T] — R and € : RZ x 0% x [0,T] — R. The %-factor normalizes in a
suitable way, see Lemma 6.33 below.

In Subsectlon 6.3.2 we expand £ thA( t) and Oy, @2 (., t) similarly as in Section 5.2 and
choose ¢ and ¢ appropriately. The ¢-term will be used to enforce the compatibility condition for
the equations for . In Subsection 6.3.3 we characterize the L?-orthogonal splitting of H* Q)
with respect to the subspace

Vey = {6 = a(s(, )@ (. t) s a € H'(5°)}, (637)

AY5°) = {a € H'(5°) : aly(p = 0 forae. b [%MO, QMO]} . 6.38)

Finally, in Subsection 6.3.4 we analyze the bilinear form Bgt corresponding to Egt on Vg x Vg,
V;_ x V2 pand Vo, x VELt Here for ¢, € H'(Q) we set

C(6,9) : / Vo vw+[2f”<90|pg )+ 2 Gl S )} obdr. (6.39)

6.3.2 Asymptotic Expansion for the Approximate Eigenfunction

Asymptotic Expansion of v/ [,E ‘ 3 2(.,t). First, We expand Av! as in the inner expansion in
Section 5.2.1. The lowest order O( % ) is given by & |Vr[? 1% (5.0) 05 (p)a(s,t) = 60 (p)a(s,t).
In /zLC 12 A (., t) this cancels with 2 ' (60(p))05(p)q(s, t). For the L-order of Avl we get

20 0)al,) [0+ 1)DIT7? 0 D)0,y — 2AD2sVN) Tk, T

1
4 204(0) [Arlgy o5, 1) + 2DasVr) g, V(s 1] = ~65(0) Artg, (s, 1)
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We leave %AT’YO(s,t)q(S’ )05 (p) as a remainder.

For 5Av€C we apply the expansion in Section 5.2.2.1, but without using a Taylor expansion
for the h; since we just need the lowest order and the h; are assumed to be less regular. More
precisely, the (x,t)-terms in the formula for Avg in Lemma 5.17 are expanded only with
(5.40). At the lowest order O(1) we obtain LA79%, where A™! := 92 + |Vb|2\yo(07t)812-_] for
(o,t) € 9% x [0, T]. Moreover, the f-parts yield %f”(@o(p))ﬁc + %f’”(@o(p))ﬁlcﬁl. To get an
equation for ¢ in (p, H, o, t) we apply a Taylor expansion for ¢(Y (o, .), )][0,2010]"

oY (0,2H),t) = (o, 1) + O(H)  for (o, =H) € 9% x [0, 29].

€
Therefore we require

=A%t F(00(p))] 7 = = 1" (00)05 505 110yl 0y INRE X O x [0,T].  (6.40)

Asymptotic Expansion of \/eOn,,¢2(.,t). We proceed as in Section 5.2.2.2. Note that in Qitc

V’Ug =q /! |:V’r‘

(s,t)90 (pa) T (DxS)Ttha‘(s,t)] + G/O(pe)(DIS)TVEq‘(s,t)J
© (6.41)

c|Vr Vb, o 3
Vol = 9,0° [5 - (Dms)Tvng(s,t)} + 00 + (Da0) Vo,

where the $°-terms are evaluated at (p-, H., o, t). The lowest order O(2) in \/20n,,2(., 1) is
(N - Vr) |Yo(a,t) 06(0)ql(s+) = 0 due to the 90°-contact angle condition. At O(1) we get

al(006(p) (0 + 11l (0.0 ((Nog - I1) 0 X)l(0.0.) = (DasNoa) T |5, (0 Vbl o)
+(Dg;8NaQ)T‘yo(mt)qu’(U’t)eé(p) +0- ap’lA)C‘Hzo + (NaQ . Vb) ’yo(mt)aH’f)C‘H:().
This vanishes if and only if

(Nog - V) |5, (6,010 =0 = —(Dz5No) Iz, (o,) V2l (0,006 ()
+ dl (005 () [ (DasNoo) |y Vbl = (0 + Bilio.) O (N - V) 0 X) (0.0 | -

Here note that for the desired regularity of ¢ the term with Vxh1 is not good enough. One
option is to require additionally Vshilssxpo,r) € B([0,T],C?*(9%)). However, we can also
leave the term as a remainder similar to the one in \Eﬁgt ¢2(.,t). Hence due to (6.40) we require

[=A + [ (00)]7 = — £ (00)05 ql (.1 inR2 x 9% x [0, 7], (6.42)
—0r0% =0 = (IVb|/Nog - Vb)|x, (o9 in R x 9% x [0,T], (6.43)

where 7¢, u{ @ x 0% x [0,T] — R correspond to 9 and 4" in the same way as in (5.45) in
Section 5.2.2.2.2, respectively, and we define ¢ (p, o, t) for all (p,0,t) € R x 9% x [0, T] as

~dl(e.005 (P) (P + 11l (5.)) 0 (Noa - V7) 0 X)|(0.0) = (DasNog) ' 5z, (o) V5l (.00 (P)-
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The right hand sides in (6.42)-(6.43) are contained in B([0, T]; C%(9%, H(ﬁ 7)( 2)x H?/)Q(R)))

for some 3, > 0 provided that (¢, Vsq)|ssxjor) € B([0,T], C*(9%)) . We require ¢ = 1
on 0% x [0, T']. Then the compatibility condition (4.5) associated to (6.42)-(6.43) is equivalent to

—(D25No0) Iz (0 V2l 0:) = 81 () (6.44)
. 1 -
ot = T |0(Noa - V1) e Xliaosy [ p06()05(p) dp
A
H 0llL2(R) R
NaQ Vb / ,,, _c
+ —= I u oty dp, H)| .
T s 00(p) S |(p.11.00) A, )]

Note that §¢ € B([0,T], C%(0%)).
To construct ¢ we consider G : 90X X [0, 2up] x [0,7] — R : (0,b,t) — q(Y(0,b),t). Then
due to Y(.,0) = idgy, and (3.5) it holds

VZQ|(U,1€) : (U_ ﬁ82|0w) = quy(o,t) : d(a,O)Y(ga UJ) = Vaz [QN(, 07 t)HO' U+ wabQN(o-a 07 t)
for all (7, w) € 7,05 x R and (0,t) € 0¥ x [0,T]. If ¢ = 1 on 0¥ x [0, T, then we obtain
Vosld(.,0,t)]|, = 0 and therefore

Vsdl(op) = —Moxle0sG(0,0,t)  forall (o,t) € 0¥ x [0,T]. (6.45)

Note that KD:ESNBQ)‘YO(U p *figsle| = ¢ > Oforall (o,t) € 95 x [0, T'] due to Theorem 3.7, 4.

Hence with a simple ansatz and cutoff we can construct ¢ € B([0, 7], C2(%)) such that ¢ = 1
on (02X U Y (0%, [uo, 2p0])) x [0,7] and ¢ < ¢ < C for some ¢, C' > 0 and such that (6.44)
holds. Together with (6.45) the latter yields Vsq|oxx(o,r) € B([0,T], C?(0Y)). Therefore
Remark 4.12 yields a unique solution of (6.42)-(6.43) such that for some 3,y > 0

7 € B([0,T}; C*(0%, Hiy ,(RY))) — B([0,T]; C*(9%, Cl . (R2))).

Remark 6.31. 1. Consider the situation of Section 5.2. Then h; is smooth and the Vxh;-
term can be included above. Moreover, ﬁlc is smooth and solves (5.46)-(5.47). Hence
analogously to the 2D-case, cf. Remark 6.18, 1., we can use ¢ = 8/,@? in this situation.

2. In the case of additional terms in u2

the 2D-case, cf. Remark 6.18, 2.

as in Remark 6.27 one can proceed analogously as in

3. The behaviour of ¢ (z,t) forz € Qf with b(z,t) € [£ 140, 240] is not important because
we only consider 1) € H'(Qf) in Theorem 6.30, where H'(Q¢) was defined in (6.36).

Lemma 6.32. The function ¢2(.,t) is C’Q(th) and satisfies uniformly int € [0,T):
1 y —elp(- 4 OC
\[Eat € 'a ) + EAT’YO(S(,,t),t)Q‘(s(.7t),t)90’ps(.,t) <Ce ’ n Qt )

‘\EGqubg |(-7t) + DwSNBQ‘Yo(a(.,t),t) 'V2h1|(a(-7t)7t)9tl)/
’\/ENath : V¢§4’(,,t)‘ < Ce/e on 90E \ T4(9).

—c|pe(.,t)] on 89? N 8Q,

Proof. The regularity for qﬁ? is obtained from the construction. The estimates follow from
rigorous estimates for the remainder terms in the expansions above and the decay properties of
the involved terms, cf. the proof of Lemma 6.19 in the 2D-case. O
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6.3.3 The Splitting
Similar as in the 2D-case we show a characterization for the splitting of H'(Q).
Lemma 6.33. Let H'(QF), V. and H'(3°) be as in (6.36)-(6.38). Then
1. Vey is a subspace of H(Q) and for eg > 0 small there are c1,Cy > 0 such that
etlall sy < 16l z2mgy < Cillallas,
forallyp = a(s(.,1))¢A(.,t) € Veyand e € (0,0), t € [0, T).
2. Let VE# be the L?-orthogonal complement of V. ; in H'(QS). Then for ¢ € H*(Q):

6 A
NS VELt & [5(¢?(-,t)¢)|x(r,s,t)=]t(7“, s)dr=0 fora.e. s€X.

Moreover, HY(QS) = V., @ Vs forall e € (0,e0) and g > 0 small.

Proof. Ad 1. Tt holds ¢Z(.,t) € C%(QF) for fixed t € [0,7] due to Lemma 6.32. Moreover,
a(s(.,t)) € HY(QF) for all & € H'(X°) because of Remark 6.29, 3.-4. Therefore V. ; is a
subspace of H'(92'). Now let 1) = a(s(.,t))¢2(.,t) € V. be arbitrary. Then the transformation
rule, cf. Remark 6.29, 1., and the Fubini Theorem yield

)
A _
[Wleae) = [ a@)? [ (621 hrs) drait™ ). (646
Since there are ¢, C' > 0 with ¢ < J, ¢ < C, we can transform and estimate the inner integral
with Lemma 6.5 analogously to the 2D-case, cf. the proof of Lemma 6.20, 1. Ly,

Ad 2. Lett € [0,T] be fixed. By definition
VL = {¢ e HY(QF) /c Ya(s(.,t)p2(.,t)dz =0 foralla € ﬁl(EO)} .
bl Qt
The integral equals [ a(s) ff5(¢f(., )| x (r,s,) e (r, ) dr dHN 1 (s) due to the transforma-
tion rule and the Fubini Theorem. Therefore with the Fundamental Theorem of Calculus of

Variations we obtain the characterization. Since by definition V ; N VE# = {0}, it remains to
show V., + V25 = HY(Qf). We define

. s
we: X —=R:is— /6(¢?|Y(r,s,t))2Jt(T’ s)dr.

It holds w. € Cl(ﬁ‘,) and with Lemma 6.5 one can prove w. > ¢ > 0 for small e. Now let
Y € HY(NS) be arbitrary. Then we set

ae X —>R:s—

1 §
we(s) L& (¢?(" t)y) |X(7‘78,t) Ji(r,s)dr.

Due to Remark 6.29, 3.-4. and since integration yields a bounded linear functional on L?(—4, ),
we obtain a. € H'(X°). For ¢t := ¢ — a.(s(.,1))¢A(., 1) € H(QF) it holds

0

/5(¢?(-7 V) x5, e (1, 8) dir = ac(s)we(s) — az(s)we(s) = 0

for a.e. s € 3. Therefore by the integral characterization above we obtain ¢ € Vaft. Py
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6.3.4 Analysis of the Bilinear Form
First we analyze Bgt on Ve x Ve u.
Lemma 6.34. There are €y, C, c > 0 such that
Bgi(¢,0) > ~ClglI72qc + cllallf s

forall = a(s(.,1))¢2(.,t) € Voyand e € (0,50),t € [0,T).

Proof. Let ¢ be as in the lemma. We rewrite Bgt(gb, ¢) in order to use Lemma 6.32. Therefore
we compute V¢ = V(a!s(”t))gb?(., t) + a|5(_7t)V¢€A(., t) and

Vol* =V (a(s))¢2 Pl + a®() V21| ) + V(a?(5)) - V2oL p)-

Due to Remark 6.29, 2. we can use integration by parts on QY. Therefore

| 9@ 96202 |yda = = [ [a2(o)a02 62 + (9621 |

t

i

t) dx

A 2 A N—1
# e [Nong - Vet (ol )] an ="
Therefore we obtain

BE(6.0) = [ V@)oo de+ [ @008 L608 o do

t

+ /m? Noag - Vo tr(a®(s) o2 |(.7t))} dHN= (1) + (IT) + (I11).

Ad (I). Because of V(al|s( ) = (Das) " %o Vs $al(.+) and Theorem 3.7, 3. it follows that

’V(a|5(.,t))\2 > c|Veal|? s(.t)- Therefore

2 [

The proof of Lemma 6.33, 1. yields that the inner integral is estimated from below by a uniform
positive constant. Hence (I) > co||Vy aH for a cp > 0 independent of ¢ € V., and all

e € (0,e0],t € [0,T],if g9 > 0 is small. Lemma 2.15, 3. and Lemma 6.33 yield the claim.

/ (¢2)? (5. Tt (T s) dr dHN "1 (s).

Ad (II). We write

(II) / / ¢s ‘X 7,8,t) ( 5t¢5 ('7t))‘X(7“,s,t)Jt(7“, S) dr d’HNfl(S)

and estimate the inner integral. Lemma 6.32 yields
1 —c .
VELS08(0) 4 Ak (08 ()] < el i f.

The lowest e-order term in the inner integral in (I7) is
74|X05t s,t) / 0¢ 90 P5|X(rst))t]t(7‘ s)dr. (6.47)
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It holds | J; (7, s)—J;(0, s)| < C|r| with C' > 0 independent of (r, s, t). Due to Lemma 6.5, 1. and
Jz 050 dz = 0 the term (6.47) with J;(0, s) instead of J;(r, s) can be estimated by a constant
C > 0 independent of s,¢ and ¢ € (0,e0]. The remaining terms in (6.47) and (1) can be
controlled with Lemma 6.5. Altogether we obtain |({])| < C||a] with C' > 0 independent

of p € V.pandalle € (0,¢0),t € [0,T] if g9 > 0 is small.

2
L2()

Ad (I1I). We transform the integral over 90 to the boundary of (—4, §) x 3° with the aid of
Theorem 2.6 and Theorem 3.7. This makes sense because of Remark 2.12, 3. Note that the traces
transform naturally by a density argument (possible due to Remark 6.29, 2.). Therefore we obtain

(I =% /Z ()62 Noge - VOl ap s | det d[X (26, ., ]| dHV 1 (s)
+

b
+ /82 tra’ o /_6[¢?8Nasz (b?] ‘Y(r,Y(a,O),t)| det d, ) [X (., Y(.,0),1)]| dr dHN_z(U)'

We apply Lemma 6.32 and for the last integral we use Lemma 6.5 and [ 6,67 = 0. This yields

(ITD)| < Ce™lall2, 5, + Celltralas 22 n,.
Theorem 2.20 implies [|tra|ox || 1295y < CHGHH1(20) and Lemma 6.33, 1. yields the claim. [

Next we consider Bgt on Velt X Velt
Lemma 6.35. There are v,eq > 0 such that
1

BEW ) 2 v | S10laag) + V910
forally € V25 and e € (0,e0), t € [0, 7).
Proof. 1t is enough to show that there are 7, £y > 0 such that

- 1 v
B (¥, 9) = /QC IVy[? + ;2f”(eo\pe(.,t))df2 dr > ;2”1?”%2(9?) (6.43)
t

forall ¢ € Vjt and € € (0,&p], t € [0,T]. Then the claim follows analogously as in the 2D-case,
cf. the proof of Lemma 6.22.

Analogously to the 2D-case we show (6.48) by reducing to Neumann boundary problems in
normal direction. To this end let t); := Y| x (.4 for v € V5. Then Yy € HY((—6,6) x £°) and

Vi x(.a) = Vrlg 0 + (Das) gy Vet
in Q¢ due to Corollary 3.10 and Remark 6.29, 3.-4. Therefore
VUl = (0 V) T <l|)V7“|2 (stw)TT> , ( 8’1) i
SV Dyps(Dys) () Vs
in Q. Theorem 3.7, a Taylor expansion and Young’s inequality imply
Vel x> (1= Cr)(0:4)* + | V| (6.49)
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in th for some ¢, C' > 0. The second term is not needed here. In order to get Cr? small enough
(which will be precise later), we fix ¢ > 0 small and estimate separately for r in

IZ, = (=0,0) + che(s,t) and I, :=(—6,8)\ IS,
If g9 = £0(8,Co) > 0 is small, then for all ¢ € (0,g0] and s € .t € [0, T] we have
f”(90(p€‘f(rst))) >c¢y>0 forre f;t, 7] <04 elhe(s,t)| <20 forre 15

Let ¢ = &(0) := 4C$? with C from (6.49). Then for all € € (0, £o] it holds

G002 [ [ G0 dr i)
LS [0 D00 5" Ol )] ey r ),

Weset F. ¢ 4(2) := e(z+he(s,t)) and J. 5 4(2) := Ji(Fes1(2), s) forall z € [—9,9]—h.(s,1)

ere

and (s,t) € ¥ x [0,T]. Moreover, let I_; := (—f f) and U, ; = /¢y ( Ht( ), s). Due to
Remark 6.29 itholds U, ,, € H'(I_;) fora.e.s € S and all t € [0, 7] and together with Lemma
6.5, 1. we obtain that the second inner integral in the estimate above equals 1/£2 times

i d N
B (Ve Ves) = [ (1 DLW 00 (Vo] o

e$
forae. s € Landallt € [0, T']. Therefore (6.48) follows if we show with the same ¢ as above

_ € 7
Bgs (e s, U gt) > C||‘1’g,s,t||iz(18 A 5”%(., 8)||iQ(f§t7Jt(.’s)) (6.50)

fore € (0,g0),ae. s € Sandallt € [0, T'] with some €¢, ¢ > 0 independent of ¢, s, t.

The estimate (6.50) can be proven for appropriately small 6 in the analogous way as in the
2D-case, cf. the proof of Lemma 6.22. One uses the integral characterization for ¢ € Vgﬁ from
Lemma 6.33, 2. and results from Section 6.1.3.2 for the operator

~ d [ = d
Es,s,t (JS,St) 1d (Jastd >+fll(00)

on H?(I . 5) with homogeneous Neumann boundary condition, in particular Theorem 6.8. [

For Bgt on Vg x V4 1 it holds
Lemma 6.36. There are ¢y, C > 0 such that
|BSy(¢,9)] < *H¢||L2 @)Yl L2y + B 1, 9) + CellallF g

forall p = a(s(., 1)) (1) € Voy, ¢ € Vi ande € (0,2, t € [0, 7).

First we prove the following auxiliary estimate.
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Lemma 6.37. Let € > 0 be fixed. Then there is a C' > 0 (independent of 1), &, t) such that
_ 1
Htr@z}”%@mf) <C 5”V¢Hi2(gt0) + EMJH;(Q?)

forallvyp € HY(Qf) and € (0,8], t € [0,T).

Proof. Because of Remark 6.29, Theorem 2.6 and Theorem 3.7 it is equivalent to prove the
estimate for S := (—4,8) x ° instead of QF and Vg = (,, Vs ) instead of V. For the S-case
we use the idea from Evans [Ev], 5.10, problem 7. Note that S is a smooth manifold with thin
singular set in the sense of Amann, Escher [AE], Chapter 3.1. Therefore the outer unit normal
Npg is defined #¥ ~!-a.e. on S and the GauB-Theorem holds for C2-vector fields on S due to
[AE], Theorem XII1.3.15 and Remark XII.3.16(c). Let wy € C?([—4,d]) with w1 |+s = £1 and
wsy be a C2-vector field on 3> such that Wa| o5 = Nys. Then

W8 =[=6,0] x & —= RV (r,5) = (w1 (r),0) + (0, W2(s))

is a C2-vector field on S such that - Nyg > 1 holds H" ~!-a.e. on 9S. Hence for all p € C?(S):
trep||22. 50 < [ *0-NopgdHN 1 = [ divg(v? @) dHY = | >diveidi+2y5-Vgp dHY .
L>(99) oS S S

Therefore Young’s inequality and 1 < £/¢ yields
2 2 1 2 Yol 2 1 2
[r¥l[72098) < C el Vstllz2(s) + (1 + g)HwHLZ(S) <C 5||VS¢||L2(Q§) + g||7/’||L2(QtC)

for all v» € C2%(S) and ¢ € (0, 2], where C > 0 is independent of ), e. Hence the estimate also
follows for all v € H'(S) via density due to Remark 6.29 and Theorem 2.20. O

Proof of Lemma 6.36. We rewrite Bgt(qb, 1) in order to use Lemma 6.32 and Lemma 6.33. It
holds Vo = V(a!s(,jt)yb? + a\s(,7t)V¢?\(,7t) and integration by parts, cf. Remark 6.29, 2., yields

| a@ Vel Vide =~ [ [Vials)) - Vo2 + ()22 )| 0 do
Q Q

t t

A N—1
+/aﬂ$ Naoe - VoLl otr la(s(, )] dHN L.
Therefore we obtain

B(6,0) = /Q L a(8)|n Lo d + /8 oo Noog - Vol o [als(, )] an™!

t

| V@)l |92 Ve = VoLl o] du = (1) + (1) + (ITD).

Ad (I). The Holder Inequality yields |(I)| < Ha(s](_’t))ﬁg,:(bf(., t)||L2(th) HqﬁHLz(th), where

é
la(sl(.)£502 () sqagy = [ %) [ (LG02 0P xtrsn ulrs) dr dH (o)
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6.3 SPECTRAL ESTIMATE FOR (AC) IN ND

due to Theorem 2.6. By Lemma 6.32 and Lemma 6.5 the inner integral is estimated by 8%, cf. also
the estimate of () in the proof of Lemma 6.23 for more details. Hence Lemma 6.33, 1. yields

C
r2f) < *H¢||L2 @) 19l L2qe

C
(D] = Zllallpas,
forallt € [0,7] and € € (0, ] if g9 > 0 is small.

d (I1). The Holder Inequality yields
(D) < e il 2o Itr(alsl)) Noae - V621l 2ong

We transform the second integral as in the estimate of (I17) in the proof of Lemma 6.34 with
Theorem 2.6 and Remark 6.29. Then Lemma 6.32, Lemma 6.5 and Theorem 2.20 yield

la(s) Nage - Vo2l r2@ag) < Cliwalos | r2s) + Ce™llall 25 < Cllall g1 ey-
We estimate ||tr ¢)|| 2 (69C) with Lemma 6.37. Hence Young’s inequality and Lemma 6.35 imply
()] < —I\tr¢||Lz(dQc) + Cellallf g < Bft(ﬂ) ) + Cellal3 oy

where C is as in Lemma 6.37.

Ad (IIT). With Remark 6.29, 1. we can transform (I1]) = [ Vga(s) - gi(s) dHN71(s), where

1)
8) = /_5 DxS|Y(r,s,t) {qﬁ?(,t)VQﬁ - V(b?(,t)z/z} | X (rs0) S (7, ) dr.

It holds V)| x( 4) = VT\Y(.J)&JL + (st)T|Y(_,t)vﬁqﬁt with ¢y 1= 1| x(_s) in QF because of
Remark 6.29, 3. and Corollary 3.10. For the Vi@t-term in g; we use

|Das(Das) ey = Dos(Das) e | < Cl

Therefore |g;(s)| is for a.e. s € ¥ estimated by

5
|D2s(Das) "I, (o /5 ‘(tht)\(r,s)Dx8V¢?|§(r,s,t)‘ dr

)/_2 (#2500 Vi Loy dr| +

IIE

Weuse i) € V, t to estimate the first term. Due to Lemma 2.17 and since integration gives a
bounded linear operator on L?(—46, &), we can apply Vs, to the identity in Lemma 6.33, 2. and
commute integration with V. Therefore the first term is bounded by

g -
+/—5 {C‘T Vil (r,s)

+ ‘D$SVT’y(r7s’t)aTIEt

, )Jt’(r,s) dr

(r7s

‘/ 562 5 )i + 62N V) ] sy dr
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6 SPECTRAL ESTIMATES

for a.e. s € 3. Now we make use of the structure of gzﬁf. Due to (6.41) it holds in th

. Vr
(sit) T 68pvc|(pg,H5,o,t)) {5 - (D:cS)Tvghsks,t)

Vol e = 7 (90 pq
1 . .
+ 7 [(DwS)TvﬁjQ|(s,t)96|Ps + Vb 8HUC|(pg,Hg,a,t)} +Ve(Dyo) "V ost| (o b o)

where all terms are evaluated at (., t). Moreover, instead of V¢ (¢2|) it is equivalent to estimate
V- ¢2|% = Voi|z — Vro,(¢2|5) due to Corollary 3.10. The latter identity yields
A 1 T
VT¢5 |Y = _\/g < 0 PEQ| s,t) + 68p1] |(p8,H5,J,t)) (D:L"S) vﬁ)hE‘(s,t)
1 T c T c 651)
+ﬁ [(Dms) Vsdl(s,000lp. + VbIrD ’(pe,Hs,a,t)} +Ve(Dzo) Vost®|(p. . o)

where the terms on the right hand side are evaluated at X . Note that compared to qu? the e-order
is better by one. Therefore we can control the terms in the above estimate for |g;(s)|. The Holder
Inequality, Lemma 6.5 and DmsVr|YO(S p = Oyieldforae. s € X

19¢(5)| < Clld(., 8) | 22(—5.6.7,(.5)) T CElOrs V)i (-, )| 12(—5.6.70(.5))-
Due to Remark 6.29 and Corollary 3.10 it holds |(0,, Vi)zﬁﬂ < C’|V¢|X(.’t)|. Therefore
((IID)] < ClIVgall 25 (||¢||L2 ac) eVl 2 ac))
< 052||V2a||L2(2) + g §’\¢\|L2(Qg) + ||V7/}”iz(gg) ;

where we used Young s inequality in the second step and v is as in Lemma 6.35. The last term is
estimated by 1 5B (1/1 1) due to Lemma 6.35. With Lemma 2.15 the claim follows. t

Finally, we put together Lemma 6.34-6.36.

Theorem 6.38. There are o, C, co > 0 such that for all € € (0, 0], t € [0,T] and ) € H(QF)
with | x( s = 0 fora.e. s € Y(9X x [%,ug, 2u0)) it holds

BE(,9) 2 =Cllv 720y + ol Ve |72 e
Remark 6.39. 1. The estimate can be refined, cf. the proof below.
2. Theorem 6.38 directly yields Theorem 6.30, cf. the beginning of Section 6.3.1.
Proof of Theorem 6.38. Due to Lemma 6.33 we can uniquely represent any 1) € H'(Qf) as
b=¢+¢  with¢ = [a(s)$2]|(y) € Verand ¢ € Vo5,
Lemma 6.34 and Lemma 6.36 yield for g > 0 small and all € € (0, &g, t € [0, 7] that

BE, (0, ¥) = BEy(¢,¢) + 2BE,(¢,¢™) + BE, (¢, ¢7)

¢ BE, (¢, 0")
> ~Clll2ag) + (00 = COlalge) = <8l zaapy 16 2ap) + —=5 5
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6.4 SPECTRAL ESTIMATE FOR (VAC)

1
The third term is estimated by ;% [|¢™ || 1208
v is as in Lemma 6.35. Hence we obtain

C 2 v 12 €o 2 v 112
BE(,9) = =Cl8l 22 a0y + 13116 Bagag) + Sl sey + 31V 6D 2(e

forall e € (0,e0] and t € [0, T, where g9 > 0 is small.
It remains to include the V ¢)-term in the estimate. Because of the triangle inequality it holds
Hvﬂ'w”LQ(th) < ||VT¢HL2(Q§‘) + HVT((Z)L)HL?(Q?)' Here

oy + C||o|)? 12(09) due to Young’s inequality, where

v1'§[)|X('r',s,t) = (D»TS)T|Y(r,s,t)vf)a’5¢?|Y(r,s,t) + a|sv7¢?|f(r757t)'

We already computed V., d)A in (6.51). An integral transformation with Remark 6.29, 1., the
Fubini Theorem, Lemma 6.5 and Lemma 2.15, 3. yield || V|| 2oy < Cllal| S Moreover,

Remark 6.29, 3. and Corollary 3.10 imply |V, (¢%)]| ;2 oy < ClIV(e )|l 2 Q<)- Therefore

IVl 720g) < Clllalif ey + V(D)1 720ey)-

Finally, together with the above estimate for Bat this shows the claim. O

6.4 Spectral Estimate for (vAC)

In this section we prove the analogy of the spectral estimate (6.1) from the scalar case for
the vector-valued Allen-Cahn equation (vVAC1)-(vAC3) when the diffuse interface meets the
boundary in the case of N dimensions, N > 2. The procedure is analogous to the scalar case in
the last Section 6.3. The coordinates are the same, in particular we can use Remark 6.29. Hence
the only new difficulty is that we have to consider the potential W : R™ — R from Definition 1.4
and vector-valued functions, i.e. the image space is R™ instead of R. However, we already laid
all the foundations to adapt the arguments from the scalar case. Under the assumption in Remark
4.28 we solved the model problems for the vector-valued case in Sections 4.3-4.4 and proved
spectral properties for vector-valued Allen-Cahn-type operators in 1D in Section 6.1.4. We have
a specific ﬁ? in mind, cf. Section 5.3.3. Nevertheless, as in the scalar case a more general form is
enough to prove the spectral estimate. In the following we fix the assumptions for this section.

Let Q ¢ RV and T = (T't)¢cjo,r) for T' > 0 be as in Section 3.1 for N > 2 with contact
angle o = 5 (MCF not needed). Moreover, let § > 0 be such that Theorem 3.7 holds for 20
instead of §. We use the notation for 7igy, 7iar, Y, Xo, X, to, 1,7, S, 0, b as in Theorem 3.7 and
the definitions of several sets and of 9,,, V-, J from Remark 3.8. Here for suitable R™-valued
functions QE we define anE and VTJ component-wise. More precisely 8,11; = (On1, vy Ontom)
and V¢ := ((V4¢1)T, ..., (Vsibm)T). Note that Corollary 3.10 carries over to R™-valued
functions, in particular

Vi) = (D))" = V5ot + V..

We consider height functions h1 and hg hg( ) and assume (with a slight abuse of notation)
hi € B(0,T],C%(2)NC2(8)),j =1,2, 5:=Y(0%L x [0,2u0]), C2(S) := C*(>°).
Moreover, consider Cy > 0 such that ||ivrj||B([0 7,00 ()NC2 () < Co for j = 1,2. We set

715 = 7@1 + 5712 for € > 0 small and introduce the scaled variables

o= TG TEs, B= i TO@0 2.
g g
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6 SPECTRAL ESTIMATES

For W : R™ — R as in Definition 1.4 and any fixed distinct pair %4 of minimizers of W let 50
be as in Remark 4.27, 1. We make the assumption dim ker ig = 1, cf. Remark 4.28, where Eo is
as in (4.26). Moreover, let u§ : R2 x 0% x [0,T] = R™: (p,H,0,t) — 4 (p, H,0,t) be in
the space B([0,T]; C?(0%, H( 0.7) (]R2 )™)) for some v > 0. Then we define

¢ (x,t) := 0¥ (pe(x, ), Ho(z,t), 0(2,t),t)  for (x,t) € TC(20, 241 ).

For ¢ > 0 small we consider

Oo(p<) + O(c?) in I'(d, o),
it = Op(p.) + el + O(2)  inTY(6,2u),
iy + O(e) in QE \ T'(4),

where O (") are R™-valued measurable functions bounded by Ce*.

Remark 6.40. We can also include an additional term of the form =6y (. )p< (s, t) in @2 onT'(0),
where p. € B([0,T],C°(X) N C?()) satisfies a uniform estimate for & small and

0, € CO(R)™  with / @, > D*W(0)(61)50)rm = 0. (6.52)
R
£eNg J¢|=1

See Remark 6.43, 2. below for details.
We obtain the following spectral estimate:

Theorem 6.41 (Spectral Estimate for (vAC) in ND). There are €, C,co > 0 independent of
the h; for fixed C such that for all € € (0,¢0),t € [0,T)] and Y e HI(Q) it holds

e 1o . .
[ IVOE + 0 DPW @ 0) )
_CHJH%Q(Q)W + ||V7/7”%2(Q\Ft(6))NXm + CO”VTJH%%H((;))NW-
We prove a spectral estimate on QF := T'C (8, 20) = X ((—=0,8) x £°) for t € [0, T.

Theorem 6.42. There are £y, C, ¢y > 0 independent of the 71j for fixed Cy such that for all
e € (0,%), t € [0,T] and o € HL(QE)™ with J|X(,,s,t) = 0fora.e. s €Y (L x [ p0,20)):

—,

[ IV + S0, DPW @A ) d = ~CI 2 gy + EolV s yn:

The extra assumption on 1/7 is not needed but simplifies the proof, cf. Remark 6.43, 3. below.

Proof of Theorem 6.41. Note that D*W (i72) is positive (semi-)definite on Q3 \ T'() for all
e € (0,g9] if g9 > 0 is small. Therefore it is enough to show the estimate in Theorem 6.41 for
I';+(6) instead of 2. This can be done with Theorem 6.42 and Theorem 6.12, 1. in the analogous
way as in the scalar case, cf. the proof of Theorem 6.28. O
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6.4 SPECTRAL ESTIMATE FOR (VAC)

6.4.1 Outline for the Proof of the Spectral Estimate close to the Contact Points

For the proof of Theorem 6.42 we can replace E%DQW(’J?(., t)) by

1 > 1 S
SD*W(lolp0)+—- D FDW(
9 g

ceNg Jel=1

s @0

with a Taylor expansion. We construct an approximation 5?(., t) to the first eigenfunction of

1 .
pel) T2 D ODPW(
EeNg Iel=1

1 S
Est'— A+€7D2W( ;35(.,t))(17?|(.,1t))£ OthC

together with a homogeneous Neumann boundary condition. Then we split
- - - 3
HYQE) = {¢ € HY(QF)™ : Y| x( sp) = 0forae. s € Y (9% x (50, 2%])} (6.53)

along the subspace of tangential alterations of q}g‘(., t). Therefore we consider the ansatz

FA( 1) = k[ﬁg(.,t) + €, 1) on OF
(1) =0 (P 1), (1), 1) o= O (p( 1)) d(s(.,1),1)  on Qf,
78 (1) =09 (pe(,t), He (., 1), 0(., 1), t) on Qf,

where ¢ : 3 x [0,7] — R and ¢ : R2 x 9% x [0,7] — R™. The ﬁ—factor is used for a
normalization, see Lemma 6.45 below.

In Subsection 6.4.2 we expand £ t(ﬁ“‘( t) and On,,, 5514(,7 t) in a similar way as in Section
5.3 and choose ¢ and 9 suitably. The ¢-term is introduced in order to enforce the compatibility
condition for the equations for ¥ In Subsection 6.4.3 we characterize the L?(Q¢')™-orthogonal
splitting of ' (QF)™ with respect to the subspace

Vo= {5: a(s(.,1)e2 () a e ﬁl(iC’)} , (6.54)
HY(3°) = {ZL € HY(2°): aly(p =0forae.be [g,uo, 2u0]} . (6.55)

Finally, in Subsection 6.4.4 we prove estimates for the bilinear form B '+ associated to Le £ ON
Vi X Ve, V&t X V5¢ and V. ; x V&t. Here for ¢, ¢ € H'(QF)™ we set

BE(,9) : / Vo : Vi da (6.56)

+/th(5,

—,

1 - 1 >
SDWOlan)+2 D 85D2W(90|ﬁ6(.,t))(ﬁ?(-,t))gl Jrm dz.
ceNglel=1
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6 SPECTRAL ESTIMATES

6.4.2 Asymptotic Expansion for the Approximate Eigenfunction

Asymptotic Expansion of \/€ [, th)E (.,t). First, we expand AUE as in the inner expansion in
Section 5.3.1. The lowest order C’)(E ) equals 2|Vr] |X0 s 0" (p)dls, £) = 187 (p)d(s,t). In

ﬁfﬁgtqgf(.,t) the latter cancels with — LD2W (B(p))0h(p)(s,t). At O(L) in Aw! we obtain
S )i, [0+ D197 0 )0, — 202V Tk Tl
. 5 1
20 (0) [Arly o5, 1)+ 2DasV) g, Vi, )] = 05 (0) Ar (s 1)

The term %AT‘YO(s,t)q(S’ £)60 (p) is left as a remainder.
For e AY we use the expansion in Section 5.3.2.1, but without using a Taylor expansion for the
hj because we only need the lowest order and we intended to reduce the regularity assumption on

the lvzj. More precisely, the (z, t)—terms in the formula for Av in Lemma 5.25 are expanded solely
with (5.40). At the lowest order O(1) we get 2 A%5¢ where A%l = 92 + |VDb|? %o (o 8H for

(o,t) € 0¥ x [0, T]. Moreover, the W -parts yleld
1 S 1 g CONE
—D*W(Oo(p))o° += Y FD*W(ho(p))(uf) .
€ €
EENT J¢|=1

To obtain an equation for ¢ in (p, H, o, ) we use a Taylor expansion for (Y (c,.),t)|[0,2,0]:
(Y (0, eH), 1) = d(0,t) + O(H)  for (o,eH) € 9% x [0, 2],
5
Therefore we require in @ x 0¥ x [0,T):

[~ D2W ()] 5 =~ Y EDPWEH () 10 il (65T
£ENT[€l=1

Asymptotic Expansion of \/eOn,,, <5?(., t). We expand as in Section 5.3.2.2. Note that in Qitc

T

+00(5)(Vdl(s.)) " Das,

Vr
D:EU = Q| s,t) QO(pE) {

- (D xs)TinLE’(s,t)

o - (6.58)
r

.
D, = 9,5 | — + ¢ {ng} + D¢ Dyo,

— (D) ' Vshe| (s

where the ¢C-terms are evaluated at (p., H.,0,t). In \f 8N8Q$f(.,t) = /eD,¢2Nyq the
lowest order is O(1) and given by 1 (Naq - VT)\XO (o t)HO( P)d(o,) = 0 due to the 90°-contact
angle condition. At O(1) we obtain

il 04 (p) {(P + 11l (6,0 (Nog - V) 0 X)|(0,00) — (DmSNBQ)T‘YO(mt)VZZLl’(J,t)}
+(D25No0) " [xty (0.) Vil (0. 00 (P) + 0 - 055 | r=0 + (Nog - Vb)Ixg, (5 010 | =0
The latter is zero if and only if
(Noo - V) 5ty 0.y 00 | H1=0 = =(D25No0) "Iz, (5.0 Vil 0. 00 (1)
+ (o0 (p) {(DmSNaﬂ)T!yo(a,t)Vzhll(a,t) (p + h1l(0,4)) 0 (Nog - V) OY”(O,U,t)} :
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Analogously to the scalar case, cf. Section 6.3.2, we leave the term with Vy, 711 as a remainder in
order to lower the needed regularity for h;. Therefore due to (6.57) we require

A+ D*W ()’ =~ Y O D*W(0) () 0dlwy inR3 x X x [0,T7], (6.59)
£eNg J€]=1
—0v° =0 = (IVb|/Nog - Vb) |5, (07" inR x 9% x [0,T], (6.60)

where v&, u§ : @ x 0% x [0,T] — R are associated to ¥ and u{ analogous to (5.67) in
Section 5.3.2.2.2, respectively, and we define G (p, o, t) for all (p,0,t) € R x 9% x [0, T] as

~dl95(P) (P + 11 (0.0) 00 (Noe - V7) © X)|0.00) = (D25Noa) "Iz, o) Vil (0. 00 ()

The right hand sides in (6.59)-(6.60) are of class B([0, T'}; C*(9%, H{y  (RZ)™ x H(f’ﬁ/f(R)m))

for some 3,7 > 0if (¢, Vsd)|osxpp,r) € B([0,T],C*(9%)) . For simplicity we require
¢ = 1o0n 9% x [0,T]. Then the compatibility condition (4.31) for (6.59)-(6.60) is equivalent to

— (De5No9) Iz (o) V5dliot) = 5l (6.61)
v ]- —_— =, —,
QC|(o,t) =T mia [ar((Naﬂ -Vr)o X)|(0,a,t) / PQ(/)(P) ) 96/(0) dp
”eoHLz(R)m R
Naq - Vb

G X O DWENWS 00 e dip, ).
Xo(ayt) /R

vl seNg' Jel=1

Here because of the assumptions it holds §¢ € B([0, T], C%(9%)).

Analogously to the scalar case, cf. Section 6.3.2, it is possible to construct § € B([0,7], C%(3))
with Vdlosxo,r € B([0,T],C*(0%)) and ¢ = 1 on (9 U Y (9%, o, 20])) x [0,T] and
such that ¢ < ¢ < C for some ¢, C' > 0 and (6.61) holds. Hence Remark 4.12 yields a unique
solution of (6.59)-(6.60) such that for some 3,y > 0

v” € B([0,T]; C*(9%, H{3 ., (R})™)) — B([0,T]; C*(9%, Cl5 . (R2)™)).

Remark 6.43. 1. Consider the situation of Section 5.3. Then iLl is smooth and the Vzill—
term can be included above. Moreover, g? is smooth and solves (5.68)-(5.69). However
note that in general it is not valid to use 7¢ := 8pglc in analogy to Remark 6.31, 1. in the
scalar case. This is because in general

0,(D*W(Bo)uf = > %D*W(O) () uf # Y. 9D*W(ho)(uf) 0.
£eNp¢l=1 £eNG[€]=1
2. In the case of additional terms in @2 as in Remark 6.40 one can proceed analogously as in
the scalar 2D-case, cf. Remark 6.18, 2. More precisely, there is an additional term

! S D*W(hy

€
£eN[€]=1

5e00) Ol o)) D (5 (1), )

in the operator Evgt Therefore in the ansatz for ¢ we add ety (p. (., t))g1e(s(.,t),1),
where 1 : R — R™ and ¢; . is R-valued. Hence in the asymptotic expansion of
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\Eégtﬁf(., t) new terms appear at order O(1), namely
1 oL 1 e
=00+ DW (Ol + < Do O DPW(00)(61) o lp ()l (st

EENT,€|=1
Therefore we define ¢ - := p.¢ and look for a solution of
2+ D*W (o)l =— S & D*W(8o)(6)%6).

£eNg[¢]=1

The right hand side is an element of C?ﬁ) (R)™ for some 3 > 0 and (6.52) holds. Therefore
Theorem 4.31 yields a unique solution v; € H (25) (R)™ for possibly smaller 5. With

embeddings and the equation it follows that 91 € C(zﬁ) (R)™ for some 3 > 0. Then below
analogous arguments can be used.

3. The behaviour of (5? (z,t) for z € QF with b(z,t) € [£ 110, 2/10] does not matter because
we only have to consider ¢ € H'(QF) in Theorem 6.42, where H'(QF) is from (6.53).

Lemma 6.44. The function ¢2(.,t) is C2(QF)™ and satisfies uniformly in t € [0,T):
o 1 . q s ,
‘ﬁﬁgt‘f’?("” + Al (000 50| < Cem I in 0,

‘\/nggf\(.,t)NaQ? + [(DISNBQ)T\YOVEM!(a(.,t),t)gg‘ < Cee= LI 0n 07 N 00,

‘ﬁngf‘(.,t)Nagg‘ < Ce~c/* on 90F \ T4(9).

Proof. The construction yields the regularity for gz_g? and rigorous remainder estimates for the
Taylor expansions above imply the estimates, cf. Lemma 6.19 in the scalar 2D-case. O

6.4.3 The Splitting
Analogously to the scalar case we use a characterization for the splitting of At (th)
Lemma 6.45. Let H'(QF), V., and H'(3°) be as in (6.53)-(6.55). Then
1. f/&t is a subspace ofﬁl(QtC) and for g > 0 small there are ¢1,Cy > 0 such that
Erlldll sy < 1912 0gym < Crlldllpags,
forall ¥ = a(s(.,t))¢2 (., 1) € Veyand e € (0,20), t € [0,T).

2. Let ‘vfsﬁ be the L?-orthogonal complement of Ve  in H* (). Then for ¢ e HY(QF):

Lo 5o . )
(CRS VsLt = /_5(¢§4(-7t) V) x(rs0)Je(r,8)dr =0 forae s€X.

Moreover, H'(QS) = V., @ f/}t foralle € (0,e0] and g9 > 0 small.

Proof. This follows in the analogous way as in the scalar case, cf. the proof of Lemma 6.33. Here
note that 6;,(0) # 0 and therefore [ |6(|> > 0 due to Theorem 4.26. O
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6.4.4 Analysis of the Bilinear Form
First we consider Egt on ffe,t X ffe,t.

Lemma 6.46. There are €y, C,c > 0 such that

—,

BE(6,6) > ~ClI8l17200ym + clllin oy
forall ¢ = a(s(.,t))¢2(.,t) € Ve and e € (0,20),t € [0, T).

Proof. Let 5 be as in the lemma. For j = 1, ..., m we denote with ¢;, g[)éj the j-th component of
&, ¢24, respectively. Then Vep; = V(a0 (.t) + dls oy V(62;)(,t) for j = 1,...,m and

m

IVSI* = [V (@) 162 Pl oy + @ ()IVEL Pl oy + D V(@ () - VI(g2)e2,
J

1

(1)
Integration by parts, cf. Remark 6.29, 2., yields
2. /Qc (V(@(s)) - V(@2)62] |y do = - /Q @) add - G+ 1VEP)] | da
J=1"""%

t
TA v 2 TA N-—1
+ ~/80tc [Dac(bs Ndﬂf : tI'(CL (S)¢5 |(,t))} dH .

Therefore we obtain

—,

BGG.8) = [ VGG o+ [ (@050 L0 o do

) (Do Nyqe - (@ ()62 (.o)| dHN =" =2 (1) + (1T) + (I11).

Due to integration by parts it holds [ g%, - 6 = 0. Therefore one can estimate (I)-(I11) in the
analogous way as in the scalar case with Lemma 6.44, cf. the proof of Lemma 6.34. O

5C Lo L
Next we analyze B, on V; X V.

Lemma 6.47. There are U,y > 0 such that

—,

o [ .
BE.9) 2 9 | 1000 ym + V913 g en

forall ) € Vi and e € (0,0), t € [0, 7.
Proof. As in the scalar case, cf. the proof of Lemma 6.22, it is enough to show for some v/, eg > 0

v -,

- - 1 - . . [ /2.
Bey(v, ) = /Q o VO + 5 (0, D*W (0ol (.0)P)rm dz > [0 72eym  (6:62)

forall ¢ € f/alt and e € (0,e0],t € [0,T.
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6 SPECTRAL ESTIMATES

Analogously to the scalar case we prove (6.62) by reducing to Neumann boundary problems in
normal direction. Therefore let ¥ := 1| x( 4) for ¢ € Vjt Then ¢); € H'((—6,8) x ¥°)™ and

IV x () = (1= Cr2)[0,]? + | V| (6.63)

in Qf for some ¢, C' > 0 due to (6.49) for every component. We do not use the second term here.
To get C'r? small enough (which will be precise later), we fix o > 0 small and estimate separately
for r in

IS, = (—0,0) +cha(s,t) and I, :=(—0,0) \ IZ,.
If e = £0(8, Cp) > 0 is small, then for all € € (0,¢0] and s € 3, ¢ € [0, 7] it holds

D*W (6o (pel g (o) = G0l forr e I5,, |r| <d+elhe(s,t)| <20 forrel,

where ¢ > 0. Let ¢ = 5(5) := 4062 with C from (6.63). Then for all € € (0, 0] we obtain
. o - -
BG@AD) 2 [ [ Sl dr a1 (s)

IR e . .
[ 0000l + S50 DW Gl )i | Hlsy dr a1 ),

We set Fr s 4(2) := e(2+he(s,t)) and Je 5 4(2) := Jo(Frs4(2), s) forall 2 € [~2, 8] —h.(s,1)
and (s,t) € X x [0,T]. Moreover, we define I_; := (—g, g) and U, o, == /ey (Fr (), ).
Due to Remark 6.29 it holds ‘f’as,t € Hl(IE’S)m fora.e. s € Landall ¢t € [0,T)]. Together with
Lemma 6.5, 1. it follows that the second inner integral in the estimate above equals 1/&2 times

L d - . L 3
BE o1 (Ve sty Ve st) 1= /1 {(1 - C)l@‘l’a,s,ﬂ2 + (Ve s, D*W (00(2)) e st))rm | Jepsp dz
)

€,

forae. s € Yandallt € [0, T']. Therefore (6.62) follows if we show with the same ¢, as above
By (Bt W) = el FeillZay = L) 2 (6.64)
e,5,t\F e85t Xest) = €,8,t L2(I, 5,0, 5,0)™ o 117t L2(I2 ,,Ji ()™ .

fore € (0,0], a.e. s € Land all t € [0, T] with some ¢, ¢ > 0 independent of ¢, s, .

The estimate (6.64) follows for suitable small § analogously as in the scalar 2D-case, cf. the
proof of Lemma 6.22. One uses the integral characterization for J € f/t}t due to Lemma
6.45, 2. and spectral properties for the operator

y . .d /s d .
‘Cg,s,t = —(Jest) 1@ (Js,s,tdz> + D2W(90)
on H? (I_ 5)™ with homogeneous Neumann boundary condition, see Section 6.1.4.2 and in
particular Theorem 6.12. O

For Bgt on V. x Valt we obtain
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6.4 SPECTRAL ESTIMATE FOR (VAC)

Lemma 6.48. There are ¢y, C > 0 such that

—

. C - .
IBE(6.9)] < *||¢||L2(th)m||¢||L2(QtC) B4 + Cellillp 5,

forall ¢ = a(s(.,t))¢2(.,t) € Vey 1 € Vi and e € (0,9), ¢ € [0, 7).

Proof. We rewrite égt (d_;, 1/1) in order to use Lemma 6.44 and Lemma 6.45. Using notation as in
the beginning of the proof of Lemma 6.46 we obtain with integration by parts

| (6962 s Vido = z [ [V V62 a0 o i o

< 7 N-1
4 /a » D2y Nogg - tr [i(s(, 1)d] dHN 1.
Therefore it follows that

( )| t)l/} ££t¢s ‘ dm+/ DI¢5 ‘ (.t NagC tr[ ( ( t))f‘/—}} d'HNil

v -,

BOGA) = [

+ [ v(a(s)
QC

ZV% $25lc. %Vcﬁ?,jl(.,t)} dx =: (I) + (I1) + (I11).

The terms (I)-(/11) can be estimated in the analogous way as in the scalar case, cf. the proof
of Lemma 6.36. The most important ingredients for the estimate of () and (/1) are ] Lemma 6.44
and Lemma 6.37. For (/1) one essentially uses the integral characterization for w eV, from

Lemma 6.45, 2. (by differentiating it) and the structure of d_;? O

Finally, we combine Lemma 6.46-6.48.

Theorem 6.49. There are &y,C,& > 0 such that for all ¢ € (0,&o), t € [0,T] and every
Y € HY(QE)™ with VY|x(.,s4) = 0forae s €Y (0L x [2 110, 2110)) it holds

Bsc,t(ﬁ, J) > —CHiEHQLQ(th)m + COHVTJH%Q(Q?)NXWV
Remark 6.50. 1. The estimate can be refined, cf. the proof below.
2. Theorem 6.49 directly yields Theorem 6.42, cf. the beginning of Section 6.4.1.
Proof of Theorem 6.49. Let 1/7 e H' ()™, Because of Lemma 6.45 we can uniquely write

V=¢+¢" with§ = [a(s)62 )| € Ver and ¢ € Vo
Analogously to the scalar case, cf. the proof of Theorem 6.38, we obtain from Lemma 6.46-6.48:
BE(9) 2 ~Clldaegyn + 1zl 6 By + il gey + 2 IVE ) Bagogyse

forall e € (0,e0] and t € [0, T, where o > 0 is small and 2 is as in Lemma 6.47. Moreover, as
in the scalar case it follows that

1981220y < CUIENZ gy + V()2 gy
Together with the estimate for B ; this shows the claim. O
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6 SPECTRAL ESTIMATES

6.5 Spectral Estimate for (AC,) in 2D

In this section we prove a spectral estimate for the Allen-Cahn equation with nonlinear Robin
boundary condition (AC,1)-(AC,3) in the case of boundary contact in 2D. Let us state the
assumptions for this section. For convenience we use the same notation as in Section 5.4 and
occasionally the same notation as in Section 6.2.

We consider g, v0, 9 > 0, a € § + [, ap] and v, as in Remark 5.33. Let 2 C R? and
[' = (I't)¢epo,r) for T > 0 be as in Section 3.2 for N = 2 and with contact angle o (MCF not
needed). Moreover, let 61 > 0 be such that Theorem 3.3 holds for 2§; instead of §. We use the
notation from Theorem 3.3 and Remark 3.4. Furthermore, we consider height functions /1 o, and
ha,a = h2.q(e) for € > 0 small. We assume (with a slight abuse of notation)

hjo € B([0,T],C°(1,) N C%(1,)) forj=1,2,

where I, := [—1—p, 1+ p] for some p > 0 large and fL:: 2w\ (=142p0,1—2p0). Moreover,
let C'op > 0 be such that Hh]ﬂHB([O,TLCO(IH)mC?(fM)) <Cy fc.)rj = 1,2. Then for € > 0 small we
define he o := h1 o + €ha o and mtroduce the stretched variables

—¢eh t + -
peq 1= T Eheals,t) 7, =2 inT(29),
£ £
where zZ = —rcosa + (1 F s)sina is as in (5.79). Moreover, let g € (0, §] be small such that

(5.109) holds. We set fig := %Mo sin«v and fig := %uo sin v as well as for t € [0, 77
QtCi = {QS‘ S Ft((S()) : Z&t(l‘,t) S (O,ﬂo)}

Leta{z : R x [0,T] = R: (p, Z,) = 45 = (p, Z, t) be in B([0,T], H(207V70)(R1)). Then we
set

u?f(az,t) = ﬁg;;c(,o&a(m,t), Zfa(x,t),t) for (z,t) € QtCi.

For € > 0 small let

00(/06,04) + 0(52) in F(507 MO)?
uéa = S Va(pe,a; nga) + 5u?§ + (9(52) in QtCi,
+1 4 0(e) in Q7 \ T'(4),

where 0 is as in Theorem 4.1, v, is as in Remark 5.33 and O(*) are continuous'! functions
bounded by Ce¥. For convenience'” we do not consider further e-order terms similar to Remark
6.15. In this situation we prove

Theorem 6.51 (Spectral Estimate for (AC,) in 2D). There is an &y € (0, «g| independent of
O, T such that, if o € § + [—0l, Q). then there are g, C, co > 0 independent of the hj , for
fixed C such that for all € € (0,0),t € [0,T] and 1» € H'(Q) it holds

1 1
[ I90P + S el da+ [ ol o)) i
Q € N €

> —Cl[¢l 720 + IV 20 ro0)) + 08IV 1200, (50

" For evaluation on the boundary.
12 It would be tedious to include such terms in the asymptotic expansion for the approximate eigenfunction below and
probably a cut-off structure similar to Section 5.4.2 is needed.

(6.65)
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6.5 SPECTRAL ESTIMATE FOR (AC,) IN 2D

Remark 6.52. 1. To cover all possible angles a, i.e. @y = «g, for which we solved the
model problems on the half space appropriately, cf. Remark 5.33, one could try a strategy
similar to the 1D-estimates in Chen [C2]. But presently it is not clear how this should

work precisely even for the case o = 7, see also Remark 6.1. Since ay is in general small

anyway, we chose the most convenient way by sticking to the proof of the case o = 7 in

Section 6.2. However, we have to be careful in order to obtain an @, independent of €2, I".

2. Compared to the case v = 7 in Theorem 6.16 in Section 6.2 we can only show the weaker
estimate (6.65) with an e-factor in front of the V,-term. The reason is that the arguments
in Section 6.2 can be adapted except for the estimate of V¢ in the proof of Theorem 6.25.
In the present situation there will be a term roughly of the form

1 ko 9 ) 9

= J, a(z) / s (020pva) |(£,§) drdz.
—00

We can control the latter only with an O (e~ !)-term, e.g. éCHaH%I(O i)» Cf- (6.80) and the

proof of Theorem 6.61. Therefore we need the additional €. Nevertheless, the estimate still

gives some control on the V .-term.

3. Note that in this section z corresponds to 2z, whereas in previous sections z was an integral
variable on R. Here we use p for the latter instead.

Similar to the case o = 7 considered in Section 6.2 the main task is the proof of a spectral
estimate close to the contact points:

Theorem 6.53. There is an ay € (0, o] independent of Q, T such that, if a € § + [—a, Qo),
then there are &y,C, ¢ > 0 independent of the hj , for fixed Cy such that for all £ € (0, &),
t € [0,T) and ¢ € HY (QSF) with () = 0 for a.e. x € QFF with zE(x,t) > fg it holds:

1 1

2 "e, A 2 e A 2 1
C + —= d + —0 8 d;‘l'
/tci ‘ ¢| ng (ua,a’(.,t))w €z 50N fi c a(ua,a’(.,t))( l‘w)

> _CHd}H%;(QtCi) + éO£HVT¢Hi2(in)-
This is sufficient to prove Theorem 6.51:

Proof of Theorem 6.51. For gg > 0 small and all £ € (0, €] it holds f”(uZ,) > 0in Q7 \T'(do)
and ag(uéa) = 00n 9N\ Q. Therefore it is enough to prove the estimate in Theorem 6.51
for I'; (Jo) instead of 2. Analogously to the case v = 7, cf. the proof of Theorem 6.16, we reduce
to further subsets. The estimate holds for I';(d, 110) instead of © with 1 in front of the V .-term
and without the boundary term. The latter was already proven in the case o = 7, cf. the proof of
Theorem 6.16. Finally, one can combine this with Theorem 6.53 similar as in the case &« = 5

2
with a suitable partition of unity for

I'+(60) € T¢(bo, o) UJTT (60, 5p0/4), (6.66)
+

cf. the proof of Theorem 6.16. This is possible since
5 . 7
L (%o, 110) € {w €Tu(do) = 25 (2,1) € (0, w0)} QF* C T (%, 7H0)
for t € [0, 7] due to (5.109). O
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6 SPECTRAL ESTIMATES

6.5.1 Outline for the Proof of the Spectral Estimate close to the Contact Points

Because of a Taylor expansion it is enough to prove Theorem 6.53 for
el oy 7o) T 2T Wl a2 T 1)
82 « (psya('vt)vzs,a('vt)) £ o (pf,a('vt)vzs,a(wt)) La

instead of E% f"(u (., t)). Moreover, we can replace éag(uéa(., t)) by

1
=~ (Val (e (6.0) F T (Val(pea().0)) 1T 1 (1)

due to Young’s inequality and the second estimate in the following lemma.

Lemma 6.54. There is a C1 > 0 (independent of 1, t) such that
i1 gy < O 1612 ez + IVl o 19120
11 s oponey < Ct 191 ez + Vo0l o 191 g |

forally € HY(QCF) and t € [0,T).
t

Proof. The first estimate follows analogously to Lemma 6.24. For convenience we do not go into
details. The proof of the second estimate is similar. First note that it is equivalent to prove the
estimate for S := {(r,s) € R? : r € (=09, 00),s € £[1 — 3o, 1] F X2}, 55 . instead of
QFE, 90 N ANEE as well as 9, instead of V... For the latter we use the same idea as in the proof
of Lemma 6.24. Here w € C'(S)? with @ - Nyg > 1 on Si,a and W - Ngg = 0on 95\ S;)’a
as well as w; = 0 yields the claim. O

We construct an approximation ¢éa(., t) to the first eigenfunction of

1 1
+ . C+ (OF =
Lop= A I Wal iy oy 220 00) T 2T (ol (.22 () iTa(51) on €
together with the linear Robin boundary condition V. g[tu =0on 8th *, where

)Hu on 9QFE.

1
Nzju = Noges - V + xon [?g(“a\<pg,a<.,t>,0)) + 00 (Val(pe (6,0 UTa (.

Here xgq is the characteristic function of 9€2. In analogy to the case o = 7, cf. Section 6.2.1,
we use the ansatz

1
P (1) = %[vgﬂ t) +evsi (1)) on QFF,
C+ . ~C* C+
Ve (58) =051, o (o, 220 (0t (w0t) = T e (000l (o () 280t OO
Ecil:( ’t) = ﬁfi’(pE,a('vt)rzgfa(’vt)vt) on Q?i7

where ¢* : [0, fig] x [0,T] — R : (2,) = ¢*(z,t) and 0§* : R x [0, fig] x [0,7] — R as
well as vCi RZ x [0,7] — R.
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6.5 SPECTRAL ESTIMATE FOR (AC,) IN 2D

In Subsection 6.5.2 we expand £§t¢éa( t) and N tgtg o (-, t) with similar ideas as in Section

AC:I:

5.4.2 and choose ¢* and ©¢'= appropriately. The g*-term is used to enforce the compatibility
~C

condition for the equations for (N . Then in Subsection 6.5.3 we decompose
HYOF%) = {p € HYOfF) : g(x) = 0forae. w € OFF with 25 (2, 1) > o} (667)

in a suitable way. To this end we consider

Vi = {0 = alzz (. 0)éda(t) s a € H'(0,7i0) } (6.68)
HY(0, f10) = {a € H'(0, f10) : @ = 0 on [f10, fio], a(0) = 0} . (6.69)

Finally, in Subsection 6.5.4 we analyze the bilinear form BE ; corresponding to L* - on VE Vft,
(V)L x (V)" and V2 x (V)L Here for ¢, € H'(Q0F) let

1
Bgft(¢v 1/)) = /BQOBQCi |:5Jg(va’(06,a70)) ”/(UOA‘ (pe, aao))ulca:|’ t)tl‘¢tl‘¢d7'[1
(6.70)

# e ve VO |5l z) + 21l 2 0EE I da

6.5.2 Asymptotic Expansion for the Approximate Eigenfunction

Asymptottc Expansion of \/eLE tgbg o (1), Iny/e Agba o (-, t) there are some additional terms due
to ¢ compared to the formula in Lemma 5.34. More precisely, via direct computation we get

VEASL, = (¢F0%vq +0,0{F) | — Ar — (A80she o + |Vs[?02h M)}
+ (qiaza,,vﬁgazﬁfi)% + (¢* 020,00 + aZACﬂE)’V;i’2
2070700 + 070,07 Vv % — Vsdshe a}
+ (¢F03va + c0207F) E — V50she,q 2
200 A | 20, gt g2 Y Vsdh. a]

+ 8zqi8pvaAzai + 8§qi8pvawz§]2,

with evaluations as in Lemma 5.34 except that the ¢*-terms are evaluated at (2 (z, 1), ).

The difficulty in expanding /e Ad)&a is that for the v,-terms without a derivative in Z,
i.e. terms with the factors O],fva, k =1,2,3, we do not have exponential decay estimates with
respect to Z. Therefore we have to expand the corresponding factors in a more subtle way than in
Section 5.4.2.1, where this problem was solved with a suitable ansatz. However, we only need
the expansion up to order % and for the remainder terms a decay in normal direction as in Lemma
6.19 in the case a = g will be enough. Therefore we do not need to expand terms of order ° in
the formula for /e Aqﬁa o above, in particular higher regularity for O2h. 4 is not necessary. This
leads to the following expansion procedure for /¢ E z a( t):

195



6 SPECTRAL ESTIMATES

Terms of order O(1) are not expanded. The other terms are expanded as follows. For (x, t)-
terms that are not multiplied by a term with a Z-derivative we only use a Taylor-expansion
in normal direction analogous to (5.4) and replace 7 by €(p + h. o(s,t)). But then we leave
untouched all the appearing h. -terms that are not multiplied with a term including a Z-derivative.
Moreover, for all the other (z, t)-terms we apply the full Taylor expansion (5.95) and replace r
as above and s F 1 via (5.94). Then we rewrite the h. ,-terms that are multiplied by a term with
a Z-derivative via

Oheol sttty = O heal(t15 st @iy = Ohealry + 025 l@nl)  fork=0,1.

Regarding the ¢*-terms we only rewrite the ones in front of the 070,v4, the ones multiplied with

the e-orders of |VzE|? or Vr - VzE as well as the one multiplied with () (v,) via the formula

Okq®(z,t) = 08¢*(0,t) + O(|z|) for k = 0, 1. Note that the remainder term stemming from the

G (vq )-term can be controlled because ﬁlci 0,vq has appropriate decay. The z-remainders will

only contribute to order ” in the expansion of \@Ad)éa due to 25 = EZ;[@.
At the lowest order (9(8%) in eLE gbéa(., t) we obtain

e\t
éqi(z, t) [—(9% + 2 cos ad,07 — 8/2, + f”(va)] Optq =0

due to (4.11). For the %—order we get

é [—8% + 2 cos ad,0z — (92 + f”(va)} ot + éqi((), t)f3) (va)&%:g@pva

1 1
- gqi(z,t)aivaAr]YO(&t) — gqi(O,t)azﬁpvaAzﬂﬁi(t)
1 —
- ?qi(oa t)aéapva [&(V%P o X)’(O,il,t)g(/o + hl,a‘(il,t))

+05(IV25 2 0 X)| (0,41, (Fe)

sna [Z + cosa(p + hl,a’(il,t))]:|

- 2qi(0a t)@zﬁzva {&((Vr ’ Vzojf) o Y)’(0,j:1,t)5(/? + hl,a|(:|:1,t))

Fsina

+0,((Vr- Vi) o X)|(0,41,6)(Fe) [Z + cosa(p+ h1al1,)] —

6sh1,a|(:|:1,t)

sin «
+ (2,05 [0: (V712 0 X) 0,002 (0 + I

9

(s,t)) - Vr. VS|YO(5’t)8shl,a|(s,t)}

2 2
- .q%(0,4)070,v0 — gazqﬂt(z, 1)050a (V7 Vz3)|x, (5.
Here the penultimate line vanishes due to Theorem 3.3. Moreover, (V7 - Vz1) |Yo( st) = — oS

We leave the two agva—terms as a remainder. Analogously to the case o = § we will be able to
improve the e-order of these terms due to fR(aﬁvaﬁpva) |(p,2) dp = 0 for Z > 0, see the estimate
of (II) in the proof of Lemma 6.57. Moreover, we require the other terms to add up to zero. This
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6.5 SPECTRAL ESTIMATE FOR (AC,) IN 2D

gives the following equation for 5= on @ x [0, T7:
[—8% + 2 cos ad,0z — 82 + f"(va)} i
—¢(0,1) f®) (va) 0 E0pva + 020,00 [ (0, ) Az |5t (1) + 20247 (0, t)}

¢ (0,)0%0,v [&-(Nzir? 0 X) |01y (p + hl,a\ 1)

0,192 P 0 X0 1) (2 + cosax(p+ hralieas >1}

+205(0.00,0%00 | 01(Vr - 928 0 g1 (o bl

— F1 .
—|—8s((VT‘ : vz&t) o X)’(O,:I:l,t) sin a [Z + COSO‘(F’ + hl,a|(:|:1,t))] + sin aﬁshl,a|(:t1,t)] .

Asymptotic Expansion of \/ENei,tqbéa(., t) on AN ANEE. In QFF it holds

VTG = 0t 0uaV 2t + (0700 + 0707 L2

6.71)
+ (q i62va +¢e0 ACi) % — Vs0she o

with evaluations as in Lemma 5.34 except that the ¢*-terms are evaluated at (2% (z,t),t). In
VeNyq - V(b&a the g*-terms are evaluated at z = 0. Moreover, we expand the (x, t)-terms via
(5.103) and insert r = €(p + he o (s, t)). Note that there are no h. ,-terms in the lowest order and
we only have to expand up to O(°). Therefore we use 9% h,, = 8§h€,a|(i17t) +0O(|sF1))
for k = 0, 1 and replace s F 1 by (5.94) with Z = 0.

At the lowest order O(1) in \E/\/’égbéa(., t) we obtain

~q=(0,t) [0z + cos ad, + o (va] z=0)] DpValz=0

due to Nga = —Vz(ﬂﬁi o and Npq - Vr\ﬁi(t) = cosa, cf. Section 5.4.2.2.1. This is zero
because of (4.12). The O(1)-order equals

)
=

[~0z + cos @), + 0y (val 2=0)] O *| 20 + ¢ (0, )02 (val z=0)u{ & | 2=00,val z=0
— 094 (0 t) pva|Z o+¢ (0 t)aZapva‘Z 0{<p+h1a’(ﬂ:1t)) ((NBQ VZ ) )’(O,t)}
+q(0,)32val7=0 [(p + Pl £1,0)0r(Nog - V1) 0 X7) (0. F sin adshi,alz1.] -

where Yli is defined as in (5.101). We require that this term vanishes. This yields a boundary
condition for 9+ on R% x [0, 7.

Together with the equation derived in the asymptotic expansion of /e Eitgb o+, t) we have
equatlons of type (4.15)-(4.16) with the additional parameter ¢ € [0, 7] for 0y i Because of
a € § + [—ag, ag], we have solution theorems due to Remark 5.33 and Theorem 4.25. Note

that the corresponding right hand sides are contained in B([0, T]; H (25 0y (R%) x H, (5 / )2 (R)) for

some (3 > 0 provided that ¢* € B([0,T],C*([0, fio])). Hence under thls condition on ¢+ we

obtain a unique solution 3¢+ e B([0,T7; Hzlﬂ L())(IR%F)) — B([0,T7; 0(25 m)(@)) for some
2 72
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possibly smaller 5 > 0 if and only if (4.17) holds for the associated right hand sides. The latter is
equivalent to an equation for ¢* only involving ¢* (0, ¢) and 0.¢* (0, ) linearly. Moreover, note
that the only terms where 0,¢™ (0, t) enters are

0.4 (0,1) [2 /R . 020,vad5va d(p, Z) + /]R (3y00)?|2—0 dp] .
+

Because of the estimates in Remark 4.19 it follows that 9.¢™ (0, t) is a determined bounded
function on [0, T if for example ¢*(0,¢) = 1 for t € [0,T]. Therefore with a simple ansatz
and cutoff we can construct ¢* € B([0,T],C?([0,2u0])) such that (4.17) holds as well as
q*(0,t) = 1,¢*(.,t) = 1 on [fig, fig] forall t € [0,T] and § < ¢g* < 2.

Lemma 6.55. The function gbéa(., t) is C2(QC*) and satisfies uniformly in t € [0, T):

1
‘\/gﬁg:,t(béa('? t) + gq ('7 t)‘ < C€*C|pe,a(.,t)| in thj:,

‘\/EJ\/'Sftgbéa(., t)‘ < Ceemreall on Q0% 0 90,

‘\/‘gf\@ﬂftqbéa(-yt)‘ < Ce™l* on 005 \rt(‘;ﬁ),

where we have set

~+ R + + 2
G (1) = (AT .04 Ty — 260800207 |2 10Vl (oo (1) 220 ()

Proof. The assertions follow from the construction and rigorous remainder estimates for the
expansions above. Note that no Z-terms are multiplied with 95v4, 950, O

6.5.3 Notation for Transformations and the Splitting

We introduce the notation

X 1 [=00,00) % [0, fig) x [0,T] = |J QFF:(r,2,t) = X(r,£1F
te[0,7]

—— [z + cosar],t)
sin o

and X© := (X*,pr,). Here note that (X*(.,t))"! = (r,2%)(.,t). Furthermore, we set
Xg = X*(0,.,.) and YSE = Yi(o, ., .). Moreover, let
1

[z 4+ cosar]) _—,
sin «v

+ +
= D¢, X = +1F
Jt (Tv Z) | det (r,2) (’I", Z, t)| Ji (7", <in o

E;%a(r, z,t) == hjo(£1F

[z + cosar],t)

S ¢«

for (1, z,t) € [—d0, d0] % [0, o] % [0,T] and j = 1,2 as well as B;ﬁa = ﬁfa + 6fz§fa. Integrals
over Q¢F can be transformed to (—dg, 8y) x (0, fig) via X*(.,¢) for ¢t € [0,T], where the
determinant factor is given by Jti. Hereby pe (., ) transforms to

| T= sﬁga(r, z,t)
pE,CM Yi(,r:z;»t) o E ’
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After applying the Fubini Theorem we can use the results from Section 6.1 for fixed z. We set
Tejfz,t : [=00,00) = R 7 r—ehi,(r,zt)forall z € [0, fi] and t € [0,T]. Then due to
Section 6.1.1

1 _
Fsﬂ,:z,t - ;,tzt([ 50750]) [ 60750] P (riz,t) l(gp)

is well-defined for all z, ¢ as above if € € (0, 9] for some ¢ > 0 independent of z, ¢. Finally, we
set JjE = = JX( Ezt( ), 2) for z € [0, fip] and ¢ € [0, 7.

Now we characterize the splitting of H!(Q).
Lemma 6.56. Ler H'(QfF), V4 and H'(0, fio) be as in (6.67)-(6.69). Then
1. \A/';f5 is a subspace ofI:II(in) and for g > 0 small there are ¢, C1 > 0 such that
eullalzao ) < 160 2aes) < Cillallzo
forall p = a(zE(.,1))¢2, (., t) € Vtande € (0,e0), t € [0,T7.

2. Let (f/gi) be the L2-orthogonal complement of V. t in HY(QSH). Then forp € H(QFF):

T,Z)G(A =Y / ¢€a |Xi(,,zt)Jt (ryz)dr=0 forae. z€ (0, o).

Moreover, H' (QF*) = V&t & (ngft) foralle € (0,e0] and g9 > 0 small.

Proof. Ad 1. Analogously to the case @ = 7 it follows that a(zE(.,t)) € H L(QE%) for all
a € HY0,fip), cf. the proof of Lemma 6.20, 1. Therefore Vft is a subspace of H!(QFF).
Now we show the norm equivalence for e € (0,ep] and g9 > 0 small. To this end we consider
Y =a(zE(., 1)) (1) € V . Then the transformation rule and Fubini’s Theorem imply

i) )
[W2aaes = [ A [ (6halge o PIE ) dr dz. 6.72)
—00
The leading order term with respect to € in the inner integral is éqi (2,t)? times
% 2 d .+ 2 =t
/_ao(apvo‘) onabs 20 i) A7 = / (tpsopye\dp o=l Ote) o2y ezl dp

where we used Lemma 6.5, 1. Because of Remark 6.4, 2., the decay of 8pva, the estimate

0< jﬁ)Ffzt = ¢0O(1) due to Lemma 6.5, Remark 4.19 and ¢ < J, ¢* < C for some ¢, C' > 0,

it follows that the above integral can be estimated from above and below by constants &, C' > 0
independent of t € [0,T], e € (0, o] provided that g = £¢(Cp) > 0 is small. For the remainder
in the inner integral in (6.72) we use Lemma 6.5 and obtain an estimate of the absolute value to
Ce. For ¢ > 0 small this shows the claim. O,

Ad 2. Lett € [0,T] be fixed. By definition it holds
(V) = {w e Q%) [, val(0)04 () do = Oforalla & ﬁl(o,aw} .
t
The integral equals 61 %a(z) ff%o (gbéa(., V) x=r,2,0) JZE(r, z) dr dz. Therefore the Fundamen-
tal Theorem of Calculus of Variations yields the characterization. Moreover, by definition it holds
Vft N (Vft) = {0}. It is left to prove V;it (Vi) = H'(QF%). Due to the proof of the first

part this follows in the analogous way as in the case a = 7, cf. the proof of Lemma 6.20, 2. [y,
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6.5.4 Analysis of the Bilinear Form
First we consider BE , on Vft X Vft

Lemma 6.57. There are o, C > 0 such that
_ _ 1
Bsttw ¢) > C||¢”L2 QC) +CHCLH§11(0,%)7 c:= 5”%”%2(1&)

forall ¢ = a(zE(., )¢, (., 1) € Vi and e € (0,20),t € [0,T).

Proof. Let ¢ be as in the lemma. With the analogous computation as in the case o = 7, cf. the
proof of Lemma 6.21, it follows that

B(6:0) = [y V@G04l det [, @ ED0A ol do

+/<9in 57t¢570¢ t)

Ad (I). Ttholds [V(a(zE(.,1)))[> = [[VzE]*(a')*(2E)] |.+) and therefore

(a*(2 >¢€,a|<_,t>>} M =: (I) + (IT) + (IIT).

fio do
D= [(@PE) [ (VR0 It i) dr d

Note that ]Vzojf|2|?i(0 o) = 1 and J£(0,t) = 1 due to Remark 3.2, Theorem 3.3, Remark

3.4,3. and (5.79). Therefore the Taylor Theorem yields that these terms are 1+ O(|r|). Moreover,
Remark 4.19 yields [(8,0a)%(p, Z) dp > 365]|2 12(r) for Z = 0. With Lemma 6.5, exponential

decay estimates and Remark 6.4, 2. it follows that the inner integral in ([) is estimated from
below by 3H00HL2 forall e € (0,e¢],t € [0,T7], if 59 > 0 is small.

Ad (II). Ttholds

0 )
(II) = /0 GQ(Z) 5 gb?,a‘yi(nz’t) (Lei,tqbeA,a('at))‘Xi(r,z,t)Jti(ru Z) drdz.
—00

We estimate the inner integral. Lemma 6.55 implies

z
‘\[’C’st e, a( ))|Xi(7"z t) + = [AT’ i qi|(z,t) — 2cos aazqi’(z,t)]af)va(pé,a|yi(r7z7t)7 g)

< Ce_dp&a(X (ra)l for (73 Z) € [_50750] X [Oa ﬂO]

Analogously to the case o = 5 we estimate (1), cf. the proof of Lemma 6.21. More precisely,
using Lemma 6.5, fR(8gva8pva)(p, Z)dp = 0 for all Z > 0 due to integration by parts and
Je(r, z) = J:(0,2) + O(|r]), we obtain |(II)| < C\|a||%2(0 io) With €' > 0 independent of

pevV, tandallsE(O o, t € [0,T] if eg > 0 is small.

Ad (I1II). The representation for line integrals and properties of the trace operator imply

(I11) Z / ) |20 [ (g 00X (200, 2, )| d2
do
+ a2(0) / S [qbéa/\/aﬁqbéa} % o |9 XE(r,0,t)| dr.
—00
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Using Lemma 6.55 and for the last integral Lemma 6.5 we obtain
(TTD)] < Ce™/#||a|F2(g zq) + Cea®(0).

Due to H(0, fig) < CP([0, fio)), the claim follows with Lemma 6.56, 1. O
Next we analyze ngft on (Vj@)L X (f/git)L To this end we need the following auxiliary lemma:

Lemma 6.58. There is a Cy > 0 independent of 0, T, o € 5 + [0, ag) and some 6o > 0 with

HterLQ 8deQCi) < CQ HwHL2 QCi + ”vauL?(th:gt)HwHLQ(QSg:) )

195l 20y < 20Vl

forally € Hl(Qt%i) andt € [0,T], § € (0,d], where ng = QFF NT4(0).

Proof. The proof is analogous to the one of Lemma 6.54, but we have to be careful in order to
obtain constants independent of 2, and a € § + [—a, o). Note that with S from the proof of
Lemma 6.54 the first estimate for S N [(—4, 5) X ]R] Sgca, d; instead of Q7 500N 8Qt 5
holds with a uniform constant independent of o € 5 + [—a, cv]. This follows as in the proof of
Lemma 6.54 since w can be chosen in a uniform Way for all those o. Moreover,

tr 2d%1=/ trep|? detd (X(.,t dm'.
/890895;‘| 4 e [tre)| |X(-7t)| (X( )|S§ca)!

S,

Let v* : (—6,0) = S5, : 7~ (r,sT(r)) with s* as in (3.2). It holds

YV (p
d'yi(r)[X(vt”nga] <‘E’Y ) ( ) >‘ _ ‘(Vil, - "6TXi(r,O,t)|

and |0, X*(r,0,t)| = |0,X%(0,0,t)| + O(|r|), where

1

+ —
6’[’X (07 07 t) - D(T,S)X‘(Oﬂf) <$ cos a/ SinOé

) =1d-(v5)(r)

due to Remark 3.2 and Theorem 3.3. This shows | det d (X (., t) |S§\: )| < 1+C(T")d. Additionally,

integrals over S N [(—0d, ) x R] are transformed to th(si via X (., t) with the determinant factor
Ji, where J;(r, s) = 1+0O(|8]) in Q73 because of Remark 3.2 and Remark 3.4, 3. Altogether we

obtain the first estimate. For the second one we use |Vs|? = 1+ O(|4]) in QtC;[ due to Remark
3.2 and

Vel (0 = (1= CO)00(¥lx(p)”  in Q.
The latter follows analogously to (6.29) in the case o = 7. This yields the claim. O

Lemma 6.59. There are G, v > 0 independent of 0, T" such that, if o € § + [, &), then
there is an €9 > 0 such that for all 1) € (Vft)l and € € (0,e0], t € [0, T it holds

1
BE(w,9) 2 v | Sl gos) + IV e | -
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Proof. First we prove that it is sufficient to show the existence of &g, > 0 independent of
), T, a and the existence of some £y > 0 such thatif o € § + [—a&0, Gg), then

B2y (4, ) = /Q o VO + Qf”(eo|pw P? da > QWHLZQ%) (6.73)

forall ¢ € (‘A/;ft)L and ¢ € (0,£p], t € [0,T]. In order to show with (6.73) the estimate in the
lemma note that due to Remark 4.19 and Definition 1.8 there is a C' > 0 independent of 2, " and
a € T 4 [—ap, ag] such that

— T — — ™
" (valp. 2)) = £"(B0(p))| < Cla—Z|forall (p,2) € RS and  |of|+|ot/| < Cla—Z|.

Moreover, to control the o7, -term in Bgft we use Lemma 6.58 and o/, (vo(pe,a(-,t),0)) = 0in

QFE\ T'(0g) for e small because of Definition 1.8 and Remark 4. 19, where b0 is as in Lemma
6.58. For the ¢/)'-term we use Lemma 6.54. Therefore \B (0, 0) — Bgft(q/), )| is estimated by

Clao— 3|+ Ce
22

2662|Oé — %| + Ce
€

||7/’||L2(QCi H¢HL2(Q§7i)Hv,(vaL?(QtCi)

for all ¢ € (V;;)l and e € (0,e0],t € [0,T]if g > 0is small. Let o € § + [, (o). Then
for 5 € (0,1) it follows with Young’s inequality that

BE(,¢) > (1 - B+ B)BE, (¥, %) — |BE(¥,9) — BE(y, )]
_ (1=B)7 — Bsupg | (60)| — C (Ca + >|af I —
> =

+ (8= CCsla— *\ - Co)|IVy I}

HwHLz 0ct)
L2(QFF)

forall ¢ € (f/j;)L and e € (0, 0], t € [0,T]. We choose 3 := 1 min{1, 7/ supg | f”(6p)|} and
then &g > 0 small such that

- 6(62 + 1)6&0 2 and 5 — 662&0 Z

N | ™

N
IS

Therefore the claim follows with v := min{%, g} provided that g > 0 is small.
In the following we prove (6.73) with similar ideas as in the case a = 7, cf. the proof of

Lemma 6.22. Let ¢ := Y|xx( 4 for ¢ € (V[_:jf‘/)L Because of the chain rule we obtain
Vbl xs(p) = VT‘Y:E(' t)é?,«@bti + VzE ]Yi(‘ t)azz/)ti and therefore

2 s (VP Ve Vg T+
’v¢’ |Xi(.,t) - (v(r,z)¢t ) (VT . vzat |VZ&|:‘2 Yi(.7t)v(r,z)wt )

where |Vr|2 = 1+ O(|r]?), -VzE| = |cosal + O(|r|) and |Vs|?> = 1 + O(|r|) due to
Remark 3.2, Theorem 3.3 and Taylor’s Theorem. Therefore Young’s inequality yields

VP xep 2 (1= Cala— 2| = Clr)) [(@05) + @087 674
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6.5 SPECTRAL ESTIMATE FOR (AC,) IN 2D

with C3 > 0 independent of 2,I" and o € 5 + [, ap]. To get C|r| small enough (which will
be precise later), we fix 6 > 0 small and estlmate separately for 7 in

= 2,) (=0.0)] and I3 = (=00,00) \ L (6.75)
If g9 = £0(5, Cp) > 0is small, then for all € € (0, 0] and z € [0, fig], t € [0, T7] it holds
1 -
f”(eo(/)e,a’yi(mt))) >y = imin{f”(il)} >0 forre ij, |r] <20 forre I:t’a

where we used Remark 6.4, 2. for the flrst estimate and Lennna 6.2, 1. for the second one. With
C3,C asin (6.74) we define ¢ = &(a, 0) := Cs|la — 5| +2C4. For e € (0,e¢), t € [0, T] we get

fo o~ fo _ -
Bz [ [ SO0 sy drds s [T [ 0= 008 s dr s

. / /[ ~@TE) + 5 Bolpeakgs )

\TZ) drdz.

We use the notation from the beginning of Section 6.5.3. Lemma 6.5, 1. yields that the inner
integral in the second line equals 1/¢? times

+ . d -

Be zct(\Ij?:tzt’\Ileiz t) /I |:(1 _C)(d \Ijétzt) +f//(9 ( ))(‘Ilgtz t)2] Js,tz,t dZ, (676)
3

where we set I_ 5 := (—f 7) and \Ilgizt = e (FE =~.+(-), 2). Hence (6.73) follows if we show

for &g > 0 small independent of €2, I" and 4 > 0 small, that ¢ < 1 and with the ¢ from above

+,é —
B C(\Ilezt’\l’eizt) Z/H\Ilgt,,

£,2,t

Cco, =
12, 5 0%, )~ 5 192 P JE () (6.77)

for e € (0,&¢], a.e. z € [0, fig] and all ¢ € [0, 7] with some g9 > 0 independent of ¢, 2, and
v>0 independent of O, T',,9,¢0,¢, 2,t provided that o € § + [—ao, do)-

Here L*(1 5 JE ».¢) 1s the space of L2-functions on I .5 With respect to the weight J;izt We
denote the scalar-product in L?(I : 5, Jaiz ) by (5 -)e 2.t and the norm with |[|.|[c . ;. For the proof
of (6.77) we need properties of BE j t The latter is defined as in (6.76) with ¢ replaced by 0. With
respect to (., .)e 21, BZ Zot is the bilinear form associated to

d [ - d
Eifft = (‘]Eizt) 1@ <Jei,z,tdz> + f"(6o)

on H? (1. 5) with homogeneous Neumann boundary condition. In this situation we can apply the
results in Section 6.1.3.2.

Proof of (6.77). The integral characterization for 1) € ( ) in Lemma 6.56, 2. yields

| i Q20 sy 1,20

<C(6 ) _Cé/EH@Z’t (s Z)||L2(fzif7l]ti(_,z))
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for e small, a.e. z € [0, fig] and all ¢ € [0, T']. The lowest order term in the integral is
1 i z
G [ Oalpialic iy DI 2) = O s D

The remaining term in the integral due to qﬁéa can be estimated with the Holder inequality, the

decay of 9¢* and Lemma 6.5 by Ce||@§z7t||57 2+~ Moreover, due to Remark 4.19 it holds
_ T J—
0pa(p. Z) — 04(p)| < Tl Tl forall (p, 7) € Y
and some C4 > 0 independent of €2, I', . Together with

T2a(p) = J(FZE4(p),2) = (0, 2) + O(|FZ, 1(p)]) = 1+ O(e(lp] + )

because of Remark 3.2, Remark 3.4, 3. and Corollary 6.3, we obtain

z
‘( szt’ava( E))é,z,t ( szt790)62t’<(C4‘a_7‘+CE)HIIIsth62t

for some Cy > 0 independent of Q, T, . Using 0 < 5 < ¢* < 2 we obtain altogether
— i —
’(‘Ijgcztaeo)a,zyt‘ < (Cyla - 5’ + Ce) ||V zt”azt +C(0 ) as/sW/’t (s Z)‘|L2(fff,Jf(.,z))

for € small. Theorem 6.8, 2. and uniform bounds for q Jti yield for the positive normalized
eigenfunction \I/ t to the first eigenvalue )\ t of £ t the estimate

+,1
(V2.4 W2 )ezil < (Cala — *I +C0@)e)IVZ lle et

+C(d ) 765/5”% (wz)”Lz(jzijf,J}(,,z))

forae. z € [0, fip], all t € [0, 7] and € € (0, 0], if €9 > 0 is small.
With the analogous computation as in the case o = Z, cf. the proof of Lemma 6.22, it follows
from Theorem 6.8, 1. and 3. that, if &(«, §) = Csla — f| +2C6 < 1, then it holds

(6.78)

B;tzct(qjg:ztv \I/g:zt) > ‘|\I/§:,z,tHg,z,t V2(1 - 5(0[, 8)) - é(Oé, g) Slgl]g f”(%(p))!]
p

~ 2
—(1 = &, 0))(O(?) + va) | (WL, W2 ). 2.

for a.e. z € [0, fig). all t € [0,7] and € € (0, ] if £ = £0(5,Cp) > 0 is small. We combine
this with (6.78) in order to show (6.77). Note that v5 from Theorem 6.8 does not depend on «, 4.
Therefore we can first choose &g > 0 small such that

_ 1 — v 1 1
Csdo < 7, (2 +sup|f"(00(p))Csdo < 7 and  ST4a3 < .
pER

W

Note that this can be achieved independent of €, T'. Then let & > 0 be small such that

) ]
205 <L and  (vs + sup | (Bo(p)))2C5 < 22
2 pER 4

These estimates imply &, 0) < ; and that the term in the square brackets above is estimated
v2

from below by 2. Finally, we can choose g9 > 0 small such that (6.77) holds with 7 = %2.
Finally, altogether we have proven Lemma 6.59. O
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For Bgft on V;; X (Veit)l we obtain

Lemma 6.60. There is an @y > 0 independent of 0, T" such that, if « € 5 + [—a, q), then
there are €9, C' > 0 such that

B2, 0)1 < C 1ol QCi)Hwnm oy 3B ) + (§ + O all o )

forall ¢ = a( £, ))qﬁ olt) € et, (NS (Vj)l and € € (0,e0), t € [0,T], where the

constant ¢ = 5 HHOHLQ(R) is as in Lemma 6.57.

Proof. The analogous computation as in the case o = 7, cf. the proof of Lemma 6.23, yields
BE6:0) = [ oo ol ontiodal ot t [ Mokl oulali (0] ai’
t
+ [ o V@D - [al( VY = V2ol (y¥| de =: (1) + (IT) + (I11).

C+t
Qt

Ad (I). Tt holds |(I)| < Ha(zéﬂ(.’t))ﬁitqﬁéa(., t)HLQ(in)||¢||L2(QtCi) because of the Holder
Inequality, where

Fo do
a2 ) EEd 8 gy = [ 03) [ (208 ()P sy S, 2) dr
—00

Analogously to the case o = 7, cf. the proof of Lemma 6.23, we obtain from Lemma 6.55 that
(ﬁitééa (.,,5))2 is estimated by

A C
* —C|Pe,a
83‘[ T|X0 .04 |(z§(.,t) ) —2cos Oéazq ‘ (1), t)]a Ua‘(pga( 0, 7E t))‘ + e lpe,a ()]

Therefore Lemma 6.5 implies that the inner integral above is estimated by C/e? and because of
Lemma 6.56, 1. we get

C C
‘(I)’ < gHGHLQ(O,ﬁO)HwHLZ(QtCi) < ;”¢“L2(in)H¢HL2(in)
forallt € [0,7] and € € (0, o] if g9 > 0 is small.
Ad (I1). Because of Holder’s inequality we obtain
((ID)] < Nl @l 2 paos) ltr(alzg ] ))NEidhal (o

For the second integral we use the representation of integrals over curves, cf. also the estimate of
(I11) in the proof of Lemma 6.57. Then Lemma 6.55 and Lemma 6.5 yield

||a(’z(:1t)Nei¢éa (

We estimate ||tr ¢} || 12(9ac*) With Lemma 6.54. Then Young'’s inequality and Lemma 6.59 imply
t

(09%)°

Hli2pacs) < Cela(O)] + Ce™lall 20 ) < Ccllalm(o,zo)-

()] < 7||tr?/)HL2 (9ac) T Ce®llallin o ) < SBait(%Z) ¥) + Ce’llallin s
where C'; is as in Lemma 6.54.
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Ad (I11). We proceed in the analogous way as in the case o = 7, cf. the estimate of (//]) in
the proof of Lemma 6.23. However, there are some new terms due to Vr - VI and since O0pVa
depends on Z. It holds (I11) = [ a'(2)gi (2) dz with

do
+ A A +
_ /_ Vel (620 OV = Voo (O8] |2 m) T, 2) .

Yi(.,t)ard;?: + vz(:)ét|yi(.’t)aqu;t:t Wlth d;t:t = w‘Xi(.,t)' For the

We insert Vip|x+( 4 = V7|
d.1pF-term in g we use |Vz§|2|yi(m by = 1+ O(|r|) due to Remark 3.2 and Theorem 3.3.

Therefore |g;-(2)| is for a.e. z € [0, jip] and all ¢ € [0, T estimated by
d0
/(50

+ |V Ve g oy U

(wg:‘]t )‘ rz)vzi ' v¢éa|Yi(r,z,t)’ dr

K

We use 1) € (Vj)l to rewrite the first term. With Lemma 2.10 and since integration yields a
bounded linear operator on L?(—6, §), we can differentiate the identity in Lemma 6.56, 2. and
use the product rule. Hence the first term is estimated by

‘/_5; [¢ a’ i zzp?:‘]t}h"z)dr

dr.

A +
¢5,o¢ ‘Yi (r,z,t) Ji ‘ (r,2)

+f 6;0 c \razﬁ!(r,z)

‘/ aa’ i( ))Jgt+¢éa|yi(.7t)az‘]ti) quz?:} ’(r,z) dr|.
Now we use the structure of ¢e o In (6.71) we computed VQSA in QCi Moreover, it holds

VEDL (02, 52) = — 0. [qi| (2 00Val (o o 72y + €000 Zsimt)} - (6.79)

+[zq ’(z tavoa|

1
(pe.a,Z )"‘ —q | z t@za an‘ )‘l‘aZU ‘ psa,Zga,t):| |Yi

for all (r, z) € [—dg, do] x [0, fig]. Consider the estimate for |g;"(z)| after inserting P2 V(;Séa
and 8Z(¢€A7a\yi). Then there are four new critical terms compared to the case o = 7, cf. the

estimate of (111 in the proof of Lemma 6.23. First, from 0, (¢ ) there is the contribution

éa’ii(.,t)

1 o -
E3?|q:|:|(z,t)‘ |/60 8Zapva|(p5,a(ii(.,t)),§)[ ?Jti](rv Z) dri.

Moreover, due to |[VzE|2 = 1+ O(|r]) and Vr - Vz& = —cosa + O(|r|) we get from the
ngéa—term the two remainders

1 . /50
—\gF (2, t
Sl el

Finally, the V7 - VzZ multiplied by &aﬁf yields the term

T+
lazapva|(p67a(yi(.7t))é)| + |COSO[ap'UOC‘(pE’a(Yi( D,2) | [v; Jt |(r, 2) dr.

1 do -
el ) / leosadyval, oo ) I00EETE |, 2) d.
—00 ’ €
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6.5 SPECTRAL ESTIMATE FOR (AC,) IN 2D

For the 070,v,-terms we use

1020,va(p, Z)| < Cla — g|e_5°|”‘ forall (p, Z) € @
because of Remark 5.33, where C, 3y > 0 are independent of Q, ', oe. Moreover, we split the last
integral with &ﬂ,bt as in the proof of Lemma 6.59, cf. (6.75), and we use (6.74). Note that with
o and ¢ as in the proof of Lemma 6.59, the prefactor in (6.74) is contained in [ , 1] provided

that o € § + [—do, ao] and |r| < 20. Therefore the Holder Inequality, Lemma 6.5, Remark 4.19,
3 <q* < 2and J© = 14 O(|r|) yield

1 T ~
lgi°(2)] < (ZCsla =51+ 0C) [Hw;t(‘vZ)”L2(750,50;Jti(.,z)) +€‘|V¢‘Xi(.,z)‘|L2(750,50;Jti(~72))}

fora.e. z € [0, fip] and some C’5 > 0 independent of 2, T" and o € § + [—d, &) Therefore the
Holder Inequality and Young Inequality yield

— T
((IID)] < (Cela — 5[+ Ce)la'122(0,40) + 2 IWHLz(QCi + IIV¢IIL2(QCi

for some C'g > 0 independent of ), ", where v is as in Lemma 6.59. The last term is dominated
by %B;t(dj, 1) due to Lemma 6.59. Finally, we can choose @y > 0 small independent of 2, T"
such that Cgap < %, where € is as in Lemma 6.57. This shows the claim. ]

Finally, we combine Lemma 6.57-6.60.

Theorem 6.61. There is an &y > 0 independent of ), T such that, if o € 5 + [—a, 0|, then
there are £g, C, co > 0 such that for all € € (0,e0],t € [0,T] and ¢ € H'(QEE) with ¢(z) = 0
fora.e. x € QFF with 2 (2, t) > g it holds

BZ,(,%) 2 —Cll¥ll7qo + cos| Vol 2 o).
Remark 6.62. 1. The estimate can be refined, cf. the proof below.

2. Theorem 6.61 directly implies Theorem 6.53, cf. the beginning of Section 6.5.1.

Proof of Theorem 6.61. Lett € [0,T] and ¢ € H'(QF¥). Due to Lemma 6.56 we can uniquely
write

b=0¢+¢t  witho = [a(22), ]| € VG and ¢+ € (VE)™.

Analogously to the case a = 7, cf. the proof of Theorem 6.25 we obtain from Lemma 6.57,
Lemma 6.60 and Lemma 6.59 that there are C', ¢y > 0 independent of 1), , ¢ such that for all
e € (0,¢ep] it holds

[ L
(w w) 2 CH¢HL2 QCi Ae 12 H¢J_HL2 QCi) ZHaH%ﬂ(Oyﬂo Hv(d) )HLZ QCi
It remains to include the V ;1-term in the estimate. By the triangle inequality we have
Hvﬂb”p(gfi) < HVT(ﬁHLz(QtCi) + HVT@L)H]}(QtCi)-
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6 SPECTRAL ESTIMATES

Theorem 3.3 yields HVT(¢L)HL2(Q§&) < C||V(¢L)HL2(th¢). Moreover, by definition

Vbl x(rsy = VS|Y(T,s,t)as(¢’X(r,s,t)) = VS‘Y(T,S,t)as(a(Zoil‘X(r,s,t))¢éa‘Y(r,S,t))'
Note that 83(z&t|y(r < t)) = Fsin « due to the definition (5.79) of 2 and therefore
Veds(@laly) = (Fsina)d.q™ (25 b, )0pvalpeas Z20) I

+ ¢ (E o t) |~Ouheadfon oo 20 +

Fsina

Fsina

- 6zap11a (Ps,aa nga)b(}

_ashs,aapﬁlci (Pe—:,aa Zaj,:ou t) |Y + 8Z@?i (Ps,cw Zajfaa t) |X] )

+e

where the h. o-terms are evaluated at (s, t). We estimate all appearing terms in HVTqui2 @)
t

using several times (d 4 d)? < 2(d? + d?) for d,d > 0. All terms are multiplied by a 1_factor
(or better) except the E% |0z OpVa |2—term. Let us first estimate all terms except the latter one. We
transform to (7, z)-coordinates, use the Fubini Theorem and Lemma 6.5. Then these terms are
controlled by C||al|%, (0,710)- Now we consider the 070,va-term. The latter is estimated by

z
r,2,t)’ g

)| dr dz. (6.80)
—0

1 ko 9 oo
C;g a (Z)/ ‘6Z8pva(ps,a‘}i(
0 0
We use |a(2)| < Cllal| g1 (0,,) for all z € [0, fig] due to the Fundamental Theorem and
|020,va(p, Z)| < Ce~Plel=10Z forall (p, Z) € @

because of Remark 5.33. Therefore Lemma 6.5 for the inner integral and another scaling argument
for the z-integral yields that (6.80) is estimated by C' % HaH%ﬂ(O 7o)~ Finally, together with the

above estimate for Bgft this yields the claim. Ul
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7 Difference Estimates and Proofs of the Convergence
Theorems

In this section we estimate the difference of the exact and approximate solutions in all our
cases. This is the second step in the method by de Mottoni and Schatzman [deMS]. In general,
the procedure in the application of the method always consists of variants of Gronwall-type
arguments. One considers the difference of the diffuse interface equation for the exact and the
approximate solution, multiplies with suitable functions and integrates in space and time. The
resulting terms have to be estimated in a suitable way. Here the major ingredient always is the
spectral estimate. The approximate solution has to be designed in such a way that it allows for
such an estimate and such that it fulfils the diffuse interface equation up to some sufficiently
small remainder terms. In our cases this is provided by the construction of the approximate
solution in Section 5 and the spectral estimates in Section 6. Apart from that, typically one has to
control certain nonlinear terms stemming from differences of potential terms. First, one usually
estimates the latter with the Taylor Theorem and then applies suitable interpolation inequalities
or Gagliardo-Nirenberg estimates. For Allen-Cahn type models one can typically use uniform
boundedness in ¢ for the exact solution, see de Mottoni, Schatzman [deMS], Section 6 for the
standard Allen-Cahn equation as well as Abels, Liu [AL], Remark 1.2 and [AL], Section 5.2 for
the Allen-Cahn equation coupled with the Stokes system.

We will use the same idea in all our cases. Therefore as preparation we prove a uniform a priori
bound for exact classical solutions of (AC) and (AC,) in Section 7.1.1 and for exact classical
solutions of (vAC) in Section 7.1.2. Moreover, we recall some Gagliardo-Nirenberg estimates
in Section 7.1.3. Then we consider the case of the Allen-Cahn equation (AC) in ND, N > 2,
in the situation of boundary contact in Section 7.2. In Section 7.3 we look at the vector-valued
Allen-Cahn equation (vAC) with boundary contact in ND. Finally in Section 7.4 the case of
the Allen-Cahn equation with non-linear Robin boundary condition (AC,) in the situation of
boundary contact in 2D is done.

7.1 Preliminaries
7.1.1 Uniform A Priori Bound for Classical Solutions of (AC) and (AC,)

Let N, Q, Qr, Q7 be as in Remark 1.1, 1. and € > 0. We prove uniform boundedness estimates
for classical solutions of the scalar equations (AC) and (AC,). Since (AC,) is the same as (AC)
if o/, = 0, it is enough to consider (AC,). Let f be as in (1.1) and Ry > 1 such that the condition
(1.2) for f" holds. Moreover, let « € (0, 7) and o, : R — R be smooth with suppo,, C (—1,1).

Lemma 7.1. Let ug . o € C°(Q) and u. o € CO(Qr) N CHQ x (0,7]) N C%(Q x (0,T]) be a
solution of (ACy1)-(AC,3). Then

e all oo (@) < max{Ro, [[uoeall L)}

Proof. We use a contradiction argument and ideas from the proof of the weak maximum principle
for parabolic equations, cf. Renardy, Rogers [RR], Theorem 4.25. Variants of the proof may also
work. We have chosen a proof that can be directly generalized to the vector-valued case, see below.
Assume [|ue o || oo (@p) > max{Ro, [|uoe.allLoo ()} We consider u. o g := |ue,qo|* + fe~" and
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7 DIFFERENCE ESTIMATES AND PROOFS OF THE CONVERGENCE THEOREMS

Uoe.ap = |U0eal® + B for B> 0. Then for B > 0 small
[te,0,8]| L% (@) > B + max{RE, [[u0 .05 oo () }- (7.1)

Because of u. o3 € C%(Qr), it follows that the maximum of u. o 3 = |uc o | is attained in
some (xq,to) € Q7. Due to (7.1) it holds

|u57(1|2|(56(),t0) = ua,a,,3|($o,t0) - Be_t() > B + R(% - 5 = R(Q) (72)
Hence [’ (e al(z0,t0))Ue,al(z0,t0) = 0 due to (1.2). If (o, t9) € € x (0, T, we get from (AC,1):

(at - A)’U,E’aﬁ

(zo,to) — _667{/0 + 2“5,@(&5“5,@4 - Aua,a)|(zg,t0) - Q‘VUa,a|2|(mo,t0)

_ 1
= _Be fo 2 uE,a|($0,t0)Ejf/(us,oék:vo,to)) + |vu€,a|2‘($o,t0)

< —Be ' <.

If (z0,t0) € Q x {0}, we get a contradiction from (7.1) and since Uz o gt=0 = Up ¢ 0,5 due to
(AC43). In the case (o, tg) € €2 x (0, 7] we obtain a contradiction to (3 — A)ue o8| (z0,t5) = 0
as in the proof of the weak maximum principle, cf. Renardy, Rogers [RR], Theorem 4.25.

Finally, let (xo, to) € 02x (0, T]. With the Hopf Lemma (cf. Gilbarg, Trudinger [GD], Lemma
3.4) we deduce a contradiction to the boundary condition (AC,2). The above consideration yields
Ue 0,8 (z0,t0) > Ue,o8l(a,t) fOr all (z,t) € Q x (0,T]. Additionally, because of continuity and
(7.2) it holds |uc o(x,t)| > Rp for all (x,t) € By(zo,to) N (2 x (0,77]) and > 0 small.
Hence as above (0; — A)ue al(z) < —fe~" < 0 for these (z,t). Moreover, since (z9,to)
is a maximum of u. g, it follows that 8tu€’a,3\(x0,to) > 0. Therefore continuity of Jiuc o g
yields Au. o gl(z+) < 0 forall (z,t) € By(wo,t0) N (2 x (0,7]) and > 0 small. Hence the
Hopf Lemma is applicable on By (xo) N €2 and yields Naq - Ve a,8](z0,4) > 0. This gives
a contradiction to (AC,2) because of Vu, o 3 = 2uc o Ve o and O'éx(u57a|($0’t0)) = 0 due to
suppol, C (—1,1) and (7.2). Finally, we have considered all possible cases and obtained a
contradiction. Hence the lemma is proven. 0

7.1.2 Uniform A Priori Bound for Classical Solutions of (vAC)

Let N, Q, Qp, 0Q7 be as in Remark 1.1, 1. and ¢ > 0. Moreover, let m € Nand W : R™ — R
be as in Definition 1.4. We prove uniform boundedness estimates for classical solutions of (vAC).
This works analogously to the proof of Lemma 7.1 for the scalar case in the last section.

Lemma 7.2. Let iy . € C°(Q) and i. € C°(Qr)™ N CL(Q x (0,T))™ N C?*(Q x (0, T])™ be
a solution of (VAC1)-(vAC3). Then with Ry > 0 as in Definition 1.4 it holds

|te || oo (@ o) < max{ Ry, ||| Lo (QR™) }-
Proof. Assume H,IIEHLOO(QT7RTTL) > max{Rg, |’ﬁ07€HLoo(Q7Rm)}. Let IVLE,B = ’ﬁ5’2 + ,Beft and
Uo.ep := |toe|* + B for B > 0. Then for 8 > 0 small

e 5l oo () > B+ max{RS, oz pll () }- (7.3)
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The maximum of . g = |t g| is attained in some (z¢, tg) € Q7 due to @ € C°(Qr)™. Then
inequality (7.3) yields

’1’_[5’2|(x0,t0) = 7:/L«E,B|(ac‘o,to) - /Be_to > 6 + R(Q) - ﬁ = R% (74)

By the assumption on W in Definition 1.4 it follows that |y, 1) - VW (Uz|(20,¢0)) = 0. Hence
equation (vAC1) yields in the case (zg, tp) € Q2 x (0, 7] that

(8t — A)’LVL€7B|(mO’tO) = —,Be_to + 21, - (8tﬁ5 — Aﬁf”(ﬂfo,to) — 2[Vﬁ5\2|(107t0)
_ . 1 . .
= _/86 fo 2 u8|(x0,t()) : ?VW(UERJJ()J())) + |vu€|2|($0,to)
< —Be~t <.

In the case (zo, to) € © x {0} the contradiction follows from (7.3) and . |t=0 = 1o ¢ 5 because
of (vVAC3). In the case (0,to) € §2x (0, 7] we obtain a contradiction to (9 — A)e g (zg,t0) = 0
as in the proof of the weak maximum principle, cf. Renardy, Rogers [RR], Theorem 4.25.
Finally, let (zo,t0) € 9Q x (0,T]. The above consideration yields tic g(z,.t0) > Ue,gl(x,1)
for all (z,t) € Q x (0,T]. Moreover, due to continuity and (7.4) we obtain | (x,t)| > Rg
for all (z,t) € By(xo,to) N (2 x (0,77) and n > 0 small. Therefore as above it follows
that (0; — A)tie gl(z) < —Be~" < 0 for these (x,t). Furthermore, it holds Oyt gy 40) > 0
because (7, to) is a maximum of % g. By continuity of ;. g we obtain At g, 4 < 0 for
all (z,t) € By(xo,to) N (2 x (0,77) and i > 0 small. Therefore the Hopf Lemma (cf. Gilbarg,
Trudinger [GD], Lemma 3.4) can be applied on By (xo) N and yields Noq - Viic g|(z0,49) > 0.
Here Vi g = >0 V(ue %) =2 > i Ue,;Vue j. Therefore we obtain a contradiction to the
boundary condition (vAC2). Finally, this yields the lemma. O

7.1.3 Gagliardo-Nirenberg Inequalities
Let us recall some Gagliardo-Nirenberg inequalities.

Lemma 7.3 (Gagliardo-Nirenberg Inequality). Letn € N, 1 < p,q,r < oo and 0 € [0, 1]

such that
1 1 1-86 1
ol-—— )+ — =—,
p n q r

where é := 0. Moreover, if p =n > 1, then we assume 0 < 1. Then

el £r(ny < ellul pagan IVl G )

forall u € L4(R™) N WLP(R™) and a constant c = c¢(n, p,q,r) > 0.
Proof. See Leoni [Le], Theorem 12.83. OJ

Remark 7.4. With suitable extension operators the estimate in Lemma 7.3 carries over to domains
with uniform Lipschitz boundary if || Vu|| £ (rn) in the estimate is replaced by |||y 1. (rn) and
the constant in the estimate depends on n, p, ¢, r and the operator norm of the extension operator.
For the existence of such extension operators (going back to Stein) see Leoni [Le], Theorem 13.8
and Theorem 13.17. Note that the operator norms in [Le] are estimated solely in terms of the
usual parameters and the geometrical quantities of {2 and 9€). In particular if the geometrical
quantities can be controlled in a uniform way, the operator norms and the constants in the above
Gagliardo-Nirenberg inequalities can be taken uniformly with respect to €.
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7 DIFFERENCE ESTIMATES AND PROOFS OF THE CONVERGENCE THEOREMS

7.2 Difference Estimate and Proof of the Convergence Theorem for
(AC)in ND

We prove in Section 7.2.1 a rather abstract estimate for the difference of exact solutions and
suitable approximate solutions for the Allen-Cahn equation (AC1)-(AC3) in ND. Then in Section
7.2.2 we show the Theorem 1.2 about convergence by verifying the requirements for the difference
estimate applied to the approximate solution from Section 5.2.3. For N = 2 also the approximate
solution from Section 5.1.3 works.

7.2.1 Difference Estimate

Theorem 7.5 (Difference Estimate for (AC)). Let N > 2, Q, Qr and 0Qr be as in Remark
1.1, 1. Moreover, let T = (I't)yc(0,1y) for some Ty > 0 be as in Section 3.3 and § > 0 be such
that Theorem 3.7 holds for 26 instead of §. We use the notation for T'1(9), T'(0), V- and 0y, from
Remark 3.8. Additionally, let f satisfy (1.1)-(1.2).

Moreover, let eg > 0, u? € C*(Qmn,), uoe € C*(Q) with On,,uoe = 0 on O and let
ue. € C?(Qr,) be exact solutions to (AC1)-(AC3) with ug ¢ in (AC3) for e € (0, eq).

For some R > 0and M € N, M > k(N) := max{2, %} we impose the following conditions:

1. Uniform Boundedness: sup.¢ (g <] HU?HLOO(QTO) + HUQEHLOO(Q) < 0.

2. Spectral Estimate: There are co, C > 0 such that
1
/Q’VWQJrgf"(U?(-,t)Wz dz > =C[9|[720) + IV 216y + 0l Vo llT2(r, 5y

forally € HY(Q) and € € (0,¢g0],t € [0, Tp).

3. Approximate Solution: For the remainders
1
r? = 81&”? — Au? + ?f/(uf) and S? = aNBQU?
in (AC1)-(AC2) for uZ* and the difference . := u. — u? it holds

/ A (t) dHN 1 + / rAu() do
o0 Q

(7.5)
1o _ _
< CﬁMJr?(HUa(t)HB(Q) + IVt ()l 2, 5)) + IVU (@) L2001, (5)))
foralle € (0,e0) and T € (0, Tp).
4. Well-Prepared Initial Data: For all ¢ € (0,¢¢] it holds
1
HUO,E — u?’t:[)HL2(Q) < ReM+3, (7.6)

Then we obtain
1. Let M > k(N). Then there are (3,1 > 0 such that for gg(t) := e =P it holds
sup |97 (t) 11720y + 198V 720 r(sy) < 2R% M,
t€[0,7] (1.7)
c0ll98VrTell72(@rarey T €7 1980072 (@pares)) < 2R

foralle € (0,e1] and T € (0, Tp).
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2. Let k(N) € Nand M = k(N). Let (7.5) hold for some M > M instead of M. Then there
are 3, R,e1 > 0 such that, if (7.6) holds for R instead of R, then (7.7) for R instead of R
is valid for all € € (0,e1],T € (0, T).

3. Let N € {2,3} and M = 2(= k(N)). Then there are €1,T1 > 0 such that (7.7) holds for
B =0andforall e € (0,e1], T € (0,T1].

Remark 7.6. 1. The parameter M corresponds to the order of the approximate solution in
Section 5.2 and, for N = 2, Section 5.1.

2. The parameter 3 was introduced in order to obtain a result valid for all times 7" € (0, Tp].

3. Note that weaker requirements in the theorem also work, e.g. when one does not have the
two additional terms on the right hand side of the spectral estimate or only an estimate
with the full H'-norm on the right hand side in (7.5). Moreover, a slightly less involved
proof is also possible, see e.g. Remark 7.8 below. However, then the result is also weaker,
in particular the somewhat critical order k(N') for M could be increased and the s-orders
in (7.7) could be weakened. This is because the H'-norm can be controlled with the
spectral term but one has to pay £~2 times the L?-norm. Nevertheless, we intended to
give an optimal result, also having in mind e.g. couplings with other equations like the
Stokes system as in Abels, Liu [AL], where a low number of terms in the ansatz for the
approximate solution is convenient.

4. That the parameter k(V) is critical for M in our proof can be seen at (7.13) in the proof
below. This is due to an estimate of a cubic term, see (7.12) and Lemma 7.7 below. The
results 2.-3. are the best we could prove for the critical case M = k(/V) € N. This situation
is difficult because in the estimates there will be a term of order larger than 2 in R and a
linear term in R, but the desired order is 2 in R. The linear term in R will enter due to
(7.5), see (7.13) below. For the parameter 3 there is a similar problem in the critical case.

Proof of Theorem 7.5. The continuity of the objects on the left hand side in (7.7) yields that
T.p.r:=sup{T € (0,Ty] : (7.7) holds for &, Rand all T € (0,7} (7.8)
is well-defined for all ¢ € (0, 0], 3 > 0 and T, g r > 0. In the different cases we have to show:

1. If M > k(N), then there are 5,1 > 0 such that T, g p = Tp for all € € (0,¢1].

2. If k(N) € Nand M = k(N), then there are 3, R, &1 > 0 such that T, 5.i = Lo provided

that € € (0, €~1] and (7.5) is true for some M > M instead of M and (7.6) is valid with R
replaced by R.

3. If N € {2,3}, M = 2, then there are T7,e; > O such that T, o p > T forall ¢ € (0,¢].

We carry out a general computation first and return back to the different cases later. The
difference of the left hand sides in (AC1) for u. and u? yields

1
O — A+ ?f”(u?) Te = —r2 — ro(ue, u?d), (7.9)
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where 7. (u, uf) == L [f(ue) = f'(uf) = f"(uf)u.]. We multiply (7.9) by g3u. and inte-
grate over Qp for T’ € (0,7 g r], where € € (0,¢¢] and 5 > 0 are fixed. This yields

T 2 7 o A 1 "e A
o 98 )1 |0 +;2f (u)

forall T € (0,7 3 Rr], € € (0,¢0] and B > 0. We have to estimate all terms in a suitable way.
First, 10;[u.|> = w.0,1., integration by parts in time and 9,95 = — 3¢5 imply

T
U dz dt = —/0 g%/g[r?—i—ra(ua,u?)]ﬂg dzdt (7.10)

T L 1 _ 1, T,
|| g0 dvdt = Sgs(T) (T g = 5 17:0)Faqey + 6 | g3l .

where ||u.(0) ||%2(Q) < R2e2M+1 due to (7.6) (“well-prepared initial data”). For the other term
on the left hand side in (7.10) we use integration by parts in space. This yields

T 2 — A 1 1"y, A
A 93 Qus - +;2f (u)
T 1 T
:/ gg/ IVa. | + = f (ul dxdt—i—/ g%/ sAtm. dHN L dt.
0 Q € 0 o0

With requirement 2. (“spectral estimate”) in the theorem it follows that the first integral on the
right hand side in the latter equation is bounded from below by

U dx dt

T
_C/o g%HﬂsH%z(Q) dt + HQ,BVHEH%Q(QT\F((S)) + Co||96VTﬂs||%2(QTmF(5))-

For the remainder terms involving r? and s? we use (7.5) (“approximate solution”). This yields

T
/ gg {/ sAra(t) dHN T + / riu.(t) d:p} dt
0 onN Q

dueto (7.7) forall T' € (0,7% g r] and ¢ € (0, &o], where we used || sl 10,7y < VTollgsllL2(0,7)-
In the following we estimate the r.-term in (7.10). The requirement 1. (“uniform boundedness™)
in the theorem and Lemma 7.1 yield

< C1Rlgsll 20

sup [ [Juel| o @ry) + 12 2 ()] < 0 (7.11)
e€(0,e0]

Therefore we can apply the Taylor Theorem and obtain

T
/ gg/ rg(ug,u?)ﬂg dx dt
0 Q

In order to estimate the latter we use a standard Gagliardo-Nirenberg Inequality on Q2 \ I';(9) but
on I';(§) we apply such inequalities in tangential and normal direction. This is similar to Abels,
Liu [AL], Lemma 5.3. The idea is to get a finer estimate and account for the fact that the estimate
for V4. in (7.7) is better than that for 9,,u.. However, note that if NV is too large, estimating
the full L3-norm for %, will not work because of the requirements for the Gagliardo-Nirenberg
Inequality or because we only have L?-estimates in (7.7) for V%, and 0,4.. Therefore we
use the uniform boundedness (7.11) to lower the exponent. However, this will also decrease
the resulting e-order. Therefore we try to find the largest possible parameter. The estimates are
lengthy and we decided to postpone them, see below. The result is

C (T,
< g/o 95T l73 () di- (7.12)
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Lemma 7.7. Under the assumptions in Theorem 7.5 it holds

T
/ g%/ re (e, u Y, da dt
0 Q

forall T € (0,T:5r) and € € (0,0, where T g g is as in (1.8), k(N) = max{2, §} and
K(N) :=min{1, £} € (0,1].

< CR2HE(N) 22M+1_K(N)(M—k(N)) HggK(N) I

4
[, 4—min{4,N} (O,T)

Remark 7.8. Note that one could apply the same standard Gagliardo-Nirenberg Inequality used
for Q \ T';(9) also for whole €2, but then the estimate is weaker and the minimal order k(NV) for
M that is required for the difference estimate to work increases.

It remains to estimate 0,,u.. Therefore we use that due to Corollary 3.10
2 = 12 o [T 5 —2 LAy 2
g ”gﬂa"ug”LQ(QTﬂF(é)) < Ce 0 93 0 |V’LL5| + ?f (UE )(UE) dx dt

T
+C sup " @ (ny [ 9By dt
€€(0,e0] 0

with a constant C' > 0 independent of €, T" and R. The first term is absorbed with % of the
spectral term above if € € (0,£1] and €1 > 0 is small (independent of 7', R). Finally, all terms
are estimated and we obtain

_ 2
gpu. 98 o Co _ € _
[ 52 = |T”%2(Q) + HEBVUEH%Q(QT\F@)) + §\|96VTU6HQL2(QTQF(5)) + 5|’965nua|’%2(QTmr(a))

R2 T . - .
< 752M+1 + /0 (=B + CO)QEH“&@)H%%Q) dt + 01R52M+1H9/3HL2(0,T)

(7.13)
1 O RYTE(N) 2M+1 K (N)(M—k(N)) Hg;K(N) I

4
L 4—min{4,N} (O,T)

forall T € (0,7% 3 r], € € (0,e1] and constants Co,C1,C > 0 independent of ¢, T, R, where
k(N) = max{2, §'} and K(N) = min{1, +}. Now we consider the cases in the theorem.

Ad 1. If M > k(N), then we choose 3 > C large such that C1 R||gg|12(0,1) < %2. Then
(7.13) is estimated by 3 R%e*M*! forall T € (0,1 5 5] and € € (0,1), if &1 > 0 is small. By
contradiction and continuity this shows T;. g p = T for all € € (0, e1]. Oy

Ad 2. Letk(N) € N, M = k(N) and let (7.5) hold for some M > M instead of M. Then the

term in (7.13) where R enters linearly is improved by a factor e =M. Let 8 > C| be fixed.
Now we can first choose B > 0 small such that the R2T5(N)_term in (7.13) is bounded by
£ R?e2M*1 Then 1 > 0 can be taken small such that (7.13) is estimated by 3 R%e2M*1 for all
T € (0,T; 5,z and € € (0,e1]. By contradiction we get T, 3 p = Ty forall € € (0,&1]. Py

Ad 3. Finally, let N € {2,3}, M = 2 and 8 = 0. Then (7.13) is dominated by
R? 9 1 34N | onrgd
7+CRT—|—CRT2+CRT4 5 :

Due to % > 0 there are £1,77 > 0 such that this is bounded by %R%?M +1 for every

T € (0,min(T; g g,T1)] and € € (0,e1]. Therefore T, g g > T} forall € € (0,¢e1]. Os.
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Proof of Lemma 7.7. First, let us estimate (7.12) for Q \ I';(§) instead of 2. The Gagliardo-
Nirenberg Inequality in Lemma 7.3 and Remark 7.4 imply for2 < N <6

_ _ 31-%) _ 3
[T (2) H%?’(Q\Ft(é)) < Cllu(t) ”L2(Q\6Ft(5)) @ (t) HHGl(Q\Ft((;))a

where the constant C' is independent of ¢ € [0, Tj] because of Remark 7.4 and since 2\ I';(d) has
a Lipschitz-boundary uniformly in ¢ € [0, Tp], cf. Remark 6.29. For 3% > 2,ie. N = 5,6, the
right hand side can not be controlled with (7.7). But for N € {2, 3,4} we can use this estimate
and obtain that (7.12) for 2 \ I';(9) instead of (2 is estimated by

C T
52095

< CR3e—2H3(M+3)

vl

_ 3-4._ 3-Z -~ N
9%||Us(t)”%2(9\rt(6)) +95 2 H%Hp(?}\pt(g))gg HVUE(t)HLQQ(Q\Ft(J)) dt

(7.14)

1 -1
Hgﬂ HLl(O»T) + Hgﬁ HLﬁ(QT)

forall T € (0,7 3R] and € € (0,e0], where we used (7.7) and the Holder Inequality with
exponents 0o, 4 and ;- for the second term. Now let N' > 5. Then we consider r(N) € (2, 3]
(to be determined later) and estimate with the uniform boundedness from (7.11)

_ _ r(N
||u8(t) ”i?’(Q\Ft(&) < CHuE(t)||L(T(]\)f)(Q\Ft(5))'

By Lemma 7.3 the Gagliardo-Nirenberg Inequality is applicable for all § = 0(N) € [0, 1] with

1 1 1-6 1 1 1
(2 N) T T (2 r<N>>
The condition § € [0, 1] restricts 7(IN) to be in (2,2 4+ +2]. Then Lemma 7.3 and Remark 7.4
yield

_ r(N _ r(N)(1-6 _ r(N)6
17O ey ay < CllTON o r o 1T O 0
Because we have to use (7.7) to control the right hand side, we require (N)§ < 2. This is

equivalent to

N(T(2N)1)§2 o T(N)gu%.

Since 2+ & < min{3,2+ w5} for N > 5, we can take (V) := 2+ 4 for N > 5. Therefore
r(N)0 =2andr(N)(1 —6) = r(N) —r(N)0 = +. Hence for N > 5 we obtain the estimate

4
[7(t) H%3(Q\Ft(6)) < Cllue(t) HgQ(Q\Ft(g)) [7(t) ’|12L11(Q\Ft(6))'

Note that for N = 4 the calculation also works but yields the same as before. Hence using (7.7)
we obtain for NV > 5 that (7.12) with €2 replaced by 2 \ I';(¢) is estimated via

C [ o [ ImO1 b + o 101 2 Va0 a
22 ), 95 |9s e\Wl2@\r. () T 9p 14e\Ylir2(o\r,(5))98 eENVIL2(Q\I':(9))

4 4 1 N _4
< CR¥M N e H N (MH3) lgg ¥ lzro.ry + 1195 ™ [l (0,1) (7.15)

forall T € (0,7; 3 r| and € € (0, ).
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Next we estimate (7.12) for I';(0) instead of 2. First we transform the integral to (—4,6) x X
via X. This yields

T é
/0 93l[u:ll73 () dt = /0 95 /_ ) /E el (0|2 (7, 8) AHN 7 (5) dr .

Here 0 < ¢ < J; < C with ¢, C' > 0 independent of ¢ by Remark 3.8, 3. Because of Lemma 2.15
and Remark 7.4 we can use the Gagliardo-Nirenberg Inequality for > with N — 1 instead of N
(and full W1P-norm on the right hand side). First we consider N € {2, 3,4} since this was a
special case for the estimate on 2 \ I';(§), too. Then

T 9 é 3 T 9 0 7-N N—1
| a3 [ elx sy drar < [ g3 [ Hmmr,.@HLf@)\|a€|y(r7.¢)\|H%@) drdt.

By Lemma 2.17 we can use the Holder Inequality with exponents == N and 5. Therefore
é 3 =N N-1
Ue |5 segy dr < Cl|ue|+ 2 Ue|w ? .
/_5 e %, |3y dr < € €|X(”t)HLQLJ(*(S,&L?(E))H Weolei-ssme)

Here 2% € (2,00). Hence for the first term we can use the Gagliardo-Nirenberg Inequality for
(=9, 6). The condition on the intermediate parameter § = §(N) € [0, 1] is

1 1-6 5-N 1
o(-—1 - o = ,
(2 >+ 2~ 2(T—N) T—N

Hence we obtain

- 6-N 1

: < Ol pll, 2 Ul 2 .
25N (L66.12(5) el 2256020 e e o (-5,
Hence (7.12) for I';(0) instead of 2 and NV € {2, 3,4} is estimated by

C

T 6-—N 1 N-1
;2/0 951tlse 112 o5, r2on e b N s6.220m) 1 s |2 5,11 sy B (7-16)

Ue|w
ekl 2

Moreover, because of Lemma 2.15, Lemma 2.17 and Corollary 3.10, 1. it holds

[Te syl (-s.6,02(2)) < Cllltelz pllr2((—6.8)xs) + 00Tl lL2((-5.6)x5))
[else 260,11 (2)) < Cllltelz pllr2(—s.8)xs) + IVrelx g llLz(—s6)x5))-

For the product term in (7. 16) involving both Ont. and V7. as factors we apply the Hblder
Inequality with exponents ;— N, 4 and . For the term with 9,u. we use the exponents 3,

4 and for the one with V.. we use 5fN, ~—1- Altogether (7.12) for I',(9) instead of €2 and
N € {2,3,4} is controlled by

CRPM! HgﬁlHLl(OT)‘f'Hgﬁ | Hgﬁ | (7.17)

1
+lg5"l s o

LN NOT L3(0,7)

forall T € (0,7 5,g] and € € (0, o], where we used (7.7) and £ < & for the terms that possess
a higher e-order. Now let N > 5. Then with (7.11) we estimate

_ (N
1) 1330,y < ITONR (5
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for some 7(N') € (2, 3]. We seek the maximal 7(N') such that similar calculations as above work.
It will turn out that 7(N) = 2 + % is optimal. Note that the latter also was the best exponent for
the estimate on 2 \ I';(0) above in the case N > 5. But let us carry out the calculations with a
general 7(N'). The Gagliardo-Nirenberg Inequality on X is applicable for § = O(N) € [0, 1] with

O e

This restricts #(V) to be in (2,2 + ). Therefore for such 7(N') we obtain the estimate

T é
_ (N N N
|93 [ el )20 s it < /0 g / el | 2500 ey e i,

where p(N) := 07(N) = (N 1) ("3 — 1) and g(N) := (1~ 0)F(N) = #(N) = p(N). The
next step is to use the Holder Inequality on (—¢,¢). To this end we need p(N) < 2. This is
equivalent to #(N) < 2 + ;. Hence for these 7(V) we can use the Holder Inequality with

exponents ﬁ(N)’ ﬁ and obtain

_ T — N
[5 Hu€|Y(r,_7t)HL(F ( ) d’l“ < CHUE|X )||Ly N) 6,6,L2(Z))||u5|Y(.,t)Hi(Q(zé,(S,Hl(E))’

where we have set y(N) := 22(11()?7)) Note that y(N) = %(2]5)(1\[) > 2. Therefore we can use

the Gagliardo-Nirenberg Inequality on (—d, d). The condition for § = 6(N) € [0, 1] is

1 o_ 1 11 g +p(N)—2  F(N) -2
9(2 1>+2_y() e =3 y(N) 2q(N) 2q(N)

Hence we obtain

_ a(N)+1— N g
HU€|X( ¢ ”Ly(N)( 5.6,L2(%)) SCHUE‘X || 551;2(2) Hu€|X )||H1 —6,6,L2(%))"

Therefore (7.12) for I';(0) instead of 2 and N > 5 is estimated by

c (T 1+q N)— F<N
2 0 9,8Hu6|x( t) H 66L2 HUEIX

T(N)

55L2(E) Hua‘X t)HLZ( 8,6, H (S ))dt (7.18)

We can estimate the terms using 0,, and V;, see below (7.16). The last step is to use the Holder
Inequality in time. For the product of the 0, u.-term and the V., T.-term we want to use the

Holder Inequality with exponents 2 7775—5 ) 55 p(?\f)’ This gives the following condition for 7#(V):
p(N) | F(N)—2 " 4
<2 N)<2+4+ —.
5t 5 < & F(N) <2+ N

For7(N) =2+ % a 11 the calculations work and p(N) =2 — % = 2%, q(N) = £ as well as
14 g(N) — T — 4 ang X 1 = 2 Altogether (7.12) for T';(6) instead of Q2 and N > 5
is controlled by CR*T ¥ times

4
—24(24+E)M+1 —4
e Hgg 1 (0, T)+H95 Moy +llgs ¥ HL%(QT)‘FH% N oo,y | (7.19)
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forall T € (0,7, 3.r] and € € (0, 0], where we used (7.7) and € < &.

Finally, we collect the above estimates. To reduce the number of gg-terms we apply the
embedding LP(0,¢) — L9(0,t) forall1 < ¢ < p < occand 0 < t < Ty with embedding
constant independent of ¢. Therefore if N € {2, 3,4}, then by (7.14), (7.17), and if N > 5, then
by (7.15), (7.19), we get

T for N € {2,3,4},
/ gg/ re (e, u V. dx dt
0 Q

CRS 3M—-1y,,—1
S{ G5, o

_4
CR2+%6(2+%)M_1||95 Mooy for N > 4.
This shows Lemma 7.7. O

The proof of Theorem 7.5 is completed.

7.2.2 Proof of Theorem 1.2

Let N > 2, €, Q7 and 9Qr be as in Remark 1.1, 1. Moreover, let I' = (I't)yc[0,73) for some
Ty > 0 be a smooth solution to MCF with 90°-contact angle condition parametrized as in Section
3.1 and let § > 0 be such that Theorem 3.7 holds for 20 instead of §. We use the notation
from Section 3.1 and Section 3.3. Let M € N with M > 2 and denote with (uZ).~¢ the
approximate solution on Q7, defined in in Section 5.2.3 (which we obtained from asymptotic
expansions in Section 5.2) and let g > 0 be such that Lemma 5.21 (“remainder estimate”) holds
for € € (0,¢0). The property lim. o u = 41 uniformly on compact subsets of QszO follows
from the construction in Section 5.2. For N = 2 the approximate solution from Section 5.1.3
works analogously, too, but we treat the general case directly.

Note that gg(t) = e~ P for fixed f3 is trapped between uniform positive constants for all
t € [0,Tp]. Therefore Theorem 1.2 follows immediately from Theorem 7.5 if we show the
conditions 1.-4. in Theorem 7.5. The requirement 1. (“uniform boundedness”) is fulfilled due to
Lemma 5.21 for u? and for ug ¢ this is an assumption in Theorem 1.2. Condition 2. (“spectral
estimate”) is valid because of Theorem 6.28. Requirement 4. (“well prepared initial data”) is a
condition on ug . and assumed in Theorem 1.2. It remains to prove 3. (“approximate solution”).

First we estimate the boundary term in (7.5). Lemma 5.10 yields s2* = 0 on 99 \ T'4(26) and
]3?| < CeMe=clpel where p, is defined in (5.28). Therefore

‘/ sAtra. (t) dHN !
o0

< |52l L2 (penr, (26)) 1tr e (8)]] L2 (a0rrs (26)) -

Here by the substitution rule in Theorem 2.6 it holds

2
21172 (a0rr, 26)) = /az /—25 15212 15 (v (0.0) )[4t Ao [X (Y (1, 0), 8)] [ dr dHN 72 (0).

2M+1

With a scaling argument this is estimated by C'e , see Lemma 6.5. Moreover, one can prove

[tr e ()] 22 (a0nr, (26)) < CU[T (@) L2 (1, 26)) + VU ()] 221, (26)))-

This can be shown with a similar idea as in the proof of Lemma 6.37. Here one uses w in the proof
of the latter with w; := 0 there and then Corollary 3.10 to estimate |Vx (. |+)| < C|V . ||
Moreover, |V, .| < C|V.| by Corollary 3.10 and the estimate for the s'-term in (7.5) follows.
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Finally, we estimate the 72-term in (7.5). Lemma 5.21 yields rd =0in Q\ T'4(20) and
[rd| < C(eMeelpel 4 MHL) in T'(26, 1),

[rA| < C(eM-teelpeltHe) 4 oMe=cloel L cMH1y iy 1C(26, 201).

The substitution rule in Theorem 2.6 implies

20
< [ tnlde= [ [ gl i) dr a7 ),
T (26) v J-25 o

/ riu.(t) de
Q

where J; is uniformly bounded in ¢ € [0, 7p] by Remark 3.4, 3. We split the integral over ¥ in
integrals over ¥\ Y (0% x [0,2p1]) and Y (9% x [0, 2u1]). For both we use the Holder Inequality
with exponents 2, 2 for the inner integral. With a scaling argument, cf. Lemma 6.5, and Holder’s
inequality the integral over 3 \ Y (02 x [0, 2u;]) is estimated by

OsM+%/ T Csop AHNT1(s) < CMHE [t .
Y (@S x(02m]) el (sl 2(~26,2) (s) < 1% ()] L2(r, (25,201

Moreover, by the substitution rule in Theorem 2.6 the integral over Y (0¥ x [0, 241 ]) is controlled
via

_1 2pm » )
CEM 2 /@2/0 HU8|Y(A,Y(U75)¢)”LQ(_25726)(6 = +E) dbd,HN 2(0_)'

For the T.-term we use H'(0,2u1, L?(—26,26)) < L°°(0,2u1, L?(—26,26)). Moreover, a
scaling argument yields f02 1 g=cb/e dh < Ce. Hence the above term is estimated by

1 _ _
CeM+z /az e 52 v (o, | 22 (26,26, (0,200)) AN 2(0).
Note that due to Lemma 2.10 the expression Hﬂs‘Y(. Y(o.).0) | £2(—26,25,F7 (0,21, )) €quals

el% v (0.0, 22 ((~20.20) < (0.200)) F 106l y (0,09 22 ((~20.20)x (0.200))
and Corollary 3.10 yields
1968 |5y (0, ) | 22((~20,20)x (0.200)) < ClV ATl x Ly (6,0 22((~26.20)x (0.2000))

Finally, by Theorem 2.6, Lemma 2.10 and Holder’s inequality we obtain

1o _
/QT?ﬂs(t) dz| < CMP2 ([ ()| L2(ry 20)) + V= ()| 220y 26)))-
The estimate |V, u.| < C|Vu.| due to Corollary 3.10 yields (7.5). Therefore Theorem 1.2
follows from the difference estimates in Theorem 7.5. O

7.3 Difference Estimate and Proof of the Convergence Theorem for
(vAC) in ND

We show in Section 7.3.1 the difference estimate for exact and suitable approximate solutions
for the vector-valued Allen-Cahn equation (VAC1)-(vAC3). Then in Section 7.3.2 we prove the
Theorem 1.6 about convergence by checking the requirements for the difference estimate applied
to the approximate solution from Section 5.3.3. All computations are analogous to the scalar case
in the last Section 7.2.
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7.3.1 Difference Estimate

Theorem 7.9 (Difference Estimate for (vAC)). Let N > 2, Q, Q7 and 0Qr be as in Remark
1.1, 1. Moreover, let ' = (Ft)tE[O,To] for some Ty > 0 be as in Section 3.3 and § > 0 be such
that Theorem 3.7 holds for 26 instead of §. We use the notation for I'+(9), I'(0), V. and 0y, from
Remark 3.8. Additionally, let W : R™ — R be as in Definition 1.4.

Moreover, let &y > 0, @2 € C%(Qr,)™, o € C*(Q)™ with Oy, o = 0 on O and let
i. € C*(Q1,)™ be exact solutions to (VAC1)-(vAC3) with i in (vAC3) for e € (0, &)

For some R > 0and M € N, M > k(N) := max{2, %} we impose the following conditions:

1. Uniform Boundedness: sup.¢ g ] HU?HLoo(QTO)m + [0, || oo ()m < 0.
2. Spectral Estimate: There are ¢y, C' > 0 such that
[ IV + S, D2W (A ) e da
> —CllPlI20ym + IV T2 ry@ynem + 0l VodllTa e, @yncm
forall ¢ € HY(Q)™ and ¢ € (0,2t € [0, Ty)-
3. Approximate Solution: For the remainders
A= gt — Aat et VW( A and 3= oy, 0l

in (VAC1)-(VAC2) for ﬂ’f and the difference u, := U, — U? it holds

/m tru (¢) dHN 1+/*A () da

(7.20)
< CMFE (e (8) | p2(aym + I Vet ()| 2y (373 m + [ V2t ()] 22001 (37 5m)
foralle € (0,&] and T € (0, Tp).
4. Well-Prepared Initial Data: For all ¢ € (0, &y] it holds
. . 1
li0,c — T2 |i=0l L2 () < ReM*2. (7.21)
Then we obtain

1. Let M > k(N). Then there are 3,1 > 0 such that for gz(t) := =Pt it holds

5D (19511 (6) gy + 195 Vte 2o rioyvem < 2R,
t€[0,T] (7.22)

> 2 _2M+1
CO||gﬁVTQ€|‘%2(QTmF(5))N><m + 52|\956ng€|\%2(QT0F(5))m < 2R +

foralle € (0,&1] and T € (0, Tp).

2. Let k(N) € Nand M = k(N). Let (7.20) hold for some M > M instead of M. Then
there are (3, R €1 > 0 such that, if (7.21) holds for R instead of R, then (7.22) for R
instead of R is valid for all € € (0,£1],T € (0, Tp).
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3. Let N € {2,3} and M = 2(= k(N)). Then there are &1, T, > 0 such that (7.22) holds
for B =0andforalle € (0,&],T € (0,T1].

Remark 7.10. 1. The parameter M corresponds to the order of the approximate solution
constructed in Section 5.3.

2. The comments for the scalar case in Remark 7.6, 2.-4., on the role of the parameters (3,
k(N) and weaker requirements in the theorem, hold analogously for the vector-valued case.
More precisely, see (7.28) below. The critical order (V) is the same as in the scalar case
because we use the same Gagliardo-Nirenberg estimates that were used in the scalar case
in the proof of Lemma 7.7.

Proof of Theorem 7.9. The continuity of the objects on the left hand side in (7.22) yields that
Tep.r :=sup {T € (0, Tp] : (7.22) holds for &, R and all T € (0, T} (7.23)
is well-defined for all ¢ € (0, &y], 8 > 0 and T& g,r > 0. In the different cases we have to show:
1. If M > k(N), then there are 3,&; > 0 such that 7. 5 g = Tp for all £ € (0,£].

2. If M = k(N) € N, then there are [, R,& > 0 such that Tgﬁ 7 = To provided that

e € (0,&1] and (7.20) is true for some M > M instead of M and (7.21) is valid with R
replaced by R.

3. If N € {2,3}, M = 2, then there are 11,2, > 0 such that T&O’R > Ty foralle € (0, &1].

We do a general computation first and consider the specific cases later. The difference of the
left hand sides in (vAC1) for %, and EEA yields

1
[at A+ —D*W ()| u, = —7 — 7L (i, @), (7.24)

where 7 (i, @) == & [VW({[E) — VW (i) — D*W (i) |. We multiply (7.24) by g3u.

£

and integrate over Q7 for T" € (0, T& 3,r), where € € (0,&p] and 5 > 0 are fixed. This implies

T 1
| [ue o -8+ Z0W@Eh| u.
0 Q
- g%/[f?wwg,ﬁ?)] . do dt
0 Q

forall T € (0,7 5.5, € € (0,&)] and 8 > 0. We estimate all terms. First, 30 uc? = u. - O,
integration by parts in time and d;g3 = — g3 yield

dx dt

(7.25)

T 1 1 T
| B0 dwdt = Sga(T) (DI =5 e O) gy | Bl o

where [|u_(0)|2. @m < R2e2M+1 because of (7.21) (“well-prepared initial data”). For the other
term on the left hand side in (7.25) we use integration by parts in space. This yields

/gﬁ/ [A+ = D2W (i) | . du dt
:/ g%/Q‘VQE‘Q—i—?(Qe,DQW( () Rmdwdt—i—/ gg/ v N dr.
0
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Using requirement 2. (“spectral estimate”) in the theorem we obtain that the first integral on the
right hand side of the latter equation is bounded from below by

~CluelZ2(ym + IVl 2y gyyvmm + ol Vel o, gy

For the remainder terms involving Ff and §’€4 we apply (7.20) (“approximate solution™). Hence

T2
Jy b

due to (7.22) for all T € (0, 7% g.r], € € (0,Z0], where lgsll 10,y < VTollgsllr2(o,r) is used.
Now we estimate the 7.-term in (7.25). The requirement 1. (“uniform boundedness”) in the
theorem and Lemma 7.2 yield

< C1R||gs z2(0.1ye™

/ §?-trg5(t)d7-{N_l+/ 7 u(t) dx] dt
o0 Q

mp (18| 2@z + 12N o (@ryym] < 00 (7.26)
e€(0,e0

Therefore the Taylor Theorem yields

T C T
/0 g%/ﬂre(ue,u?) u, dx dt| < 57/0 g%\maﬂ?zg(ﬂ)m dt. (7.27)

This term can be estimated in the analogous way as in the scalar case with Gagliardo-Nirenberg
inequalities on Q \ I';(0) and I';(9), cf. the proof of Lemma 7.7. This yields

T
/0 9/23/97?8(176717?) cu, drdt] < CR2+K(N)€2M+15K(N)(Mfk(N))”gﬁ*K(N)H

forall T € (0, 7% g g] and € € (0, &), where K (N) := min{1, =} € (0, 1].
In order to control J,,u, we use Corollary 3.10 and obtain

4
[ 4—min{4,N} (O,T)

T 1
(| 980nue 2@ par )y < Ce /0 95 /Q V. |* + g(ﬂg,D2W(u?(.,t))gg)Rm dx dt

T
+C sup DW= (@ [ GBlea(t) By dt
€€(0,&0] 0

with a constant C' > 0 independent of €, T and R. The first term is absorbed with % of the spectral
term above if ¢ € (0, 1] and €1 > 0 is small (independent of 7', R). Altogether we obtain

1

1
§QB(T)HQ€(T)HQL2(QW + ngﬁv%H%qQT\r(a))Nm

& 1
+ 5 198V rtiellZ2(gprrgayvxm + 57 [1950ne 72 rar@ym
! , V v (7.28)
< ety /0 (=B + Co)g3llue ()| 72(ym dt + CLRE®M | gal 1207y
+ORQH{(N)€2M+1€K(N)(M—/’f(N))||g§K(N)|| 4
L4 min{4,N} (07T)

forall T € (0, Taﬁ,R], e € (0,£1] and constants Co,C1,C >0 independent of ¢, T', R, where
k(N) = max{2, §'} and K(N) = min{1, +}. Now we consider the cases in the theorem.
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v ~ 2
Ad 1. If M > k(N), then we choose 5 > Cj lavrge such that C1 Rgg |l z2(0,1) < . Then
(7.28) is estimated by 2 R?*M*1 for all T' € (0,7 5] and € € (0,&],if & > 0 is small. Via
contradiction and continuity this proves T& g.r =Ty foralle € (0,&1]. Oy

Ad 2. Let M = k(N) € N and let (7.20) hold for some M > M instead of M. Then the term
in (7.28) where R enters linearly is improved by a factor eM=M et 6> C’o be fixed. Now we
first choose R > 0 small such that the R2T5 W) _term in (7.28) is estimated by éR252M *1. Then
&1 > 0 can be taken small such that (7.28) is bounded by 2 R?e2M*1 for all T € (0, T. 5.5) and
e € (0,€1]. By contradiction and continuity we get T, g p = Tp for all e € (0,&]. Oy,

Ad 3. Finally, let N € {2,3}, M =2 and 8 = 0. Then (7.28) is estimated by

2 —
% 4+ CR2T + CRT? + CR3T 7 | £2M+1,

Due to % > 0 there are €1, Ty > 0 such that the latter is bounded by %R%QM +1 for every

Te (O,min(Te’g,R,Tl)] and ¢ € (0, &1]. Therefore TE’O,R > T foralle € (0,&]. Os.
The proof of Theorem 7.9 is completed. U

7.3.2 Proof of Theorem 1.6

Let N > 2,Q, Qp and OQ be as in Remark 1.1, 1. Let W : R™ — R be as in Definition 1.4
and 1 be any distinct pair of minimizers of W. Moreover, let I' = (I't)c[o,7;,) for some Tp > 0
be a smooth solution to MCF with 90°-contact angle condition parametrized as in Section 3.1 and
let § > 0 be such that Theorem 3.7 holds for 2§ instead of §. We use the notation from Sections
3.1 and Section 3.3. Let M € N with M > 2 and denote with (74).~ the approximate solution
on Qr, from Section 5.3.3 (that was constructed with asymptotic expansions in Section 5.3) and
let £9 > 0 be such that Lemma 5.27 (“remainder estimate”) holds for ¢ € (0, &y]. The property
lim._sq FLEA = 1+ uniformly on compact subsets of Q%O follows from Section 5.3.

Theorem 1.6 follows directly from Theorem 7.9 if we prove the conditions 1.-4. in Theorem
7.9. The requirement 1. (“uniform boundedness”) is satisfied because of Lemma 5.27 for {L’? and
for 1 . this is an assumption in Theorem 1.6. Condition 2. (“spectral estimate”) is precisely the
assertion in Theorem 6.41. Requirement 4. (“well prepared initial data”) is a condition on g .
and assumed in Theorem 1.6. It remains to prove 3. (“approximate solution’). This can be done
in the analogous way as in the scalar case, cf. the proof of Theorem 1.2 in Section 7.2.2. Basically
one uses suitable integral transformations, Holder estimates, transformation arguments like in
Lemma 6.5, the properties of f’?, 5'? from Lemma 5.27 as well as the comparison of several
differential operators in Corollary 3.10. Since the computations are completely analogous to the
scalar case, we refrain from going into details. O

7.4 Difference Estimate and Proof of the Convergence Theorem for
(AC,) in 2D

We prove in Section 7.4.1 the difference estimate for exact solutions and suitable approximate
solutions for the Allen-Cahn equation with nonlinear Robin-boundary condition (AC,1)-(AC,3)
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in 2D. Then we show in Section 7.4.2 the Theorem 1.9 about convergence by verifying the
requirements for the difference estimate applied to the approximate solution from Section 5.4.3.
7.4.1 Difference Estimate

Theorem 7.11 (Difference Estimate for (AC,)). Let N = 2, ), Q1 and 0Qr be as in Remark
1.1, 1. Moreover, let ' = (Ft)te[O,To] for some Ty > 0 be as in Section 3.2 with contact angle
a € (0,7) and & > 0 be such that Theorem 3.3 holds for 2§ instead of §. We use the notation
forTy(8), T'(6), V, and Oy, from Remark 3.4. Additionally, let f satisfy (1.1)-(1.2) and o, for
a € (0, ) be as in Definition 1.8.

Moreover, let g > 0, uZ, € C*(Qr,), uoe,a € C*() with Onyg o e,a+ L0k (uoe,a) = 0on

(634
00 and u. o, € C*(Q1,) be exact solutions to (AC,1)-(AC43) with ug < o in (AC43), € € (0, ¢].
For some R > 0, M € N, M > 3 and some §, € (0, ] we impose the following conditions:

1. Uniform Boundedness: sup.¢ (g | HuéaHLw(QTO) + [[woe,all Lo () < o0

2. Spectral Estimate: There are co, C > 0 such that
1 1
[IT0E + S £ el o)i? do+ [ o] o)) ant!
Q € N €
> —Cl[pl 72 + V¥ 2@\ry60)) + 0V T2y 50))

forallvp € HY(Q) and ¢ € (0,20],t € [0, Tp).

3. Approximate Solution: For the remainders
&, &,

A o A a L a A A L,
rs,a T atus,a - Aus,a + ?f (us,a) and s a T aNaQue,a + gaa(u )

in (AC,1)-(AC,2) for uéa and the difference U, o, := Ue o — uéa it holds

/ séatrﬂe,a(t) d?-[l—i—/ réaﬁaa(t) dx
aQ Q

(7.29)
< CEM+%(||ﬂs,a(t)||L2(Q) + |Vate,a(O) 22(r,50)) + 1 VUe,a(D) L2(\T (50)))
foralle € (0,e0] and T € (0, Tp].
4. Well-Prepared Initial Data: For all ¢ € (0, e¢] it holds
uo.e,0 — UgA,a t=ollz2(0) < ReM. (7.30)

Then we obtain

1. Let M > 3. Then there are 3,1 > 0 such that for gg(t) := e~ P! it holds

sup 95Tz, (t)[|72(0) + 195Vl 2201y < 2R XM,
tel0.7] (7.31)
c0ell98Vrleal| T2 (@prr(so)) T € 19500 Tz all T2 (@rrroy) < 2R

foralle € (0,e1] and T € (0, Tp).
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2. Let M = 3 and (7.29) holdfoNr some M > M instead 0fM.~Then there are (3, ]:2, e1 >0
such that, if (7.30) holds for R instead of R, then (7.31) for R instead of R is valid for all
€ c (0,61],T S (O,T()].

3. Let M = 3. Then there are 1,11 > 0 such that (7.31) holds for 3 = 0 and for all
€ c (0,61],T S (O,Tl].

Remark 7.12. 1. The parameter M corresponds to the order of the approximate solution in
Section 5.4. The Jq is introduced because in the application of Theorem 7.11 later we use
the spectral estimate in Theorem 6.51. There dy was chosen small in order to have (5.109).

2. The comments for the case o = % in Remark 7.6, 2.-4., on the role of the parameters (3,
k(IN') and weaker requirements in the theorem, hold analogously for the case a # 7. More
precisely, see (7.38) below. The critical order for M is increased by one and the estimate
(7.31) is slightly weaker compared to Theorem 7.5. This is because we only have a spectral
estimate with the e-factor in front of the V --term.

3. In the proof of Lemma 7.7 for the case o = 5 we applied Gagliardo-Nirenberg inequalities
for the integral on I';(d) subsequently in tangential and normal direction. These estimates
are difficult to adapt for the case o # 7 because the relevant domain is a trapeze, not a
rectangle. Even if this works, the possible increase in the e-order is just i and thus does not
lower the critical integer order for M. Therefore we use a standard Gagliardo-Nirenberg
Inequality on whole €2, see the computation after (7.37) below.

Proof of Theorem 7.11. For the proof we can assume w.l.0.g. 59 = 4, otherwise one can simply
shrink §. The continuity of the objects on the left hand side in (7.31) implies that

T. p.r :=sup{T € (0,Tp] : (7.31) holds for ¢, Rand all T € (0,7} (7.32)
is well-defined for all € € (0,¢¢], 8 > 0 and T} 3 g > 0. In the different cases we have to prove:
1. If M > 3, then there exist 3,1 > O such that T, g3 p = Tj for all € € (0,¢4].

2. If M = 3, then there are 3, R,e; > 0 such that T, 5 = To provided that £ € (0, 1] and
(7.29) is true for some M > 3 instead of M and (7.30) is valid with R replaced by R.

3. If M = 3, then there are 77,1 > O such that T, o p > 717 for all € € (0, 1.

We carry out a general computation first and consider the different cases later. The difference
of the left hand sides in (AC,1) for u. o and uéa yields

1
[at — A+ ?f"(u‘éa) Ueq = —réa — e (Ue s uéa), (7.33)

where 72 (U q, uy) = % [f’(u&a) - f’(uéa) — f”(uéa)ﬂ&a] We multiply (7.33) by g%ﬂs’a

€,

and integrate over Q7 for T' € (0,7 g |, where € € (0, 0] and 8 > 0 are fixed. This yields
Tyl Loyoan]- r, A A Vi
/0 gﬁ/ﬂue,a o —A+ ?f (us,a) Ue,o0 = */0 gﬂ/ﬂ[re,a +r€(u€7a,us,a)]u5,a (7.34)
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forall T € (0,T; s.r], € € (0,e0] and 5 > 0. We estimate all terms appropriately. Because of
204[Uz,0|* = Ue,00,Uc o, integration by parts in time and 0,95 = — gz we get

T 1 1 T
|| 9200 i e dt = S5 31 ol B oy 5 [T O a0y 5 | 93Tl By .

where || o (0) H%Q(Q) < R%e2M due to (7.30) (“well-prepared initial data”). For the other term
on the left hand side in (7.34) we use integration by parts in space. This yields

g 1
[ [ a0+ S5 0A)]| Teadeat

T 1 1
— [ | [Vl 4 S e o+ [ ol rw)? an
0

N €
T
—I-/O g/% /aQ [séa + 5¢ o (Ue a, u‘;a)} tr e o dH* dt, (7.35)
A N B /(0 A " A \ar :
where we have set s (U o, UL,) = ¢ {aa(u&a) —og(ut,) — aa(us,a)u&a} loq- With re-

quirement 2. (“spectral estimate”) in the theorem it follows that the first integral on the right hand
side in the latter equation is bounded from below by

T
—C/O 95l a2 () dt + 195V ol T2@pre) + 02llgsVrteall Te@pnres)-

For the remainder terms involving réa and séa we use (7.29) (“approximate solution”). Hence

T
/ gfg [/ s?atrﬂg’a(t) dH! +/ r?aﬂ&a(t) dw} dt
0 a9 Q 7

< C1R||gsllr20,me™™

because of (7.31) forall T € (0,7 g r| and € € (0, o], where we have used the Holder Inequality

to estimate ||gsl21(0,7) < VT0ll9sllL2(0,1)-
In the following we estimate the 7.-term in (7.34) and the s, o-term in (7.35). The requirement
1. (“uniform boundedness”) in the theorem and Lemma 7.1 yield

sup [l all o @ry) + 42l (@r,)] < o0 (7.36)
€€(0,e0]

Therefore we can apply the Taylor Theorem and obtain

T
/0 gg {/Q e (Ue,a, u?,a)ﬂa’a dx + /fm saa(u&a,uéa)trﬁa’a d}[l} dt

(7.37)
dt.

T 1, |
< C/O 9[23 [EQHUE,aH?[)ﬁ(Q) + gHtrus,aH%fi(aQ)

For the estimate of the L3(2)-norm we use a standard Gagliardo-Nirenberg Inequality on 2, see
Lemma 7.3 and Remark 7.4. This yields due to (7.31)
T g2 T g2
95— 95— _ 3y —
/0 EngUs,aH%(m dt < /0 ;g\lue,aHng(g) [Te,all () dt < CR3 MM 3”95 1”L2(0’T)
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for all T € (0,T:.r] and € € (0,g0]. For the L3(9Q)-norm in (7.37) we use the idea from
Evans [Ev], 5.10, problem 7 again. Let @ € C'(Q) with @ - Npg > 1. Then because of
e | (t) € CH(Q) with V([0 |?)(t) = 3sign (e, o) |Ue a|* Ve o (t) we get

||tr e o

Wisiomy < [ @ Nofieal ¥ < [ (1010 eaf? + 3fief [ Ve - ] uda
< Ol all 330y + el 71 () Vol 2@l < CllTe all3s gy + 1T all 2 @)t allin @6

where we used the Gagliardo-Nirenberg Inequality for the L*(£2)-norm, see Lemma 7.3 and
Remark 7.4. With |V@, o| < C(|OnTe,| + |V+Ueo|) and (7.31) we obtain

1 /T B _ _
g/o Galtr e ol o0 dt < CR*EMeM =3 g2 | 120,

forall T € (0,7; 3 r| and € € (0, ).
It remains to estimate 0, . To this end we use |0,z o| < C|V, | and

’%2(69)} dt

T 1 1
€2 [ g8 | [ IVeal S ) @ o+ [ Zoh(udy) () ant | de

T
52Hgﬂanﬂe,aH%z(Qan(a)) < C/o 95 [Hﬁ&aH%?(Q) + ¢l[trte o

with a constant C' > 0 independent of ¢, T" and R. The second line is absorbed with % of the
spectral term above if € € (0,£1] and €1 > 0 is small (independent of 7', R). Moreover, for the
||tr s o \\%2( p0)-term we use the analogous idea that we applied for the estimate of ||tr Tz o H%S( 9)
above. This yields

T T
[ Blrtaliaon it < e | gBlTal o el @ dt
Here note that because of (7.7) it follows that for all 7' € (0,7 3 r] and € € (0, &
T
[ GBlTeall o dt < CREH.

Therefore with the Young Inequality the contribution of the [[tr . o [|%. (9 ~term s controlled by

N LT T Lo om

C ; 9sl[teallzao) dt + SR

for all T € (0,7 5.z) and & € (0, go] with some C' > 0 large.
Finally, all terms are estimated and we obtain

1 1
igﬁ(T)”ﬁa,a(T)H%Q(Q) + §|’gBVE67OéH%2(QT\F(5))

1
+ *Coé‘HggVTﬂaa

2
1 1 T —_ _
<G+ §)32€2M + /o (=8 + C0)g31Te 0 (D720 dt + C1R*M|gsl 2011

+ CR?’EQMEM*BHQEIHH(O,T)

1
2 2 — 2
z2@rree)) T 58 1980nTeallz2(@rrr )

(7.38)

forall T € (0,7 g,r], € € (0,1] and constants Co,C1,C > 0 independent of €, T, R. Now we
consider the cases in the theorem.
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Ad 1. 1f M > 3, then we choose 3 > C) large such that C1 R||gg||12(0.1) < %2. Therefore
(7.38) is estimated by ZR?c*M forall T € (0,7, 3] and ¢ € (0,£1], if &1 > 0 is small. By
contradiction and continuity this yields T g p = Tp for all € € (0,¢;]. Oy,

Ad 2. Let M = 3 and let (7.29) hold for some M > M instead of M. Then the term in (7.38)
where R enters linearly is improved by a factor e~ We fix 8 > C and choose R > 0 small
such that the R3-term in (7.38) is bounded by £ R?c?M. Then &1 > 0 can be taken small such
that (7.38) is estimated by %RQ»SQM forall T € (0,7 5 r] and € € (0,&1]. Via contradiction and
continuity we obtain T g p = Tp for all € € (0,¢1]. O,

Ad 3. Let M = 3 and 8 = 0. Then (7.38) is controlled by

1 1
(3 + g B+ CRT + CRT? + CR3T2 | &M,
There are €1, 77 > 0 such that this is bounded by %R%QM for every T' € (0, min(7; g r,11)]
and € € (0,e1]. Hence T, o g > T} forall e € (0,¢1]. Os.
The proof of Theorem 7.11 is completed. O

7.4.2 Proof of Theorem 1.9

Let f satisfy (1.1)-(1.2) and o, for « € (0,7) be as in Definition 1.8. Then let oy > 0 be
as in Remark 5.33 and @ € (0, o] such that Theorem 6.51 holds. Moreover, let N = 2, Q,
Q7 and 0Qr be as in Remark 1.1, 1. Additionally, let I" = (I';);¢[0,73) for some Tp > 0 be a
smooth solution to MCF with a-contact angle condition parametrized as in Section 3.1 for some
a € § + [—ao, ap] and let § > 0 be such that Theorem 3.3 holds for 2§ instead of 6. We use
the notation from Section 3.1 and Section 3.2. Furthermore, let 5y € (0, §] be such that (5.109)
holds. Moreover, let M € N with M > 3 and denote with (uéa)€>0 the approximate solution
on Q7 defined in in Section 5.4.3 (which we obtained from asymptotic expansions in Section
5.4) and let 9 > 0 be such that Lemma 5.37 (“remainder estimate”) holds for ¢ € (0, £¢]. The
property lim._o uéa = +1 uniformly on compact subsets of Q%O follows from the construction
in Section 5.4.

Theorem 1.9 follows directly from Theorem 7.11 if we prove the conditions 1.-4. in Theorem
7.11. The requirement 1. (“uniform boundedness”) is satisfied because of Lemma 5.37 for uéa
and for wug ¢ o this is an assumption in Theorem 1.9. Condition 2. (“spectral estimate”) holds
due to Theorem 6.51. Requirement 4. (“well prepared initial data”) is a condition on g  and
assumed in Theorem 1.9. It is left to prove 3. (“approximate solution”). This is similar to the
case v = %, cf. the proof of Theorem 1.2 in Section 7.2.2.

First we consider the boundary term in (7.29). Lemma 5.37 yields séa =0o0n 0N\ I'4(20)

and |séal < CeMe=clp=al where Pe.o 1s defined in (5.75). Therefore

’/89 st Te o () AR | < |52 4]l 200nrs @20y 10T ()] 20000 (25)) -

Due to the substitution rule in Theorem 2.6 and a scaling argument with Lemma 6.5 we obtain
1
HS?,aHLQ (60NT+(25)) < CeM*3 . Moreover, analogously to Lemma 6.54 it follows that

ltr e o () | L2 (00, 26)) < C[te,a ()] 220, 26)) + I Vrle,a ()| L2 (0, 26)))-
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Because of |V, T, o| < C|Vy o/, the estimate for the séa—term in (7.29) follows.
Finally, we estimate the réa—term in (7.29). Lemma 5.37 yields réa =0in Q \ I';(29) and

+
rd, | < C(eMtemellpealtZea) 4 Me=clpeal o MHLY  n 14(26,1).

An integral transformation yields

< [ rhia®lde= [l
I'+(29) 5257(,

where Sy is as in (3.1) and J; is uniformly bounded in ¢ € [0, Tp] by Remark 3.4, 3. We choose
> 0 such that for I, := (—1— p, 1+ p) it holds Sa5 4 € (—26,20) x I,,. Moreover, we denote

with eq (e |5 ) the extension of 7. o |+ by zero to (—24,26) x I,,. With a scaling argument and
|Z| + |§] < C(lpe,al + nga + 1) because of (5.80) it follows that

‘ /Q P2 T ot) da Ko i1 8) d(r, s),

_1 e - _ls¥1
<ceM 2/ lleo(Te,alx) (-5 8, t) | L2 (~26,26) lze T +e| ds.
n T

‘ / rﬁaﬂg,a (t) dx
Q

Note that H'(—s, s, B) < L*®(—s, s, B) forall s € [1,1 + u] and any Banach space B with
uniform embedding constant. For B we use L?-spaces over suitable intervals I(s) (possibly
empty for |s| large) with U, (1,144 1(8) X (=8, 8) = (S25,0)°. Hence Lemma 2.10 yields

€0 (te,al5) (s )| oo (1,,L2(~26,25)) < O[T al5tllL2(805.0) + 1V rleal5lL2(505.0))-

With a scaling argument for the exponential term and an integral transformation we obtain

1
‘/Q réaﬂs,a(t) dr| < 05M+§(Hﬂs,a(t)HB(Ft(%)) + HvTﬂe,a(t)HL2(Ft(26)))-

Since |V T o| < OV o, this shows (7.29). Hence Theorem 1.9 is proven. O
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