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ABSTRACT
The rise of deep learningmethods has transformed the research area
of natural language processing beyond recognition. New bench-
mark performances are reported on a daily basis ranging from
machine translation to question-answering. Yet, some of the un-
solved practical research questions are not in the spotlight and
this includes, for example, issues arising at the interface between
spoken and written language processing.

We identify sentence boundary detection and speaker change
detection applied to automatically transcribed texts as two NLP
problems that have not yet received much attention but are never-
theless of practical relevance. We frame both problems as binary
tagging tasks that can be addressed by fine-tuning a transformer
model and we report promising results.
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1 INTRODUCTION
Text and speech processing are closely related research areas, yet
one still gets the impression that research is conducted in two
separate communities (and if you add video as another mode, then
you get another research community). Some of the interesting
problems can therefore be found at the boundary of the different
fields. While our research is firmly rooted in text processing, we
see our work as a contribution to help bridge the gap between work
conducted on written and spoken language.

The immediate motivation for our work comes from the domain
of fact checking. Fact checkers monitor the media to identify poten-
tially harmful or misleading claims. It is important for them to know
who said what and when in order to find claims worth investigating.
To cope with the volume of potential claims, and the limited time
available, fact checkers are increasingly turning to technology to
help, including NLP [1]. These tools can help identify claims worth
checking, find repeats of claims that have already been checked or
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even assist in the verification process directly. Most such tools rely
on text as input and require the text to be split into sentences.

Some media sources, such as official parliamentary reports, are
very rich, providing marked-up text showing sentence and speech
boundaries and tag each speaker with a unique identifier. Newspa-
pers and social media usually give some information about speakers
though often implicitly or ambiguously. In contrast, audio and video
feeds – including TV and radio news broadcasts and videos shared
on YouTube or Facebook – do not usually contain explicit informa-
tion about speakers. In some cases, automatic captioning may be
used to generate a transcript, or subtitles may be made available
by broadcasters. But in many cases, using post-hoc speech-to-text
processing is the only way to extract text.

There is thus a need to bridge the gap between large volumes
of audio-visual content and the existing text-based tools that fact
checkers use. Our work addresses two aspects of this gap, namely
detecting sentence boundaries in transcripts of speech and detecting
when the speaker changes, such as during an interview or debate.

Figure 1 illustrates the absence of text structure (including capi-
talisation and punctuation) as well as conversational structure, as
the result of automatic transcription.1

Figure 1: Auto-generated subtitles on YouTube.

Figure 2 shows the same example dialogue as in Figure 1 but
with the full sentence and conversational structure in place, making
it far easier to read and process.

The problem we address is the restoration of some fundamental
structure from unpunctuated text data, particularly in the context
of transcribed speech and conversation data. In a first step we
restore sentence boundary information. Sentences are generally con-
sidered a fundamental information unit of written text, e.g. [7, 9].
Therefore, this task has been well-studied, e.g. in the context of au-
tomatic speech recognition [6, 23–25, 28]. Frequently, the problem
of sentence boundary detection in unpunctuated text is treated as
a tagging task tackled using IOB sequence labeling [4, 8] as also
used in named entity recognition (NER) [19].
1This example is not taken from a fact-checking use case but adopted from one of the
benchmark collections we use in our experimental work.
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Figure 2: Sample from the DailyDialog dataset.

As a subsequent task we want to restore information on speaker
changes based on the previously identified sentences – as much
transcribed data is based on more than a single speaker (as seen
with the earlier example). We therefore want to detect whether the
next sentence was uttered by the same person or not, an important
step in the context of dialogue data restoration and necessary for
further postprocessing in this area, e.g. [27].

Given the impressive advances in a variety of NLP tasks using
a transformer-based architecture, e.g. [3], we use this approach to
tackle the problem at hand. More specifically, we treat both steps
as sequence tagging tasks using binary labels by fine-tuning BERT
and we compare our work against strong baselines on previously
used benchmarks.

By making all our resources (code and test collections) available
our aim is to provide a solid reference point and a strong benchmark
for future work.

2 RELATEDWORK
Wewill briefly discuss each of the two problems in turn, i.e. Sentence
Boundary Detection (SBD) and Speaker Change Detection (SCD).

2.1 Sentence Boundary Detection (SBD)
SBD is an important and well-studied text processing step but it
typically relies on the presence of punctuation within the input text
[7]. Even with such punctuation it can be a difficult task, e.g. [5, 20],
and traditional approaches use a variety of architectures including
CRFs [12] and combinations of HMMs, maximum likelihood as well
as maximum entropy approaches [11]. With unpunctuated texts
(and lack of word-casing information) it becomes a lot harder as
even humans find it difficult to determine sentence boundaries in
this case [23], as illustrated in Figure 1. Song et al. [22] simplify
the problem we are addressing by aiming to detect the sentence
boundary within a 5-word chunk – using YouTube subtitle data.
Using LSTMs they report an F1 of 81.43% at predicting the posi-
tion of the sample’s sentence boundaries but did not consider any
chunks without sentence boundary. Le [8] presents a hybrid model
(using BiLSTMs and CRFs) originally used for NER that was evalu-
ated on SBD in the context of conversational data by preprocessing
the CornellMovie-Dialogue and the DailyDialog datasets to obtain
samples that neither contain sentence boundary punctuation nor
word-casing information (they also predict whether the sentence
is a statement or a question). They report F1-scores of 81.62% for

questions and 91.90% for statements on the CornellMovie-Dialogue
data and 94.66% (questions) and 96.29% (statements) on DailyDi-
alog. To the best of our knowledge, only Du et al. [4] present a
transformer-based approach to the problem, but they assume par-
tially punctuated text and word-casing information.

Hence, Le [8] and Song et al. [22] appear to be the strongest
baselines to compare our approach against.

2.2 Speaker Change Detection (SCD)
Most related work in this area is concerned with audio-based SCD
[2, 13, 14, 18] with the exception of Meng et al. [16] who collected
transcribed conversations. The text-data is pre-processed to lower-
case and contains punctuation. They compare different deep learn-
ing approaches with the best-performing being a RNN with LSTM
layers, hierarchical context and static attention giving an F1-score
of 78.4%. Apart from this work, there are other approaches that
treat the topic of text-based SCD, though not explicitly, e.g. Serban
and Pineau [21], or they aim at assigning specific speaker ids to
sentences [15].

In conclusion, Meng et al. [16] appears to be the most plausible
baseline to choose. We will also adopt their benchmark corpus for
comparison.

3 METHODOLOGY AND EXPERIMENTAL
SETUP

We treat both tasks, SBD and SCD, as sequence labeling tasks. More
specifically, we apply IO tagging to label sequences of tokenized
text data adopted from NER [7]. In both cases two distinct labels are
sufficient to identify whether a token marks the sentence boundary
or the start of an utterance by a different speaker, respectively. We
use a pre-trained transformer-based language model and fine-tune
it on each of the two tasks. The resulting IO sequence taggers allow
us to deduce sentence boundaries (SBD-TT) and speaker changes
(SCD-TT).

For the experimental setup we opted to fine-tune BERT-base-
uncased (given our input is expected to be in lowercase, we do not
need casing information within the language model). The model
training and evaluation are implemented using the PyTorch2 ver-
sion of the Python huggingface3 transformers library. The model’s
output is produced utilizing a dense layer as classification head.
Using the argmax operator, we can deduce labels for resulting vec-
tors in the same dimension as the label list for each introduced
token. The processes are executed using three Nvidia GeForce RTX
2080 GPUs with an overall memory size of 24GB. Most experiments
are executed in 3 epochs, using a batch-size of 16. The number of
epochs is set according to the recommendation of Devlin et al. [3].
Unless specified further down, we refer to our GitHub repository4
for task-specific sequence lengths, deviations from our parameter
settings, all source code, data, models and additional information.

Where appropriate we apply paired t-tests for significance test-
ing (at p < 0.01).

2https://pytorch.org/
3https://huggingface.co/
4https://github.com/doGregor/SBD-SCD-pipeline
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4 DATASETS
For fair comparison we adopt datasets proposed in prior work. For
SBD we use a Stanford Lectures Dataset reproduced from Song et al.
[22], the DailyDialog Dataset proposed by Li et al. [10] and applied
in [8]. In addition we also experiment with a hybrid set. For SCD
we use the dataset introduced by Meng et al. [16] (we refer to it as
MengCorpus).

4.1 Stanford Lectures
Song et al. [22] collected the hand-transcribed lecture subtitles
provided by Stanford University on YouTube using the text data
associated with the lecture series “Natural Language Processing
with Deep Learning” and “Human Behavioral Biology”. We repli-
cated this process. In addition to that we identified five more lecture
series Stanford University provides subtitles for and collected the
accompanying text data (resulting in a corpus about 4 times as
big). Details on the exact lectures, their source as well as the data
themselves can be found on our GitHub repository. For further
data pre-processing, we basically adopt the methods introduced by
Song et al. [22]. The punctuated transcripts provide ground truth
information. We transform all text data to lower-case and tokenize
the data using NLTK5. Sentences with fewer than 7 or more than
70 words are discarded, and any punctuation is removed. Finally, all
tokens including sentence boundary positions are tagged. The text
is then split into chunks of 64 token-tag pairs. Sentence boundary
tags can appear anywhere within those chunks (which is more
generic than the 5-word chunk approach by Song et al. [22]).

The preprocessing steps applied in our work are depicted in
Figure 3.

Figure 3: Data Preprocessing for SBD.

In line with convention, we split the data into training (80%),
development (10%) and test set (10%) [7]. All samples are saved in
CoNLL-2003 format [26] as is frequently used for tagging tasks like
NER.
5https://www.nltk.org/index.html

Dataset Train Dev Test
Stanford Lectures 19,285 2,411 2,411
DailyDialog 15,259 1,374 1,405
Hybrid Dataset 34,156 3,848 4,142
MengCorpus 174,702 22,065 21,918

Table 1: Number of samples per dataset

Accuracy F1-Score
Song et al. [22] 70.84% 81.43%
Le [8] 89.80% 93.07%
SBD-TT 92.49% 93.68%

Table 2: Sentence Boundary Detection applied to Stanford
Lectures as described by Song et al. [22]

4.2 DailyDialog
The second dataset used, originally introduced by Li et al. [10] cap-
tures daily communication with a wide variety of daily life’s topics.
Since the complete text-data is human written, it is expected to
be less noisy than for example automatically transcribed conver-
sational data. The dataset was used for SBD by Le [8] and comes
with a 80:10:10 split.

4.3 Hybrid Dataset
To be able to train one single model that can predict sentence
boundaries within conversational data as well as a single person’s
speech data, we create a mixture of the two datasets introduced
above. Given the conversational structure of the text we cannot
simply randomize development and test sets. Instead we split the
data into chunks of 10 sentences each, which are subsequently
shuffled. They are concatenated and afterwards split into samples
of length 64. Thereby, the structure of subsequent sentences as
well as dialogues should be preserved. The basic properties of each
dataset are listed in Table 1.

4.4 MengCorpus
For SCD, we use the dataset introduced by Meng et al. [16]. It is a
collection of 3,000 hours of hand-transcribed CNN talk-shows. The
transcripts provide speaker change information through assigned
speaker IDs and comprise approximately 1.5 million utterances.
They are split into train, development and test set by an 80:10:10
ratio. The data are provided in form of one sentence per line. As be-
fore we use NLTK to perform tokenization and then mark speaker
changes accordingly. We split the text into samples of 7 successive
sentences to include as much context as possible and satisfy the
maximum sequence length of BERT (512 tokens). Hence, the result-
ing samples have differing lengths in terms of occurring token-tag
pairs. They are saved in CoNLL-2003 format. Basic properties are
included in Table 1.
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Data Accuracy F1-Score
Stanford Lectures (big) 97.98% 79.83%
Hybrid Dataset 97.64% 85.31%

Table 3: Sentence Boundary Detection benchmarks applied
to our own datasets

5 RESULTS
We will first report the experimental results and then discuss those
further in the next Section. All metrics are calculated on a token-
based level – in line with what had been adopted in the work we
compare our results against.

5.1 Sentence Boundary Detection
Since neither code nor data were available for Song et al. [22],
we simply reproduce their accuracy and F1 measures in Table 2.
However, as described we also replicated the data collection and
processing steps and run 5-fold cross-validation to compare our
approach (SBD-TT) against Le [8]. The results can also be found in
Table 2. A paired t-test reveals that SBD-TT outperforms Le [8] in
terms of both accuracy and F1 (significant at p < 0.01).

We also trained and tested SBD-TT on the DailyDialog dataset
and get an F1 for statements of 97.19% (vs. 96.29% reported by Le
[8]) and for questions: 95.64% (vs. 94.66%).

We observe that our SBD-TT approach for sentence boundary
detection outperforms state-of-the-art methods and conclude that
our vanilla transformer-based approach using BERT leaves scope
for further advances.

As an additional contribution and to foster reproducibility we
also provide benchmarks obtained from the two corpora we intro-
duced in this paper (andwhich are available on our GitHub account):
the larger Stanford Lectures Dataset and the Hybrid Dataset, and
these are reported in Table 3. Note that for these experiments we
use sequence lengths of 64 words (unlike the much shorter 5-word
chunks used to compare against baselines in Table 2).

Going back to the discussion of related work, one might ask
why we did not compare our results against those reported by Du
et al. [4]? That is because they treat a similar but different problem.
They have word-casing information available and more than 90%
of the "end of sentence" tokens. Therefore it was not a suitable
comparison.

5.2 Speaker Change Detection
We have two different results to report and to compare against
the baseline scores achieved by Meng et al. [16], since we use two
different approaches for evaluation. The first evaluation method
simply uses 7 successive sentences at a time and tags those with the
speaker change labels. The second method also uses 7 successive
sentences as an input, but only takes into account the predictions
for the middle sentence. All other sentences are seen as context.
This sliding-window evaluation is executed with a stride of one
sentence at a time. Table 4 presents the results of Meng et al. [16]
in comparison to our approach, SCD-TT.

We note that our straightforward fine-tuning approach is com-
petitive for speaker change detection, and for the sliding-window-
based evaluation we even achieve a 0.4 percentage point improve-
ment in F1 compared to the best score of Meng et al. [16]. In general,
the results show that context is important for the model to predict
speaker changes. This confirms the findings described by Meng
et al. [16]. While they used 8 sentences of context on each side of
the evaluated sentence, we are limited by the maximum sequence
length of 512 tokens that can be used as input of our BERT-based
model. Therefore we only used 3 sentences on each side of the
evaluated sentence as context though were still able to achieve F1
scores slightly higher than those reported by Meng et al. [16].

6 DISCUSSION
There are a number of discussion points emerging from our experi-
mental setup and the results we obtained.

First of all, why did we only test for statistical significance for
SBD-TT? The reason is that while we were able to reproduce the
work of Le [8], for Song et al. [22] we did not have the code nor
the exact data. We requested both from the authors but did not get
a response (hence the comparison against reported results only).
Unlike for SBD, where we achieved a new state-of-the-art perfor-
mance, in SCD our results are on par with the best-performing
alternative so we only compare against the performance reported
by Meng et al. [16].

Also, why did we not combine the two methods, to first detect
sentence boundaries and then detect speaker change over that
result? Our overall aim was to demonstrate the general suitability
of our approach and provide strong benchmarks for each of the
two problems rather than providing the best possible model that
combines both. As such it is possible to use the models separately
where necessary, e.g., when processing a single person’s transcript
we do not need the SCD model. Obviously this leaves plenty of
room for future investigations, and the provision of all resources
on GitHub will support this.

Another question arising from our strong performance against
state-of-the-art approaches (keeping in mind that we are using
a relatively straightforward architecture) is to ask what kind of
knowledge does our approach encode that the other approaches
don’t? We would argue that BERT clearly encodes exactly the type
of contextual information that is needed for the two tasks. This
information is captured implicitly and obtained partly during fine-
tuning but also in pre-training. Note again that our aim was to
demonstrate the general suitability of a transformer-based approach.
Using other BERT-based models as well as better fine-tuning can
result in further improvements.

Finally, one might ask whether a performance that is on par with
other state-of-the-art approaches (as is the case for speaker change
detection) gives us any benefit. Well, in addition to the points just
raised we should also point out that we get better (SBD) or similar
(SCD) results for both tasks with a much simpler model. Given we
only apply a very simple setup (e.g. only using BERT-base) there
is potential to push the effectiveness without losing the overall
simplicity.

Coming back to the initial example, Figure 4 demonstrates the
output generated by applying each of our two models. While the
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Model Accuracy Precision Recall F1-Score
Random guess 61.8% 26.0% 25.0% 25.4%
Logistic Regression w/ (uni+bi)-gram 80.5% 73.0% 39.0% 50.9%
DNN w/ (uni+bi)-gram 76.6% 54.4% 58.8% 56.5%
CNN w/o context 77.8% 56.8% 58.9% 57.8%
RNN w/o context 83.3% 72.5% 57.1% 63.9%
RNN w/ context (non-hierarchical) 83.7% 72.6% 60.0% 65.7%
RNN w/ context (hierarchical) 85.1% 74.6% 64.6% 69.2%
SCD-TT w/o sliding window evaluation 82.4% 76.2% 72.1% 74.1%
RNN w/ context (hierarchical) + static attention 89.2% 81.5% 75.6% 78.4%
SCD-TT w/ sliding window evaluation 85.4% 80.1% 77.6% 78.8%

Table 4: Results of Speaker Change Detection in comparison to scores reported by Meng et al. [16]

sentence segmentation works perfectly in this case, we see that
speaker change detection (predicted by the label True) leaves room
for improvement: lines 4, 8, 9 and 10 are incorrectly classified.

Figure 4: Restored structure of initial example.

7 CONCLUSION
With a bit of delay when compared to image processing, natural
language processing has now also witnessed a paradigm shift from
traditional statistical approaches to deep learning architectures.
This has resulted in some staggering performance improvements
across a wide range of applications. However, there are still plenty
of open problems – often based on practical use cases. The rapidly
evolving mix of different types of media and new forms of inter-
action highlights the fact that at the interface between different
communities, such as those working with spoken and those with
written textual data, there are opportunities to make rapid progress.
This can be achieved by adopting paradigms that have already
been shown to push the state of the art forward elsewhere, most
prominently transformer-based architectures.

In this paper we identify the detection of sentence boundaries
and speaker changes in unpunctuated text as problems of natural
language processing that sit at the interface between spoken and
written text, and which have attracted little interest before now. By
making our methods available to fact checkers, they may find it as
easy to identify and analyse claims made during televised debates
or news interviews as claims made in online textual news sites. This
will help ensure that no matter where harmful or misleading infor-
mation is shared, it can also be identified and challenged rapidly to

limit its spread. Beyond the work of fact checkers we envisage the
proposed steps to be also incorporated in NLP pipelines that will
automatically flag up such harmful or misleading information.6

We should note that the two tasks could be seen as individual
NLP tasks or combined as a sequence of two steps. In our work we
frame both tasks as an IO tagging problem that is addressed using
fine-tuning of a BERT-based language model.

The results we report demonstrate that the problems at hand are
yet another pair of examples where the transformer-based paradigm
outperforms existing baselines. There is much scope to push the
effectiveness even further as we have only experimented with basic
models.

To foster further research we also provide a range of corpora
and benchmarks that can be used as future reference points.
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