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Abstract 
Currently, topic modelling is an effective analytical tool for the automated investigation of text data. 
However, identifying the underlying topics is still a challenging task that is dependent on the selection 
of the proper technique. Moreover, due to the considerable number of topic modelling techniques re-
ported in the literature, uncertainty about the application of the techniques arises for both researchers 
and practitioners. Therefore, we conducted a comparison of three different topic modelling techniques 
(LDA, PAM, DMR) to give recommendations for three use cases identified in the literature: content 
extraction, trend analysis and content structuring. For each of them, we identified several requirements 
and by conducting the method ‘Goal Question Metric’, we derived several comparison metrics. We 
applied these metrics to a real-world Facebook data set (4,155,992 posts) to highlight the differences 
between the three topic modelling techniques and to give recommendations for our defined use cases.  

Keywords: topic modelling, social media analysis, text analysis, marketing use cases  

1 Introduction 
Topic modelling is a prevalent kind of probabilistic generative model for extracting latent variables from 
large unstructured data sets (Liu et al., 2016). This can be applied to analyse different data such as 
bioinformatics data (Coelho et al., 2010), environmental data (Girdhar et al., 2013), and text data 
(Vayansky and Kumar, 2020). Thus, topic modelling has been studied in different disciplines and is also 
prevailing in information systems (IS) research, mainly focusing on Latent Dirichlet Allocation (LDA) 
(Blei et al., 2003) because of its simple applicability and good analysis results (Debortoli et al., 2016, 
Eickhoff and Neuss, 2017). With the continuous growth of social media and the consequential transfor-
mation of the way individuals interact with each other, increasing amounts of written data are created 
that can be analysed i.a. to support marketing related decision-making (Ghosh and Guha, 2013). Thus, 
social media data are increasingly used to enrich marketing tasks, such as complaint management (Ein-
willer and Steilen, 2015, Grégoire et al., 2015), innovation management (Mount and Martinez, 2014, 
Piller et al., 2012), or sales (Guesalaga, 2016, Marshall et al., 2012). However, the huge amount of 
written social media contents (Statista, 2020) complicates manual content analysis. 
To solve this problem, automated topic discovery techniques and – in particular – topic modelling have 
been widely investigated (Chinnov et al., 2015, Eickhoff and Neuss, 2017, Hong and Davison, 2010). 
Topic modelling enables the analysis of a large amount of written social media data to extract embedded 
topics. Therefore, topic modelling has facilitated addressing marketing related questions and problems 
that have exceeded the feasibility of in-depth qualitative analysis (Eickhoff and Neuss, 2017). Thus, 
marketing related problems that refer to (1) content extraction, (2) trend analysis and (3) content struc-
turing have often been discussed in the literature. Companies are required to base their products and 
services on customer requirements. Therefore, (1) content extraction with topic modelling is an appro-
priate application to extract customers’ praise and criticism for product planning purposes (Irawan et 
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al., 2020, Rathore et al., 2018). To be aware of evolving trends concerning their own products and ser-
vices, marketing departments conduct (2) trend analysis. Tracking evolving and changing requirements 
of customers is imperative to fulfil customers’ wishes (Hong et al., 2012, Lozano et al., 2017). Moreover, 
(3) content structuring can help marketing departments to gain deeper insights into topics and their inter-
relatedness (Anoop et al., 2015, Srijith et al., 2017). Extracted hierarchical structures can reveal rela-
tionships between topics (e.g. price and product quality) and support more coordinated and sounder 
decision-making. Nevertheless, identifying the underlying topics of these documents is still a challeng-
ing task as the reasonable extraction of significant statistics and features from a dataset is dependent on 
the selection of the proper technique (Vayansky and Kumar, 2020). 
As mentioned above, a growing number of IS-related investigations are currently using LDA. However, 
the basic LDA cannot represent all use cases (e.g. mapping hierarchies) for marketing related tasks so 
that extensions of LDA are essential. Therefore, not only do the numerous existing techniques for topic 
modelling hinder practical applications, but also the necessity of advanced technique-related knowledge. 
Liu et al. (2016) have divided various extensions of LDA into three areas: (I) extension of topic attributes 
(II) extension of document attributes and (III) extension of word attributes. Although numerous tech-
niques are presented in these three areas, such as the Partially Labelled LDA (PLLDA) (Ramage et al., 
2011), the Dirichlet Multinomial Regression (DMR) (Mimno and McCallum, 2008), or the Pachinko 
Allocation Model (PAM) (Li and McCallum, 2006), these extensions are scarcely applied. Due to the 
large number of topic modelling techniques in the current research literature, uncertainty about the se-
lection of the right technique can arise. Vakansky and Kumar (2020) addressed this problem by con-
ducting a theoretical comparison of different topic modelling techniques based on a structured literature 
review. Although this serves as a good overview of various topic modelling approaches and as a starting 
point for selecting a technique, differences only become obvious when applying them to a real-world 
data set. Furthermore, the results do not give clear suggestions which problem should be addressed with 
which technique. We addressed these problems by conducting a comparison between three different 
topic modelling techniques to give recommendations regarding the three use cases of (1) content extrac-
tion, (2) trend analysis, and (3) content structuring. We contribute to close this identified gap by com-
paring the practical application of the three techniques. This leads to the following research questions: 

RQ1: Which criteria can be used to compare the different topic modelling techniques with each other? 
RQ2: Which topic modelling technique can be recommended for the marketing related use cases (1) 
content extraction, (2) trend analysis, and (3) content structuring?  

Topic modelling, both in general and especially regarding the analysis of companies´ social media posts, 
represents an important area for IS research. Accordingly, against the background of marketing we un-
cover various corporate use cases in the context of social media. By applying and comparing the three 
topic modelling techniques LDA, DMR, and PAM and by using build time, log-likelihood, coherence, 
word and topic intrusion as evaluation measures, we want to show differences between these techniques, 
identify advantages, disadvantages, and various potentials to enhance topic modelling techniques. 
Hence, we apply LDA, DMR, and PAM to a real-world data set. The remainder of this paper is as 
follows: section 2 provides a theoretical background. Then, we refer to the derivation of the three use 
cases and the respective requirements from literature. The transformation of them into topic modelling 
related metrics is also described here. Next, the procedure of the research ‘Goal Question Metric’ (cf. 
Basili, 1994) is described in section 3. Section 4 deals with the selection of the topic modelling tech-
niques that are used for our comparison. The data analysis in section 5 achieves this comparison and 
further explains the data collection, the preparation of the data and the data analysis. Afterwards, in 
section 6, we present and discuss our results. Finally, section 7 draws an overall conclusion. 

2 Theoretical Background 

2.1 Social media  
Social media can be defined as ‘a group of Internet-based applications that build on the ideological and 
technological foundations of Web 2.0, and that allow the creation and exchange of User Generated 
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Content (UGC)’ (Kaplan and Haenlein, 2010, p.61). Social media connects people with the same inter-
ests, activities, backgrounds, or friendships (AlFalahi et al., 2014, Schneider et al., 2009). The active 
utilisation of social media enjoys particularly great popularity in private use. However, companies have 
also adopted social media to support value-creation (Hanna et al., 2011, McDonald and Aron, 2012). In 
particular, many companies apply these Internet-based applications such as content communities (e.g. 
YouTube), blogs, or social networks (e.g. Facebook or Twitter) to enable communication mainly with 
external stakeholders (Kietzmann et al., 2011). Thus, companies adopt social media to achieve different 
business objectives such as branding, including advertising, marketing, and content delivery for creating 
brand awareness (Culnan et al., 2010, Di Gangi et al., 2010, Kietzmann et al., 2011). Therefore, social 
media such as Facebook or Twitter serve as an important interface between companies and customers. 
This interface generates large amounts of data that need to be analysed and interpreted, as a company 
can strongly benefit from these data. In addition to structured social media data (e.g. timestamps, like 
counts, etc.), especially unstructured text data contain interesting contents for companies. Posts and 
comments often include an user´s major wishes, ideas, and expectations towards products, services, or 
a company in general (Hienerth et al., 2011, Sigala, 2012a, Sigala, 2012b). The so called ‘Voice of the 
Customers’ can be used to adjust marketing campaigns, to identify and support the position in the market 
and to adjust product features on customers´ favourability. However, to uncover this useful information 
from the large amount of data requires considerable effort (Dahal et al., 2019, Kumar and George, 2007, 
Womack and Jones, 1996). To avoid this problem, automated analysis of social media data such as social 
network analysis, sentiment analysis, and topic modelling can be conducted. Especially through the 
latter one, valuable information for companies can be extracted, as this technique is able to identify 
various (discussion) topics, perceptions, and opinions (Dahal et al., 2019, Lozano et al., 2017). However, 
automated analysis such as topic modelling are often complicated, as many companies are not familiar 
with the applied techniques, its implementation, and its purpose (Dai et al., 2011).  

2.2 Topic modelling  
Topic modelling aims to determine content structures in underlying document collections. Hereby, topic 
modelling refers to the use of generative probability models for determining latent relationships within 
a corpus of text data. The dataset under investigation is to be seen as a mixture of individual documents, 
where each document affects several corpus-wide topics, that in turn consist of frequently occurring 
words within the dataset (Blei, 2012). LDA can be considered as one of the most fundamental works in 
the topic discovery research area, wherefore a growing number of investigations currently uses this 
technique proposed by Blei et al. (2003). The authors describe their probabilistic model as ‘a three-level 
hierarchical Bayesian model, in which each item of a collection is modeled as a finite mixture over an 
underlying set of topics’ (p. 993). This means that LDA is a generative model that is based on the as-
sumption that documents are represented by a collection of different, latent topics. Each topic will be 
represented as a probability distribution over all words of a corpus (Krestel et al., 2009). LDA is fre-
quently used in marketing to identify important issues for the adaptation of marketing campaigns or to 
identify product and service features currently being discussed (Chae and Park, 2018, Gao et al., 2012, 
Jeong et al., 2019, Ko et al., 2017, Luo et al., 2015, Xu and Xiong, 2020, Yu et al., 2019). However, the 
LDA as proposed by Blei et al. (2003) cannot represent all use cases (e.g. mapping hierarchies). 
Thus, there are adaptations and extensions that are based on the probabilistic model of Blei et al. (2003). 
Generally, it can be differentiated between (I) topic-based extensions, (II) document-based extensions 
and (III) word-based extensions (cf. Liu et al., 2016). (I) Topic-based extensions derive structures and 
dependencies within the latent topics of a document (cf. Rathore et al., 2018, Rathore and Ilavarasan, 
2017, Tuarob and Tucker, 2015). (II) Document-based extensions have the ability to incorporate an 
additional parameter into the model building (cf. Cheng et al., 2020, Lozano et al., 2017, Zhang et al., 
2016). (III) The word-based extensions compute n-grams instead of Bag of Words (BoW) to incorporate 
the order of words in a document within the model generation procedure (cf. Wallach, 2006).  
As can be concluded from previous research, the LDA approach is the predominantly applied technique 
(cf. Eickhoff and Neuss, 2017). Vakansky and Kumar (2020) provide a good overview of existing topic 
modelling techniques and accordingly develop a decision tree model supporting the selection of a 
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technique. These authors also include adaptations and extensions of the basic LDA for recommending 
an appropriate technique. However, their recommendations are theoretical in nature and not derived 
from practical applications of the techniques. There are numerous topic modelling techniques in the 
literature, but the number of papers comparing them is scare. Further, it is not clear if the theoretical 
overview and the decision tree of Vakansky and Kumar (2020) can withstand empirical investigations. 
The authors only conditionally contribute to the operational application of topic modelling as 
recommendations should ideally be deduced from the analysis of real-world social media data. 

2.3 Corporate use cases and requirements of marketing 
Within the prevailing literature, we identified papers that deal with utilising topic modelling techniques 
in marketing. These applications of topic modelling described in the identified papers cover a wide range 
of marketing tasks. In particular, three main use cases could be identified: (1) content extraction is con-
cerned about consolidating insights of topics discussed in written social media data. By investigating 
brand-related content from social media, (1) content extraction enables marketing representatives to 
develop an understanding of topics and themes, e.g. sustainability or product feature favourability, that 
are discussed by customers and parties of interest. Thereby, companies can improve their external 
presentation by, e.g. emphasising the ecological superiority of the own products in brand communica-
tions (Chae and Park, 2018), and guide future product planning initiatives by putting more focus on 
product features that are appreciated by customers (Cirqueira et al., 2017, Irawan et al., 2020, Ko et al., 
2017, Rathore et al., 2018). Providing a current overview of customers’ major wishes, ideas, and 
thoughts is therefore a central requirement for these techniques as the ever-increasing amount of social 
media data along with the breadth of the user base may hinder marketing departments to focus on the 
essential aspects (cf. Cirqueira et al., 2017, Ko et al., 2017, Lee et al., 2016, Liu et al., 2017, Rathore et 
al., 2018, Rathore and Ilavarasan, 2017). Hereby, (1) content extraction is of a retrospective nature and 
is less concerned with speed. Because of the abundance of information provided by social media and 
the necessity to cover as much useful information as possible, the main aim is to cover the relevant and 
most frequent topics embedded in social media texts (cf. Gao et al., 2012, Ibrahim and Wang, 2019, 
Irawan et al., 2020, Wang et al., 2016, Yang et al., 2016). Therefore, we assume training time of the 
topic modelling techniques as secondary, because there are the two central quality dimensions, relevance 
and dominance of topics, as the basis for well-funded decisions. Furthermore, techniques for (1) content 
extraction need to support comparisons with competitors, assessments of a company´s position in the 
market (Aiello et al., 2013) and effectively support product and service opportunities generation (Ko et 
al., 2017, Rathore et al., 2018, Rathore and Ilavarasan, 2017).  
The second use case we could identify is (2) trend analysis. It has in common with (1) content extraction 
that it deals with extracting topics from large amounts of written social media data. However, (2) trend 
analysis focuses on keeping track of emerging trends and their development, while the results of (1) 
content extraction, are instead point-in-time snapshots of the contents that do not illustrate the dynamic 
courses of the topics. Marketing representatives applying (2) trend analysis related techniques strive to 
track how certain topics (e.g., product favourability or customer satisfaction) evolve geographically and 
temporally (Hong et al., 2012, Jeong et al., 2019, Lozano et al., 2017, Zhang et al., 2017). Thereby, 
marketing departments can enhance the effectiveness of brand message placement and the allocation of 
appropriate resources to marketing campaigns depending on geographical and temporal developments. 
Furthermore, linking topics and contents to groups of interested parties and customers enables compa-
nies to adapt brand messages to meet the respective target groups´ expectations and attitudes (Zhang et 
al., 2016). Therefore, topic modelling techniques for (2) trend analysis need to flexibly incorporate dif-
ferent parameters like authors (Zhang et al., 2016), locations (Cheng et al., 2020, Hong et al., 2012, 
Lozano et al., 2017, Wang et al., 2007), or time (Cheng et al., 2020, Wang et al., 2012, Zhang et al., 
2017) into the model building procedure. Ideally, it should even be possible to include implicit param-
eters such as places or times mentioned in the texts (Lozano et al., 2017). Since trends describe current 
issues that influence customers' decision-making, companies want to respond to the resulting customer 
demands to adapt e.g. marketing campaigns (cf. Luo et al., 2015, Rathore et al., 2018, Zhang et al., 2015, 
Zhong and Schweidel, 2020). Compared to (1) content extraction, especially with fast sequenced social 
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media data and topics of interests changing quickly, it is necessary to keep track of trends and topic 
transitions (cf. Wang et al., 2012, Zhang et al., 2017). The requirement to be able to react as quickly as 
possible is further intensified by reduced product lifecycles and globalised business environments that 
have made customer needs more dynamic (Jeong et al., 2019). For this reason, the applied topic model-
ling techniques must provide short training times (cf. Cheng et al., 2020, Wang et al., 2012, Zhang et 
al., 2017) and as well support quick comprehension of the extracted topics (cf. Jeong et al., 2019, Lozano 
et al., 2017) in order to keep up with the speed of the trends.  
Compared to (3) content structuring, (2) trend analysis captures the dynamic courses of topics and do 
not collect hierarchical relationships and correlations. Topic modelling techniques for (3) content struc-
turing enable deeper insights from textual social media by extracting not only the topics (cf. (1) content 
extraction) but also relationships and connections between them. In this way, (3) content structuring 
supports decisions that need to connect different aspects with each other (e.g. identifying the influence 
of different product features on customers´ favourability) (Rathore et al., 2018). Mining the inter-relat-
edness of individual topics can help to detect subtopics (Anoop et al., 2015, Nolasco and Oliveira, 2019, 
Park et al., 2015, Rathore and Ilavarasan, 2017, Shahbaznezhad, 2016, Srijith et al., 2017) that can be 
investigated more closely as driving or inhibiting factors. Hereby, it is also possible to identify niche 
topics at a finer level of granularity of the topical structure. In line with that, recognising the properties 
of subevents can enrich the understanding of the main event and to create a powerful knowledge about 
the scenario (Nolasco and Oliveira, 2019, Srijith et al., 2017). In general, corresponding techniques need 
to extract topics and at the same time establish connections between them. In line with that, the relation-
ships identified between the topics should be understandable and applicable.  
In the next step, the identified requirements (cf. tab. 1) are transformed into corresponding metrics that 
are necessary for evaluating and comparing the topic modelling techniques in section 5.3. 

 Requirements Sources Metrics 

(1
) C

on
te

nt
 

Ex
tr

ac
tio

n  

(a) Cover all relevant and the most fre-
quent topics embedded in textual social 
media data 

Gao et al. 2012, Ibrahim and Wang, 2019,  
Irawan et al. 2020, Lee et al., 2016, Liu et al., 
2017, Wang et al. 2016, Yang et al. 2016 

log- 
likelihood 

(b) Provide a current overview of events 
and insights about customers’ wishes and 
complaints 

Aiello et al., 2013, Chae and Park, 2018, 
Cirqueira et al., 2017, Ibrahim and Wang, 2019, 
Ko et al., 2017, Lee et al., 2016, Liu et al., 2017, 
Rathore et al., 2018, Rathore and Ilavarasan, 
2017 

(c) Support comparisons with competitors 
and assessments of one’s position in the 
market 

Aiello et al., 2013, Ko et al., 2017, Rathore et 
al., 2018 

 (2
) T

re
nd

  
A

na
ly

sis
 

(d) Contextualise the extracted topics with 
additional parameters  

Cheng et al., 2020, Hong et al., 2012, Lozano et 
al., 2017, Luo et al., 2015, Wang et al., 2007, 
Wang et al., 2012, Zhang et al., 2016, Zhang et 
al., 2017, Zhong and Schweidel, 2020 

build time, 
coherence, 
word 
intrusion 

(e) Support a flexible inclusion of differ-
ent parameters (e.g. authors, locations or 
time) 

Cheng et al., 2020, Lozano et al., 2017 

(f) Support quick information provision Cheng et al., 2020, Wang et al., 2012, Zhang et 
al., 2017 

(g) Support quick comprehension of con-
tents Jeong et al., 2019, Lozano et al., 2017 

(h) Support continuous tracking of trends 
and developments 

Wang et al., 2012, Zhang et al., 2016, Zhang et 
al., 2017, Zhong and Schweidel, 2020 

(3
) C

on
te

nt
 

St
ru

ct
ur

in
g 

(i) Identify niche topics at a finer level of 
granularity of the topical structure Anoop et al., 2015, Nolasco and Oliveira, 2019, 

Park et al., 2015, Rathore et al., 2018, Rathore 
and Ilavarasan, 2017, Shahbaznezhad, 2016, 
Srijith et al., 2017 

topic 
intrusion 

(j) Identify meaningful relationships and 
the inter-relatedness of topics  
(k) Cover all aspects that are semantically 
related to the extracted topics 

Table 1.  Identified corporate use cases and their requirements  
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When evaluating a model with respect to (1) content extraction, the ability of the respective technique 
to (a) cover all relevant and the most frequent topics embedded in textual social media data is required. 
An excessive number of topics leads to the generation of not only relevant but also irrelevant topics. If 
the number of topics is too small, however, the given overview of topics will lack relevant content (cf. 
Liu et al., 2017, Yang et al., 2016). Therefore, the researcher must ensure that all relevant topics within 
an underlying dataset are considered within the analysis and thus integrated within the resulting extrac-
tion, which (b) provides a comprehensive and current overview of customers’ wishes and complaints. 
This results in a comprehensive, decision driven base of information which supports (c) comparisons 
with competitors and assessments of one’s position in the market. In order to evaluate this descriptive 
ability, the metric of log-likelihood is used. Using this, it is possible to quantify how accurately a model 
can represent the underlying data and thus models all relevant information (cf. Daud et al., 2010, 
Wallach et al., 2009). Furthermore, the evaluation has to consider different circumstances regarding the 
number of topics to be identified. Therefore, the evaluation of each technique takes place multiple times, 
with a continuously increasing number of topics. Thus, the strengths and weaknesses in modelling low 
(high) numbers of topics and thus lowly (highly) differentiated contextual information can be assessed.  
When evaluating a model with regard to the described use case of (2) trend analysis, (d) the ability to 
contextualise the extracted topics and (e) hereby flexibly include different additional parameters (e.g. 
authors, location or time) is mentioned. Furthermore, corresponding techniques need to enable time-
critical reactions to emerging circumstances so that (f) the provision of the topics should be as quick as 
possible. Therefore, the analysis of the different techniques is twofold. On the one hand, authors refer 
to the coherence measure (Dahal et al., 2019, Paul and Girju, 2009, Wang et al., 2007), which describes 
the property of the respective technique to generate topics that correlate well with the human under-
standing of semantically coherent topics. This results in a semantically meaningful and sound analysis 
output that (g) supports time-critical decisions and does not need further investigations to be applicable. 
On the other hand, to validate the calculated reasonability of the respective analysis output, we incorpo-
rate word intrusion (Chang et al., 2009). Thus, multiple subjects evaluate the consistency of the extracted 
topics by analysing the associated words. The objective is to identify the so-called ‘intruder’ within the 
topic, which is represented by a single word without contextual relevancy regarding the intruded topic. 
If the subjects are able to identify the respective intruder, the evaluated topic is consistent with the 
human understanding of a meaningful and sound topic. Besides the unhindered applicability of the anal-
ysis results, we also classified the build time as a time-critical evaluation metric. So, a short build time 
results in a timely output supporting faster decision-making. Beyond the aforementioned time-critical 
requirements, the ability to contextualise the extracted topics and (h) to continuously track their devel-
opment is also required. To assess the possibility of accounting for further contextual information such 
as geological or time-based data, we qualify the ability to incorporate external information. 
Concerning an evaluation of a model with regard to the described use case of (3) content structuring, 
the ability of the techniques to reveal the underlying structure within the data is focused. Thus, (i) to be 
able to extract hidden niche topics to identify relationships between the discussed topics, the ability of 
the respective technique to identify relationships within the data is qualified. Besides the pure ability to 
identify relationships, the assessment of the (j) meaningfulness of the identified relations is also required. 
In this regard, we opted to use the topic intrusion approach, which measures how well a topic model’s 
decomposition of a document as a mixture of topics agrees with human associations of topics related 
within a document (Chang et al., 2009). Using these techniques, the (k) coverage of all aspects within 
the extracted topics as well as their interrelationships in the relevant document are analysed. The proce-
dure of the analysis is similar to that of word intrusion. Specifically, the subjects are presented the doc-
ument title alongside a short extract thereof. In addition to the document information, the subject re-
ceives four topics, of which three are the most probable topics assigned to the document and the remain-
ing topic embodies the intruder topic to be identified. If the subjects are able to identify the erroneously 
listed topic, the topics and their contextual relationship to one another are meaningful and sound. A 
more detailed insight into the tasks of word and topic intrusion can be found in section 5.2. 
As our review shows, different use cases and corresponding requirements have been reported in line 
with the literature that provide insights into the application of topic modelling techniques in marketing. 
However, the used data sets and the applied topic modelling techniques vary across the different papers, 



Comparison of topic modelling techniques 

Twenty-Ninth European Conference on Information Systems (ECIS2021), A Virtual AIS Conference. 7 

 

so that recommendations made on this basis may not be sufficiently reliable. Therefore, within the re-
search at hand, three different topic modelling techniques are applied to the same data set to give rec-
ommendations that are not only theory-driven but also based on the results of a data analysis. 

3 Procedure of the Research  
Our investigation follows the ‘Goal Question Metric’ (GQM) approach outlined by Basili et al. (1994) 
for a systematic development of metrics for conducting a comparison of topic modelling techniques. 
The GQM approach is based on the idea that measurements in an organisational context depend on a 
thoroughly defined goal firstly operationalised by relevant enterprise data, which are then interpreted 
regarding the goal (Basili et al., 1994). Thus, this approach focuses on which informational needs a 
company exhibit in order to quantify them and consequently examine if the quantified information meets 
the goals or not. Especially for our investigation, the GQM approach is well qualified as it assures a 
systematic research procedure in which reproducible results are achieved. According to Basili et al. 
(1994) the GQM approach is divided into three different levels:  

1. Conceptual level (GOAL): We set our goal as the development of means to compare different 
topic modelling techniques with each other regarding different use cases. Therefore, with this 
investigation we seek to highlight differences in the organisational application between the three 
different topic modelling techniques LDA, DMR, and PAM.  

2. Operational level (QUESTION): In order to characterise how the assessment of our goal is 
performed, we formulate a question. In our study, the requirements of the different use cases for 
the techniques identified in the literature form the basis for our questions of the GQM approach: 
‘To what extent do the three topic modelling techniques (LDA, DMR, PAM) meet the 
requirements of the different use cases (a-k) (cf. tab. 1)?’ 

3. Quantitative level (METRIC): To answer this question, we conducted a quantitative analysis of 
the topic modelling techniques, that helps us to evaluate to what extent a selected topic modelling 
technique can meet the requirements. Subsequently, in order to meet these requirements, that we 
have already identified in a previous step, we now need proper metrics. Therefore, we consulted 
the research literature and established specific metrics for the requirements to enable a 
comprehensible comparison. Consequentially, we will be able to formulate recommendations for 
the allocation of the topic modelling techniques to the use cases. 

4 Selection of the Topic Modelling Techniques 
As mentioned above, the field of topic modelling has many different techniques, which all try to identify 
specific topics within large sets of text data by reducing the dimensionality and attaching different 
weights to the specific data set (Crain et al., 2012). In order to optimally meet the identified use cases, 
the selection of the techniques to be used is critical to success. Besides the aforementioned LDA with 
its extensions, a variety of different categories of topic modelling techniques like Latent Semantic Anal-
ysis, Probabilistic Latent Semantic Analysis, Correlated Topic Models, Dynamic Topic Models, or 
Topic Evolution Model exist (cf. Alghamdi and Alfalqi, 2015). Although they potentially could offer 
benefits in terms of different applications, most approaches lack a ready-to-use implementation or re-
quire an advanced technique-related knowledge and therefore suitable applicability for companies is not 
given. Differently LDA, where a clear dominance in the use has become apparent, as it offers simple 
applicability and good analysis results (Eickhoff and Neuss, 2017). Due to the multifaceted challenges 
to be mastered in the analysis of text data, different extensions of the basic LDA procedure have been 
developed over time which are suitable for the solution of different scenarios depending on their extend-
ing characteristics. Generally, a distinction is made between three expanding properties: (I) extension 
of topic attributes, (II) extension of document attributes, and (III) extension of word attributes (cf. Liu 
et al., 2016). In order to answer RQ2, the identification of topic modelling approaches for processing 
certain corporate use cases, we decided to compare LDA as well as selected extensions with respect to 
the identified use cases. Therefore, to achieve optimal coverage of different techniques, we selected one 
specific technique for each extension class.  
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The (I) topic-based extensions deal with the mapping of relations within the latent topics of a corpus. In 
this context, a variety of techniques is highlighted in literature (cf. Griffiths et al., 2004, Liu et al., 2016). 
The focus is on the identification of relationships between the inferred topics allowing a hierarchical 
representation of them. Mimno et al. (2007) compared the ability of their PAM algorithm to represent a 
hierarchical data structure and to predict a topic distribution for new data not included in the training set 
with a variety of techniques of the same extension class (cf. Mimno et al., 2007). Since PAM was char-
acterised by better evaluation results, we decided to choose PAM as the topic-related extension. PAM 
represents the relationships among the topics as directed graphs, which allows the representation of a 
hierarchical structure within the topics.  
The extension based on documents (II) enables the consideration of document-specific meta-information 
such as authors, document titles, points in time, or geographical information (cf. Liu et al., 2016). In this 
context, approaches such as the author-topic model (cf. Rosen-Zvi et al., 2012), Topics over Time (cf. 
Wang and McCallum, 2006), embedded topic model (Dieng et al., 2020) as well as DMR (cf. Mimno 
and McCallum, 2008) are highlighted in the current research literature. Because the technique presented 
by Mimno and McCallum (2008) is more flexible with respect to the incorporation of additional infor-
mation as well as performs remarkable in terms of information quality, DMR is chosen for the imple-
mentation of (II) extension of document attributes. DMR is an upstream topic model with a particularly 
attractive technique for integrating any document features. Instead of defining specific random variables 
in the graphical model for each new document feature, DMR treats the document annotations as features 
in a log-linear model. The log-linear model parameterises the Dirichlet before the document's topic dis-
tribution, making the Dirichlet’s hyperparameter document-specific. Since no assumptions are made 
about the model structure of new random variables, DMR is flexible to include various types of features, 
resulting in a flexible use of DMR (Benton and Dredze, 2018).  
The above-mentioned topic modelling techniques, which are all based on the BoW approach, do not 
consider the order of words within a document. This resulted in extension (III), attempting to eliminate 
the interchangeability of words. Therefore, Wallach (2006) argued that the consideration of word orders 
in the form of bi-grams can lead to improved results when using a topic modelling approach. Since the 
consideration of word orders in the form of bi-grams did not show any difference with regard to the 
generated topics and the underlying topic quality compared to LDA, it will be equated with the use of 
the basic technique in the following. By choosing these techniques, a selection was made which consid-
ers each extension class of the basic approach, whereby a broad spectrum of different techniques is 
compared with regard to their applicability against diverse use cases. 

5 Data Analysis 

5.1 Data collection 
To identify the potential of the different techniques with regard to the applicability to different use cases, 
an existing data set of Facebook posts was used (cf. Martinchek, 2017). This comprises 4,155,992 doc-
uments from the 15 most popular news services in the United States of America for the period from 
2012 to 2016. The raw text dataset contains information such as the respective picture URL or the like 
count, which are not relevant for the application of the implemented topic modelling approaches. There-
fore, to reduce the dimensions of the data, a custom converter was developed and applied to the data. 
The resulting data set contains three parameters after conversion: the ID of the respective document, the 
respective year – which serves as feature input to determine the topic relevance at different points in 
time within the analysis via DMR – and the description – which reflects the actual text of the contribu-
tion. The following excerpt from the training data set gives an insight into the data (cf. tab. 2). 

ID Year Description 
52921 2016 Dow Drops More Than 300 Points Following Market Rout... 

21049 2014 How to Greet People During Flu Season: Handshake, ... 

Table 2. Structure of training data 
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5.2 Data cleansing and analysing 
In order to compare the topic modelling techniques empirically on the basis of their analysis results, the 
data must first be prepared. With respect to this, we applied tokenisation, stopwords removal and case 
folding as proposed by Boyd-Graber et al. (2014). As the use of stemming procedures does not improve 
the interpretability of the results, but can potentially even deteriorate the topic stability (Schofield and 
Mimno, 2016), we did not incorporate stemming. 
By conducting this comparison between LDA, DMR, and PAM based on the mentioned evaluation 
measures, we aim to reveal the strengths and weaknesses of the different techniques in terms of identi-
fying embedded topics within written social media data. As it is necessary to provide similar conditions 
for a comparison to be valid, all techniques were configured with their default parameters and trained 
with iteratively increasing numbers of topics. Accordingly, the selected topic range includes 10, 30, 50, 
100, and 300 topics (k). Furthermore, all evaluation metrics were validated by cross-validation to elim-
inate the choice of a potentially non-representative test dataset (Bramer, 2007). The evaluation approach 
is further distinguishing between intrinsic and extrinsic measures. Intrinsic evaluations measure the per-
formance of a component on its defined subtask, usually against a defined standard in a reproducible 
laboratory setting. Extrinsic evaluations focus on the component’s contribution to the performance of a 
complete application, which often involves the participation of a human in the loop (Resnik et al., 2006). 

# log-likelihood measurements 
(∙106) coherence measurements build time 

(min) 
k LDA DMR PAM LDA DMR PAM LDA DMR PAM 
10 - 4.86 - 5.03 - 4.85 - 197.96 - 198.50 - 208.34 342 363 832 
30 - 4.49 - 4.61 - 4.41 - 232.84 - 220.75 - 236.81 571 634 1,264 
50 - 4.29 - 4.40 - 4.19 - 244.29 - 217.90 - 251.17 912 1,083 1,992 
100 - 4.06 - 4.10 - 3.88 - 241.74 - 213.03 - 254.92 1,407 1,732 3,481 
300 - 3.91 - 3.62 - 3.67 - 215.02 - 186.95 - 241.52 3,180 3,821 6,984 

Table 3.  Intrinsic evaluation measurements 

 

 

 

 

 

 

 
 
In the first step of the evaluation, the models are compared according to their ability to represent the 
underlying data. Therefore, the metric of log-likelihood was applied (cf. tab. 3, fig. 1). A higher value 
represents a better model with regard to the ability to adequately represent the underlying data. The best 
model here is DMR, with k = 300 (-3.62). LDA performs better than DMR (e.g. k = 30 ≙ -4.86 > -5.03) 
and worse than PAM (e.g. k = 30 ≙ -4.49 < -4.41) until the number of topics exceeds 100. PAM and 
LDA have in common that, as the number of topics increases, the log-likelihood improves iteratively 
(cf. fig. 1). The increase in the number of topics for DMR results in a continuous improvement of the 
log-likelihood as well. Nevertheless, DMR always outperforms PAM and LDA when k >~ 300. This 
result implies that DMR is the technique that can be recommended when tasks require many different 
topics to be identified. However, within tasks that require a lower number of topics to be generated, our 
results indicate that PAM and LDA may be superior to DMR. 
Besides the general ability of the models to adequately represent the underlying data, the semantic qual-
ity of the generated topics was evaluated. For that reason, the coherence measure was applied (cf. fig. 

Figure 1. log-likelihood Figure 2. coherence Figure 3. build time 
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2). Therefore, we conclude that DMR generates topics, that are more coherent in general. LDA has a 
slightly better coherence for k = 10. However, any modelling of k > 10 is outperformed by DMR. Fur-
ther, PAM performed worst in terms of coherence. Here, all different circumstances of topics are dom-
inated by the other techniques. Nevertheless, PAM generated its most relatable topics for k = 10, which 
leads to the conclusion, that PAM, similar to LDA, exhibits its strength in modelling low topic dimen-
sions.  
To react in a time-critical manner to changing circumstances, it is also necessary to acquire supporting 
information as quickly as possible. Therefore, to measure the time an approach needs to extract the 
required information (cf. fig. 3), the build time of each technique is tracked. The respective build time 
includes data preprocessing, the actual model building and cross-validation. A lower build time indicates 
a quicker model training, which results in faster information provision. In this regard, LDA outperforms 
the other two techniques in terms of information extraction time. The difference between LDA and DMR 
in the lower range of topics is negligible (21 min), but the higher the value of topics, the larger the 
difference. The difference in the context of k = 300 amounts to 641 minutes. Because of the hierarchies 
to be modelled by PAM, it generally takes much longer to extract the respective information in compar-
ison to LDA and DMR. Here, PAM needs at least twice as much time under almost all circumstances. 
Besides the intrinsic measurements of log-likelihood, coherence and build time, the topic modelling 
techniques were further assessed by humans to evaluate the semantic quality of the generated topics as 
well as their interrelationships. Therefore, word and topic intrusion procedures were performed. The 
respective survey was undertaken by two researchers and administered to 18 participants, all of whom 
evaluated the semantic coherence of three randomly selected topics (word intrusion) and the decompo-
sition of a single document into its topics and the corresponding relationships (topic intrusion). Each 
survey ranged between 38 and 51 minutes. The topics as well as the respective excerpts of a document 
were extracted randomly for each trained model. Further, to account the inter-rater reliability of the 
results, all participants evaluated the same set of topics or documents respectively for each trained 
model. Regarding the word intrusion task, the subjects had to identify the intruder within the topics that 
did not cohere to the semantics of the other presented words. The corresponding results for word intru-
sion are calculated as the sum of the correctly classified intruders by the test subjects in relation to the 
total number of tests per model. By analysing three topics per trained model, a total of 810 individual 
observations were carried out. Regarding the topic intrusion task, the participants had to identify the 
intruding topic by reading a document title alongside a short extract thereof. The respective document 
was randomly extracted for each trained model. All participants evaluated the decomposition of the 
same documents. By this, a total of 270 individual observations are accomplished. The respective results 
of the topic intrusion task are calculated as the amount of correctly classified intruder topics in relation 
to the total number of observations per model.  

 Word intrusion (%) Topic intrusion (%) 
k LDA DMR PAM LDA DMR PAM 
10 74.0 85.1 53.7 83.3 72.2 83.3 
30 72.2 79.6 57.4 66.6 61.1 72.2 
50 62.9 75.9 51.8 72.2 72.2 72.2 
100 64.8 70.3 48.1 55.5 66.6 55.5 
300 55.5 77.7 46.2 55.5 72.2 44.4 

Table 4.  Extrinsic evaluation measurements 

 

 

 

 

 

Figure 4. Word intrusion Figure 5. Topic intrusion 
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Regarding the word intrusion task, it becomes apparent that the previously determined values of coher-
ence are in line with human understanding so DMR generates the most semantically coherent topics. 
Specifically, the best topics are generated by DMR with k = 10 (cf. fig. 4). The achieved model precision 
is 85.1% for k = 300. The evaluated minimum precision of DMR is 70.3%. As the results for word 
intrusion do not show any distinct extremes for different values of k, every model of DMR seems to 
produce a coherent word-topic distribution. Besides that, LDA also proves to generate the most coherent 
topics for k = 10 (74.0%). The higher the number of topics to be generated, the more difficult it becomes 
for the subjects to determine the intruder. This leads to the assumption, that the topics generated by LDA 
will be increasingly difficult to interpret with a rising number of k, thereby losing their semantic coher-
ence and therefore their meaningfulness. The minimal precision of LDA is recorded for k = 300. Here, 
only 30 of 54 measurements are classified correctly, resulting in a model precision of 55.5%. There is a 
clear discrepancy in the quality of topics generated by PAM. The semantically most coherent topics are 
determined by the model with k = 30. The model precision achieved is 57.4%. The minimum semantic 
coherence of the topics is with k = 300, with a precision of 46.2%. Thus, it can be concluded that PAM, 
similar to LDA, has its strength in modelling a smaller number of topics but is clearly inferior to DMR 
for larger numbers. Besides the evaluation of the topic quality, their decomposition and interrelation-
ships were evaluated. Therefore, topic intrusion tasks were conducted, where the best results were ob-
tained with 83.3% for LDA and PAM with k = 10. Further, it is remarkable, that all techniques achieve 
the same score with k = 50 (cf. fig. 5), which leads to the conclusion, that all techniques generate con-
sistent topic decompositions for a medium number of topics. The higher the number of topics to be 
generated, the worse LDA and PAM perform. The worst result is achieved by PAM with k = 300. That 
decrease of PAM for larger numbers of topics to be generated can be traced back to the formation of the 
many hierarchical levels, since a high number of k also means that a correspondingly large number of 
relationships between the different topics must be inferred. 

6 Discussion  
By evaluating the different techniques, the strengths and weaknesses (cf. tab. 5) of them were identified, 
that provide information about the applicability of the techniques related to the identified corporate use 
cases (1) content extraction, (2) trend analysis as well as (3) content structuring settled in marketing. 

 
Requirements LDA DMR PAM 
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(a) Cover all relevant and the most frequent topics embedded in textual social 
media data ⬤ ⬤ ◗ 

(b) Provide a current overview of events and insights about customers’ 
wishes and complaints ⬤ ⬤ ◗ 

(c) Support comparisons with competitors and assessments of one’s position 
in the market ⬤ ⬤ ◗ 

 (2
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A
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(d) Contextualise the extracted topics with additional parameters  ◯ ⬤ ◯ 
(e) Support a flexible inclusion of different parameters (e.g. authors, locations 
or time) ◯ ⬤ ◯ 

(f) Support quick information provision ⬤ ⬤ ◯ 

(g) Support quick comprehension of contents ⬤ ⬤ ◯ 

(h) Support continuous tracking of trends and developments ◗ ⬤ ◯ 

(3
) C

on
te

nt
 

St
ru

ct
ur

in
g (i) Identify niche topics at a finer level of granularity of the topical structure ◯ ◗ ⬤ 

(j) Identify meaningful relationships and the inter-relatedness of topics  ◯ ◯ ⬤ 

(k) Cover all aspects that are semantically related to the extracted topics ◯ ◗ ⬤ 

Table 5. Results of the comparison  ⬤: applies fully ◗: applies partly ◯: applies not 
 



Comparison of topic modelling techniques 

Twenty-Ninth European Conference on Information Systems (ECIS2021), A Virtual AIS Conference. 12 

 

For the first use case – (1) content extraction – the models´ ability to provide an adequate overview of 
customers’ major wishes, ideas, and thoughts to cover all relevant topics embedded in a collection of 
written social media data was evaluated. Therefore, we applied the metric of log-likelihood, which de-
scribes the ability of a model to represent the underlying data as appropriately as possible. This guaran-
tees that the generated output contains all necessary information and that no relevant topics are missing. 
The standard procedure of LDA as well as that of PAM present their strength compared to DMR in the 
extraction of topics in the lower range of generated topics. DMR, in contrast, has its strength in the 
representation of large numbers of topics. This leads to the conclusion that the selection of the best 
fitting technique depends on the needs to be fulfilled within the extraction task:  

• If the content must be very specific, e.g. to support a comparison with competitors and assessments 
of one’s position in the market, a high number of topics is required. So, DMR should be considered.  

• If the task requires an extraction on a more abstract level, a low number of topics will mostly be 
satisfying. If so, the usage of LDA and PAM could be considered. Due to the higher semantic coher-
ence within the topics generated by LDA (cf. tab. 3, tab. 4, fig. 2, fig. 4), the use of LDA is recom-
mended with respect to (1) content extraction for small dimensions.  

• The use of PAM is considered as partly applicable, but not recommended, as it is outperformed by 
LDA and DMR for the criteria being evaluated.  

Regarding the second use case (2) trend analysis, the ability of the techniques to generate immediately 
meaningful and sound output was analysed, which results e.g., in a quick decision supporting infor-
mation base. This is indispensable regarding the need of time-critical actions within the volatile charac-
teristic of trends. Hereby, DMR shows an advantage leading to the conclusion, that it generates the most 
reasonable topics (cf. tab. 3, fig. 2). To validate the collected intrinsic evaluation results, the techniques 
were further evaluated by humans regarding their semantic quality and soundness in an extrinsic way. 
Here, DMR could be confirmed to generate the most comprehensible output (cf. tab. 4, fig. 4). Further, 
LDA and PAM show their strength for modelling low numbers of topics as both techniques achieve 
their best results in the range of 10 (LDA) and 30 (PAM) topics. In addition to direct applicability, the 
time required for a technique to provide the necessary information was also accounted for. In this re-
spect, LDA provides the fastest output, followed by DMR. The measured discrepancy between these 
two techniques is negligible for a small number of topics (k = 10 ≙ 21 min.), but the larger the number 
of topics, the larger the gap (k = 300 ≙ 641 min.). Since the focus of trend analysis is on identifying 
individual trends and tracking their development, the number of topics will not be that high. Therefore, 
LDA and DMR are considered capable of reacting to rapidly changing circumstances. PAM, however, 
requires at least twice as much time for each condition and is therefore not suitable. The strengths and 
weaknesses of the techniques in the context of (2) trend analysis are represented as follows:  

• DMR provides the most reasonable and meaningful topics and is further able to provide them 
quickly. Additionally, DMR has the advantage of taking external parameters into account. This al-
lows, e.g., tracking the development of topics over a certain period of time or based on geolocation 
data. Therefore, DMR should be considered regarding (2) trend analysis. 

• If the contextualisation of topics does not apply, LDA can also be used for tracking trends and their 
development, as it can be used to quickly identify meaningful and sound analysis results. Therefore, 
LDA can be seen as partly applicable regarding trend analysis.  

• PAM is not suitable due to the amount of time required and the lack of ability to contextualise topics. 

Regarding the last identified use case – (3) content structuring - the ability of the techniques to reveal 
meaningful relationships and the inter-relatedness of topics was evaluated. Therefore, the extrinsic eval-
uation metric of topic intrusion was applied. By doing so, it could be guaranteed that all semantically 
related aspects were extracted. Here, PAM shows a slightly better result than the two remaining tech-
niques for a small number of topics to be generated (cf. tab. 4, fig. 5). Further, DMR underlined its 
strength in the representation of a high number of topics. A large advantage of using PAM is represented 
by its ability to model hierarchical structures within the topics themselves. Thus, it is possible to extract 
general topics as well as their respective subtopics, whereby the topics can be divided into different, 
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thematically consistent groupings that can support the identification of niche topics at a finer level of 
granularity. The elicited strengths and weaknesses of the techniques are listed in the following: 

• As the best evaluation results regarding the topic intrusion task were achieved by PAM, we recom-
mend this technique as an approach to support (3) content structuring.  

• Besides that, DMR can also be applied if the number of topics to be generated reaches a compara-
tively high number. Thus, the applicability is considered partial.  

• Since LDA is surpassed by the two techniques here, the application is not considered suitable. 

In summary, all the investigated techniques have different strengths and weaknesses in their applicabil-
ity to the identified use cases. Nevertheless, LDA showed its strength in modelling low-dimensional 
topics. In comparison, DMR showed to be superior in representing high-dimensional topics. Regarding 
trend analysis, DMR showed its strength within the generation of semantically meaningful results. For 
content structuring tasks, PAM showed superior results in extracting meaningful relationships compared 
to LDA and DMR. 

7 Conclusion and Outlook 
Analysing written social media data with automated techniques has massively gained in importance as 
being aware of customers’ wishes is no longer sustainable with manual analysis due to the sheer volume 
of available posts. Topic modelling has shown to be an adequate instrument to support these tasks by 
extracting the topics discussed within documents (e.g. Eickhoff and Neuss, 2017, Vayansky and Kumar, 
2020). However, it can be observed that especially LDA has been given particular attention for market-
ing-specific applications. Furthermore, since LDA cannot cover all fields of the identified use cases, 
marketing tasks may only be supported to a limited extent by automated approaches. 
Within this work, the use cases (1) - (3) were identified from the literature due to the frequency that the 
identified papers related to them. For each of these use cases, corresponding requirements were identi-
fied and assigned to different metrics (log-likelihood, coherence, build time, word and topic intrusion) 
for evaluating these topic modelling techniques (cf. RQ1). Thus, LDA, DMR and PAM were applied to 
a real-world data set, evaluated and compared with each other. Thereafter, this work gives recommen-
dations regarding which topic modelling technique could be applied for which use case (cf. RQ2).  
Through our comparison of topic modelling techniques, practitioners are given means to select a tech-
nique that can best support their daily business activities. Decision makers in marketing can classify 
their concrete task into one of the three identified use cases and derive a recommendation for a suitable 
technique. Tasks in marketing, which can be enriched by topic modelling, can thus be supported more 
optimally and thus the performance of this division, which is so important for companies, can be in-
creased. Beyond creating value for practitioners, theoretical contributions in the research area of IS are 
also provided. First, based on the use cases we derived several requirements for topic modelling tech-
niques and assigned several evaluation criteria to each of them. Second, in order to provide recom-
mendations, we compared LDA, DMR, and PAM with each other regarding five different evaluation 
metrics by analysing a real-world data set. This comparison is based on the GQM approach and assures 
therefore a systematic research procedure in which reproducible results are achieved. Based on this 
comparison potentials for further enhancements (e.g. considering a faster build time for PAM when k > 
50) could be evolved. Third, we further deduced strengths (such as DMR should be considered regarding 
trend analysis, cf. section 6) and weaknesses (such as PAM is not suitable for trend analysis due to the 
amount of time required and the lack of ability to contextualise topics) of the three topic modelling 
techniques which is valuable for both researchers and practitioners.  
There are some limitations to this study: first, the number of papers we incorporated in identifying use 
cases and related requirements for topic modelling within marketing is limited. Nevertheless, these re-
quirements enabled the central metrics of topic modelling techniques to be assigned and generally valid 
recommendations for appropriate procedures to be derived. Second, the number of topic modelling tech-
niques being compared is limited to three. Although the extensions proposed by Liu et al. (2016) could 
thus be covered to a large extent, we plan to include further techniques in future analysis for each ex-
tension and thereby further refine our recommendations.  
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