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1 Introduction
The first isolation, identification and characterization of the two dimensional material
graphene in 2004 by Geim and Novoselov [1] received much attention. This was subse-
quently followed by the emergence of two dimensional materials as an active research
field [2] and was consequently awarded with the Nobel prize in physics in 2010. How-
ever, first investigations of the important characteristics of electron mobility and spin
diffusion lengths gave values which were several orders of magnitude lower than what
was expected from theoretical predictions.

It was realized that these underwhelming results were due to the influence of the
surroundings of the graphene sheets rather than the intrinsic properties of graphene.
Indeed, the electron mobility of the earlier graphene devices was shown to be lim-
ited by the commonly used SiO2 substrates [3]. Much higher electron mobilities could
later be achieved by suspending graphene [4] or by placing graphene onto the sub-
strate hexagonal boron nitride (hBN) [5]. While in suspended graphene strain alters
the graphene properties [6], the lattice structure of hBN can significantly alter the
electronic bandstructure of graphene [7].

For transport of spin polarized currents the spin lifetime is likely limited by resid-
ual atomic defects, such as attached hydrogen atoms. These defects provide a local
magnetic moment as well as localized electronic states, which in combination can
randomize electron spins very efficiently [8].

The large influence of the surroundings on the properties of graphene makes it very
difficult to reach and investigate the intrinsic, clean state of single or bilayer graphene.
However, this dependence can be seen as both a disadvantage as well as an opportunity.
One might even compare this situation to the state of semiconductor research in the
early 20th century. Here, the large dependence of semiconductor properties on doping
resulted in seemingly random differences between almost identical samples [9]. This
prompted Wolfgang Pauli to state that “One should not work on semiconductors,
that is a filthy mess” [10]. However, control over these doping levels in later years was
exactly what lead to the technological breakthrough of semiconductors.

Similarly, in recent years much progress has been made in intentionally altering
various electronic properties of graphene by the application of adsorbates or placing
graphene in contact with different materials. It has been demonstrated already in
2009 that covalently bonded hydrogen atoms have the potential to alter the electronic
bandstructure of graphene and to even induce a bandgap [11], which is a prerequisite
for potential use of graphene in transistor applications. Further, functionalization
of graphene by covalently bonded fluorine [12–15], physisorbed metallic atoms such
as copper [16], indium [17], iridium [18] or gold [18–20], and even intentionally created
lattice defects such as vacancies in the graphene lattice [19, 21] have been explored.
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Chapter 1. Introduction

More recently it was discovered that various properties can be induced in graphene
by bringing graphene into proximity with certain material systems. With this tech-
nique, desirable properties of the substrate can be transferred to the graphene sheet [22].
These induced properties include superconductivity [23–25] and ferromagnetic order-
ing [26–28]. Also, by carefully controlling the relative orientation between the layers
in graphene/hBN heterostructures, superlattices with nanometer sized lattice periods
can be achieved [7, 29, 30]. Importantly, these effects can be induced while intrinsic
properties of graphene, such as the high electron mobility or the possibility to tune
the charge carrier concentration by a gate electrode, are preserved.

One aspect of graphene that is particularly intriguing to influence by functional-
ization is the spin orbit coupling (SOC) strength. This property is a key material
parameter for possible spintronic applications, which utilize the spin as a degree of
freedom for information storage or logic devices [31, 32]. The SOC-strength in pristine
graphene was reported to be comparatively small [33], which in combination with the
high electron mobility of graphene allows to transport spin polarized currents over
distances as large as 30 µm [34]. Thus, graphene is an ideal material to transport spin
encoded information. However, the small SOC-strength prevents functionalities such
as the manipulation of the electron spin direction by electronic gates or the generation
of spin currents through charge to spin conversion effects. Since these aspects are es-
sential for possible spintronic applications, methods to increase the SOC in graphene
are required.

In this thesis, two of these methods are explored. Applying hydrogen atoms to
graphene has long been proposed as a method to increase the SOC in graphene [35].
Here, the hydrogen atoms form covalent bonds with the carbon atoms in graphene,
which changes the hybridization of the carbon atoms. The corresponding mixing
of electronic states from different bands is thus expected to increase the SOC in
graphene [36]. Further, in the dilute limit, the addition of the light hydrogen atoms
has a much smaller impact on the electronic bandstructure of graphene than heavier
adatoms [33]. Experimentally, a drastically increased SOC in hydrogenated graphene
indicated by the occurrence of a giant spin-Hall effect, was reported [37]. However,
the employed measurement methods leave room for differing interpretation of the
measured data and the occurrence of the spin-Hall effect in hydrogenated graphene is
still under debate [18, 38, 39].

Alternatively, graphene can be placed in contact with materials with high SOC-
strength. Here, the SOC in graphene is increased by a weak hybridization of the elec-
tronic states of the carbon atoms with the orbitals from the underlying substrate [40].
Particularly promising is the combination of graphene with transition metal dichalco-
genides (TMDs). As graphene, these TMDs are layered van der Waals materials,
which can be cleaved into thin layers with atomically smooth surfaces. This allows to
fabricate heterostructures of graphene and TMDs with ultraclean interfaces. These
heterostructures therefore offer the possibility of high mobility graphene with large
induced SOC-strength.

Also, for some of these heterostructures the SOC-strength was predicted to be
dependent on an applied electric field, perpendicular to the graphene plane [41]. This
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Chapter 1. Introduction

allows to tune the induced SOC by electric gates, which might offer a way for the
realization of a spin based transistor [41, 42]. In this concept, a spin current is injected
into graphene through a ferromagnetic contact and detected after a certain distance
by a second ferromagnetic contact. Here, injector and detector are in an antiparallel
configuration, which means that in the absence of spin relaxation, no current can pass
through the device. However, inducing SOC through an electric gate leads to spin
relaxation in the graphene channel and current can flow.

Thesis Outline

In this thesis, charge and spin transport measurements in hydrogenated graphene and
various heterostructures containing graphene and the TMD WSe2 are presented. This
is done to characterize the magnitude and type of SOC in these systems. Conse-
quently, the thesis starts with the theoretical background of the crystal structure and
electronic bandstructure of single and bilayer graphene in chapter 2. Further, this
chapter includes the theoretically predicted characteristics of the SOC for the cases of
pristine graphene, hydrogenated graphene and graphene/TMD structures.

In chapter 3 important methods for the characterization of the employed graphene
samples are discussed. This includes the basics of charge transport and electric gating
in graphene. Also, characteristics of Raman-spectroscopy in graphene are presented,
which is an essential tool for the characterization of hydrogenated graphene.

Chapter 4 is devoted to effects that are invoked by SOC, and can consequently be
utilized to investigate the SOC in the examined material systems. Thus, the effects of
weak localization (WL) and weak antilocalization (WAL) in graphene are examined.
This is followed by a discussion of spin transport in graphene, which is influenced
by SOC, mediated by various spin relaxation mechanisms. The chapter concludes
with a description of the spin-Hall effect (SHE) and previous experimental reports of
a possible SHE in hydrogenated graphene.

Chapters 5 and 6 represent the experimental part of the thesis. In chapter 5, SOC-
effects in weakly hydrogenated graphene are investigated. To this end, the charac-
terization of a method for hydrogenation of graphene and measurements of the WL
effect and the SHE in a Hall-bar configuration are presented. This is followed by re-
sults obtained in a device geometry that employs spin selective contacts. These allow
measurements of spin transport as well as a direct way to examine the SHE in this
system. Then, the chapter concludes with a discussion of the experimental results.

The possibility of proximity induced SOC is examined in chapter 6. Thus, after a
brief description of the sample fabrication steps, measurements in three different types
of heterostructures containing single or bilayer graphene and WSe2 are presented. In
structures with single or bilayer graphene covered with WSe2 on a SiO2 substrate,
measurements of the WAL-effect allows to characterize the SOC in these systems.
Also, the dependence of the induced SOC on an applied transverse electric in these
structures is investigated. This is followed by magnetotransport measurements in
bilayer graphene, which is encapsulated with WSe2 and hBN. Here, the emphasis lies
on the limiting factor of the WSe2 substrate on the electron mobility of the device.
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2 Basic Properties of Graphene
In this chapter, basic properties of the materials investigated in this thesis are dis-
cussed. The crystal and band structure of single and bilayer graphene are introduced
in sections 2.1 and 2.2. Then, characteristics of spin-orbit coupling for the cases of
pristine graphene, hydrogenated graphene and heterostructures containing graphene
and transition metal dichalcogenides, are discussed in section 2.3.

2.1 Single Layer Graphene
2.1.1 Crystal Structure
Graphene is the two dimensional allotrope of carbon arranged in a hexagonal lat-
tice. The four valence electrons of carbon form the ground state configuration 2s22p2.
However, the energetically higher configuration 2s1p3 allows the formation of hybrid
orbitals by mixing of the 2s and 2p states. In molecules or solids the subsequent
formation of covalent bonds can be sufficient to overcome the excitation energy.

For the case of graphene three of the four valence electrons form sp2 hybrid orbitals.
In order to maximize the overlap of the wave functions (and therefore the binding en-
ergy), these electrons form σ-bonds, which are oriented in one plane and are separated
by angles of 120 °. As depicted in figure 2.1 (a), the resulting lattice is a hexagonal lat-
tice with a basis containing two carbon atoms, also termed honeycomb lattice. These
two nonequivalent sites form the sublattices A and B. The corresponding reciprocal
lattice, shown in figure 2.1 (b) is also a hexagonal lattice [44, 45].

The remaining valence electron of each carbon atom, situated in the pz-orbital
perpendicular to the film plane, forms metallic π-bonds, which are delocalized. While
the crystal structure and the high mechanical stability of graphene are due to the
formation of the σ-bonds, its electronic properties (see section 2.1.2) are largely caused
by the π-bonds [44, 45].

2.1.2 Band Structure
The band structure of graphene can be calculated using the tight-binding method.
This was first done by Wallace as a starting point for the calculation of the band
structure of graphite [46]. Here, the Bloch-functionsΨA,B situated on sublattices A
and B, are expressed as a linear combination of the atomic pz-states Φ(r) [46, 47]:

ΨA,B(q, r) = 1√
N

∑
RA,B

eiqRA,B Φ(r −RA,B) (2.1)

5
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Figure 2.1: (a) Lattice structure of graphene. The two hexagonal lattices A (blue
circles) and B (yellow circles) form the honeycomb lattice. (b) Corresponding Brillouin
zone. Adapted from [43].

with q being the wave vector, N being the number of unit cells and the sum going
over all atom locations RA,B, belonging to sublattices A or B.

Considering hopping between nearest neighbors (between atoms on the nonequiva-
lent sublattice sites A and B in figure 2.1 (a)) only, the tight-binding Hamiltonian in
the basis of the Bloch-states ΨA and ΨB reads [45]:

H0(q) =
(

0 tS(q)
tS∗(q) 0

)
(2.2)

with the nearest neighbor hopping parameter t ≈ 2.8 eV [43] and:

S(q) =
∑
δ

eiqδ = 2 exp
(
iqxa

2

)
cos

(
qya
√

3
2

)
+ exp (−iqxa) (2.3)

Here, the sum is over the nearest neighbors δ (see figure 2.1 (a)) and a = 1.42 Å is the
nearest neighbor distance. By solving det[H−E(q)] = 0 the energy dispersion can be
obtained [45, 46]:

E(q) = ±t|S(q)| = ±t

√√√√3 + 2 cos
(√

3qya
)

+ 4 cos
(√

3
2 qya

)
cos

(3
2qxa

)
(2.4)

For the low energy range compared to the Fermi-energy, this gives a good approxi-
mation to the electronic band structure, displayed by the blue curve in figure 2.2 (a)
and in figure 2.2 (b). As can be seen, the two bands (+ and − branches in equation 2.4)
touch each other at the two nonequivalent points q = K and q = −K in figure 2.1 (b).

In pristine, undoped graphene, the Fermi energy lies directly at the intersection
of these bands, and the bands therefore correspond to the valence (− branch) and
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Figure 2.2: (a) Band structure of pristine graphene. Red lines are bands comprised
of σ-states and the blue lines are bands comprised of π-states. Adapted from [48]. (b)
Energy spectrum of graphene with zoom-in to one of the K-points. Adapted from [43].

conduction (+branch) bands. Expanding equation 2.2 around the points q = κK,
with κ = ±1 being the so called valley index, gives [45]:

HκK = ~vF
(

0 κkx − iky
κkx + iky 0

)
= ~vF (κkxσx − kyσy) (2.5)

Here, vF = 3ta/(2~) ≈ 1 ·106 m/s [44] denotes the Fermi velocity and k = q−κK with
|k| � |K|. Further, the Pauli-matrices σ = (σx, σy, σz) are acting on the sublattice
space (A,B) and the eigenvalues of σ are called pseudospin.

Following equation 2.5 the dispersion relation close to the Fermi energy reads:

E(k) = ±~vF |k| (2.6)

Due to this linear energy dispersion, as seen in the zoom-in in figure 2.2 (b), the points
q = κK are termed Dirac-points or charge neutrality points (CNP).

2.2 Bilayer Graphene

2.2.1 Crystal Structure
Bilayer graphene consists of two single graphene layers that are bound by the weak van
der Waals attraction. As depicted in figure 2.3 (a), there are now four nonequivalent
lattice points A1, B1, A2, B2 belonging to sublattices A and B and to the layers 1 and
2.

2.2.2 Band structure
From figure 2.3 (a), it can be seen that the sites A1 and B2 lie exactly on top of each
other, therefore giving the dominant hopping parameter t⊥ between the two layers [45,
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Figure 2.3: (a) Crystal structure of bilayer graphene. Taken from [41]. (b) Band
structure of bilayer graphene close to the K-points without (left) and with (right) a
transverse electric field. Taken from [49].

50]. Equivalent to equation 2.2, the Hamiltonian in the basis of pz-states located on
the sublattices A1, B1, B2, A2 (analog to equation 2.1) can be written as [45]:

H0(q) =


0 tS(q) t⊥ 0

tS∗(q) 0 0 0
t⊥ 0 0 tS∗(q)
0 0 tS(q) 0

 (2.7)

The resulting energy dispersion:

E(q) = ±t⊥2 ±
√
t2⊥
4 + t2|S(q)| (2.8)

corresponds to 4 energy bands with two independent± signs. These bands are depicted
on the left side of figure 2.3 (b), in the vicinity of the CNP-points. The two bands
closest to the Fermi energy are comprised of pz-states located on the two lattice sites
B1 and A2 in figure 2.3 (a) that are only weakly coupled [50, 51]. The low energy
Hamiltonian close to the CNP-points in the basis of these states therefore is [45, 51,
52]:

HκK = ~2

2m∗

(
0 (κkx − iky)2

(κkx + iky)2 0

)
(2.9)

The energy dispersion for these two bands close to the Fermi-energy reads as:

E(k) = ±~2|k|2

2m∗ (2.10)

The two high energy bands in figure 2.3 (b) originate from states located on the lattice
sites A1 and B2. The direct interlayer hopping between these sites causes a shift of
around 400meV from the Fermi energy. These bands can therefore be ignored when
considering charge or spin transport [41].

8



Chapter 2. Basic Properties 2.3. Spin-Orbit-Coupling

Instead of the linear dispersion in equation 2.6, bilayer graphene shows a parabolic
dispersion with a small effective mass ofm∗ = t⊥/(2v2

F ) ≈ 0.054me [50], withme being
the free electron mass.

Applying an external field perpendicular to the bilayer graphene lattice induces a
potential energy difference 2ΛE between the two layers. The Hamiltonian in equa-
tion 2.9 then becomes [53, 54]:

HκK =
(

ΛE
~2

2m∗ (κkx − iky)
2

~2

2m∗ (κkx + iky)2 −ΛE

)
(2.11)

The corresponding energy dispersion close to the CNP-points is depicted on the right
side of figure 2.3 (b). As can be seen applying a difference in potential energy between
the two layers opens an energy gap of Egap = 2ΛE at the CNP-points [52, 55].

2.3 Spin-Orbit-Coupling
Spin-orbit-coupling (SOC) is a relativistic correction to the classical Schrödinger equa-
tion and can be described by [56]:

HSO = ~
4m2

ec
2 (∇V × p) · s (2.12)

with me being the free electron mass and s a vector with the Pauli matrices (sx, sy, sz)
describing the real spin as components. It reflects that an electron moving in an electric
potentialV (r) experiences a corresponding magnetic field, acting on the spin degree
of freedom. In atoms, V (r) refers to the Coulomb potential of the nuclei and other
electrons, while in solids V (r) corresponds to the periodic crystal lattice potential.
Further, other internal or external electric fields can produce additional SOC [32].

In solids SOC can influence the band structure as well as spin transport properties.
However, in reality the exact crystal field V (r) and therefore HSO is unknown. While
the specific SOC terms in the Hamiltonian can in principle be deduced by symmetry
considerations, its overall value has to be calculated by numerical methods.

In the following chapter the various possible SOC terms in graphene with different
symmetries are shown. For the derivation of these terms see [57, 58]. Then, SOC for
the specific cases of pristine graphene, hydrogenated graphene and graphene/WSe2
heterostructures is considered.

2.3.1 SOC Terms in Graphene
Including the electron spin into the consideration, the Hamiltonian from equation 2.5
describing the orbital motion for single layer graphene becomes:

Horb = ~vF (κkxσx − kyσy)s0 (2.13)

now with the 4-component basis A↑, A↓, B↑, B↓, where ↑ and ↓ denotes the spin
polarization in z-direction and s0 being the identity matrix in spin space.

9
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While the specific SOC-terms in graphene can be modeled by a tight binding ap-
proach, the parameters and therefore the magnitude of the SOC-terms are determined
by density-functional theory (DFT) simulations. For the tight binding approach, spin
conserving and spin flipping on-site, nearest neighbor and next-nearest neighbor hop-
ping processes have to be taken into account. However, many of these hopping terms
can be ruled out when considering the given symmetry of graphene. In turn, this means
that additional SOC-terms in the overall Hamiltonian can be induced by breaking spe-
cific symmetries of the system [57].

Intrinsic SOC

Considering the symmetry of the system, it can be shown that for perfect pristine
graphene, SOC can only mediate spin conserving next nearest hopping. The only
allowed SOC term therefore is [57, 59]:

HI = κΛIσzsz (2.14)

This so called intrinsic SOC term was first predicted by Kane and Mele [59] and is
therefore often termed Kane-Mele SOC.

Bychkov-Rashba SOC

Applying a transverse external electric field or the presence of a substrate breaks the
z/− z mirror symmetry as well as space inversion symmetry. Then, also spin flipping
nearest neighbor hopping is allowed, which leads to the so called Bychkov-Rashba
term [57, 59]:

HBR = ΛBR(κσxsy − σysx) (2.15)

SOC due to principal plane mirror asymmetry

Breaking of the z/−z-mirror symmetry further allows spin flipping next-nearest neigh-
bor hopping. This leads to the SOC term [36, 57]:

HPIA = ΛPIAσ0(kxsy − kysx)aL (2.16)

with aL =
√

3a = 2.46 Å being the lattice constant of graphene. Contrary to HBR,
HPIA is also present if the z/− z-mirror symmetry is broken but inversion symmetry
is not (this is the case for so called miniripple graphene, graphane or materials such as
silicene) [57]. In that case there is a sign-difference between the terms for the different
sublattices σ0 → σz. Due to its occurrence in different systems, HPIA was termed
pseudospin inversion asymmetry [36], intrinsic Rashba [60] or most fittingly principal
plane mirror asymmetry induced SOC [57].

10
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SOC due to sublattice asymmetry

Placing graphene on a substrate such as WSe2 can lead to a difference of the aver-
age environment of the two sublattices A and B. In this case equation 2.14 becomes
sublattice dependent, giving rise to sublattice dependent factors ΛA

I and ΛB
I [40, 57,

61]:
H
A/B
I = κ

2 [ΛA
I (σz + σ0) + ΛB

I (σz − σ0)]sz (2.17)

Further, the presence of the substrate induces HBR as well as HPIA with the lattice
dependent factors ΛA

PIA and ΛB
PIA [40, 61]:

H
A/B
PIA = aL

2 [ΛA
PIA(σz + σ0) + ΛB

PIA(σz − σ0)](kxsy − kysx) (2.18)

It has to be noted that for the case of sublattice symmetry ΛA
I = ΛB

I and ΛA
PIA =

−ΛB
PIA leading to HA/B

I = HI and H
A/B
PIA = HPIA. Further, ΛBR can not be sublat-

tice dependent, since it results from nearest neighbor hopping (therefore connecting
sublattices A and B).

2.3.2 SOC in Pristine Graphene
In pristine graphene only the intrinsic SOC is present and near the K-points the
effective Hamiltonian is:

HκK = ~vF (κkxσx − kyσy)s0 + κΛIσzsz (2.19)

with the corresponding energy dispersion [62]:

E(k) = ±
√

Λ2
I + ~2v2

F |k|2 (2.20)

As can be seen in figure 2.4 (a) HI induces a bandgap of Egap = 2ΛI at the κK-points.
Further, due to the presence of both time reversal and space inversion symmetry:

E(k, ↑) = E(−k, ↓) = E(k, ↓) (2.21)

This means that both conduction and valence bands are spin degenerate. Close to the
CNP-points, the conduction and valence bands therefore are built from pairs of states
(A↑, B↓) and (B↓, A↑) that are split by Egap = 2ΛI [57].

Due to the SOC induced bandgap, pristine graphene was regarded as a model
system for the quantum spin-Hall effect [59] with the bulk being insulating and spin
polarized conducting edge states. Further, Kane and Mele gave an estimation of
ΛI ≈ 100 µeV, which corresponds to an experimental accessible temperature of T =
2ΛI/kB = 2.4K. However, later calculations showed ΛI to be much smaller.

SOC requires mixing of states with different magnetic quantum number (orbital
momentum) and spin. However, in graphene the π-states close to the Fermi energy are
comprised of pz-states which have the same magnetic quantum number. Due to their
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Λ <ΛBR I
(b)Λ =0BR(a)

2ΛI

Λ =ΛBR I
(c) Λ >ΛBR I(d)

Figure 2.4: Band-structure of pristine graphene close to the K-points for different
values of ΛI and ΛBR. The red (η = 1) and blue (η = −1) curves denote different spin
species. As can be seen ΛBR induces spin splitting of the bands and a bandgap at k = 0
can only be observed for ΛBR < ΛI . Adapted from [62].

large separation in energy (see figure 2.2 (a)) compared to the SOC-strength in atomic
carbon, mixing with the σ-states is greatly reduced. Tight binding studies including
the π- and σ-bands predicted an intrinsic SOC-gap of only 2ΛI ≈ 1 µeV [63–65]. If
mixing between the pz- and d-orbitals is also considered, the SOC was estimated to be
in the range of 2ΛI = 24− 50 µeV [62, 66, 67], which is still three orders of magnitude
smaller than the SOC-strength of an isolated carbon atom 2ΛC ≈ 10meV. This is in
agreement with recent electron spin resonance measurements, performed by Sichau et
al., where an intrinsic SOC in graphene of 2λI = 42 µeV was found [68].

Applying external gate voltages by doping or charges in the substrate or capping
layer can cause a perpendicular electric field. This field breaks z/−z-mirror symmetry
and in turn introduces additional terms to equation 2.19, as described in section 2.3.1:

HκK = Horb +HI +HBR +HPIA (2.22)

with the following eigenspectrum [57]:

E(k) = ηΛBR ±
√

(ΛI + ηΛBR)2 + (~vF − ηΛPIAaL)2|k|2 (2.23)

where η = ±1 corresponds to different spin states (shown as red and blue in figure 2.4).
ΛBR causes a spin dependent splitting of the bands of 2ΛBR at the κK-points [62].

Further, ΛBR reduces the band gap invoked by ΛI and closes it for ΛBR ≥ ΛI , as can
be seen in figure 2.4 (b)-(d).

ΛBR is expected to be linear with the applied electric field E and was first estimated
to be 2ΛBR/E = 0.5 µeVnm/V [59]. Later calculations produced values of 2ΛBR/E =
133 µeVnm/V [63] and 2ΛBR/E = 10 µeVnm/V [62]. The microscopic origin of ΛBR

is the atomic Stark-effect, which induces mixing of π- and σ-states [62, 63, 67].
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x

y

z

Figure 2.5: Illustration of hydrogenated
graphene. The (red) hydrogen bonds at the
top-position to one of the carbon atoms in
graphene. The following change from sp2-
to sp3-hybridization leads to a local dis-
tortion of the graphene lattice. Adapted
from [57].

The existence of the ΛPIA-term causes a renormalization of the Fermi velocity
v′F = vF − ηΛPIAaL/~ and leads to additional spin splitting for k 6= 0 [58]. However
for realistic values ΛPIA ≈ ΛBR and close to the κK-points with |k| � 1/aL both
effects can be neglected for the case of pristine graphene.

In bilayer graphene SOC was predicted to be of the same magnitude as in single
layer graphene [69]. For both cases SOC is much too weak for efficient charge to spin
conversion as well as spin manipulation through an electric gate. For such purposes,
methods to increase SOC in graphene will be explored in the following sections.

2.3.3 SOC in Hydrogenated Graphene

As discussed in section 2.3.2, the large discrepancy of the SOC-strength in atomic
carbon (2Λ = 10meV) and pristine graphene (2ΛI = 24−50 µeV) is due to the reduced
mixing of the π- and σ-states. Atomic hydrogen has been reported to covalently bond
to graphene in a way that changes the sp2-hybridization of the carbon atoms to sp3-
hybridization [11, 48]. As shown in figure 2.5, the hydrogen atom (red in figure 2.5)
bonds in the so called top position, which pulls the corresponding hydrogenated carbon
atom out of plane. This leads to a local deformation of the graphene lattice which
induces the required mixing of π- and σ-states [35].

In this work graphene samples, with only small concentrations of hydrogen, were in-
vestigated (amount of H/C≈ 0.01 %). In this dilute case, SOC induced by the bonded
hydrogen can therefore only be considered locally (in the vicinity of the bonded hy-
drogen atom). Theoretically, this is done by investigating a corresponding graphene
supercell with one bonded hydrogen atom, where the hydrogen concentration can be
controlled by adjusting the size of the supercell. Density functional theory (DFT)
calculations by Gmitra et al. showed that in such a system, the local SOC-terms
ΛI = −0.21meV, ΛBR = 0.33meV and ΛPIA = −0.77meV, according to section 2.3.1,
are induced [36].

13



2.3. Spin-Orbit-Coupling Chapter 2. Basic Properties

(a) (b)

Figure 2.6: Sketch of a WSe2/graphene heterostructure in (a) side-view and (b) top-
view. Here, gray denotes carbon, green tungsten and yellow selenium atoms. Taken
from [61].

2.3.4 Proximity Induced SOC in Graphene
Inducing SOC in graphene with adatoms has the disadvantage of also increasing elec-
tron scattering and therefore decreasing the electron mobility. A different method for
increasing SOC in graphene is to put graphene in contact with a material with high
SOC-strength. Then, weak hybridization between the graphene pz-orbitals and the
orbitals of the high SOC-substrate leads to increased global SOC in graphene [40, 61,
70].

For this, the so called transition metal dichalcogenides (TMDs) are especially suit-
able. Similar to graphene and hexagonal boron nitride (hBN), TMDs are layered ma-
terials and can therefore be exfoliated into two dimensional flakes. As with graphene/
hBN [5, 71], a van der Waals pick-up technique can be used to fabricate graphene/
TMD heterostructures with atomically smooth and clean interfaces [72, 73]. Hence,
heterostructures with graphene fully encapsulated between either two TMDs or be-
tween one TMD and hBN, have shown high electron mobilities [73, 74], similar to
the values found in hBN encapsulated graphene. Recently hBN/graphene/WSe2-
heterostructures have been shown to even surpass fully hBN encapsulated graphene in
terms of room temperature mobility [75]. Further, detailed Raman-measurements con-
ducted in TMD/graphene/hBN-heterostructures revealed a low amount of nanometer-
scale strain and doping variations in these devices, which indicates the suitability of
TMDs as high quality substrates for graphene [76].

Single Layer Graphene/WSe2 heterostructures

In this work SOC in heterostructures containing graphene and the TMD WSe2 are
investigated. One layer of WSe2 consists of a hexagonal lattice of tungsten (W) atoms
surrounded by two hexagonal lattices of selenium (Se) atoms (see figure 2.6).

WSe2 is a semiconductor with a direct bandgap of Egap ≈ 1.7 eV for the monolayer
and an indirect bandgap of Egap ≈ 1.2 eV in the bulk [77]. Further, due to the high
atomic mass of the tungsten atoms, WSe2 shows a rather large SOC-strength of 2Λvb ≈
450meV in the valence and 2Λcb ≈ −40meV in the conduction band [78].
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Γ K M Γ
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Figure 2.7: (a)Band structure of a single layer graphene/WSe2 heterostructure.
(b) Zoom-in to the CNP-point in (a). Blue and red dots denote different spin ori-
entations. Taken from [61].

Single layer graphene on top of a WSe2 monolayer is depicted in figure 2.6 from
side- (a) and top-view (b). As can be seen, graphene and WSe2 have different lattice
constants of aL = 2.46 Å for graphene and aL = 3.3 Å for WSe2 [78]. Due to this, atoms
of sublattices A and B in graphene, on average experience a different environment,
induced by the WSe2 substrate [40]. Therefore, a so called staggered potential of the
form Hst = Λstσzs0 has to be added to the orbital Hamiltonian in equation 2.5. The
presence of Hst leads to an orbital gap that is there even in the absence of SOC [40].

Weak mixing of the pz-orbitals of the graphene with the d-orbitals of the W-atoms
leads to an increased SOC in the graphene layer [40]. As discussed in section 2.3.1,
breaking of sublattice symmetry leads to different coefficients ΛI for the two sublattices
A and B. Also, the presence of the substrate breaks z/ − z-mirror symmetry and
therefore induces the terms HBR and H

A/B
PIA . The full low energy Hamiltonian for

single layer graphene on WSe2 reads:

HκK = Horb +Hst +H
A/B
I +H

A/B
PIA +HBR (2.24)

Employing DFT calculations on the supercell shown in figure 2.6 (b), Gmitra et al.
obtained the values: Λst = 0.54meV, ΛA

I = −1.22meV, ΛB
I = 1.16meV, ΛBR =

0.56meV, ΛA
PIA = −2.69meV and ΛB

PIA = −2.54meV [61].
The corresponding band structure around the Fermi-energy can be seen in figure 2.7.

The linear dispersion of graphene around the CNP-points shown in figure 2.7 (a), is pre-
served and lies well inside the bandgap of WSe2. Further, figure 2.7 (b) shows a zoom-in
to the CNP-point. Here, a pronounced splitting of the spin polarized bands (blue and
red dots in figure 2.7 (b)) can be observed. Further, figure 2.7 (b) reveals a band struc-
ture inversion at the CNP-point, which can lead to the occurrence of spin polarized
edge states [61, 79–82].

As pointed out by Cummings et al., for the comparison with experiments it can be
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more convenient to write equation 2.24 as [83]:

HκK = Horb +Hst +HI +HV Z +HBR +HPIA +H∆P IA
(2.25)

with:

HI = κΛIσzsz

HV Z = κΛV Zσ0sz

HPIA = ΛPIAσz(kxsy − kysx)aL
H∆P IA

= ∆PIAσ0(kxsy − kysx)aL

(2.26)

and ΛI = (ΛA
I + ΛB

I )/2, ΛV Z = (ΛA
I − ΛB

I )/2, ΛPIA = (ΛA
PIA + ΛB

PIA)/2 and ∆PIA =
(ΛA

PIA−ΛB
PIA)/2. Here, HI is the intrinsic SOC term, also present in pristine graphene

that opens a bandgap of 2ΛI at the CNP-point. Further, in this case ΛI is small com-
pared to ΛV Z due to the different signs of ΛA

I and ΛB
I . HV Z causes spin-splitting be-

tween up and down spins that is opposite for the different valleys κK and is therefore
called valley Zeeman term [83]. As in pristine graphene, HPIA leads to a renormaliza-
tion of the Fermi velocity, while H∆P IA

also causes spin splitting for k 6= 0 [57].
Since all SOC-terms in equation 2.24 depend on the average local environment of

the graphene atoms of different sublattices, the relative twist angle between graphene
and WSe2 was also predicted to be of importance [84–86].

Bilayer Graphene/WSe2 heterostructures

For heterostructures consisting of bilayer graphene and WSe2, SOC is predicted to
depend on the carrier type and an applied transverse electric field [41, 54]. As discussed
in section 2.2.2, close to the CNP-points, the low energy bands in bilayer graphene are
comprised of pz-states situated on the lattice sites B1 (marked red) and A2 (marked
blue) in figure 2.3 (a) that are not directly connected by interlayer hopping.

If bilayer graphene is in contact with WSe2 on one side only, then the two lattice
sites B1 and A2 experience a different average environment due to the different prox-
imity of the two layers to the WSe2. As discussed in section 2.2.2, the difference in
potential energy between the two layers corresponds to a built in internal transverse
electric field that was calculated to be Eint = 0.27V/nm (here, a electric field pointing
from WSe2 towards bilayer graphene is defined as positive) [41]. Then the diagonal
terms in equation 2.11 lead to a population imbalance of electrons between the two
layers [53]. In the case of, e.g. WSe2 below graphene, the B1-states are shifted down
in energy and form the valence band, while the A2-states are shifted up in energy
and form the conduction band with a bandgap between them. This is shown in fig-
ure 2.8 (d) where the red circles correspond to states located on the B1-sites and the
blue circles to states located on the A2-sites.

Since the atoms in the B1-lattice are much closer to the WSe2 than the atoms in
the A2-lattice, the B1-states are also expected to experience significantly higher SOC
due to proximity with WSe2. Indeed, as shown in figure 2.8 (d), a rather large spin
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Figure 2.8: Band structure of bilayer graphene/WSe2 heterostructures at different
external electric fields Eext close to the CNP-point. The red and blue circles correspond
to states located on the B1 and A2 sites in figure 2.3 (a). Taken from [41].

splitting of 2.2meV is observed in the valence band, while for the conduction band
intrinsic SOC is expected to be close to the value of 24µeV for pristine graphene [41].

The internal electric field can be compensated by a perpendicular external elec-
tric field Eext. Applying a positive external field increases the total electric field
Etot = Eint + Eext which further increases the bandgap (as shown in figure 2.8 (e)) as
expected for bilayer graphene (see section 2.2.2). For a negative Eext the bandgap can
be decreased for Etot > 0, fully closed for Etot = 0 (see figure 2.8 (c)) and reopened for
Etot < 0 (see figure 2.8 (b) and (a)).

Further, as can be seen in figure 2.8, for Etot < 0 the B1-states are now shifted up in
energy and the A2-states are shifted down in energy. Therefore, for a sufficiently large
negative Etot the valence band is now comprised of A2-states, which experience low
SOC-strength, while the conduction band is now comprised of B1-states with large
SOC-strength. As a result this means that at a fixed Fermi energy, either in the
conduction or the valence band, SOC can essentially be switched on and off by an
electric field [41].

This effect has been observed by Island et al. who employed capacitance measure-
ments to probe the band structure of bilayer graphene/WSe2 heterostructures [87].
They found a spin splitting at the CNP-points of 1.7− 2.0meV that was only present
in either the conduction or the valence band, depending on an applied perpendicular
electric field.

However, it has to be noted that this behavior is only valid close to the CNP-points.
At higher momentum k 6= 0, mixing between the A2 and B1-states occurs due to the
off-diagonal terms in equation 2.11. For a potential energy difference between the two
layers 2ΛE invoked by the transverse electric field Etot, the layer polarization is given
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by[53, 54]:
g1,2 = 1

2 ∓
ΛE

η
√

4Λ2
E + ~4k4

F/m
∗2

(2.27)

where ∓ corresponds to the layers 1 and 2 and η = ±1 to conduction and valence bands
and kF =

√
πn being the Fermi-momentum. Here, for g1 = 1 and g2 = 0 (g1 = 0,

g2 = 1) the electronic states at the Fermi-energy are completely comprised of states
belonging to layer 1 (2). Accordingly, at g1 = g2 = 1/2 both layers are equally popu-
lated. Therefore the SOC-strength can only be switched on and off with sufficiently
large electric fields and at sufficiently low charge carrier concentrations.
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3 Methods for the Characterization of
Graphene Samples

For materials with potential technological relevance, not only SOC plays an important
role, but also a high electron mobility is necessary. Therefore, charge transport prop-
erties are investigated in section 3.1. Further, as discussed in section 2.3.3, SOC can be
induced in graphene by creating defects that locally change the atomic configuration
to a sp3-hybridization. To investigate the number of such defects, Raman-scattering
can be employed and is therefore discussed in section 3.2.

3.1 Charge Transport in Graphene
Charge transport in graphene at finite charge carrier density n can be described by
the Drude model. Here, the electrical conductivity is [88, 89]:

σ = ne2τp
m∗

= neµ (3.1)

with µ = eτp/m
∗ being the charge carrier mobility and τp being the momentum re-

laxation time. Although the linear dispersion relation of graphene in equation 2.6
describes Dirac-fermions with zero rest mass, the charge carriers experience a nonzero
dynamic or cyclotron mass of m∗ = mc = ~kF/vF , with the Fermi-wavelength kF =√
πn [90]. Then, the mean free path can be calculated to be λp = τpvF . Further,

applying the Einstein relation σ = e2g(EF )D, with g(EF ) being the density of states
of graphene at the Fermi energy, gives the diffusion constant [91]:

D = v2
F τp
2 = vFλp

2 = ~vFµ
2e
√
nπ (3.2)

Another important property is the elastic scattering time τe. In graphene it was
shown that momentum relaxation is dominated by elastic scattering at long range
(compared to the lattice constant aL) scatterers [92, 93]. Thus, the momentum and
elastic scattering times τp and τe are expected to be on the same order of magni-
tude. For graphene on SiO2 the relation τp/τe = 1.8 was found [94]. Contrary, in
graphene fully encapsulated with hBN a ratio of τp/τe = 7.4 was obtained [95]. This
was attributed to the occurrence of small angle scattering, which does not affect the
momentum scattering time.
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Electric Field Effect in Graphene

Applying a voltage Ug between graphene and either a back- or topgate can be used
to vary the charge carrier concentration and, according to equation 3.1, the conduc-
tivity of graphene [1]. In this work the graphene devices are placed onto a highly
doped conducting silicon substrate covered by a 285 nm thick SiO2 layer. If the sep-
aration between the graphene and the gate is smaller than the lateral dimension of
the graphene flake, then this system can be described by the model of a simple plate
capacitor. This means that the charge carrier density induced by the gate voltage Ug
can be described by:

n = Cg
(Ug − U0)

e
= ε0εr

de
(Ug − U0) (3.3)

with Cg = ε0εr/d being the gate coupling and the electric constant ε0, while εr and d
are the dielectric constant and the thickness of the insulating layer. Here, U0 denotes
the offset voltage, corresponding to an initial charge carrier density n0 induced by
doping by the environment.

For the case of heterostructures containing multiple dielectrics such as SiO2, hBN
or WSe2 between gate and graphene, the gate coupling has to be modified to:

Cg =
(∑

i

1
Ci

)−1

(3.4)

with Ci being the gate coupling of each dielectric layer.
Inducing charge carrier density in graphene by applying a gate voltage populates or

depopulates the electronic states and therefore effectively shifts the Fermi energy. This
is illustrated by the insets of figure 3.1, where the Fermi-energy EF is shifted either
into the conduction or valence band by applying positive or negative gate voltages.
Therefore, in graphene the charge carrier type at the Fermi-energy can be changed
from electron to hole-type.

Further, according to equation 3.1, the conductivity in graphene can then be con-
trolled by applying a gate voltage with:

σ = Cgµ(Ug − U0) (3.5)

Figure 3.1 shows the typical dependence of the resistivity ρ = 1/σ ∝ 1/Ug on the gate
voltage in graphene. Notably the resistivity at Ug − U0 = 0V, corresponding to zero
charge carrier density according to equation 3.3, shows a finite value. This behavior
was shown to be caused by a spatially inhomogeneous potential landscape, which
induces areas in the graphene with a nonzero density of either holes or electrons [96,
97]. Then a nonzero conductivity can be observed, despite the overall net charge
carrier density being zero n = 0. Ug − U0 = 0 is therefore termed charge neutrality
point (CNP). Since these so called electron-hole puddles are caused by disorder, the
width of the charge neutrality region (the induced charge carrier density range close
to the CNP, where σ does not show a linear dependence on n) can also be employed
to characterize the transport quality of graphene [93, 98].
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U (V)g

Figure 3.1: Electric field effect in
graphene. Applying a gate volt-
age changes the charge carrier den-
sity and therefore the resistivity of
graphene. ρ(Vg) shows a finite value
at zero net charge carrier density.
The corresponding positions of the
Fermi-energy at different gate volt-
ages are shown in the insets. Here,
occupied states are shown blue, while
unoccupied states are red. Taken
from [2].

Charge Carrier Density and Electric Field in Dual Gated Graphene

Employing both a back- and a topgate allows to independently control the charge
carrier density as well as the external perpendicular electric field in graphene. Applying
voltages between graphene and backgate Ubg and between graphene and topgate Utg
produces the bottom and top electric displacement fields [49]:

Db = Ubg − Ub0
ε0

Cb, Dt = −Utg − Ut0
ε0

Ct (3.6)

Here, Cb,t denote the gate coupling of back and topgate dielectrics and Ub0,t0 are the
offset voltages due to doping by the environment.

Then, the charge carrier density n depends on the difference between Db and Dt,
while the displacement field applied to the graphene is the average of the two [49]:

n = Db −Dt

e
ε0, D̄ = Db +Dt

2 (3.7)

By simultaneously changing Ubg and Utg it is therefore possible to change the charge
carrier density (shifting the Fermi energy) at constant electric field, or applying a
variable perpendicular electric field at constant charge carrier density. Importantly,
by this definition a positive D̄ points from backgate to topgate.

3.2 Raman-Spectroscopy in Graphene
Raman-spectroscopy has long been used to study carbon systems [99, 100]. In graphene
Raman measurements can be employed as a non destructive tool to investigate the
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number of layers, doping level and disorder [101, 102]. Relevant to this work, Raman-
spectra are sensitive to the number of atomically sharp defects, such as bonded hy-
drogen atoms, and can therefore be used to monitor the hydrogenation process in
chapter 5.

Raman scattering is an inelastic process, by which excitations in molecules or solids
can be probed. For the purpose of this work monochromatic light is used to create
electron-hole pairs in graphene. These can then undergo transitions by either creating
or annihilating phonons. The electrons and holes can occupy and be scattered into
real as well as virtual (not stationary) states, whereas transitions involving real states
are resonant and therefore have a higher probability. The energy of the upon recom-
bination emitted photons then differs from the incident photons by the energy of the
involved phonons. Analysis of the spectrum of the scattered light can then be used to
investigate the vibrational modes as well as the electronic states of graphene [103].

For this process both energy and momentum have to be conserved, meaning:

ωin = ωsc ± ωPh kin = ksc ± kPh (3.8)

with ωin,sc and kin,sc being the angular frequency and wave vector of the incoming
and scattered photons. Further, ωPh, kPh describe the excitation in the investigated
material, with ± corresponding to the creation and annihilation of a phonon. Since
the wave length of incoming and scattered photons are large compared to the lattice
constant, only excitations with kPh ≈ 0 are allowed in this process. This leaves
excitations close to the Γ-point of the phonon dispersion. However, phonon modes
with kPh 6= 0 are also possible if the corresponding momentum is compensated by
either another phonon or by elastic scattering of the involved charge carriers [103].

In graphene the most prominent features in the Raman-spectra are the so called
G-, D-, 2D (also called G’ in older literature)- and D’-peaks. Examples for the cor-
responding transitions (multiple combinations of different real and virtual states are
possible) are shown in figure 3.2. Here, an electron-hole pair is created by a pho-
ton (blue arrows). The electron-hole pair is then scattered by phonons (black arrows)
or defects (green arrows) and consequently recombines upon emitting a photon (red
arrows).

G-Peak

The G-peak at a wavenumber of νG ≈ 1580 cm−1 in the Raman-spectrum, is caused by
a transition at the Γ-point of the phonon dispersion (vertical transition in figure 3.2),
satisfying equation 3.8. It corresponds to an inplane stretching of the σ-bonds and
is therefore present in all sp2 hybridized carbon forms. Further, the intensity of the
G-peak is sensitive to the number of these bonds and can therefore be used to estimate
the number of illuminated carbon atoms [104].

Due to electron-phonon interactions, also the phonon energy and therefore the
wavenumber ν of all peaks can depend on the Fermi level position [102]. This is most
pronounced for the G-peak where increased doping (both n- and p-type) leads to an
increase of the peak wavenumber νG as well as to a decrease of the G-peak width [101,
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Figure 3.2: Schematic transi-
tions in the electron dispersion
corresponding to the G-, D-,
2D- and D’-peaks in the Raman-
spectrum of graphene. Scatter-
ing by phonons (black arrows)
leads to a difference in energy
between the incident (blue ar-
rows) and the scattered pho-
tons (red arrows). For the oc-
currence of the D-and D’-peaks,
elastic scattering (green arrows)
has to be involved. Adapted
from [103].

105]. However, an increased G-peak linewidth can also correspond to increased disor-
der in defective graphene [100, 106].

2D-Peak

Contrary to the G-peak, the D- and 2D-peaks are due to a transition at the ±K
points of the phonon dispersion. This phonon mode corresponds to the breathing
modes in sp2-hybridized rings [103]. Due to the nonzero momentum of the involved
phonon, a second transition is necessary to fulfill the conservation of momentum in
equation 3.8. For the 2D-peak at wavenumber ν2D ≈ 2700 cm−1 the momentum of the
involved phonon kPh is compensated by a second phonon with opposite momentum
−kPh.

The shape of the 2D-peak in the Raman-spectrum depends on the number of layers.
While a single sharp 2D-peak can be observed in single layer graphene, the 2D-peak
in bilayer graphene consists of four individual peaks with slightly different ν2D merged
together. The reason for this are the four bands in the electron dispersion of bilayer
graphene shown in figure 2.3 (b) [107]. Thus, an evaluation of the shape of the 2D-peak
can be employed to identify single, bilayer and few layer graphene.

As for the G-peak, the 2D-peak position depends on the Fermi-level position in
graphene. However, while the G-peak only depends on the overall amount of doping,
the 2D-peak position also depends on the doping type. It was reported that the 2D-
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peak wavenumber ν2D is increased for p-type doping, while a decrease of ν2D was
observed for n-type doping [106]. Hence, comparing the G- and 2D-peak positions
allows to determine the amount and type of doping in graphene [106, 108].

The linewidth of the 2D-peak was shown to be a sensitive tool to probe nanometer-
scale strain variations in graphene [109, 110]. Scattering at these strain variations was
indicated to be the dominant factor for limiting the charge carrier mobility in high
quality graphene [93]. Therefore, the 2D-peak linewidth was employed to investigate
possible substrates such as WSe2, for high mobility graphene devices [76].

D-Peak

The D-peak originates from a transition with only one involved phonon and therefore
occurs at a wavenumber νD ≈ 1350 cm−1 that is about half of the 2D-peak. To satisfy
equation 3.8, the momentum kPh of this phonon is compensated by elastic intervalley
scattering (between the nonequivalent valleysK and −K) of the charge carriers [103].

Intervalley scattering occurs at atomically sharp defects, such as sp3-hybridized
defects (e.g. bonded hydrogen atoms), vacancies and edges. Thus, the D-peak can not
be observed in pristine graphene and the absence of a D-peak in the Raman-spectra is
seen as an indication for high quality (defect free) graphene. However, the sensitivity
of the D-peak intensity on the number of such defects, allows the characterization of
modified graphene and graphene edges.

The occurrence of a D-peak in polycrystalline graphite was first investigated by Tu-
instra and Koenig. They found the relation LA ∝ (ID/IG)−1 for the relative intensity
of the D-peak, where LA denotes the average size of unperturbed carbon crystal-
lites [100]. This relation can however not be used for randomly distributed point-like
defects in graphene. Such defects were studied by Cancado et al. by investigating
Ar+-ion bombarded graphene samples [111]. Here, the relation:

L2
D(nm2) = (1.8± 0.5)× 10−9λ4

L

(
ID
IG

)−1
(3.9)

was found empirically, with λL being the laser wavelength (in nanometers) and LD
being the average defect distance.

The dependence of ID/IG (multiplied by the fourth potency of the laser excita-
tion energy E4

L) on LD is shown in figure 3.3. As can be seen ID/IG follows equa-
tion 3.9 (black curve in figure 3.3) only in the regime of relatively low defect density.
In this case the average distance between defects LD is large and the contribution of
each defect sums up independently. Then, ID is proportional to the number of defects
illuminated by the spot of the employed excitation laser and IG is proportional to the
number of illuminated carbon atoms [111]. At higher defect density LD becomes com-
parable to the average distance an electron-hole pair travels before scattering with
the corresponding phonon. Then, scattering at multiple defects during the Raman
scattering process becomes increasingly important leading to a saturation of ID at
low LD [111]. Further, at high defect concentration, the perturbation of the graphene
lattice changes the phonon dispersion as well as the band structure of graphene [112].
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Figure 3.3: Dependence of the
relative D-peak intensity ID/IG
on the average defect distance
LD at different laser excitation
energies EL. With increasing
defect density (decreasing LD)
ID/IG increases for LD > 4 nm
and decreases at higher de-
fect density. Equation 3.9 (solid
black line) describes the exper-
imental data in the low defect
density regime. The gray shaded
area marks the margin of experi-
mental error. Taken from [111].

This causes a broadening and a decrease of intensity of the D-peak. Consequently,
as shown in figure 3.3, ID/IG decreases in this regime. The transition between low
and high defect densities occurs at LD ≈ vF/ωD ≈ 4 nm, with ωD being the angular
frequency of the D-peak [112].

D’-Peak

Another defect activated peak in the Raman-spectrum of graphene is the D’-peak
at νD′ ≈ 1620 cm−1. In this case, as shown in figure 3.2, the nonzero momentum of
the phonon responsible for the D’-peak is compensated by elastic intravalley scatter-
ing (between states of the same valley).

Contrary to the D-peak, it was reported that the D’-peak intensity ID′ is sensitive
to the microscopic geometry and therefore to the type of atomically sharp defects. The
ratio ID/ID′ therefore can in principle be used to differentiate between different kinds
of these defects, such as sp3-hybridized defects and vacancies [112, 113]. However,
the close position of the D’- and the G-peak in the spectrum makes it difficult to
accurately evaluate ID′ , since D’- and G-peak merge together even at moderate defect
density. Further, since ID′ is sensitive to the defect geometry, it is expected that
possible clustering of defects, such as bonded hydrogen in this work, affects ID and
ID′ differently, changing ID/ID′ .

Thus, Raman-spectroscopy is a valuable tool to investigate atomically sharp defects
in graphene. However, it can not reliably be employed to distinguish between the type
of these defects.
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4 Effects Invoked by Increased SOC
in Graphene

In the following, three phenomena are discussed that arise as a consequence of SOC and
therefore may be used as a sign for increased SOC. First, weak localization (WL) and
antilocalization (WAL) are discussed in section 4.1. Here, relatively large SOC can
influence the quantum mechanical interference of backscattered electrons. Further,
SOC also leads to increased spin relaxation that can be observed with electrical spin
injection and detection, as described in section 4.2. Lastly strong SOC can cause a
conversion between spin to charge current (and vice versa), which will be discussed in
section 4.3.

4.1 Weak Localization and Antilocalization in
Graphene

4.1.1 Phase Coherence and Weak Localization
One deficiency of the semiclassical Drude-model discussed in section 3.1, is that it
does not include phase coherent interactions between the charge carriers. Due to their
wave-like nature scattered electrons can in principle show interference, as long as the
phase coherence of the charge carriers is preserved during the scattering events. One
example of such an interference effect is so called weak localization [114].

In the diffusive regime the probability for an electron to be scattered from point R
to point R′ can be expressed as [91, 115]:

P (R,R′) =
∣∣∣∣∣∑
i

Ai

∣∣∣∣∣
2

=
∑
i

|Ai|2 +
∑
i 6=j

AiA
∗
j (4.1)

with Ai being the complex probability amplitude for every possible trajectory from R
to R′. Here, the first term on the right-hand side of equation 4.1 describes classical
diffusion, while quantum interference is accounted for by the second term. Considering
diffusive transport, the interference term cancels out for different start and end points
R 6= R′ due to the large number of possible trajectories with different phase relation.

However, this is not the case for backscattering with R = R′. Here, for every
trajectory A+

i there exists a time reversed path A−i , as depicted in figure 4.1. Due to
time reversal symmetry, the probability amplitudes of these paths have to be identical
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Figure 4.1: Schematic depic-
tion of backscattering through
different scattering paths. For
every scattering path A+

1 (black
solid arrows), A+

2 (blue solid ar-
rows), there exists a time re-
versed path A−1 (black dotted ar-
rows), A−2 (blue dotted arrows).
The scattering path A1 encloses
the area S1 (gray region).

+
A1

-A1

+A2

-A2

Bz

S1

A+
i = A−i = Ai. The backscattering probability for a given path is therefore [91, 116–

118]: ∣∣∣A+
i + A−i

∣∣∣2 =
∣∣∣A+

i

∣∣∣2 +
∣∣∣A−i ∣∣∣2 + A+

i A
−∗
i + A+∗

i A−i = 4 |Ai|2 (4.2)

which is twice as large as the classical contribution. This increased backscattering
reduces the overall conductivity and is therefore termed weak localization.

However, this is only valid for scattering paths Ai, for which the phase coherence
of the charge carriers is conserved during the scattering events. The average distance
over which this is the case is called phase coherence length λφ, which is related to the
phase coherence time τφ by λφ =

√
Dτφ, with D being the diffusion constant given by

equation 3.2.
τφ is limited by inelastic scattering processes such as electron-phonon and electron-

electron interactions [116]. At low temperatures, where lattice vibrations are negligible
in graphene, the electron-electron interaction is expected to be the dominating dephas-
ing process in graphene [115]. Here, the random motion of the charge carriers creates a
fluctuating potential, which acts as a source for inelastic scattering [118, 119]. For this
process τφ is expected to be inversely proportional with temperature τφ ∝ 1/T [120,
121]. Further, τφ is expected to increase with increasing charge carrier density [118,
119]. It is important to note that elastic scattering at static impurities does not destroy
phase coherence and therefore does not affect τφ [118].

The constructive interference of time reversed paths in equation 4.2 can be changed
by applying a magnetic field perpendicular to the scattering plane. The magnetic
field breaks time reversal symmetry and therefore causes an additional phase factor
A±i (Bz) = Aie

±iφAB
i that has opposite sign for A+

i and A−i . This so called Aharonov-
Bohm phase is proportional to the magnetic flux φm = BzSi enclosed by the scattering
path [122]:

φABi = eBzSi
~

= Si
λ2
B

(4.3)

with the magnetic length λB =
√

(~/eB) and Si being the area enclosed by the
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scattering path Ai. Then with an applied perpendicular magnetic field Bz, equation 4.2
becomes [118]:

∣∣∣A+
i + A−i

∣∣∣ = 2 |Ai|2 + 2 |Ai|2 cos
(2eBzSi

~

)
= 2 |Ai|2 + 2 |Ai|2 cos

(
2Si
λ2
B

)
(4.4)

Therefore, the interference term oscillates with the applied magnetic field. Fur-
ther, since φABi depends on the enclosed area Si, the oscillatory contribution for the
backscattered electrons also depends on the scattering path. An example for different
areas enclosed by different scattering paths is shown schematically in figure 4.1.

In a diffusive system many of these paths have to be considered. Therefore, when
calculating the magnetic field dependent weak localization correction to the conduc-
tivity, one has to integrate over different areas Si. Here, the integration limits are on
the order of Smin ≈ λ2

e, which is the smallest possible area enclosed by elastic scat-
tering and Smax ≈ λ2

φ, which describes the largest area over which phase coherence
is conserved [118]. However, in the presence of a magnetic field the interference con-
tribution of trajectories that enclose areas with Si > λ2

B essentially average out and
therefore do not contribute to the WL effect [91]. Consequently, the WL correction
to the conductivity is reduced for magnetic fields with λB < λφ and should vanish
completely for λB < λe. Therefore, the magnetic field dependence of the conductivity
can be employed to examine characteristic scattering times of a material, as will be
seen in the following sections.

4.1.2 Weak Localization and Antilocalization in Pristine Graphene
When applying the before mentioned considerations for weak localization to graphene,
one has to consider the unique properties of graphene. Due to the linear bandstruc-
ture, the charge carriers in single layer graphene are chiral with the helicity operator
σ ·p/p having the eigenvalues ±1 [115]. This means that the pseudospin (sublattice de-
gree of freedom) direction is either parallel or antiparallel to the momentum direction,
depending on the valley index and being opposite for electrons and holes. Backscatter-
ing as depicted in figure 4.1 corresponds to a semicircular rotation of the momentum
direction in k-space (from k to −k). Due to the chirality this also corresponds to a
rotation of the pseudospin direction (this is similar to the rotation of the real electron
spin under the influence of SOC as will be discussed in section 4.1.3). Then, the time
reversed paths in equation 4.2 both pick up a geometrical phase (or Berry phase) of
±π/2 that is opposite in sign for the different propagation directions [123, 124]. There-
fore, a phase difference between the time reversed paths of ∆φ = π has to be added
to equation 4.2, changing the interference from constructive to destructive. This leads
to reduced backscattering and an overall enhanced conductivity, which is therefore
termed weak antilocalization [125–127].

However, this is only the case if the scattering events do not change the valley
index of the charge carriers. Since the chirality is opposite for the different valleys
±K, the geometrical phase also depends on the valley index. Then, in the presence
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of intervalley scattering the acquired Berry phase essentially cancels out for scattering
paths with Si > λ2

iv with λiv =
√
Dτiv being the intervalley scattering length. Hence,

intervalley scattering reverts the interference condition to constructive interference
and restores weak localization if τiv < τφ [125–128].

Further, the linear dispersion with the corresponding chiral properties of the charge
carriers in graphene is only valid close to the CNP-points. At higher energy so called
trigonal warping (deviation from the linear dispersion) introduces asymmetry to the
dispersion relation. This breaks the effective time reversal symmetry in a single val-
ley (while real time reversal also changes the valley index) and therefore reduces inter-
ference of the time reversed paths [127]. This effect can be accounted for by the valley
conserving scattering time τw corresponding to this trigonal warping effect [128, 129].
Also, intravalley scattering at lattice dislocations such as ripples in graphene [130]
and atomically sharp defects [127] can destroy the chiral nature of the charge carriers,
which also breaks this effective single valley time reversal symmetry. These chirality
breaking scattering effects are characterized by the time τz. Combining these two scat-
tering mechanisms gives the scattering rate τ−1

∗ = τ−1
w + τ−1

z . Since the two different
valleys have opposite chirality and trigonal warping, strong intervalley scattering can
suppress these chirality breaking effects and restore WL [131].

Considering these effects, the weak localization correction to the conductivity was
calculated by McCann et al. to be [128]:

∆σ(B) = e2

πh

[
F

(
τ−1
B

τ−1
φ

)
− F

(
τ−1
B

τ−1
φ + 2τ−1

iv

)
− 2F

(
τ−1
B

τ−1
φ + τ−1

iv + τ−1
∗

)]
(4.5)

with F (z) = ln(z) + Ψ(1/2 + 1/z), the Digamma function Ψ(x) and τ−1
B = 4eDBz/~.

Experimentally a good fit between low field magnetoconductivity and equation 4.5
has been achieved [132, 133]. Since equation 4.5 depends on different scattering times,
WL can be employed to investigate the various scattering mechanisms in graphene. In
pristine single layer graphene a strongly suppressed WL effect has been observed due
to short τ∗ that was approaching the elastic scattering time τe [131, 133]. Comparing
WL- with Raman-measurements in graphene on hBN showed local strain variations
in graphene to be the dominant intravalley scattering mechanism limiting τ∗ as well
as τe [93, 98].

As mentioned above, WL can be restored by strong intervalley scattering. There-
fore, more pronounced WL has been observed in samples with small sample width due
to a higher importance of intervalley scattering at the sample boundaries [131]. Simi-
larly, patterned graphene with an etched antidot lattice has been shown to experience
WL with a small λiv, depending on the antidot-lattice period [134–136].

Another source for intervalley scattering are sp3-hybridizing defects such as at-
tached hydrogen-atoms (as discussed in section 3.2). Indeed, applying hydrogen to sin-
gle layer graphene has been shown to produce a large WL-effect followed by a transition
to strong localization at higher hydrogen exposure [137–139]. Together with Raman-
spectroscopy, this makes WL an ideal tool to characterize hydrogenated graphene
samples.
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Figure 4.2: (a) Transition from WL at long phase coherence time τφ to WAL at
short τφ. Here realistic values for single layer graphene of D = 0.05m2/s, τiv = 20 ps
and τ∗ = 0.5 ps were used in equation 4.5. (b) Decrease of WAL-peak with decreasing
τφ according to equation 4.7, with D = 0.05m2/s, τsym = 0.5 ps and τasy = 5 ps.

For the phase coherence time, the dependence with temperature τφ ∝ 1/T was
found. Further, τφ has been shown to decrease with increasing charge carrier den-
sity [131, 140]. This is consistent with electron-electron interaction being the domi-
nant dephasing effect. However, at low temperatures (or high charge carrier density)
an upper limit for λφ has been found. For narrow samples this was attributed to the
finite sample size as λφ approaches the sample width λφ ≈ W [131]. For larger samples
λφ has been shown to be limited by spin-flip scattering at magnetic impurities [141] (as
will be discussed in section 4.2.4). Further, Lundeberg et al. observed a decrease of
the phase coherence time when applying an inplane magnetic field [142]. This was at-
tributed to ripples in the graphene plane. Due to these ripples, the inplane magnetic
field generates an out-of plane component in the corrugated graphene. This leads to
a random additional Aharonov-Bohm phase that effectively causes dephasing of time
reversed paths.

The intervalley scattering length λiv was shown to be independent of temperature
and charge carrier density [140]. This is since λiv corresponds to the average distance
between static short range defects. Hence, by increasing temperature or decreasing
charge carrier density, a transition from τφ > τiv,∗ to τφ < τiv,∗ and therefore from
weak localization to weak antilocalization can be achieved. This behavior is shown in
figure 4.2 (a) for typical values for single layer graphene. As can be seen the WL dip
in the conductivity around Bz = 0T vanishes with decreasing phase coherence time
τφ. Further, at low τφ a transition from the WL-effect at low magnetic field to the
WAL-effect occurs. Experimentally, this transition has been observed by Tikhonenko
et al. [143].

For the case of bilayer graphene the above considerations have to be altered by the
fact that the Berry phase in bilayer graphene is twice that in single layer graphene [45].
Hence, the time reversed paths in equation 4.2 now experience a phase difference of
∆φ = 2π, which leads to constructive interference. As in single layer graphene, chiral-
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ity breaking intravalley scattering characterized by τ∗ suppresses WL, while intervalley
scattering with τiv restores WL. Therefore, for bilayer graphene the weak localization
correction has to be modified to [144]:

∆σ(B) = e2

πh

[
F

(
τ−1
B

τ−1
φ

)
− F

(
τ−1
B

τ−1
φ + 2τ−1

iv

)
+ 2F

(
τ−1
B

τ−1
φ + τ−1

iv + τ−1
∗

)]
(4.6)

WL in bilayer graphene was first observed by Gorbachev et al, who found electron-
electron interaction to be the dominating dephasing mechanism at low temperatures,
as in single layer graphene. [145]. The same conclusion was drawn by Engels et al.,
who employed WL measurements to investigate bilayer graphene that was fully en-
capsulated between hBN [146].

4.1.3 Weak Antilocalization in Graphene with SOC
As was first calculated by Hikami et al., SOC can significantly alter the interference
behavior of backscattered charge carriers [147]. In the presence of strong SOC, the
electron spin is rotated when traversing scattering paths such as depicted in figure 4.1.
Since this rotation is dependent on the orbital motion of the scattered electron, it is
opposite for the time reversed paths A+

i and A−i . Similar to the chirality argument
for graphene in section 4.1.2, rotation of the real electron spin results in an acquired
phase of the wave function. Equivalent to the pseudospin in single layer graphene, a 2π
rotation of the real spin changes the sign of the electron wave function (corresponding
to an acquired phase of π) [43, 148]. Therefore, an additional phase difference has to be
added to equation 4.2, when calculating the interference of time reversed backscattered
electron waves.

For the case of strong SOC with τSO � τφ, where τSO is the spin-orbit scattering
time (which will be discussed in more detail in section 4.2.3), the spin states of the
backscattered waves are completely randomized. However, since the spin rotation is
opposite for time reversed paths, it can be shown that the average interference term
leads to destructive interference, reducing the backscattering probability to half of the
classical contribution [118, 147, 148].

In graphene this SOC induced WAL-effect also depends on the type of SOC. While
SOC that is symmetric in the the z/ − z-direction leads only to a reduction of the
WL-correction, the presence of z/ − z-mirror symmetry breaking SOC causes WAL
behavior. Assuming strong intervalley scattering, McCann and Falko calculated the
low magnetic field range conductivity correction for graphene with SOC [149]:

∆σ(B) = − e2

2πh

[
F

(
τ−1
B

τ−1
φ

)
− F

(
τ−1
B

τ−1
φ + 2τ−1

asy

)
− 2F

(
τ−1
B

τ−1
φ + τ−1

asy + τ−1
sym

)]
(4.7)

Here, τsym is the spin-orbit scattering time corresponding to SOC that is symmetric in
the z/ − z-direction, while τasy accounts for asymmetric SOC. The overall spin-orbit
scattering time corresponds to τ−1

SO = τ−1
sym + τ−1

asy. It has to be noted that equation 4.7
is only valid for τiv < τφ,sym,asy. However, as will be discussed in section 6.2.3, for
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Figure 4.3: Correction to the conductivity due to the WAL-effect in graphene/TMD
structures. (a)WAL in graphene, placed onto WS2. Taken from [152]. (b)WAL in
graphene, placed onto WSe2. Taken from [153]. In both systems, a decay of the WAL-
peak with increasing temperature, can be observed due to the decrease of τφ.

graphene/TMD heterostructures this is not necessarily the case. Then, a more elabo-
rate formula has to be applied that captures the various scattering times discussed in
this chapter [150].

Figure 4.2 (b) shows the magnetic field dependent WAL-correction according to
equation 4.7 for different τφ. As can be seen, the low magnetic field peak in the
conductivity vanishes with decreasing phase coherence time (increasing temperature).
Therefore, the case of SOC induced WAL in single layer graphene can be distinguished
from the chirality induced WAL without SOC by their opposite temperature depen-
dence.

The occurrence of a WAL-peak in the conductivity at low temperatures is therefore
a clear indication for increased SOC in graphene. Further, since equation 4.7 depends
on the different spin-orbit scattering times τsym and τasy, WAL can be employed to
investigate the strength of different kinds of SOCs in graphene. The dependence of
τsym and τasy on the SOC-strength will be discussed in section 4.2.

In recent years, WAL was employed to investigate interface induced SOC in graphene,
both before and after the experiments in chapter 6 were conducted and published
in [151]. SOC induced WAL in graphene/TMD heterostructures was first observed
by Wang et al. for single layer graphene placed onto bulk WS2[152]. They further
observed WAL in both single, bilayer and trilayer graphene placed onto WSe2 and
MoS2 [153]. Measurements from these publications are shown in figure 4.3 (a) for a
system, where graphene was placed onto WS2 and figure 4.3 (b) for graphene placed
onto WSe2. Here, a clear peak in the conductivity around B = 0T, in accordance
with the WAL-effect, can be observed in both systems. Further, this peak diminishes
rapidly with increasing temperature, which is a clear sign of the decay of the phase
coherence time in these samples (see figure 4.2 (b) for comparison).

Yang et al. observed WAL in both single and bilayer graphene covered with bulk
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WS2[154] as well as CVD grown monolayer WSe2 and MoS2[155]. Employing both
a top- and a backgate for the case of single layer graphene below bulk WS2, a weak
dependence of the WAL feature (and therefore of the induced SOC-strength) on a
transverse electric field has been observed [154, 156].

Wakamura et al. found a substantially higher WAL-effect induced in single layer
graphene when using CVD grown monolayer WS2, WSe2 and MoS2 as compared to
bulk TMDs [157, 158]. This was attributed to a larger effective contact area between
graphene and the TMD. The more flexible monolayer TMDs could arguably compen-
sate surface corrugations such as ripples in graphene. However, due to the different
sample fabrication between monolayer and bulk TMD samples other potential sources
for the reduced SOC in the bulk case, such as contaminations between the layers and
a difference in the environment of the heterostructures, can not be ruled out.

Investigations of WAL in bilayer graphene encapsulated by two bulk layers of WS2,
performed by Afzal et al. showed only a weak dependence on an applied perpendicular
electric field [159]. This is not surprising, since due to the presence of WS2 on both
sides of graphene, no large difference in SOC-strength between the two graphene layers,
as discussed in section 2.3.4, is expected.

WAL in WSe2/single layer graphene/hBN-heterostructures was investigated by
Zihlmann et al. [160, 161]. Due to the high mobility in these samples (as will be
shown in chapter 6), WAL was investigated only close to the CNP, to remain in the
diffusive regime. Here, no dependence of the spin orbit scattering times on an applied
electric field were found within their margin of error. Further, a decrease of the phase
coherence time with an applied inplane magnetic field was found. This was attributed
to increased dephasing at ripples in graphene, according to [142].

Overall, employing the TMDs containing tungsten (WS2 and WSe2) showed smaller
spin-orbit scattering times (resulting in a larger WAL-peak in the conductivity), in-
dicating a larger induced SOC-strength than by using MoS2 [153, 155, 158]. This is
due to the higher mass of tungsten compared to molybdenum and consequently larger
induced SOC-strength, which is consistent with theoretical predictions [61].

4.2 Spin Transport in Graphene

4.2.1 Electrical Spin Injection and Detection
Another approach to investigate the SOC of a material is to examine the transport
properties of an injected spin current. In graphene the most accessible method for
creating and detecting such a spin current is to employ electrical spin injection and
detection by a ferromagnetic material. For a more detailed theoretical description of
electrical spin injection, spin transport, spin dynamics and spin relaxation mechanisms
see [31, 32, 162].

Other methods for creating a spin current in graphene include spin pumping by
excitation of a ferromagnet close to the ferromagnetic resonance [163–166], optical spin
injection with circularly polarized light through an adjacent TMD monolayer [167, 168]
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and spin injection through the spin-Hall effect (which will be discussed in section 4.3).
Further, detection of a spin accumulation in graphene can be achieved by employing
contacts with high SOC (Pd or Pt), which convert the spin current to a charge current
through the inverse spin-Hall effect in these contact materials [164, 166, 169].

Electrical Spin Injection by a Ferromagnet

To achieve electrical spin injection, a ferromagnetic material (F-region) is placed in
contact with a nonmagnetic material, such as graphene (N-region) and a current is
driven through the F/N-interface. According to the Mott two current model (which is
valid if the spin relaxation length in a material is larger than the mean free path), elec-
tric current carried by charge carriers with different spin orientations can be considered
independently [170, 171].

Due to exchange interaction, the density of states g at the Fermi energy of a fer-
romagnet is different for charge carriers with spin either parallel or antiparallel to
the magnetization direction (here denoted ↓ and ↑), meaning g↑(EF ) 6= g↓(EF ) [172].
Therefore, the different spin species experience different conductivities σ↑ 6= σ↓. While
the overall conductivity is given by the sum of the two spin dependent conductivities
σ = σ↑ + σ↓, a spin conductivity can be defined as σs = σ↑ − σ↓. Then, a nonzero
conductance polarization Pσ = σs/σ 6= 0 can be found in a ferromagnet.

Further, the presence of a bias voltage across a device gives rise to space and
spin dependent quasi-chemical potentials µ̃(x)↑,↓. Analog to the conductivity, the
overall and spin quasi-chemical potentials are µ̃(x) = 1

2(µ̃↑(x) + µ̃↓(x)) and µ̃s(x) =
1
2(µ̃↑(x) − µ̃↓(x)). Then, with j↑,↓ = σ↑,↓∇µ̃↑,↓(x) follow the charge and spin current
densities [32]:

j = j↑ + j↓ = σ∇µ̃(x) + σs∇µ̃s(x) (4.8)
js = j↑ − j↓ = σs∇µ̃(x) + σ∇µ̃s(x) (4.9)

As discussed above, the two spin species in a ferromagnet have different conductivities,
meaning σs,F 6= 0. Hence, an applied bias voltage causes a charge as well as a spin
current.

Applying a current between a ferromagnet and a nonmagnetic conductor, such
as graphene, therefore creates a nonequilibrium imbalance between ↑- and ↓-spins
at the interface. This corresponds to a nonzero µ̃s,N(0), which is thus termed spin
accumulation (here, x = 0 corresponds to the F/N-interface with x < 0 denoting
the ferromagnetic and x > 0 the nonmagnetic region). Since σs,N = 0, the spin
accumulation µ̃s,N(0) in the nonmagnet then causes a spin current js,N = σN∇µ̃s,N(0),
according to equation 4.9 [32].

Spin Injection Efficiency and Conductivity Mismatch Problem

It can be shown that the spin accumulation at the interface is [32]:

µ̃s,N(0) = −jPjRN (4.10)
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Here, RN = λs,N

σN
is the effective resistance of the nonmagnetic region with λs,N being

the spin diffusion length (which will be discussed in the following sections). Therefore,
the spin accumulation µ̃s,N(0) is proportional to the spin polarization Pj = js/j of the
current through the F/N interface, which is also termed spin injection efficiency.

For a F/N-junction the spin injection efficiency is given by [32]:

Pj = RF

RF +RN

Pσ,F (4.11)

Since for a metallic ferromagnet and a semiconducting nonmagnet RF = λs,F

σF
� RN

and therefore Pj ≈ RF

RN
Pσ,F � Pσ,F , the spin injection efficiency is greatly reduced.

This is known as the conductivity mismatch problem. One possible solution for this is
to introduce a high resistance interlayer between the ferromagnet and the nonmagnet.
This can be achieved by using a very thin insulator, which acts as a tunnel barrier
between the two materials. Then, the spin injection efficiency becomes [32]:

Pj = RFPσ,F +RcPΣ

RF +Rc +RN

(4.12)

with Rc being the contact resistance and PΣ being the conductance spin polarization
of the tunnel barrier. For a high resistance tunnel barrier with Rc � RF , RN , the spin
injection efficiency then is Pj ≈ PΣ. Hence, in this case Pj is entirely dependent on
the contact spin polarization PΣ.

Since tunneling through a tunnel barrier is dependent on the density of states at
the Fermi energy of the materials on both sides of the barrier, which is spin dependent
in a ferromagnet, a nonzero contact spin polarization can be found PΣ 6= 0 [173].

Electrical Spin Detection by a Ferromagnet

Inversely to electrical spin injection, a spin accumulation in a nonmagnet can be
detected by an adjacent ferromagnetic electrode. Here, in the presence of a highly
resistive tunnel barrier, µs,N(x0) in the nonmagnet induces a drop in electrical potential
at the contact to a ferromagnet at x = x0 of [32]:

U = −Pjµ̃s,N(x0) (4.13)

Therefore, a spin accumulation in a nonmagnetic material can be investigated by an
electrical potential induced in an adjacent ferromagnetic contact.

4.2.2 Spin Transport and Spin Dynamics
As discussed in the previous sections, a spin accumulation µ̃s(0) can be created in
graphene by driving a current through a ferromagnetic contact. Then, the evolution
of the spin accumulation can be probed after a distance x0 as µ̃s(x0) by a second
ferromagnetic contact. The dependence of µ̃s on the distance and on an external
magnetic field can then be used to examine material properties such as SOC.
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A spin accumulation µ̃s corresponds to a nonequilibrium difference of the charge
carrier densities of the two spin species. This spin density is denoted as s = n↑ − n↓
and depends on the spin accumulation as [32]:

s = s0 + 4eµ̃s
g↑(EF )g↓(EF )

g(EF ) (4.14)

Since in a nonmagnet the equilibrium spin density s0 = 0 as well as g↑(EF ) = g↓(EF ),
the spin density is proportional to the spin accumulation:

s = 4eµ̃sg(EF ) (4.15)

In the above considerations the polarization of the spin density (and therefore the spin
accumulation) was given by the magnetization direction of the injecting and detecting
ferromagnetic contacts. Applying an external magnetic field leads to a rotation of
the injected spin density s. In a diffusive system the evolution of s then follows the
Bloch-Torrey equation [32, 174]:

∂s

∂t
= s× ωL +D∇2s− s

τs
(4.16)

with the Larmor frequency ωL = γB and the gyromagnetic ratio γ. Here, the first
term on the right hand side of equation 4.16 describes precession of the spins under
the applied magnetic field and the second term denotes diffusion of the spin density.
Spin relaxation, meaning the loss of nonequilibrium spin polarization after a certain
time is accounted for by the third term in equation 4.16. It has to be noted that in
general the spin relaxation time can also depend on the orientation of the spin density,
meaning e.g. different spin relaxation times for inplane and out-of plane spins. Sources
of spin relaxation in graphene will be discussed in the following section.

Solving the steady state condition ∂s
∂t

= 0 of equation 4.16 without a magnetic field
gives [32]:

µ̃s(x) = µ̃s(0)e−x/λs (4.17)

meaning that the spin accumulation at x = 0 decreases exponentially with the spin
relaxation length that is given by λs =

√
Dsτs. In graphene it was found that the spin

diffusion constant Ds is equal to the charge diffusion constant Ds = D [175–177].

Nonlocal spin valve

Experimentally spin transport can be studied by employing the so called nonlocal spin
valve device setup [178], shown in figure 4.4 (a). Here, a current is applied between
contacts 1 and 2 and a voltage is measured between contacts 3 and 4. Contacts 2 and 3
are ferromagnetic with a high resistance tunnel barrier (blue area in figure 4.4 (a)) to
overcome the conductivity mismatch problem, described in section 4.2.

Applying a charge current I between contacts 1 and 2 causes a spin accumulation
below contact 2 that diffuses in both directions. The resulting spin accumulation
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Figure 4.4: (a) Scheme of nonlocal spin valve configuration. Ferromagnetic contacts
2 and 3 with high resistance tunnel barrier (blue area) act as spin injector and detector.
Importantly, this configuration allows to separate charge current I and spin current
Is. (b)Magnetic field dependence of nonlocal resistance according to equation 4.20 for
different spin lifetimes τs.

beneath contact 3 then induces the nonlocal voltage. In this geometry the detector
contacts are outside of the current path, which allows to separate the charge current
I and spin current Is. This minimizes spurious effects such as magnetoresistance of
the ferromagnetic contacts [179]. To prevent any spin dependent signal to be caused
by the outer contacts, contacts 1 and 4 are usually either far away from contacts 2 and
3 (compared to the spin diffusion length λs) or are made from a nonmagnetic material.

For a geometry with channel width W and for the case that the injector and de-
tector have parallel magnetization, the nonlocal resistance can be found by combining
equations 4.10, 4.13 and 4.17:

Rnl = Unl
I

=
P 2
j λs

2Wσ
e−L/λs (4.18)

Here, it is assumed that the injector and detector, separated by the distance L, have
the same spin injection efficiency P inj

j = P det
j = Pj.

In experiments the relative orientation of the magnetization of injector and detector
contacts can be changed from parallel to antiparallel, which changes the sign of the
nonlocal resistance Rpar

nl = −Ranti
nl . Then a jump in the nonlocal resistance of:

∆Rnl = Rpar
nl −Ranti

nl = 2Rnl (4.19)

can be observed.

Hanle effect

According to equation 4.16, applying a magnetic field perpendicular to the polarization
of the injected spins induces a precession of the spins. The dependence of the spin
accumulation on the magnetic field is termed Hanle effect.
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Similar to the considerations for weak localization in section 4.1, different possible
paths between injector and detector with travel times t, resulting in precession angles
ωLt, have to be considered. In the nonlocal geometry shown in figure 4.4 (a) the
nonlocal resistance in the presence of a magnetic field perpendicular to the contact
magnetization therefore becomes [32]:

Rnl(ωL) = Rnl(0)
∫ ∞

0
dt 1√

4πDt
e−L

2/4Dt cos(ωLt)e−t/τs (4.20)

Here, the first term of the integral 1√
4πDte

−L2/4Dt denotes the probability of an injected
spin to reach the detector at distance L after the time t due to diffusion. The second
term cos(ωLt) is due to spin precession in the magnetic field and the detector electrode
being sensitive to the projection of the spin polarization onto the contact magnetization
direction. Spin relaxation with the spin lifetime τs is taken into account by the last
term e−t/τs , which effectively removes paths, much longer than λs =

√
Dτs.

Qualitatively, longer spin lifetimes lead to a higher Rnl(0) due to the longer spin
diffusion length. Further, longer spin lifetimes produce narrower curves as shown
in figure 4.4 (b), since paths with longer travel times and therefore larger precession
angles ωLt have to be considered. Hence, these measurements can be employed to
extract the material dependent spin relaxation time τs.

4.2.3 Spin Relaxation Mechanisms in Graphene
As discussed in the previous section, spin transport over long distance is limited by the
finite spin relaxation time τs (and therefore λs). In graphene several possible sources
for spin relaxation have been discussed in the past.

Most relevant for this work are spin relaxation mechanisms that arise due to the
presence of SOC. These mechanisms also relate the spin-orbit scattering times dis-
cussed in section 4.1.3 to the corresponding SOC parameters of the material. This
means that the discussed spin orbit scattering times τsym and τasy are determined
by spin relaxation mechanisms that are invoked by symmetric and asymmetric SOC
regarding the z/ − z-direction, respectively. Contrary to that, τsym and τasy are not
affected by non SOC related spin relaxation mechanisms, which will also be discussed
in this chapter.

Elliott-Yafet Mechanism

One spin relaxation mechanism in graphene, which is a consequence of SOC, is the so
called Elliott-Yafet mechanism [180, 181]. An illustration of this spin relaxation type
is sketched in figure 4.5 (a).

In the presence of SOC, states with a specific spin orientation are not well defined
anymore. This means that the eigenstates of the charge carriers with a specific spin
direction contain an admixture of states with opposite spin direction. Then, even spin
independent scattering events have a small probability to flip the electron spins. The
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(a) (b) (c)Elliott-Yafet Dyakonov-Perel Resonant Scattering

Figure 4.5: Sketch of the most prominent spin relaxation mechanisms in graphene.
(a)The Elliott-Yafet mechanism describes how scattering of electrons in the presence
of SOC has a probability to flip the electron spin. (b) For the Dyakonov-Perel mecha-
nism the spins precess in an effective magnetic field invoked by SOC. The direction of
precession changes with every scattering event. (c)Resonant Scattering at magnetic
moments leads to a randomization of the spins. Taken from [33].

spin relaxation rate is therefore expected to be proportional to the rate of momentum
scattering τ−1

p .
It has been shown that in graphene, the spin relaxation rate due to the Elliott-Yafet

mechanism is [182, 183]:

τ−1
s,EY ≈

4Λ2

E2
F

τ−1
p (4.21)

which is independent of the specific scattering potentials and therefore of the type of
scattering [183].

Elliott-Yafet spin relaxation can be caused by intrinsic as well as symmetry breaking
SOC. However, intrinsic SOC only affects inplane spins giving τ−1

s,xy ≈
4Λ2

I

E2
F
τ−1
p , while

τ−1
s,z → 0 [184].
A related source of spin relaxation is Elliott-Yafet spin-flip scattering at impurities

which themselves locally induce SOC. These impurities include attached heavy atoms
or covalently bonded atoms such as hydrogen. In this case, equation 4.21 is no longer
valid. Instead, the rate of spin relaxation by these kind of impurities is expected to
be proportional to the impurity density τ−1

s,EY ∝ nimp [183].

Dyakonov-Perel Mechanism

The other important spin relaxation mechanism invoked by SOC in graphene is the
so called Dyakonov-Perel mechanism [185], which is illustrated in figure 4.5 (b).

As discussed in section 2.3, SOC that corresponds to breaking of inversion symmetry
leads to a splitting of the energy bands with different spin polarization. Therefore the
symmetry breaking SOC terms can be written as [83]:

Hasy = 1
2~ωeff (k) · s (4.22)

which can be viewed as the Hamiltonian of a spin in a magnetic field. Here, ωeff is
the precession frequency, corresponding to an effective internal magnetic field invoked
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by SOC. For spins that are not collinear with this effective magnetic field, a precession
of the spins is induced.

Importantly, the direction of the effective magnetic field, with an average preces-
sion frequency ωeff , is dependent on the momentum direction. This means that the
precession axis changes with each scattering event. Therefore, the spins acquire an
average precession angle of δϕ = ωeffτp before randomly changing the precession di-
rection by a scattering event. After N = t/τp scattering events the standard deviation
of the accumulated phase is ϕ = δϕ

√
N = ωeff

√
τpt. The spin relaxation time is then

defined as the time t = τs,DP when ϕ = 1, giving τ−1
s,DP = ωeff

2τp [32, 185].
Dyakonov-Perel spin relaxation occurs only in systems with broken inversion sym-

metry. For Bychkov-Rashba SOC, the effective magnetic field lies in the graphene
plane. Therefore, spin relaxation rates produced by the Dyakonov-Perel mechanism
are different for inplane and out-of plane spins, given by [83, 182]:

τ−1
s,z = 4Λ2

BR

~2 τp, τ−1
s,xy = 2Λ2

BR

~2 τp = τ−1
s,z /2 (4.23)

Notably, the spin relaxation rate due to the Dyakonov-Perel mechanism is proportional
to the momentum scattering time τp. This is inverse to the relation from the Elliot-
Yafet mechanism in equation 4.21. The reason for this difference is that the rotation of
the spins occurs during scattering events for the Elliott-Yafet mechanism and between
scattering events for the Dyakonov-Perel mechanism. In experiments, the dependence
of the spin lifetime on τp can therefore be used to identify the dominant relaxation
mechanism in graphene.

Resonant Scattering at Magnetic Impurities

Point-like defects in graphene such as vacancies or covalently bonded hydrogen atoms
have been predicted [186–188] and shown experimentally [19, 189, 190] to produce
local magnetic moments. During scattering at these impurities, electron spins precess
around the magnetic moments which randomizes the electron spins and therefore leads
to spin relaxation.

Intuitively, this effect would be expected to be very small in pristine graphene
due to the scarcity of such point-like defects. However, as shown by Kochan et al.,
this spin relaxation mechanism is greatly enhanced if resonant scattering at these
impurities is considered [8]. It has been predicted that e.g. covalently bonded hydrogen
atoms induce localized electron states close to the CNP of graphene [191, 192]. If the
Fermi-energy in graphene coincides with these states, the time the electrons spend in
the vicinity of the impurities during scattering and therefore the interaction of the
electron spin with the impurity magnetic moment is greatly increased (as sketched in
figure 4.5 (c)).

Further, for this mechanism broadening of the resonance levels due to charge in-
homogeneities in graphene(electron-hole puddles) and temperature has to be taken
into account. This results in a different charge carrier density dependence of the spin
relaxation rates for single layer [8] and bilayer graphene [193].
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Figure 4.6: Schematic depic-
tion of the influence of low re-
sistive tunneling contacts. For
low contact resistance Rc in (b),
the injection and detection con-
tacts act as spin sinks. There-
fore, compared to the case with
high Rc in (a), the average trav-
eling time of the injected spins
is lower, which mimics a lower
spin lifetime in spin injection
experiments. Taken from [197].

(a)

(b)

Other Possible Mechanisms

Hyperfine interaction of the electron spins with the nuclei is expected to be insignificant
in graphene, since 99% of natural occurring carbon atoms lack a nuclear spin [45].
Further, even in CVD graphene made entirely out of nuclear spin bearing 13C-isotopes,
no significant effect on spin transport of the nuclear spins could be found [194].

As pointed out by Van Tuan et al., in the presence of SOC, spin and pseudospin
degrees of freedom can not be treated independently [195] (since the SOC terms in
section 2.3.1 and therefore the corresponding eigenstates depend on both spin and
pseudospin). This coupling can be induced by physisorbed adatoms, such as heavy
metals that do not introduce significant intervalley scattering. However, concentra-
tions of these impurities around 0.05 % are necessary to reproduce experimentally
observed spin lifetimes, which is unrealistically high for the case of pristine graphene.

4.2.4 Spin Relaxation in Pristine Graphene, Hydrogenated
Graphene and Graphene/TMD-Heterostructures

Pristine Graphene

Electrical spin injection and detection in graphene was first shown by Tombros et
al. [196]. Here, employing the nonlocal spin-valve geometry described in section 4.2.2,
Hanle-curves corresponding to spin lifetimes around τs,xy ≈ 100 ps have been observed.
It was later realized that this low observed spin lifetime is due to poor quality of the
employed AlOx tunnel barrier [197].

As discussed in section 4.2, a low contact resistance between graphene and the fer-
romagnetic contacts reduces the efficiency of spin injection and detection. However, as
was pointed out by Maasen et al., for insufficiently resistive tunnel barriers, the ferro-
magnetic contacts also act as spin sinks. As depicted in figure 4.6, this predominantly
removes injected electron spins with long traveling time and therefore has a similar
effect on the shape of the Hanle-curves as increased spin relaxation [197, 198]. Thus,
employing Hanle-measurements with low resistance tunnel barriers underestimates the
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observed spin lifetime [199]. Further, direct contact between graphene and the ferro-
magnetic material, e.g. caused by the presence of pinholes in the tunnel barrier, can
also result in increased spin relaxation due to hybridization of graphene states with the
ferromagnet material. Experimentally, a strong increase in the observed spin lifetimes
with increasing contact resistance has been shown by Volmer et al. [200–203].

Substantially higher spin lifetimes on the order of τs,xy = 1−10 ns could be observed
by employing tunnel barriers made out of MgO [204–208], TiOx [34, 209] or ultrathin
hBN layers [210, 211]. However, due to the weak SOC in pristine graphene the conven-
tionally discussed Elliott-Yafet and Dyakonov-Perel spin relaxation mechanism would
result in spin lifetimes that are two orders of magnitude larger [182]. Therefore, ex-
trinsic influences are expected to dominate spin relaxation in pristine graphene. Van
Tuan et al. calculated spin relaxation due to a weak Rashba SOC in the presence
of electron hole puddles due to inhomogeneities in the substrate. Here, the resulting
spin lifetimes are on the same order of magnitude as the experimentally observed val-
ues [212]. However, the expected different behavior of the spin lifetimes in graphene
on SiO2 and hBN substrates is in disagreement with experimental results.

Therefore, scattering at magnetic impurities appears to be the dominant source of
spin relaxation. Due to the enhancement of this type of spin relaxation by resonant
scattering discussed in section 4.2.3, only very low concentrations of magnetic impu-
rities are necessary to reproduce experimental results. Thus, good agreement with
experiments for both single [8] and bilayer graphene [193] has been achieved for a con-
centration nimp < 0.0001% of magnetic impurities that induce resonant scattering.
Such an amount seems realistic as impurities that induce energy dissipation at a reso-
nant energy have been found even in ultraclean graphene by using nanoscale thermal
imaging [213].

One method to distinguish between different spin relaxation mechanisms is to ex-
amine the anisotropy between the out-of plane and inplane spin lifetimes ζ = τs,z/τs,xy
by employing Hanle-measurements involving different spin polarizations. First results
by Tombros et al. are limited by the small overall observed spin lifetimes, which are
due to the employed AlOx tunnel barrier, as discussed above [214]. For graphene on
SiO2, Raes et al. found ζ = 1, which indicates magnetic moments to be the dominant
mechanism for spin relaxation [215]. A value of ζ = 0.8 obtained by Ringer et al. point
towards the spin lifetimes being limited by a combination of scattering at magnetic
moments and spin relaxation at Rashba fields induced by either the substrate or heavy
atoms, which would correspond to ζ = 0.5 [216]. Similarly for graphene encapsulated
with hBN ζ = 0.75 was observed, which could be decreased to ζ = 0.65 by applying
an out-of plane electric field, in accordance with spin relaxation by Bychkov-Rashba
SOC [209].

Hydrogenated Graphene

As discussed in section 2.3.3, functionalization of graphene with covalently bonded
hydrogen is expected to locally increase SOC. Further, the attached hydrogen atoms
also act as resonant scatterers while inducing magnetic moments. Theoretical calcu-
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lations show that spin relaxation by these magnetic moments is much more efficient
than due to the enhanced SOC-strength [217]. Therefore, a decrease of spin lifetimes
in hydrogenated graphene can not be taken as a sign of increased SOC.

Experimentally the effect of hydrogenation on spin relaxation was studied by Wo-
jtaszek et al. [218, 219]. Here, an increase of the spin lifetime with hydrogenation was
observed, which is in contrast to the expected mechanism of spin relaxation due to
magnetic moments. However, since in this study AlOx was employed as the tunnel
barrier material, it is likely that the observed spin lifetimes are limited by the tunnel
barrier quality. Therefore, the increase in the observed spin lifetime can be attributed
to the change of the tunnel barrier resistance upon hydrogenation (see supplementary
of [218]), similar to the behavior shown in [200].

Graphene/TMD-Heterostructures

For graphene/TMD heterostructures the strong induced SOC is expected to dominate
spin relaxation over extrinsic effects. Here, Cummings et al. predicted spin relaxation
to follow the Dyakonov-Perel mechanism [83]. As discussed in section 4.2.3, SOC that
leads to a splitting of spin polarized bands can be written as an effective internal mag-
netic field. For the Graphene/TMD case described in equation 2.25, this means [83]:

HκK = Horb + 1
2~ωeff (k) · s (4.24)

with:

~ωx = −2(ak∆PIA ± ΛBR) sin(θ)
~ωy = 2(ak∆PIA ± ΛBR) cos(θ)
~ωz = 2κΛV Z

(4.25)

Here, θ is the direction of k with respect to kx and ± corresponds to the conduction
and valence bands. This effective SOC-field is depicted by the red and blue arrows in
figure 4.7 for different valleys ±K.

For the Dyakonov-Perel mechanism, the spin relaxation rates are proportional to a
correlation time, which is a time scale on which the magnetic field changes direction.
The inplane components of the effective field ωx and ωy in equation 4.25 correlate with
the momentum scattering time τp, as θ changes with momentum scattering. Therefore,
due to precession around this field, spin relaxation for out-of plane spins follows the
expected behavior from the Dyakonov-Perel mechanism [83]:

τ−1
s,z = 4(ak∆PIA ± ΛBR)2

~2 τp = τ−1
asy (4.26)

Contrary to that, the valley Zeeman term corresponds to a constant out-of plane
effective field that has opposite direction for different valleys. Hence, the relevant
correlation time for this term is the intervalley scattering time τiv. For spin relaxation
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Figure 4.7: The effective SOC-field (red and blue arrows) consists of an inplane part
due to the asymmetric SOC and an out-of plane valley Zeeman part. While the inplane
contribution depends on the momentum direction, the out-of plane field is constant with
momentum but reverses sign between different valleys ±K. Therefore, the correspond-
ing correlation times for the Dyakonov-Perel mechanism are the momentum scattering
time τp for out-of plane spins and the intervalley scattering time τiv for inplane spins.
Adapted from [83].

of inplane spins, precession around both the inplane and out-of plane effective fields
is relevant, which gives [83]:

τ−1
s,xy = 4Λ2

V Z

~2 τiv +
τ−1
s,z

2 = τ−1
sym + τ−1

asy/2 (4.27)

The dependence of inplane and out-of plane spin relaxation on different time scales,
illustrated in figure 4.7, leads to a large anisotropy of the corresponding spin lifetimes,
given by [83]:

ζ = τs,z
τs,xy

=
(

ΛV Z

ΛBR

)2 (
τiv
τp

)
+ 1

2 (4.28)

Spin transport experiments in graphene/MoSe2 [220] and in graphene/WSe2 (see sup-
plementary of [220]) have been reported by Ghiasi et al. [220]. Here, Hanle measure-
ments with different magnetic field directions were used to probe both inplane and
out-of plane spin lifetimes. The obtained values of τs,xy = 3.5 ps and τs,z = 40ps for
graphene/MoSe2 and τs,xy = 11ps and τs,z = 450 ps for graphene/WSe2. These large
anisotropies of ζMoSe2 = 11 and ζWSe2 = 40 between inplane and out-of plane spin life-
times are consistent with their expected dependence on different timescales. Similar
measurements by Benitez et al. in graphene/WS2 and graphene/MoS2 provided spin
lifetime anisotropies around ζ = 10 [221, 222]. Further, even higher anisotropy values
of ζ = 40− 70 have been found in bilayer graphene/WS2 heterostructures [223].
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The anisotropy observed in these spin transport experiments is comparable to the
ratios between τasy/τsym found in weak antilocalization measurements in graphene/
TMD-structures (see section 4.1.3). However, the spin lifetimes found in spin transport
are about an order of magnitude higher than in weak antilocalization. The reason for
this discrepancy is so far unclear.

4.3 Spin-Hall Effect
4.3.1 Phenomenological Description
Another consequence of strong SOC in a system are effects that lead to a conver-
sion from charge to spin currents (and vice versa). The most prominent example of
these effects is the so called spin-Hall effect (SHE) (and its inverse counterpart, the
ISHE), which was first predicted by Dyakonov and Perel [224]. Phenomenologically
this coupling can be described by the modified drift-diffusion equations [225, 226]:

j = j0 + eαSHµ(E × s) + eαSHD(∇× s) (4.29)

jsij = js,0ij − ~αSHεijk
(
µnEk +D

∂n

∂xk

)
(4.30)

where εijk denotes the Levi-Civita symbol, s is the spin density, defined in section 4.2.2
and j0 and js,0ij denote the current and spin current densities without SOC. Here, jsij
describes a spin current with direction i and spin polarization j.

According to equation 4.30, the drift and diffusion parts of an electrical current
generate a spin current. The strength of this effect, which corresponds to the SHE, is
given by the so called spin-Hall angle αSH . The ISHE, represented by the eαSHD(∇×
s) term in equation 4.29, is caused by diffusion of an inhomogeneous spin density.
Importantly for both effects the direction of the induced spin current, the spin current
polarization and the charge current direction are all perpendicular to each other. The
eαSHµ(E×s) term in equation 4.29 describes how an existing spin polarization creates
a charge current through an electric field. This effect is termed the anomalous Hall-
effect and can be neglected in the scope of this work.

The consequence of the SHE is depicted schematically in figure 4.8 (a). Applying
a charge current through a sample will create a spin current with polarization and
current direction perpendicular to the charge current direction. In a two dimensional
finite sample this will result in an accumulation of out-of plane spins at the sample
boundary. This accumulation causes spin diffusion away from the boundary, which
counteracts the spin current from the SHE and leads to an equilibrium spin density.

The microscopic mechanisms that cause the SHE are divided into intrinsic and
extrinsic mechanisms. In the context of weakly hydrogenated graphene the most
relevant is the extrinsic skew scattering mechanism [227], which is analog to so called
Mott scattering of electrons at atomic nuclei [228]. As illustrated in figure 4.8 (b), an
electron that is scattered by a charged impurity due to SOC experiences an effective
magnetic field, which depends on the orbital motion of the electron and therefore on
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Figure 4.8: (a) Sketch of the SHE. A charge current generates a perpendicular spin
current, with the spin polarization of the spin current being perpendicular to both the
charge and spin current directions. In a finite sample, this leads to an accumulation of
electrons with spin up (blue) on one side of the sample and of spin down electrons (red)
on the other side. Taken from [225]. (b) Illustration of the skew scattering mechanism
as a source of the SHE. In the presence of SOC, an electron that is scattered by an
electric charge experiences an effective magnetic field. This field is dependent on the
orbital motion of the electron and acts on the electron spin. Adapted from [226].

the scattering angle. This effective field acts on the electron spin through the Zeeman
interaction, which results in a gradient of the Zeeman energy and therefore in a spin
dependent force. Due to this, the scattering direction becomes weakly dependent
on the spin of the scattered electron, resulting in a spin current, as described by
equation 4.30.

4.3.2 SHE in Functionalized Graphene
Measurement of the SHE by the H-bar method

Measurements in hydrogenated graphene that were interpreted as stemming from the
SHE were reported by Balakrishnan et al. [37, 229]. For this, they employed the so
called H-bar scheme that was first proposed by Hankiewicz et al. in the context
of the SHE [230]. As depicted schematically in figure 4.9 (a), this method utilizes a
conjunction of the SHE and the ISHE. A charge current in one arm of a Hall-bar
induces a spin current in the middle branch of the Hall-bar. Then, due to the ISHE
the spin current generates a charge current in the second arm of the Hall-bar, which
in an open circuit induces a nonlocal voltage.

Figure 4.9 (b) shows the corresponding nonlocal resistance (Rnl = Vnl/ID in fig-
ure 4.9 (a)) in dependence of the charge carrier density in pristine (blue curve) and
hydrogenated graphene (red curve). Here, the nonlocal resistance in pristine graphene
can be explained by the ohmic contribution of the current path, which follows the
expected behavior shown by the gray curve in figure 4.9 (b). Contrary to that, a much
higher nonlocal resistance was found in hydrogenated graphene. This was attributed
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Figure 4.9: (a) Schematic picture of the H-bar method for detecting the SHE. Through
a combination of SHE and ISHE, a charge current in one arm of a Hall-bar can in-
duce a nonlocal voltage in the other arm of the Hall-bar. (b)Comparison of nonlocal
resistance in pristine (blue curve) and hydrogenated (red curve) graphene. The inset
shows the resistivity of the corresponding samples. (c)Dependence of the nonlocal re-
sistance (of a different sample than in (b)) on an inplane magnetic field. This behavior
was attributed to spin precession. Taken from [229].

to the combination of the SHE and ISHE, as discussed above. In this case the nonlocal
resistance is expected to follow [231]:

Rnl = 1
2α

2
SHρ

W

λs
e−L/λs (4.31)

with W being the width of the Hall-bar and L being the distance between the injector
and detector arms in figure 4.9 (a). As shown in figure 4.9 (b), Balakrishnan et al.
observed a maximum of the nonlocal signal at the charge neutrality point. Assuming
the SHE as the origin of this signal gives with equation 4.31 a spin-Hall angle of
αSH = 0.58. This value is an order of magnitude larger than what is typically observed
in heavy metals such as platinum or palladium, which are regarded as systems that
show a particularly large SHE [225].

To infer on the origin of the observed nonlocal resistance, the dependence on an
inplane magnetic field was investigated, which is shown in figure 4.9 (c). A spin current
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in the middle branch of the Hall-bar, which is generated by the SHE, has a spin
polarization in out-of plane direction. Correspondingly, only a spin current with out-
of plane polarization can generate a nonlocal voltage through the ISHE in graphene.
Therefore, similar to the Hanle effect described in section 4.2.2, applying an inplane
magnetic field leads to spin precession around the magnetic field and therefore to an
oscillatory behavior of the nonlocal signal. According to Abanin et al., the nonlocal
resistance is then expected to follow [231]:

Rnl(B‖) = 1
2α

2
SHρWRe

{√
1 + iωLτs
λs

× exp
[
−
√

1 + iωLτs
λs

L

]}
(4.32)

This dependence of the nonlocal resistance is depicted in figure 4.9 (c), with the red
line corresponding to equation 4.32. However, it has to be noted that the measurement
from figure 4.9 (c) is from a different sample than in figure 4.9 (b), where no magnetic
field dependence has been shown. Further, in figure 4.9 (c) a background contribution
was subtracted (see supplementary of [229] and [37]), which means that only a part of
the nonlocal resistance shows the dependence on an inplane magnetic field, which is
expected from the SHE/ISHE mechanism.

There has been much debate on whether the interpretation of the SHE as the
origin of the nonlocal resistances is correct. Ferreira et al. calculated the effect of
skew scattering in graphene in the presence of resonant scatterers, such as hydrogen
atoms [227]. Although this resonant skew scattering mechanism can qualitatively re-
produce the experimental results, with a maximum of the spin-Hall angle around the
charge neutrality point, the magnitude of the predicted SHE is an order of magni-
tude lower, even for a greatly overestimated SOC-strength of ΛI = 25meV. Also, very
similar results, meaning a large nonlocal resistance with a maximum at the charge
neutrality point and a dependence on an inplane magnetic field, have been reported
by the same group as in [229] for graphene decorated with heavy metals [232], fluo-
rinated graphene [233] and graphene/TMD heterostructures [234]. While in all these
systems an increased SOC can be expected, it seems unlikely that these very different
systems (with regard to the origin and type of SOC) show the same behavior for the
order of magnitude of the spin-Hall angle, position of the resonantly enhanced skew
scattering mechanism with respect to charge carrier density, spin relaxation length
and magnetic field range on which the nonlocal signal oscillates.

Moreover, investigations from Kaverzin and van Wees in hydrogenated graphene,
are in disagreement with the SHE interpretation of the nonlocal signals [38]. As
in [229], a large nonlocal resistance was found here. However, analysis of this sig-
nal with equation 4.31 results in an even more unrealistically high spin-Hall angle of
αSH = 1.5. Further, contrary to [229], no dependence of this signal on an applied
inplane magnetic field could be observed. This is shown in figure 4.10, where a large
peak in the backgate dependent nonlocal resistance can be seen (red curve). However,
by applying an inplane magnetic field of up to B|| = 7T (blue curve), no noticeable
effect on this nonlocal signal can be observed.

These results indicate a non spin related origin of the nonlocal signal. Similar
results (large nonlocal resistance without any inplane magnetic field dependence) have
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Figure 4.10: The nonlocal re-
sistance (red curve) measured in
hydrogenated graphene far ex-
ceeds the expected ohmic con-
tribution (black dashed curve).
Upon applying an inplane mag-
netic field of B|| = 7T (blue
curve), no substantial change in
the nonlocal resistance can be
observed. This is a clear indi-
cation that the nonlocal signal is
caused by a non spin related ori-
gin. Taken from [38].

been found by Wang et al. in graphene decorated with heavy metals [18]. Contrary,
Park et al. observed an inplane magnetic field dependence of a nonlocal resistance in
graphene decorated with gold clusters [235]. However, this dependence could only be
observed at a specific charge carrier density far away from the charge neutrality point
and at low temperature.

A possible non spin related explanation for the inplane magnetic field dependence
at low temperature could be interference effects, such as universal conductance fluctua-
tions or weak localization. As shown in section 4.1, these effects are strongly dependent
on a small out-of plane magnetic field, which can arise due to small misalignment of
the sample plane with regard to the inplane magnetic field. Zihlmann observed such an
inplane magnetic field dependence of the nonlocal resistance in hBN/graphene/WSe2,
which was identical to the dependence on an out-of plane magnetic field with much
smaller magnitude [161]. Here, the alignment angle of 2.8 °extracted from this com-
parison was confirmed by independent measurements.

Measurement of the SHE by employing spin selective contacts

The discrepancy of the reported results of hydrogenated and otherwise functionalized
graphene requires further investigation by a more definitive method for detection of
the SHE/ISHE. Such a method can be to employ ferromagnetic contacts to generate
a spin polarization as described in section 4.2.1. Then, a nonlocal voltage arising from
a charge current induced by the ISHE can be detected by nonmagnetic contacts. This
scheme, which will be discussed in more detail in section 5.3, was used by Valenzuela
et al. for detection of the ISHE in aluminum wires [236].

Very recently (after publication of the results presented in chapters 5 and 6), this
method has been employed to investigate spin to charge conversion effects in graphene/
TMD heterostructures. Safeer et al. found an ISHE in few layer graphene/MoS2 with
a spin-Hall angle of αSH = −0.045 [237]. Further, in graphene/WS2 both an ISHE
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as well as the occurrence of a spin galvanic effect were observed independently by
Ghiasi et al. [238] and Benitez et al. [239]. These results are consistent with theoreti-
cal predictions for the SHE [240] and the spin galvanic effect [241] in graphene/TMD
structures.
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5 SOC-Effects in Weakly
Hydrogenated Graphene

Hydrogenation has long been viewed as a promising possibility to alter the electronic
properties of pristine graphene by functionalization [11]. Among these properties,
hydrogenation has been proposed to increase the very weak SOC in graphene [35].
Consequently, reports of a giant SHE in hydrogenated graphene have received much
attention [229]. However, the SHE interpretation of these measurements has been chal-
lenged by more recent experiments, which gave conflicting results in the same sample
setup [38].

To solve this controversy, in this chapter, effects induced by potentially increased
SOC in hydrogenated graphene are investigated. For this, first a reliable method
for hydrogenation is required. Thus, plasma hydrogenation is explored in section 5.1.
Here, the graphene samples were fabricated by Franz Vilsmeier and Thomas Ebnet,
in the course of their Bachelor’s theses [242, 243]. Further, for characterization of the
samples, Raman-spectra were taken by Philipp Nagler and Tobias Korn in the group
of Christian Schüller.

With this technique, a hydrogenated graphene sample in a Hall-bar configuration
was fabricated and examined in section 5.2. This sample layout allows charge trans-
port measurements for sample characterization and investigation of possible weak lo-
calization and weak antilocalization effects. Further, as discussed in section 4.3.2, this
sample setup can be used to investigate nonlocal transport as a result of a possible
SHE.

Additionally, a sample, which combines spin selective ferromagnetic contacts and
non spin selective nonmagnetic contacts, is investigated in section 5.3. Employing the
spin selective contacts, spin transport measurements in a nonlocal spin valve geom-
etry can be performed. Further, the combination of both contact types provides an
unambiguous method to examine a possible SHE in this sample.

Then, the observations concerning the occurrence of a SHE in hydrogenated graphene
are discussed in section 5.4. The main results of this chapter have been published
in [244].
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Figure 5.1: (a)Raman-spectra of hydrogenated graphene samples for varying plasma
exposure times. For increasing exposure time an increase of the D- and D’-peak in-
tensities as well as a decrease of the 2D-peak intensity can be observed. This behavior
indicates the creation of atomically sharp defects, such as bonded hydrogen atoms.
(b) Evolution of the ratio between D- and G-peak intensities ID/IG with increasing
plasma exposure time before (red curve) and after annealing at T = 320 °C. For low
exposure times t ≤ 40 s, annealing almost fully restores ID/IG = 0, as for pristine
graphene.

5.1 Hydrogenation of Graphene
Plasma Hydrogenation

For hydrogenation of graphene, both Balakrishnan et al. [229] and Kaverzin and van
Wees [38] covered the graphene with a hydrogen silsesquioxane (HSQ)-resist, followed
by electron-beam exposure (see [245]). However, as will be discussed by the end of this
section, this method has severe limitations.

Therefore, in this section, hydrogenation by exposing exfoliated graphene to a hy-
drogen plasma in a reactive ion etching chamber (RIE) is explored. For this, a recipe
developed by Wojtaszek et al. [246] was followed with a hydrogen plasma pressure of
40mTorr, 30 sccm gas flow and 2W power. Importantly, the power, which is the low-
est value possible where plasma ignition occurs in the employed system, leads to a low
acceleration bias voltage. This is expected to minimize lattice defects in graphene [21].

For investigation of the hydrogenation process, the samples were exposed to the
plasma for various durations and then Raman-spectra were taken, which are shown
in figure 5.1 (a). As discussed in section 3.2, the occurrence of the G and the 2D-peak
is typical for graphene. With increasing plasma hydrogenation time, both a D- and a
D’-peak arise. These peaks indicate the creation of atomically sharp defects. Further,
for long exposure times, a decrease of the 2D-peak intensity can be observed.

The evolution of the ratio between the D- and the G-peak intensities ID/IG with
increasing plasma exposure time is shown by the red curve in figure 5.1 (b). According
to equation 3.9, for short plasma exposure times, ID/IG is proportional to the defect
density and shows a maximum of around ID/IG = 3 for an exposure time of t = 40 s.
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For longer exposure time, the average distance between defects becomes smaller
than the distance an electron-hole pair, created in the Raman process, travels during
its lifetime [111]. Then scattering at multiple defects has to be considered, which leads
to a saturation of the D-peak intensity. Further, at high defect densities an alteration
of the graphene band structure occurs, which reduces possible transitions [101]. Due
to the 2D-peak being double resonant, it is more sensitive to this than the G- and the
D-peaks. Thus, a decrease of the 2D-peak intensity in figure 5.1 (b) can be observed.
Since such a high defect density also corresponds to a large amount of scattering and
therefore very low electron mobility, only the lower defect density regime is relevant
for the measurements in the following sections.

Importantly, the D-peak in the Raman-spectra only indicates the occurrence of
atomically sharp defects, but does not reveal the type of such defects. The green curve
of figure 5.1 (b) therefore shows the ID/IG ratios of the same samples after annealing
in vacuum for one hour at T = 320 °C. As can be seen, for the experimentally relevant
defect density range with exposure time t ≤ 40 s annealing almost fully removes the
defects. This excludes lattice defects such as vacancies to be the origin of the observed
D-peak, since the annealing temperature is too low to restore defects in the graphene
lattice [247]. Since for t > 40 s, ID/IG could not be restored, it is likely that prolonged
plasma exposure times generate a significant amount of lattice defects. This can
possibly be caused by heating of the samples during the exposure process or by etching
of the carbon atoms by hydrogen under formation of CH2, which might take place after
the saturation of the hydrogen coverage of graphene is reached [248].

Comparison with Deuterium

Although lattice defects can be excluded to be the origin of the observed D-peak in
the Raman-spectra, it is possible that this peak is due to defect sources other than
hydrogen, such as contaminations in the RIE-chamber. Hence, to further determine
the defect type, the same plasma process was repeated with deuterium instead of
hydrogen.

Figure 5.2 (a) shows the corresponding Raman-spectra for different plasma expo-
sure times. Compared to the hydrogenation process in figure 5.1 (a), deuterium seems
to induce slightly more defects than hydrogen plasma exposure. This can be seen
clearly by the faster decrease of the 2D-peak intensity in figure 5.2 (a). Possible ex-
planations for this are a higher reactivity of deuterium due to a slightly increased
binding energy [249], or an increased creation of lattice defects due to the higher mass
of deuterium.

Further, graphene was exposed to either hydrogen or deuterium for t = 20 s and
annealed for 1 hour in vacuum at different temperatures. Figure 5.2 (b) shows the
resulting ID/IG ratios, divided by their corresponding values before annealing. As
can be seen, the attached deuterium (red dots in figure 5.2 (b)) is more stable with
annealing temperature than hydrogen (black dots). The same behavior was observed
for desorption of deuterium and hydrogen bonded to graphite surfaces [250]. This can
be attributed to a slightly increased binding energy due to the difference in zero-point
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Figure 5.2: (a)Raman-spectra for different exposure times with deuterium plasma.
Compared to the hydrogenated case, a slightly increased reactivity with deuterium can
be observed, as seen by the rapidly decreasing 2D-peak. (b)Relative ID/IG ratios for
samples exposed to t = 20 s of hydrogen (black dots) or deuterium (red dots) plasma,
after annealing for 1 h at various temperatures. The attached deuterium atoms are
more stable with annealing temperature, confirming that the defects created during the
plasma process are hydrogen (deuterium) atoms.

energy between bonded hydrogen and deuterium [249]. Additionally, the higher mass
of the deuterium compared to the hydrogen leads to a lower attempt frequency, which
hinders desorption [250].

Importantly, this different desorption behavior unambiguously shows that the cre-
ated defects observed as the D-peak in the Raman-spectra are indeed bonded hydro-
gen (deuterium) atoms, since any other kind of defect created during the hydrogen or
deuterium exposure process would show the same dependence on annealing tempera-
ture.

Effect of Resist Residues

The low stability of the bonded hydrogen with respect to temperature is problematic
for the sample fabrication process, since electron beam lithography (EBL) requires
bake out of the EBL resist. Employing hydrogenation as the first sample fabrication
step therefore results in desorption of a significant portion of the hydrogen coverage
after several required EBL steps.

Using hydrogenation as the last step in sample production, however is restricted
due to residues stemming from the EBL resists. The influence of such residues on
the hydrogenation properties is shown in figure 5.3. Here, the black curve shows the
Raman-spectrum of pristine graphene, which was exposed for t = 20 s to hydrogen
plasma. This spectrum gives a ratio between D- and G-peak of ID/IG = 1.8. The
red (blue) curve in figure 5.3 depicts the spectrum for graphene with the same hydrogen
plasma exposure time, after coating and subsequent removal of PMMA(CSAR)-resist.
As can be seen, residues from these resists prevent efficient hydrogenation, resulting
in a much smaller peak ratio of ID/IG = 0.63 (ID/IG = 0.56). Even an additional
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Figure 5.3: Effect of resist
residues on the hydrogenation
properties. Hydrogenation
of pristine graphene (black
curve) results in a significantly
higher D-peak intensity than
for graphene that was previ-
ously coated with PMMA(red
curve) or CSAR (blue curve).
Annealing after resist removal
produced only slightly better
results.

annealing step at 320 °C for 1 h in vacuum and 30min in forming gas after resist
removal, could not produce significantly better results as seen in the green curve in
figure 5.3. Here, annealing increased the peak ratio to ID/IG = 0.73 as well as resulting
in a blue shift in the peak position, likely caused by increased doping of graphene by
the substrate [251].

These results suggest that resist residues that cannot be easily removed [252] restrict
the hydrogenation process. Further, it is expected that these residues lead to an
inhomogeneous hydrogen coverage. Thus, for the samples discussed in sections 5.2
and 5.3, hydrogenation was done as a first step in the sample production process.

Issues with Hydrogenation of Graphene by applying HSQ

As discussed before, in both the investigations of the SHE in hydrogenated graphene,
hydrogenation was done by coating graphene with HSQ resist and then exposing it to
a controlled electron beam dose [38, 229]. Ryu et al. showed an increase in the D-peak
intensity in the Raman-spectrum with electron dose for HSQ covered graphene, while
observing a decrease of the Si-H peak of the HSQ [245]. They therefore argue the
generated defects indicated by the arising D-peak to be covalently bonded hydrogen
atoms. A similar process was also reported by overexposing PMMA-resist instead of
HSQ [253].

However, this method has several disadvantages compared to the plasma hydro-
genation process discussed in this section. First, the exposed HSQ film can not be
removed without destroying the underlying graphene. Therefore, hydrogenation with
this method can only be employed as a last step in the sample fabrication process.
However, as shown in figure 5.3, resist residues from previous fabrication steps prevent
efficient hydrogenation and likely cause an inhomogeneous hydrogen coverage.

Further, both in our measurements and in the measurements by Kaverzin and van
Wees (see figure 4.10), a high p-type doping was always observed in samples produced
by this method. Figure 5.4 (a) shows the Raman-spectrum of a graphene sample, for
which hydrogenation was done by the HSQ-method. Here, the corresponding peak
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Figure 5.4: (a)Raman-spectrum of a graphene sample, for which hydrogenation was
done by e-beam exposure of HSQ resist. The observed peak ratio of ID/IG = 0.56
is comparable to the samples, hydrogenated by plasma exposure. (b) Backgate voltage
dependent resistivity for the same sample. The high doping in this sample, with a
position of the CNP at UCNP > 100V, puts the CNP out of experimental reach.

ratio of ID/IG = 0.56 is comparable to the values from the samples investigated in
sections 5.2 and 5.3, produced with the plasma hydrogenation method. As can be seen
from the backgate dependence of the resistivity in figure 5.4 (b), a very high doping
in this sample, resulting in a position of the CNP at UCNP > 100V, which is out
of reach of the experiment, can be observed. This is problematic, since as discussed
in section 4.3.2, a possible very large SHE is only expected close to the CNP [227].
The high p-type doping in HSQ treated graphene is surprising, since a much weaker
n-type doping in hydrogenated graphene was reported, when hydrogenation was done
by employing an atomic hydrogen beam in an UHV environment [254] as well as for
plasma hydrogenated graphene [255]. However, Matis et al. also observed strong p-
type doping in the presence of additional adsorbates, such as water [255].

Additionally, it is not entirely clear that the defects produced by the HSQ method,
which can be observed as the D-peak in the Raman-spectra, are solely bonded hy-
drogen atoms. Annealing of graphene, hydrogenated with the HSQ-method, has been
shown to decrease the D-peak intensity, which indicates that the observed defects are
not stemming from lattice defects [245]. However, the fact that the exposed HSQ can
not be removed and the much higher doping observed in samples produced by this
method compared to the plasma hydrogenation method, makes it likely that the ex-
posure of the HSQ film has additional uncontrollable effects on graphene, other than
hydrogenation.

5.2 Measurements in Hall-Bar Configuration
To examine charge transport properties, weak localization and the SHE with the
nonlocal H-bar method in hydrogenated graphene, the sample depicted in figure 5.5 (a)
was fabricated. For this, exfoliated graphene was exposed for t = 20 s to hydrogen
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Figure 5.5: Optical microscope (a) and schematic (b) picture of a Hall-bar sample.
The graphene in (a) is marked by the dotted line.

plasma, as described in the previous section. Then, reactive ion etching with oxygen
plasma was used to define the Hall-bar shape, depicted schematically in figure 5.5 (b).
Afterwards, 0.5 nm Cr and 60 nm Au were deposited for contacts.

5.2.1 Sample Characterization
Raman measurements (not shown here), taken of this sample after sample fabrica-
tion and measurements reveal a D- to G-peak ratio of ID/IG = 0.43. With equa-
tion 3.9, an excitation wavelength for the Raman measurements of λL = 532 nm and
nD(cm−2) = 1014/(πL2

D) [111], this gives a defect density of nD = 9.5 · 1010/cm2.
Therefore, a corresponding hydrogen coverage (bonded hydrogen atoms per carbon
atoms in graphene) of 0.0025% can be extracted.

Here, the observed value of ID/IG = 0.43 is much lower than for the same hy-
drogenation recipe, employed in section 5.1, since hydrogenation was done as the first
step in the sample fabrication process, which results in desorption of a part of the hy-
drogen coverage during the subsequent fabrication steps. However, this was preferred
over using hydrogenation as the last step, since this is expected to result in a more
inhomogeneous hydrogen coverage due to resist residues, as discussed in section 5.1.

Figure 5.6 shows the backgate dependent four-point resistivity of the sample de-
picted in figure 5.5, at the temperatures T = 185K (black curve) and T = 1.7K (red
curve). As for all other measurements presented in this thesis, measurements were
taken at an AC-frequency of 13Hz. Here, a p-type doping with the position of the
CNP at UCNP = 26V can be observed. Further, using equation 3.5, mobilities of
µh = 1400 cm2/Vs (µh = 1500 cm2/Vs) for the hole side and µel = 1800 cm2/Vs (µel =
2000 cm2/Vs) for the electron side at T=185K (T=1.7K) can be evaluated. Both dop-
ing and the relatively low mobilities are likely caused by the presence of the bonded
hydrogen atoms. Such a decrease in mobility in the limit of weak hydrogenation is in
accordance with previous reports [246, 256].
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Figure 5.6: Backgate de-
pendent four-point resistiv-
ity of H-bar sample at
T=185K (black curve) and
T=1.7K (red curve). This
gives a position of the
charge neutrality point at
UCNP = 26V indicating p-
type doping and a mobility
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5.2.2 Weak Localization Measurements
As discussed in section 4.1, measurement of the weak localization effect can give insight
into both the scattering mechanisms and potentially the strength and type of SOC in
graphene samples. Figure 5.7 (a) shows measurements of the weak localization effect
in the sample depicted in figure 5.5. For this, the dependence of the conductivity,
measured in a four-point configuration, on an out-of plane magnetic field was taken
close to the CNP (black curve in figure 5.7 (a)) as well as at Ubg − UCNP ≈ ±30V on
the hole (blue curve) and electron (green curve) sides at T = 1.7K. Here, a parabolic
background, which is due to positive magnetoresistance, was subtracted. Further, to
suppress universal conductance fluctuations (UCF), which are prevalent at the CNP,
for the black curve in figure 5.7 (a) an average over 14 curves at slightly different
backgate voltages was taken (see section 6.2 for details on this procedure).

The red curves in figure 5.7 (a) represent fits of the data with equation 4.5 for
the WL effect in single layer graphene. At higher charge carrier densities, values
of τφ = 10.1 ps (τφ = 11.8 ps) and τi = 0.99 ps (τi = 0.68 ps) could be obtained for
Ubg − UCNP = −30V (Ubg − UCNP = 30V). Here, the intervalley scattering length
of Liv = 111 nm (Liv = 112 nm), which follows from the intervalley scattering time as
Liv =

√
Dτiv (with D being obtained from equation 3.2), is lower than what is typically

observed in pristine graphene [131]. This is due to strongly increased intervalley scat-
tering at the bonded hydrogen atoms, which is in accordance with the arising D-peak
in the Raman-spectrum.

Fitting the curve close to the CNP gives τφ = 4.4 ps and τi = 0.13 ps, which
corresponds to an intervalley scattering length of Liv = 34nm. The lower value of
τφ close to the CNP compared to higher carrier density, is commonly observed in
graphene [140] and can be explained by electron-electron interaction as the dominant
mechanism for phase decoherence (see section 4.1.1). However, since the intervalley
scattering length is a measure for the average distance between atomically sharp defects
in graphene, Liv was reported to be independent of charge carrier density in pristine
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Figure 5.7: (a)Correction to the conductivity due to the WL effect at T=1.7K. The
curves were taken close to the CNP (black curve) and at Ubg − UCNP ≈ −30V (blue
curve) as well as Ubg − UCNP ≈ 30V (green curve). The red curves represent fits to
the experimental data, according to equation 4.5 for WL in graphene. (b) Zoom-in to
the black curve in (a) around Bz = 0T. No WAL-peak as indicated by the simulated
curves for various τSO, can be observed.

graphene [140]. The lower intervalley scattering length close to the CNP, can therefore
be an indication of an increased scattering cross section of the bonded hydrogen atoms
due to resonant scattering, close to the CNP [191, 257].

As discussed in section 4.1.3, increased SOC in graphene due to the addition of
the hydrogen atoms, can possibly result in a WAL correction to the conductivity.
Figure 5.7 (b) shows a zoom-in to the black curve in figure 5.7 (a). Further, several
curves with different SOC scattering times τSO, predicted from equation 4.7, are de-
picted in figure 5.7 (b). Here, a completely asymmetric spin-orbit coupling was as-
sumed (τSO = τasy) and the phase coherence time τφ = 4.4 ps from the weak local-
ization fit was taken. As can be seen, no WAL-peak in the conductivity around zero
magnetic field can be observed. From this, a lower bound of τSO > 20 ps in this sample
can be obtained.

5.2.3 Nonlocal H-bar Method
Following [38, 229], the possibility of an arising SHE was investigated by employing
the H-bar method, described in section 4.3.2. To this end, a charge current was applied
between contacts 2 and 8 in figure 5.5 (b) and a nonlocal voltage is measured between
contacts 3 and 7 and between contacts 4 and 6, respectively. The resulting nonlocal
resistances in dependence of the applied backgate voltage are depicted in figure 5.8
at the corresponding distances from the current path of L = 2 µm (figure 5.8 (a)) and
L = 4 µm (figure 5.8 (b)). Here, by decreasing the temperature from T = 185K (black
curves in figures 5.8 (a) and (b)) to T = 1.7K (green curves in figures 5.8 (a) and (b)) a
slight increase in the nonlocal resistance close to the CNP can be observed.

In this measurement configuration a small ohmic contribution to the nonlocal re-
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Figure 5.8: Backgate voltage dependence of the nonlocal resistance at L = 2 µm
(figure (a)) and L = 4 µm (figure (b)) distance from the current path. Close to the
CNP, the nonlocal resistance, both at T = 185K(black curves) and at T = 1.7K(green
curves), far exceeds the expected ohmic contribution (red curves).

sistance is expected. This contribution, which is depicted as the red curves in fig-
ures 5.8 (a) and (b), is given by Rohmic = R2pt · G. Here, R2pt is the two-point resis-
tance between contacts 2 and 8 and G is a geometry factor, which was determined by
a finite element simulation done with COMSOL. From this, it can be seen that the
measured nonlocal resistances close to the CNP by far exceed the signal, expected
from a purely ohmic behavior. Further, the nonlocal resistance at distance L = 2 µm
at high charge carrier concentration is lower than the ohmic contribution which means
that the effective nonlocal resistance R′nl = Rnl − Rohmic in this range is negative. A
negative nonlocal resistance was also observed by Mihajlovic et al. in mesoscopic gold
hall bars, which was explained by a quasiballistic effect, which however persists to a
lesser degree in the diffusive regime and is caused by direct transmission of charge
carriers from lead 2 into lead 7 in figure 5.5 (b) [258].

As discussed in section 4.3.2, this large nonlocal signal at the CNP might be caused
by an interplay of the SHE and the ISHE. Then, the nonlocal resistance is expected to
follow equation 4.31 with regard to the distance L from the current path. From this,
by comparing the nonlocal resistances at the distances L = 2 µm and L = 4 µm, a
decay length in the range of λ = 510− 565 nm can be obtained. Further, at the CNP,
this relation gives a spin-Hall angle of αSH = 1.3 for T = 185K and αSH = 1.6 for
T = 1.7K. These values are unrealistically high for a possible SHE and are comparable
to the value of αSH = 1.5, which was obtained by Kaverzin and van Wees [38].

For the case of the SHE as the origin of the observed nonlocal resistance, the
nonlocal signal should also be sensitive to an inplane magnetic field, as this would
cause Larmor-precession of the generated spin current. Figures 5.9 (a) and (b) depict
the influence of such a magnetic field in x- (black curves) and y-direction (red curves),
following the coordinate system in figure 5.5 (b). As can be seen from this, for both
distances from the current path no dependence of the nonlocal resistance on the inplane
magnetic fields can be observed.
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Figure 5.9: (a) and (b) Dependence of the nonlocal resistance on an inplane mag-
netic field in x- (black curves) and y-direction (red curves) at the two different current
paths, as for figure 5.8, at T = 185K. No significant effect of such a field on Rnl

can be observed. (c) and (d) Expected inplane magnetic field dependence, according
to equation 4.32 for different spin lifetimes τs in a realistic range. For the employed
magnetic field range, a significant effect of the field on the nonlocal resistance should
be observable.

Following the SHE interpretation of the nonlocal signals, figures 5.9 (c) and (d) show
the expected behavior of the nonlocal resistances at the two distances from the current
path, according to equation 4.32. Here, for different spin lifetimes, a complete decay of
the nonlocal signal is expected in the employed magnetic field range. The considered
spin lifetimes are in a realistic range, as the absence of WAL close to the CNP shows
τSO > 20 ps. A smaller spin lifetime in this sample can in principle be caused by non
SOC related spin relaxation mechanisms. However, as will be shown in section 5.3.2,
τs > 100 ps can be found by spin injection experiments in a comparable sample. The
absence of an inplane magnetic field dependence in figures 5.9 (a) and (b) of this signal
is therefore a clear indication for a non spin related origin of the nonlocal resistance.
A discussion of possible origins for this nonlocal signal will be given in section 5.4.
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Figure 5.10: Optical microscope (a) and schematic (b) picture of a sample utilizing
ferromagnetic spin selective contacts, shown as the orange stripes in (b). The different
shape of these stripes results in a different coercive field, with regard to a magnetic
field in y-direction, of the two stripes. The graphene in (a) is marked by the dotted
line.

5.3 Measurements Employing Spin Selective Contacts
One shortcoming of the H-bar method is the rather indirect way a possible SHE/ISHE
is examined, since for this method a charge current is applied and a resulting voltage
drop due to a charge accumulation is detected. This makes this method very suscep-
tible for possible non spin related mechanisms (see the discussion in section 5.4.2).

Therefore, to resolve the controversy regarding the giant SHE in hydrogenated
graphene, a more direct way that utilizes spin selective contacts is required. To this
end, the sample depicted in figure 5.10 was fabricated. Here, as for the sample in
section 5.2, exfoliated graphene was hydrogenated for t = 20 s. Then, contacts for spin
injection were fabricated (orange stripes in figure 5.10 (b)).

As discussed in section 4.2.1, to avoid the conductivity mismatch problem, a thin
tunnel barrier between the ferromagnetic contact and the graphene is required. For
this, 1.2 nm MgO were deposited, which was followed by 50 nm of ferromagnetic Co.
Afterwards, the stripes were capped by 10 nm Au, which protects the Co stripes from
oxidizing. For these spin selective contacts, all materials were deposited using e-
beam (for MgO and Co) or thermal deposition (for Au) in an ultra high vacuum (UHV)
system with a base pressure of p < 10−10 mbar. Spin injection contacts, produced
by the same method and in the same UHV-system, were also employed by Ringer
et al. [216, 259]. More details about the fabrication process of theses spin selective
contacts can be found in [260].

Following the deposition of the spin injection contacts, 0.5 nm Cr as well as 80 nm
Au are deposited for nonmagnetic contacts (yellow in figure 5.10 (b)). Afterwards, the
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Figure 5.11: (a)Backgate voltage dependence of the resistivity for two different re-
gions (black and red curves) of the sample in figure 5.10. These regions show a different
position of the CNP, which is likely due to a difference in doping of the areas covered
by the ferromagnetic stripes and the uncovered areas. (b) Anisotropic magnetoresis-
tance of the ferromagnetic stripe. The red curve shows the stripe resistance for an
inplane magnetic field of B = 1T at varying angle φ between magnetic field and stripe
orientation. The dependence of the resistance on an out-of plane magnetic field is
shown by the black curve.

sample structure is defined by an etching step with oxygen plasma.

5.3.1 Sample Characterization
The backgate dependence of the four-point resistivity of this sample is shown in
figure 5.11 (a). For this a charge current is applied between contacts 1 and 5 in fig-
ure 5.10 (b) and the voltage was taken between contacts 2 and 3 (black curve in fig-
ure 5.11 (a)) and between contacts 3 and 4 (red curve in figure 5.11 (a)). Here, a differ-
ent position of the CNP can be observed for the two regions. This indicates a different
amount of doping, either by the ferromagnetic contacts themselves, or by a difference
in hydrogen coverage between the areas underneath the stripes and the rest of the
sample. For both sample regions, mobilities of µh = 2000 cm2/Vs for the hole side and
µel = 2400 cm2/Vs for the electron side can be evaluated by applying equation 3.5.

Another important characteristic of this sample is the magnetization behavior of the
ferromagnetic stripes with an applied external magnetic field. This can be investigated
by employing the anisotropic magnetoresistance (AMR) effect [261]. Due to the pres-
ence of SOC, the scattering cross section of specific electronic orbitals in a ferromagnet
is anisotropic and dependent on the magnetization direction. Hence, the resistance
of a ferromagnet due to the AMR effect depends on the relative orientation of the
current and magnetization directions. In particular, for the utilized Co-stripes (which
are likely polycrystalline), the change in resistance by the AMR-effect is expected to
follow [262]:

R(φ) = R⊥ + ∆RAMR · cos2(φ) (5.1)
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where φ denotes the angle between the magnetization and current directions, R⊥ the
minimum resistance for a perpendicular orientation of these directions and ∆RAMR

the maximum resistance change due to the AMR effect.
This effect is studied by taking the two-point resistance between contacts 3 and 7

in figure 5.10 (b). The magnetization behavior of this stripe is particularly important,
since it will be used as the spin injection contact for the measurements in the following
sections. However, measurements from the other stripe (not shown here) showed the
same behavior regarding the magnetic field dependence of the stripe magnetization.

For the red curve in figure 5.11 (b), an inplane magnetic field of |B| = 1T is applied
and rotated in the xy-plane. Here, φ = 0 ° corresponds to the magnetic field being in
y-direction in figure 5.10 (b). This curve follows the cos2 dependence in equation 5.1,
which shows that for the inplane magnetic field strength of |B| = 1T, the stripe
magnetization follows the applied field.

Further, the magnetic field dependence of the resistance of this stripe on an out-
of plane magnetic field is shown by the black curve in figure 5.11 (b). For this, a
linear background was subtracted. Here, it can be seen that at Bz = 0T, the stripe
magnetization lies in the y-direction, which results in the observed maximal resistance
of the stripe. The reason for this is the shape anisotropy, which minimizes the stray
field and therefore favors the magnetization to lie in stripe direction (see e.g. [262]).
At higher magnetic field, the resistance decreases as the stripe magnetization rotates
towards the out-of plane direction. A saturation of the resistance at Bz = 1.8T can
be seen, which marks the field at which the stripe magnetization is completely aligned
in the z-direction. The increase of the stripe resistance at |Bz| > 1.8T can likely be
attributed to positive magnetoresistance. As will be discussed in section 5.3.3, these
measurements can be employed to calculate the magnetization direction for a given
out-of plane magnetic field.

5.3.2 Nonlocal Spin Transport Measurements
The sample structure in figure 5.10 (b) can also be employed for spin transport mea-
surements. For this, a current is applied between contacts 3 and 5 and a nonlocal
voltage is measured between contacts 2 and 1. According to section 4.2.1 the applied
current through the injector stripe creates a spin accumulation in graphene, under-
neath the injector. This leads to a spin current due to spin diffusion, and the resulting
spin accumulation underneath the detector stripe can be detected as a nonlocal volt-
age.

Nonlocal Spin-Valve

In this configuration the nonlocal spin-valve measurement described in section 4.2.2
can be carried out. Here, the magnetization of both injector and detector stripes is
first aligned by a magnetic field in stripe direction of By = ±1T. Then, the mag-
netic field is swept in the opposite direction. Due to the different shape of the two
ferromagnetic stripes depicted in figure 5.10 (b), these stripes have a slightly different
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coercive field. In particular, the stripe with the spatula-shaped tips is expected to
reverse the magnetization direction at a lower magnetic field than the stripe with the
sharp tips (for measurements of this difference, see [260]).

The behavior of the nonlocal resistance on this magnetic field is depicted in fig-
ure 5.12. Here, the reversal of the stripe magnetizations can be clearly seen as a jump
in the nonlocal resistance. According to equations 4.18 and 4.19, the magnetic field
region with a lower value of Rnlsv, corresponds to an antiparallel configuration of the
magnetization directions of the stripes, while the field regions with the higher Rnlsv

correspond to a parallel configuration. As can be seen the position of the jumps in
the nonlocal resistance reverses sign for reversing the sweep direction, which is a clear
indication of the switching of the magnetization directions of the stripes as the origin
of this behavior. Importantly, this nonlocal spin-valve effect can be observed over
the whole backgate range, which confirms that the ferromagnetic stripes can be em-
ployed for spin injection for the measurement of the ISHE in section 5.3.3. Further, a
nonzero baseline resistance (the median of the Rnlsv-values for parallel and antiparallel
configuration) can be observed in figure 5.12. This offset in the nonlocal resistance is
likely caused by leakage charge currents through an inhomogeneous interface between
graphene and the Co-stripes [263] or by the presence of thermoelectric effects [264].

Hanle Spin-Precession

Applying an out-of plane magnetic field in this configuration causes Larmor-precession
of the spin current, as discussed in section 4.2.2. The dependence of Rnlsv on such an
out-of plane magnetic field is depicted in figure 5.13. As can be seen in figure 5.13 (a),
the observed signal is superimposed by a parabolic background. According to the
measurements of the AMR-effect in figure 5.11 (b), at a magnetic field of |Bz| > 1.8T
the magnetization of both the injector and detector stripes is expected to be fully
aligned in the ±z-direction. Thus, the polarization of the injected spin accumulation
is in out-of plane direction and therefore does not precess in the applied magnetic field.
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Figure 5.13: (a)Dependence of the nonlocal resistance in the spin-valve configura-
tion on an out-of plane magnetic field (black line). Considering the higher magnetic
field range, a fit to a parabolic background can be obtained (red curve). (b)Nonlocal re-
sistance after subtraction of the parabolic background. The low magnetic field behavior
follows the Hanle-effect and can be fitted with equation 4.20. For the higher magnetic
field range, Rnl follows the projection of the stripe magnetizations on the ±z-axis.

Hence, no spin dependent change in Rnlsv is expected for the magnetic field range
|Bz| > 1.8T. Such a parabolic background in the nonlocal signal was also observed
by Volmer et al. [202]. They attributed this to a charge current contribution in Rnlsv

in the presence of pinholes in the tunnel barriers, which they also supported by finite
element simulations, done with COMSOL.

Since this contribution has no effect on the spin dependent part of the nonlocal
resistance, this parabolic background can be subtracted from the measured Rnlsv.
The resulting spin dependent contribution to the nonlocal resistance ∆Rnlsv can be
observed in figure 5.13 (b). In the low magnetic field range, the magnetization of the
stripes can be assumed to point along the y-axis and to be stable with the applied
magnetic field. The peak in the nonlocal resistance around zero magnetic field can
therefore be attributed to precession of the injected spins, while traversing the sample,
according to the Hanle-effect, described in section 4.2.2.
Rnlsv in this low magnetic field range can therefore be fitted with equation 4.20,

which is shown as the red curve in figure 5.13 (b). Here, the extracted spin injection
efficiency of Pj = 3.1% is much lower than for spin injection measurements in pristine
graphene, performed with spin injection contacts fabricated by the same method [216,
259, 260]. A possible explanation for this discrepancy can be increased island growth
of the MgO tunnel barrier due to the attached hydrogen. This may lead to an increase
of pinholes in the tunnel barrier, which is also indicated by the relatively low contact
resistance between the ferromagnetic stripes and graphene of Rc = 1.2 − 4.2 kΩµm2,
measured in a three-point configuration. Further, the presence of hydrogen atoms
can also cause increased relaxation of the electron spins, while traversing the tunnel
barrier, which can also result in a reduced spin injection efficiency.

The extracted spin lifetime of τs,xy = 146 ps is also smaller than in pristine graphene,
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where spin lifetimes on the order of τs = 1 − 10 ns are typically observed. Regard-
ing reported values in hydrogenated graphene, the observed spin lifetime is lower
than the reported values by Wojtaszek et al. [218] but very similar to the value of
τs = 200 ps, obtained by Balakrishnan et al. by spin-valve measurements (see supple-
mentary of [229]).

At higher magnetic field range, due to the diffusive character of spin transport, the
inplane spin polarization is completely randomized and the corresponding contribution
to Rnlsv vanishes. Further, as mentioned above, the magnetization of both injector
and detector stripes in this magnetic field range rotates into the z-direction. Then,
the resulting out-of plane component of the polarization of the injected spins does
not precess in the applied field. The higher magnetic field behavior of the nonlocal
resistance in figure 5.13 (b) therefore follows the projection of the stripe magnetizations
onto the ±z-directions (Rnlsv is always positive for this effect, since the magnetizations
of both injector and detector stripes are rotated toward the same direction). This can
be confirmed by the saturation of Rnlsv at a magnetic field of |Bz| = 1.8T, which
coincides with the value obtained by the AMR-measurements in figure 5.11 (b).

A possible way for inferring on the dominant source of spin relaxation, which was
discussed in section 4.2.4, is to measure the anisotropy between the lifetimes of out-of
plane and inplane spins ζ = τs,z/τs,xy. This value can be obtained by comparing the
Rnlsv-value at zero magnetic field, where the injector and detector magnetization lie
in stripe direction, and Rnlsv at |Bz| > 1.8T, where the magnetizations are aligned
in out-of plane direction. Since for both values no spin precession occurs, the Rnlsv

are related to the inplane and out-of plane spin lifetimes according to equation 4.18
and λs =

√
Dsτs. As can be seen in figure 5.13 (b), these values of Rnlsv are identical

within the margin of error in this measurement, which indicates ζ = 1, corresponding
to isotropic spin relaxation.

As discussed in section 4.2.3, both Elliot-Yafet as well as Dyakonov-Perel mecha-
nisms, induced by intrinsic or symmetry breaking SOC, generate an anisotropy in
the spin relaxation rates. However, isotropic spin relaxation is expected for the
resonant scattering mechanism at magnetic impurities. Since, as discussed in sec-
tion 4.2.3, bonded hydrogen atoms have been shown to both induce magnetic moments
in graphene [190] and cause resonant scattering [257], it seems likely that spin relax-
ation in this sample is dominated by this mechanism. Further, for this spin relaxation
mechanism, the observed spin lifetimes are in agreement with calculations by Sori-
ano et al., who obtained a spin lifetime on the order of τs = 100 ps for a hydrogen
concentration of 0.0015% [265], which is similar to the concentration in this sample.

However, it can not be excluded that the observation of the spin lifetime, obtained in
this measurement, is limited by the spin sink effect of the contacts, which was discussed
in section 4.2.4. This effect can occur at pinholes in the tunnel barriers, which are likely
to be present in this sample, as indicated by the relatively low contact resistance and
the large parabolic background in the Hanle-measurement in figure 5.13 (a). Since
this mechanism is not expected to vary for different spin polarizations, a contribution
from this effect to the observed spin relaxation would also show the isotropic behavior
discussed above.
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The measured τs can therefore be taken as a lower bound for the spin lifetime in
this sample. Since the same recipe for hydrogenation was employed for the sample
in this section and in section 5.2, the spin lifetimes in both samples are expected
to be similar. This extracted spin lifetime explains the absence of a WAL-effect in
figure 5.7 (b). Here, such an effect was shown to only be observable for τSO < 20 ps
in this sample, while τs is a lower bound for τSO, since for τSO only SOC related
spin relaxation is considered. Further, the observed τs is clearly large enough for
an expected oscillation of the nonlocal resistance in the H-bar configuration in the
employed magnetic field range, as shown in figures 5.9 (c) and (d).

5.3.3 Measurements in the ISHE-Configuration
Since both spin selective and non spin selective contacts are available in the sample
depicted in figure 5.10, a possible ISHE can be investigated more directly than by
employing the H-bar method. For this, a charge current is applied between contacts 3
and 1 in figure 5.10 (b) and a nonlocal voltage is taken between contacts 4 and 6. In
this configuration, a spin accumulation beneath the ferromagnetic injector stripe is
generated, which was confirmed by the measurements in the spin-valve configuration
in section 5.3.2. Then, the spin accumulation causes a spin current due to diffusion,
which can then be converted into a charge current through the ISHE discussed in
section 4.3. In an open circuit this charge current then corresponds to a nonlocal
voltage between contacts 4 and 6 in figure 5.10 (b).

Expected Behavior from the ISHE

As discussed in section 4.3.1, for the occurrence of the SHE or ISHE, the charge current
and spin current directions and the spin polarization are all required to be perpendic-
ular to each other. As shown by the AMR-measurements in figure 5.11 (b), without
an external magnetic field, the stripe magnetization and therefore the polarization
of the injected spins are in stripe direction. Correspondingly, no inplane charge cur-
rent generated from the ISHE, and thus no nonlocal signal is expected. However,
both the measurements of the AMR- and the Hanle-effect in this sample showed that
by applying an out-of plane magnetic field, the magnetization of the injector stripe
can be rotated towards the out-of plane direction. This out-of plane component of
the injected spin polarization then leads to a nonlocal voltage, which is expected to
follow [236, 266]:

RSH = PjαSH
2σ e−L/λs sin θ (5.2)

with sin(θ) being the projection of the stripe magnetization on the z-axis.
The magnetization direction of the injector stripe sin θ, evaluated by two different

methods, is depicted in figure 5.14 (a). For the black curve in figure 5.14 (a), the high
magnetic field behavior of the Hanle-measurement in figure 5.13 (b) is used. In this
measurement the out-of plane spin dependent nonlocal resistance in the spin-valve ge-
ometry is expected to follow Rnlsv(Bz) = Rnlsv(|Bz| > 1.8T) sin2(θ), since the nonlocal
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Figure 5.14: (a) Projection of the magnetization of the injector stripe on the z-
axis, determined by two different methods. For the black curve, the high magnetic
field dependence of the Hanle-measurement in figure 5.13 (b) was taken. The red curve
shows the magnetization dependence extracted from the AMR-measurements in fig-
ure 5.11 (b). (b) Expected nonlocal resistance, stemming from the ISHE, according to
equation 5.2. Here, αSH = 1 was taken from the SHE-interpretation of the nonlocal
resistance observed with the H-bar method.

resistance depends on the projection of both injector and detector stripe magnetiza-
tions on the z-axis. The red curve in figure 5.14 (a) shows the magnetization direction,
evaluated by employing the AMR-measurements in figure 5.11 (b). Here, the magne-
tization direction is calculated by comparing the inplane angular dependence of the
AMR-effect on the stripe resistance, with the out-of plane magnetic field behavior of
the AMR-effect. As can be seen, the magnetic field dependence of sin(θ) in figure 5.14,
determined by these different methods yields the same results.

Further, the magnitude of the expected ISHE can be estimated by using the non-
local spin-valve measurements in section 5.3.2. For both the spin-valve- and ISHE-
configurations, the detector areas are placed at a distance of L = 1.5 µm from the
injector stripe. Hence, combining equations 4.18 and 5.2 gives the maximum value for
RSH for the fully out-of plane oriented injector stripe magnetization:

RSH(|Bz| > 1.8T) = αSHW

Pjλs
Rnl(0) ≈ αSH × 6.9 Ω (5.3)

Following the SHE-interpretation of the large nonlocal resistance in section 5.2.3 gives
a spin-Hall angle close to the CNP of at least αSH ≈ 1. Then, combining equations 5.2
and 5.3, results in the expected magnetic field dependent ISHE signal, which is shown
in figure 5.14 (b).

Measurement and Potential Origin of Nonlocal Signal in the
ISHE-Configuration

The observed nonlocal resistance in the ISHE-geometry at different backgate voltages
is depicted in figure 5.15 (a). Here, the expected behavior from the ISHE, shown in
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Figure 5.15: (a)Magnetic field dependent nonlocal resistance in the ISHE-
configuration at different backgate voltages. Compared with the expected curve from
the ISHE (dashed purple curve), no saturation of the measured RSH at high magnetic
fields can be observed. (b) Backgate sweeps of RSH at Bz = 12T (black curve) and
Bz = −12T (red curve). The curves show similarities to the expected behavior for the
conventional Hall-effect in graphene.

figure 5.14 (b), is included as the dashed purple curve, where an offset was added for
clarity. As can be seen in figure 5.15 (a), a large magnetic field dependent nonlocal
resistance can be observed in the ISHE-configuration. However, no saturation of this
signal at high magnetic field |Bz| > 1.8T can be seen. Hence, RSH does not follow the
projection of the injector stripe magnetization on the out-of plane axis, which is ex-
pected from the ISHE-mechanism, according to equation 5.2. This behavior indicates
that the observed nonlocal resistance in this measurement is not caused by the ISHE.

The magnetic field dependent nonlocal resistance in figure 5.15 (a) also differs for
the applied backgate voltages. This backgate dependence of RSH is depicted in fig-
ure 5.15 (b) at applied magnetic fields of Bz = 12T (black curve) and Bz = −12T (red
curve), where the injector stripe magnetization is clearly aligned in the z/−z-direction.
The shape of these curves shows similarities to the commonly observed behavior of
the conventional Hall-effect in graphene [1]. This behavior indicates that the magnetic
field dependence of the nonlocal resistance is caused by a charge rather than a spin
related mechanism.

Further, a sign change of the nonlocal voltage occurs at Ubg ≈ −25V. It has to be
noted that between the measurements in figure 5.11 (a) and figure 5.15, the sample was
transferred from a 3D-vector cryostat with a maximum magnetic field of |B| = 1T to
a second cryostat with an uniaxial maximum magnetic field of |Bz| = 14T. After the
transfer, backgatesweeps of the sample resistivity (not shown here) showed a shift of
the black curve in 5.11 (a) to a CNP at UCNP = −20V. The sign change of the RSH

in figure 5.15 (b) therefore roughly coincides with the CNP of the region beneath the
ferromagnetic contacts.

As for the baseline resistance in the nonlocal spin-valve measurements in figure 5.12,
the behavior of RSH can be caused by leakage charge currents in the presence of an in-
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Figure 5.16: Simulation of charge transport contribution in the inverse spin-Hall ef-
fect geometry in the presence of pinholes. (a) Potential distribution over the simulated
sample in the presence of two nonequivalent pinholes. (b)Magnetic field dependent
nonlocal resistance for different backgate voltages. The behavior of the simulated non-
local resistance with regard to applied magnetic field and backgate voltages is similar
to the behavior found in the experiment. Provided by Daniel Schiermeier [267].

homogeneous tunnel barrier. Due to the relatively low contact resistance of the tunnel
barriers in this sample, the presence of pinholes in the tunnel barriers is likely. To simu-
late the magnetic field dependence of the nonlocal resistance in the ISHE-configuration
caused by charge currents through an inhomogeneous tunnel barrier, finite element
simulations done with COMSOL were performed by Daniel Schiermeier [267]. For
this, the employed sample design in the presence of two nonequivalent pinholes in the
tunnel barrier was considered (this is similar to the calculations performed by Volmer
et al. in [202]). Figure 5.16 (a) shows the potential distribution in the simulated sam-
ple, for the conducted measurement.

The corresponding nonlocal resistance in dependence of an applied magnetic field
for different backgate voltages is depicted in figure 5.16 (b). Here, the CNP was set
to UCNP = −20V. As can be seen, the simulated curves show the same general
behavior as the observed nonlocal resistance in figure 5.15 (a) regarding the shape of
the magnetic field dependence, the magnitude of the signal in relation to the applied
backgate voltage and the sign change of RSH . It is therefore likely that the observed
nonlocal resistance in figure 5.15, originates from a charge current effect, caused by
the presence of pinholes in the employed tunnel barrier.

Such a charge current effect can mask a potential signal caused by the ISHE in this
measurement configuration. However, comparing the measurements in figure 5.15 (a)
with the expected signal from the ISHE (purple curve in figure 5.15 (a)) shows that
for the employed spin-Hall angle of αSH = 1, a contribution from the ISHE to the
obtained signal should clearly be visible in the measurements.

The SHE interpretation of the nonlocal resistances, obtained in the H-bar method
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Figure 5.17: Theoretical es-
timation of the spin-Hall an-
gle in hydrogenated graphene
at zero temperature, in depen-
dence of the Fermi energy po-
sition. The hydrogen concen-
tration, employed for this calcu-
lation, is similar to the experi-
mentally obtained values for the
samples in sections 5.2 and 5.3.
Data provided by Denis Kochan.
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in section 5.2.3, suggests a maximum of the spin-Hall angle at the CNP. However,
the backgate dependence of the resistivity in the sample, investigated in this section,
showed two CNPs for two different regions in figure 5.11 (a). For the measurements
in the ISHE-configuration, the relevant region is characterized by the red curve in
figure 5.11 (a), since in this region the potential conversion between spin and charge
currents through the ISHE occurs. Therefore, an especially large ISHE-induced non-
local signal is expected for the red curve in figure 5.15 (a), which marks the magnetic
field dependence of RSH , close to the CNP UCNP = 5V of the relevant sample region.
As can be seen by comparing the red and purple curves in figure 5.15 (a), the obtained
signal (which is likely caused by the spurious charge current effect discussed above)
is much smaller in magnitude than the expected ISHE contribution. These results
suggest the spin-Hall angle at the CNP to be αSH � 1, which is in disagreement with
the SHE-interpretation of the large nonlocal resistance, observed in the H-bar method.

5.4 Discussion

5.4.1 Order of Magnitude Estimation of the Spin-Hall Angle
To obtain an estimation of the expected spin-Hall angle in the samples investigated
in this thesis, Denis Kochan provided theoretical calculations concerning the skew-
scattering mechanism. For this, the model described in section 2.3.3 was applied to a
graphene supercell, containing one hydrogen atom and 16120 carbon atoms (for further
details on the calculations see [244]). This corresponds to a hydrogen concentration
of 0.0062%, which is similar to the value of the samples, investigated in sections 5.2
and 5.3.

The resulting spin-Hall angle as a function of the Fermi energy (EF = 0 corresponds
to the CNP) is depicted in figure 5.17. It can be seen that the predicted value of αSH
is more than two orders of magnitude lower than from the SHE-interpretation of the
nonlocal resistance in section 5.2.3. Such a small spin-Hall angle could be masked in
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the experiment by the charge current background effect, described in the previous
section. Further, αSH in figure 5.17 is shown to vanish at the CNP, which is also in
disagreement with the behavior observed by the H-bar method.

5.4.2 Origin of Nonlocal Resistance in the H-bar Method
The absence of an inplane magnetic field dependence of the nonlocal resistance in the
H-bar method in section 5.2 indicates a non spin related origin of this signal. However,
the mechanism behind this large nonlocal signal close to the CNP is an open question
that so far eluded the scientific community.

Valley-Hall Effect as Possible Origin of the Nonlocal Resistance

The behavior of the observed nonlocal resistance is in agreement with previous re-
sults in hydrogenated [38] and heavy atom decorated graphene [18] with regard to the
magnitude, decay length λ and lack of inplane magnetic field dependence. In [18], the
nonlocal resistance was ascribed to a so called valley-Hall effect (VHE). Here, similar
to the SHE, described in section 4.3, a charge current generates a transverse valley
polarized current, which means that electrons in different valleys flow in opposite di-
rections [268, 269]. This valley current, which transports orbital angular momentum,
is therefore neutral with regard to charge and spin (in the absence of SOC, which mixes
spin and orbital momentum). In the H-bar configuration, the valley current is then
transformed into a charge current by the inverse counterpart of the VHE, which can
be detected as a nonlocal voltage [270].

For the occurrence of such a VHE in graphene, breaking of inversion symmetry
is necessary [268]. This can be achieved by creating an asymmetry in the potential
energy of the two different sublattices in graphene [271] discussed in section 2.1, and
by applying nonuniform strain [272]. In the case of broken inversion symmetry, a
nonzero Berry curvature is introduced close to the CNP, which is opposite for the two
valleys [269]. This Berry curvature acts as a pseudomagnetic field, and similar to the
Lorentz force, in the presence of an electric field causes an anomalous velocity, which is
perpendicular to the electric field and therefore results in the valley polarized current
in the VHE [268, 269].

A large nonlocal resistance in the H-bar configuration, arising from the interplay
of VHE and inverse VHE, has been observed by Gorbachev et al. in graphene/hBN
heterostructures [273]. Here, a global sublattice asymmetry in graphene is caused by
the different lattice constants between hBN and graphene, resulting in a different
average potential of the two sublattices [30, 274]. Similarly, a VHE has been observed
in bilayer graphene, where the sublattice asymmetry is induced by the application of a
transverse electric field [275, 276], which adds a sublattice dependent potential energy,
according to equation 2.11.

In hydrogenated graphene, a sublattice asymmetry can be caused by preferential
binding of the hydrogen atoms to different sublattices. Katoch et al. observed such a
difference in hydrogen occupation between sublattices in bilayer graphene [277]. How-
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ever, this is due to the different binding energy between dimer and nondimer sublattices
in the top layer of bilayer graphene (see section 2.2), which was exposed to hydrogen
atoms. This is contrary to single layer graphene, employed in this chapter, where
no potential energy difference between the sublattices, and therefore no difference in
occupation with hydrogen atoms is expected.

Along with the intrinsic VHE, induced by global breaking of inversion symmetry,
also skew scattering by the bonded hydrogen atoms can be a possible source for a VHE
in graphene. Asmar et al. showed that an adatom distribution, which breaks mirror
symmetry (regarding the axis of incoming charge carriers), can result in a VHE, while
it is absent when mirror symmetry is preserved [278]. However, it is expected that
scattering off the attached hydrogen atoms is independent when the distance between
these impurities is larger than the phase coherence length λφ. While λφ, extracted
from the WL-measurements in section 5.2.2, is likely larger than the average distance
between impurities at low temperatures of T = 1.7K, this is certainly not the case
at T = 185K, where no WL-feature can be observed in this sample (not shown here).
Then, the resulting valley currents, generated by scattering at individual impurities,
are expected to average out [278]. Since the nonlocal resistance in section 5.2.3 persists
up to T = 185K, this mechanism can not explain the observed behavior.

It was also reported that the presence of both spin- and valley-Hall effects can lead
to a suppression of the Hanle-like oscillation of the nonlocal resistance in the H-bar
structure, as observed in section 5.2 [279]. However, this is only the case when the spin
diffusion length is smaller than the intervalley scattering length λs < λiv. Indeed, a
potential valley current in the sample is expected to decay with the intervalley scat-
tering length λiv [270]. As discussed before, bonded hydrogen atoms act as atomically
sharp narrow resonant scatterers, with a resonant level close to the charge neutrality
point of graphene [191, 192]. Thus, scattering at these hydrogen atoms is expected to
induce strong mixing of states from different valleys, effectively washing out the VHE.
This can be seen by the occurrence of a D-peak in the Raman-spectrum of the hydro-
genated samples as well as by the small intervalley scattering length close to the CNP
of λiv = 34nm, extracted from the weak localization measurements in section 5.2.2.
This is in strong contrast to the decay length of λ = 510− 565 nm, observed from the
distance dependence of the nonlocal resistance in the H-bar method. This discrepancy
rules out the VHE as a potential source of the observed large nonlocal signals.

Other Potential Sources for the Nonlocal Resistance

Large nonlocal resistances were observed in graphene, patterned into a periodic anti-
dot lattice, by Pan et al. [280]. Importantly, these antidots do not induce a sublattice
asymmetry or break inversion symmetry and therefore no VHE is expected. Here, it
was argued that the presence of a bandgap, combined with strong intervalley scatter-
ing is sufficient to create a nonzero Berry curvature, even when inversion symmetry
is conserved. The observed nonlocal resistance was therefore attributed to currents
transverse to the applied external electric field due to the induced Berry curvature, as
for the VHE.
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Figure 5.18: (a)Dependence of the nonlocal resistances Rnl at two different distances
from the current path on the sample resistivity ρ. The data was taken at varying
temperatures during cooldown of the sample. (b) Fit of the backgate voltage dependence
of Rnl at 4 µm distance with equation 5.4. While the shape of the observed curve shows
good agreement with the theoretical prediction, the required coefficient α0 = 1.45 · 104

is much too large to explain the measured nonlocal resistance.

As mentioned above, strong intervalley scattering is present in the hydrogenated
graphene samples. Further, for the sample discussed in section 5.2, a band gap of
Egap = 0.25meV was extracted from the temperature dependence of the sample resis-
tivity at the CNP (not shown here). The nonlocal resistance expected from this Berry
curvature effect was calculated to be [280]:

Rnl = ρ3
(
e2

h

)2 (Egap/~vF )2

(Egap/~vF )2 + π
√
n2 + n2

0

· α0 (5.4)

with the Fermi velocity vF , the charge carrier concentration n, the residual charge
carrier concentration at the charge neutrality point n0 and a coefficient α0 that is
dependent on the sample geometry and the decay length λ.

Since both the sample resistivity ρ and the observed nonlocal resistances Rnl in
section 5.2 are temperature dependent, the dependence of Rnl and ρ can be extracted
by varying the sample temperature. Figure 5.18 (a) shows this relation in double log-
arithmic representation with ρ and Rnl both taken at the CNP during cooldown of
the sample. From this, a dependence of Rnl(2µm) ∝ ρ1.84 can be extracted for the
nonlocal resistance at 2 µm distance from the current path and Rnl(4µm) ∝ ρ3.05 at
4 µm distance. While, it can be argued that more short ranged effects additionally
influence the nonlocal resistance closer to the current path, the nonlocal resistance at
4 µm distance closely follows the ρ3 dependence predicted by equation 5.4.

Thus, the charge carrier dependence of the nonolocal resistance taken at 4 µm dis-
tance form the current path can be fitted with equation 5.4. This can be seen in fig-
ure 5.18 (b), where a good agreement between measurement and theoretical prediction
can be achieved with a residual charge carrier density at the CNP of n0 = 0.3·1012/ cm2

and the coefficient α0 = 1.45 · 104. However, this value for the coefficient α0 is much
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larger than the expected value, which is on the order of α0 ≈ e−L/λ = 6.9 · 10−4 [280].
Therefore, the expected magnitude of this effect is 8 orders of magnitude smaller than
the observed nonlocal resistance. The observed behavior can therefore not be at-
tributed to this effect.

Considering a model with gold decorated graphene, calculations by van Tuan et
al. showed a sizeable contribution to the nonlocal resistance generated by transport
through evanescent waves [39] (see also [281]). This effect, which is specific to Dirac-
materials [39], occurs close to the CNP [282]. However, this mechanism is only expected
to have a measurable effect in geometries with W > L [39]. This is contrary to the
observed nonlocal resistances with L = 2W and L = 4W in figure 5.8.

Other mechanisms that have been reported to create large nonlocal resistances in
graphene include a SHE, induced by Zeeman splitting of the conduction and valence
bands close to the CNP [283, 284], and thermo-magneto-electric effects [285]. However,
these mechanisms fail to explain the presence of the nonlocal resistances at zero applied
out-of plane magnetic field.

Consequently, none of these previously proposed mechanisms can sufficiently ex-
plain the experimental observations of the large nonlocal resistance in the H-bar con-
figuration. One possibility for an alternative mechanism can be enhanced charge
inhomogeneity, induced by the hydrogen adatoms, which can create randomly posi-
tioned p − n junctions when the Fermi energy is tuned to be close to the CNP. As
has been reported, these p− n junctions can guide electron paths and therefore cause
a deviation from diffusive transport [286, 287], as described by the Drude model in
section 3.1. Since the exact distribution of the bonded hydrogen atoms and therefore
the potential landscape in the investigated samples is unknown, further experiments,
potentially involving multiple scanning probe microscopy techniques as in [213, 288],
are required for investigating this mechanism.

5.5 Conclusion
Several methods for investigation of SOC-effects in hydrogenated graphene have been
employed in this chapter. First, plasma hydrogenation has been established as a reli-
able method for functionalization of graphene by covalently bonded hydrogen atoms.
This process has been characterized by Raman-spectroscopy, where the occurrence of
a D-peak can be seen upon hydrogenation. As discussed in section 3.2, this D-peak
signals increased intervalley scattering and is therefore sensitive to atomically sharp
defects such as bonded hydrogen atoms. Further, it was shown that annealing the
hydrogenated graphene results in a decrease of the D-peak, corresponding to desorp-
tion of the bonded hydrogen. Importantly, graphene exposed to deuterium instead
of hydrogen plasma showed a noticeable different desorption behavior with annealing
temperature. This difference for these two isotopes unambiguously confirms that the
atomically sharp defects, observed by the occurrence of the D-peak in the Raman-
spectra, are indeed bonded hydrogen (deuterium) atoms.

With this method for hydrogenation two different sample types were investigated
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in this chapter. First, in a regular Hall-bar shaped sample, the weak localization effect
as well as nonlocal transport in the so called H-bar configuration were investigated. In
the second sample type, the combination of ferromagnetic and nonmagnetic contacts
allowed the investigation of spin transport and the ISHE.

Notably, in none of these methods a drastically increased SOC, compared to pristine
graphene could be observed. However, a lower bound for the spin orbit scattering time
τSO can be obtained. Due to the absence of a WAL-peak at the CNP, this lower bound
could be placed at τSO > 20 ps. Further, measurements of Hanle spin precession in
the nonlocal spin-valve configuration show an isotropic spin lifetime of τs = 146 ps.
Here, the observed τs is likely limited by spin relaxation at the magnetic moments,
induced by the attached hydrogen atoms, or limited by the measurement technique,
employing non ideal spin injection contacts. Thus, this measurements give a lower
bound of τSO > τs = 146 ps.

Concerning the SHE, measurements with both sample types have been executed
to solve the controversy of previous, conflicting reports in hydrogenated graphene [38,
229]. Nonlocal measurements in the H-bar configuration showed large nonlocal resis-
tances. However, the absence of any dependence of this nonlocal signal on an applied
inplane magnetic field excludes the previously reported combination of SHE and ISHE
as the source of this signal. Since no such large nonlocal resistance can be observed in
pristine graphene (not shown here), the origin of this signal in hydrogenated graphene
is still an open question. As discussed in section 5.4.2, none of several previously
suggested mechanisms can sufficiently explain the observed nonlocal resistance. Most
notably, a possible valley-Hall effect can be excluded, since the intervalley scattering
length extracted by WL-measurements is more than an order of magnitude smaller
than the length on which the nonlocal signal decays with regard to the distance from
the current path. Therefore, any VHE would be strongly suppressed by the strong
intervalley scattering at the hydrogen atoms in this sample.

Finally, measurements combining ferromagnetic and nonmagnetic contacts clearly
showed the absence of a giant SHE in the hydrogenated graphene sample. This is in
accordance with theoretical calculations, which place the expected spin-Hall angle into
a range, which is not accessible with the sensitivity of the employed measurement.

It has to be noted that the results presented in this chapter are in complete agree-
ment with our previous measurements in graphene, which was hydrogenated by high-
dose electron beam exposure of an applied PMMA-resist [289]. Here, also a large
nonlocal resistance, without any inplane magnetic field dependence was observed,
while measurements combining spin selective and non selective contacts showed no
measurable signal stemming from the SHE.
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6 SOC-Effects in
Graphene/WSe2-Heterostructures

Placing graphene into contact with TMDs has been proposed as a method to drasti-
cally increase the SOC in graphene [61, 70]. Contrary to the hydrogenation method
discussed in chapter 5, this method does not rely on a strong alteration of the graphene
lattice, which results in additional scattering.

Further, due to the atomically flat surface of TMDs such as WSe2, heterostructures
containing graphene and TMDs are expected to yield high electron mobilities on the
order of hBN encapsulated graphene. Therefore, in this chapter the possibility of
employing the TMD WSe2 to induce strong SOC in graphene while preserving the
high intrinsic mobility of graphene is explored. Additionally, it is investigated whether
the induced SOC-strength can be altered by applying an electric field perpendicular
to the graphene surface.

To this end, multiple combinations of single layer or bilayer graphene with WSe2
and hBN are investigated. A short description of the used sample fabrication methods
is given in section 6.1. This is followed by investigation of the properties of a single
layer graphene/WSe2 heterostructure, placed onto a Si/SiO2-substrate in section 6.2.
Here, the electron mobility is limited by the presence of the SiO2, which provides the
required elastic scattering to observe phase coherent diffuse effects. Thus, the WAL-
effect can be employed to investigate the properties of the SOC in graphene, induced
by WSe2.

Section 6.3 focuses on the possibility to tune the induced SOC in bilayer graphene/
WSe2 by the application of a transverse electric field. Also, this is done by analyzing
the dependence of the WAL-behavior on various properties. For this section, the
sample fabrication, measurements and data analysis were performed by Julia Amann
in the course of her Master’s thesis [290] under the author’s supervision.

In section 6.4, an emphasis is put on the charge transport properties in WSe2/bilayer
graphene/hBN heterostructures. Also, a comparison between SiO2 and WSe2 as a
substrate for graphene is drawn.

The main results of sections 6.2 and 6.4 have been published in [151]. As will be
discussed in section 6.2.3, analysis of the WAL-effect yields a certain ambiguity, specif-
ically in the ratio between the extracted symmetric and asymmetric spin orbit scat-
tering times. At the time of the publication of [151], it was believed that this ratio is
close to unity. This is since the relevant SOC terms are comparable in magnitude and
for both symmetric and asymmetric SOC, spin relaxation is expected to be dominated
by the Dyakonov-Perel mechanism. However, recent theoretical [83] and experimen-
tal [220, 221] results suggest a much larger ratio. Thus, a reevaluation of the WAL
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measurements in section 6.2 was required. Although, this leads to a difference in mag-
nitude of the extracted spin-orbit scattering times, the general trends, observed in
section 6.2, and the conclusions drawn from that are the same as in [151].

6.1 Sample Fabrication
For the fabrication of the samples discussed in this chapter, heterostructures contain-
ing different two dimensional materials have been assembled by applying a dry van
der Waals pickup process [71]. To this end, the various materials were exfoliated onto
Si/SiO2 substrates and suitable flakes were identified by an optical microscope. Con-
trary to single or bilayer graphene, multilayer hBN-flakes and WSe2-flakes have been
employed. Here, hBN was exfoliated from single-crystals provided by T. Taniguchi
and K. Watanabe [291], while the WSe2 source-crystals were obtained commercially
from HQ-graphene.

For the sample employed in section 6.2, single layer graphene was picked up by
WSe2, while for the samples in section 6.4, bilayer graphene was encapsulated between
hBN and WSe2. Here, the top flake of the heterostructure was exfoliated onto a
thin film of polypropylene carbonate (PPC). Then, this flake was used to pick up
the subsequent flakes at room temperature and the finished stack was placed onto a
standard Si/SiO2-substrate, where the conducting p++-doped Si acts as a backgate
in the measurements. This was followed by removing the PPC-layer in chloroform
and subsequent annealing for 1 hour at 320 ° in vacuum and 1 hour at 320 ° in forming
gas. This annealing step removes contaminations between the layers as well as PPC-
residues on top of the stack. Importantly, with this technique only the top layer has
been in contact with the employed polymer, which provides atomically clean interfaces
between the different materials [292] (for a more detailed description of this transfer
method see [293]).

Afterwards, the stacks were etched into Hall-bars by reactive ion etching in a
CHF3/O2-plasma. Then, the graphene was contacted by one dimensional side con-
tacts [71] consisting of 5 nm of Cr and 80 nm Au. Further, the samples were covered
with 10 nm of Al2O3, which was followed by the deposition of a Au top gate. Although
hBN as well as WSe2 can sufficiently act as a topgate dielectric by themselves, the
Al2O3 film is necessary to avoid any leakage current between the topgate and the
graphene at the sides of the stack. Thus, Al2O3 was deposited by atomic layer de-
position (ALD) at a temperature of T = 120 °C, since by this method also the side
surfaces of the stack are covered with the insulator.

For the sample discussed in chapter 6.3, several steps have been taken to improve
the sample and contact qualities as well as the topgate stability. First, instead of the
previously employed PPC-film, for this sample, a thin polycarbonate (PC)-film was
placed onto a pad of polydimethylsiloxane (PDMS). Since these polymers are more
stable with temperature than PPC, the stacking process can be done at an elevated
temperature of T > 100 °C. This process has the advantage of yielding larger contam-
ination free areas of the heterostructures, while the subsequent annealing process can
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Figure 6.1: (a)Optical microscope picture of a sample, consisting of a
WSe2/graphene stack. (b) Schematic cross section of the sample.

be omitted [294].
Additionally, the one dimensional side contacts were replaced with larger areal

contacts to the graphene. This was achieved by selectively etching the contact area of
the top WSe2 in a SF6-plasma [295]. Then, the uncovered graphene was contacted by
0.5 nm Cr and 30 nm Au. Finally, the deposition of Al2O3 as a dielectric for the topgate
was replaced by the transfer of an additional hBN-layer on top of the sample, which
was followed by the deposition of a Au topgate (for details on the sample fabrication
see [290]).

6.2 SL Graphene/WSe2

To examine SOC in graphene induced by the proximity to WSe2, the sample depicted
in figure 6.1 (a) was fabricated. As can be seen in the schematic side view shown in
figure 6.1 (b), this sample consists of a WSe2/single layer graphene stack, which was
placed directly onto a Si/SiO2 substrate.

6.2.1 Sample Characterization
The presence of both a top- and a backgate allows to independently vary the charge
carrier concentration and the applied transverse electric field in this sample, according
to equations 3.6 and 3.7. This can be seen in figure 6.2, where the backgate voltage
dependence of the sample resistivity is shown for different topgate voltage values.

Here, the position of the CNP is a function of both applied gate voltages. From
this relation, the topgate capacitance Ct can be calculated with the value Cb = 1.2 ·
10−4 As/Vm2 for the backgate. It has to be noted that the presence of a transverse
electric field is not expected to influence the resistivity of single layer graphene. The
smaller value of the maximum resistivity at the CNP with topgate voltage Utg =
−4V (black curve in figure 6.2), compared to the value at Utg = −2V is therefore
likely due to the Fermi energy in the WSe2 layer moving out of the bandgap. Further,
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Figure 6.2: Backgate voltage
dependence of the sample resis-
tivity for different applied top-
gate voltages. The position of
the CNP with regard to the
backgate voltage changes with
applied applied topgate voltage.
From the curves, a mobility of
µ = 12000 cm2/Vs can be ob-
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no absolute values for the applied transverse electric field can be calculated for given
values of back- and topgate voltages. A more detailed discussion on the calculation of
the applied field and charge carrier density will therefore be given in section 6.3, where
a transverse electric field induces a bandgap in bilayer graphene and can therefore be
investigated by gatesweeps.

From the curves in figure 6.2, a mobility of µ = 12000 cm2/Vs can be extracted.
This value is comparable to the mobility usually observed in graphene on SiO2 and is
therefore likely limited by the presence of the SiO2 substrate (for the influence of the
WSe2 layer on the mobility of graphene see section 6.4).

6.2.2 Contributions to the Magnetoconductivity
Universal Conductance Fluctuations

To examine the WAL-effect in this sample, the dependence of the sample conduc-
tivity on an out-of plane magnetic field in a low magnetic field range is investigated.
Figure 6.3 (a) shows magnetic field sweeps at slightly different charge carrier concentra-
tions, with ∆n = 0.015·1012/cm2 between the curves. Here, a peak in the conductivity
around Bz = 0T can be observed in all curves, according to the WAL-effect discussed
in chapter 4.1.3. However, in all curves fluctuations of the conductivity, which are
dependent on magnetic field strength and charge carrier concentrations, can be seen.
These fluctuations are termed universal conductance fluctuations (UCF) and are com-
monly observed in graphene samples, when the phase coherence length is longer or on
the same order of magnitude as the sample dimensions λφ ≥ W,L [141, 296].

Similar to the WL/WAL-effect, UCFs result from interference of different electron
paths, while traversing the sample [91]. Consequently, the UCF interference pattern
can be altered by applying a magnetic field, which induces an additional phase to
the interference condition, or by changing the charge carrier density, which changes
the Fermi wavelength of the electrons. Further, both the magnitude and the correla-
tion magnetic field (the applied out-of plane magnetic field on which the conductivity
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Figure 6.3: (a)Out-of plane magnetic field dependence of the sample conductivity
at slightly different charge carrier concentrations around n ≈ 0.3 · 1012/cm2. While a
WAL-peak around Bz = 0T can be observed in all curves, these are superimposed by
gate dependent UCFs. (b)The autocorrelation function (black curve) of magnetic field
sweeps can be used to analyze the UCFs. The inflection point BIP = 3.65mT, deter-
mined by taking the minimum of the derivative (red curve), reveals a phase coherence
time of τφ = 6.9 ps.

changes due to UCFs) of the UCFS are dependent on the phase coherence time τφ in
the sample [297]. Hence, analysis of the UCFs can be used to infer on τφ for a specific
charge carrier density n.

To this end, the autocorrelation function F (δBz) of the magnetic field dependent
conductance curves at n = 0.3·1012/cm2 is depicted by the black curve in figure 6.3 (b).
It has been shown by Lundeberg et al. that the most robust way, with regard to
potential sources of error, to determine τφ from UCFs is to take the inflection pointBIP ,
which is the minimum of the derivative of F (δBz) (red curve in figure 6.3 (b)) [298].
Then, τφ can be determined by [141, 298]:

τ−1
φ ≈

2DBIP

3~ (6.1)

Thus, from the value of BIP = 3.65mT in figure 6.3 (b), a phase coherence time of
τφ = 6.9 ps can be extracted at n = 0.3 ·1012/cm2. It has to be noted that the jump in
the red curve in figure 6.3 (b) at Bz = 0T is due to the sweep rate of the magnetic field
of ∆Bz = 0.2mT in the measurements in figure 6.3 (a). This measurement resolution
also limits the evaluation of UCFs at higher charge carrier densities n > 0.3 ·1012/cm2,
since both D and τφ increase with charge carrier density, which reduces BIP , according
to equation 6.1.

Parabolic Background

In addition to the occurrence of UCFs, a small parabolic background can be observed
in the curves in figure 6.3 (a). It has been shown that this background has a strong in-
fluence on the spin-orbit scattering times, obtained from fitting the WAL peaks [153].

85



6.2. SL Graphene/WSe2 Chapter 6. WSe2/Graphene

Figure 6.4: Magnetoconduc-
tivity (black curve) averaged
over 20 curves, after subtrac-
tion of a parabolic background,
which was obtained from the
high magnetic field behavior of
the conductivity. Fits of the
conductivity with the formula
for the WAL-effect in equa-
tion 6.2 and two different sets
of parameters are shown as the
red and blue curves.
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To remove this background, in previous studies the magnetic field dependent con-
ductivity at higher temperatures of T = 30K, where no WAL can be observed any
more, was subtracted from the low temperature behavior [153, 160]. However, as WL-
studies in graphene show, contributions to the WAL-behavior can still be present at
this temperature [143].

Therefore, for the WAL-curves in this chapter, a parabolic background was obtained
from the higher magnetic field range of Bz = −1T- 1T in single magnetic field sweeps.
Then, this background was subtracted from the low magnetic field curves in the fol-
lowing sections. Additional contributions to the background from ballistic boundary
scattering (see section 6.4) as observed in [153], can not be removed by the process
employed here. However, these effects are disregarded due to the lower mobility and
following mean free path in this sample and the sample in section 6.3.

6.2.3 Fitting Procedure of Weak Antilocalization Peaks

To suppress UCFs in the magnetoconductivity, an average of 15 to 30 curves at slightly
different charge carrier densities has been taken for all WAL-curves in sections 6.2
and 6.3 (see [152] for a discussion on the effect of this ensemble averaging method).
The resulting magnetic field dependence of the sample conductivity at an average
charge carrier density of n = 0.3 · 1012/cm2 (obtained from simultaneous measurement
of the Hall-resistance RH) is shown in figure 6.4. Here, a clear peak in the conductivity
around Bz = 0T can be observed.

To extract the spin orbit scattering times in graphene, the WAL-behavior is com-
monly fitted with equation 4.7 (see e.g. [152–154]). This formula was derived in the
limit of strong intervalley scattering with τiv < τSO [149]. Such a strong intervalley
scattering would certainly result in the occurrence of a D-peak in Raman-measurements.
However, in graphene/TMD heterostructures no such D-peak could be found in [299].

For a moderate amount of intervalley scattering τiv ≈ τsym, τasy, equation 4.7 has
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to be modified to (see supplementary of [160]):
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The dependence of the conductivity correction due to the WAL-effect on four in-
dependent parameters in equation 6.2 makes fitting the WAL-peaks in this chapter
problematic. Further, since no additional method to determine τiv is available, as-
sumptions for this property have to be made. WSe2 has been reported to have a simi-
lar amount of surface roughness than hBN. Therefore, it is reasonable to assume that
the employed graphene/WSe2 heterostructures on SiO2-substrates, investigated in sec-
tions 6.2 and 6.3, show a similar amount of intervalley scattering than in graphene/hBN
on SiO2. Thus, for fitting the measurements in sections 6.2 and 6.3, an intervalley
scattering length of λiv = 420 nm, which was obtained from WL-measurements in
section 6.4 (see figure 6.13 (a)), is assumed. Importantly, as λiv is a measure of the av-
erage distance between atomically sharp defects in graphene, λiv is seen as a constant
parameter rather than τiv, which can be obtained from λiv =

√
Dτiv.

The red and blue curves in figure 6.4 show fits of the conductivity with equation 6.2
and two sets of parameters. While the best fit to the data is clearly obtained by the red
curve in figure 6.4, the blue curve still shows a reasonable fit with drastically different
values for the spin orbit scattering times. Hence, also the anisotropy ζ = τasy

τsym
+ 1/2 ≈

τasy

τsym
from equation 4.28 has to be considered. Here, the value ζ = 38 given by the fit

shown as the red curve in figure 6.4 is in good agreement with values obtained from spin
injection measurements in graphene/WSe2 samples, which showed an anisotropy of
ζ = 10−40 [220, 221], considering that ζ is also expected to be dependent on the charge
carrier density. Also, the magnitude of the spin orbit scattering time is in general
agreement with WAL measurements in graphene/WSe2 by various groups [153, 155,
158, 160]. Further, the extracted phase coherence time of τφ = 8.0 ps is comparable to
the value of τφ = 6.9 ps, obtained from the UCF-analysis in figure 6.3 (b).

Given the ambiguity of the fitting parameters shown in figure 6.4, the extracted
scattering times from the WAL-fits have to be taken with care, especially considering
the influence of residual contributions of UCFs in the magnetoconductivity curves,
which can not be fully removed by the ensemble averaging process mentioned above.
However, the order of magnitude of the extracted scattering times as well as the
general behavior with changing temperature, charge carrier density and transverse
electric field are still robust against potential sources of error in the fitting procedure.

6.2.4 Temperature Dependence of WAL-peaks
To verify that the peak in the conductivity shown in figure 6.4 is due to the WAL-effect,
the dependence of this peak on temperature is depicted in figure 6.5 (a). As with the
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Figure 6.5: (a)Magnetoconductivity at different temperatures after averaging over
several curves at slightly different charge carrier density and subtraction of a parabolic
background. Here, an arbitrary offset has been added for clarity. A decrease of the
WAL-peak with increasing temperature can be observed. (b) Parameters obtained from
fitting the curves in (a) (as shown by the red curves in (a)) in dependence of temper-
ature. τφ decreases with increasing temperature, while the spin orbit scattering times
remain constant.

following graphs in this chapter depicting the correction to the magnetoconductivity
∆σ, an arbitrary offset has been added to the curves for clarity. The rapid decay of the
observed peak in the conductivity at Bz = 0T with increasing temperature is a clear
indication for the phase coherent characteristic of this effect. Further, good fits to the
data for all temperatures can be found when the spin orbit scattering times τsym and
τasy are kept constant. This is reasonable, since τsym and τasy are only expected to be
weakly dependent on temperature for various sources of spin relaxation. Therefore,
the decay of the WAL-peak with increasing temperature can be attributed to the
decreasing phase coherence time τφ, as can be seen in figure 6.5 (b).

These measurements, which were taken at a mean charge carrier density of n =
1.0 · 1012/cm2, were performed after a second cooldown with regard to the other mea-
surements in this section. Warming up and cooling down the sample had a slight effect
on the position of the CNP in gatesweeps and on the parameters extracted from the
analysis of the WAL-behavior, especially on the phase coherence time τφ. Thus, the
parameters shown in figure 6.5 can not be directly compared to the measurements in
figure 6.6. A likely source for the change in sample parameters during the subsequent
cooldown are mid-bandgap states due to impurities in the WSe2 layer, which can be
populated or depopulated at higher temperatures, but are trapped at low temperature.

6.2.5 Charge Carrier Density Dependence and Dominant
Spin-Relaxation Mechanism

To give an estimate of the SOC-strength in this sample, the dominant source of spin
relaxation, which limits the observed τsym and τasy, has to be determined. As discussed

88



Chapter 6. WSe2/Graphene 6.2. SL Graphene/WSe2

- 0 . 0 2 - 0 . 0 1 0 . 0 0 0 . 0 1 0 . 0 2
- 0 . 3
- 0 . 2
- 0 . 1
0 . 0
0 . 1
0 . 2
0 . 3

∆σ
(e2 /h)

B z ( T )

 n = 0 . 3 3 * 1 0 1 2 / c m 2   n = 1 . 2 5 * 1 0 1 2 / c m 2

 n = 2 . 5 * 1 0 1 2 / c m 2

( a )

0 . 5 1 . 0 1 . 5 2 . 0 2 . 5
0
2
4
6
8

1 0  τa s y
 Λ B R = 0 . 3 7 m e V
 τs y m
 Λ V Z = 0 . 2 7 m e V

τ(p
s)

n ( 1 0 1 2 c m - 2 )

( b )

Figure 6.6: (a)Magnetoconductivity at three different charge carrier densities. All
curves can be fitted with equation 6.2 (red curves). (b) Charge carrier density depen-
dence of extracted spin orbit scattering times. τsym and τasy show opposite trends with
increasing n, which is in agreement with the predicted Dyakonov-Perel mechanism as
the dominant source of spin orbit scattering. Fitting these data points (dashed curves)
provides an estimate for the SOC-strengths in this sample.

in section 4.2.3, different spin relaxation mechanisms can be distinguished by their
relation to the momentum scattering time τp and therefore their dependence on charge
carrier density n.

Thus, figure 6.6 (a) depicts the WAL-effect at three different charge carrier densities
at a temperature of T = 1.7K. Here, it can be seen that the WAL-peak increases in
height and narrows in width as n is increased. The main reason for this behavior is
the increase in the phase coherence time with increasing charge carrier density (not
shown here), which is consistent with electron-electron interaction as the main source
of phase decoherence, as discussed in section 4.1.

Further, figure 6.6 (b) depicts the charge carrier density dependence of the extracted
spin orbit scattering times τsym and τasy. Importantly, τsym and τasy show opposite
trends with regard to increasing n. The decrease of τasy with increasing charge carrier
density is typical for the Dyakonov-Perel mechanism as the dominant source of spin
orbit scattering in graphene. τasy is limited by symmetry breaking SOC-sources and is
inversely proportional to the momentum scattering time τasy ∝ τ−1

p ∝ n−1/2, according
to equation 4.26.

Assuming the term ak∆PIA to be small (ak∆PIA < 6 µeV in the investigated charge
carrier density range, based on [61]), the blue curve in figure 6.6 (b) shows the best fit to
the observed values of τasy with equation 4.26. From this, an estimate for the Rashba
SOC-strength of ΛBR = 0.37meV can be achieved. This value is in good agreement
with ΛBR = 0.56meV, obtained from DFT calculations in graphene/WSe2 by Gmitra
et al. [61] (see section 2.3.4), considering the uncertainty for analyzing the WAL-curves.

Contrary to that, τsym, which takes into account only symmetric sources of SOC,
increases with increasing n in figure 6.6 (b). The conventionally discussed Elliott-
Yafet mechanism can not sufficiently explain the very small values of τsym depicted
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in figure 6.6 (b), since applying equation 4.21 results in an unrealistically large intrin-
sic SOC-strength of ΛI = 84meV. Such a large SOC-strength would certainly be
observable as a bandgap (see section 2.3.2) in the transport measurements shown in
figure 6.2.

However, the charge carrier density dependence of τsym is in good agreement with
the occurrence of the so called valley Zeeman SOC in graphene/WSe2, which is due
to different SOC-terms for the two sublattices in graphene (see section 2.3.4). As dis-
cussed in section 4.2.4, valley Zeeman SOC induces an effective out-of plane magnetic
field that is opposite for the two different valleys in graphene. Thus, the correlation
time relevant for the Dyakonov-Perel mechanism is the intervalley scattering time τiv,
rather than the momentum scattering time. As discussed in section 6.2.3, τiv in this
sample is unknown, however a constant value for the intervalley scattering length λiv
was assumed for fitting the WAL-curves in this section. Consequently, the relation
τiv = λ2

iv/D ∝ 1/
√
n is expected for the intervalley scattering time, which leads to

τsym ∝
√
n.

Applying equation 4.27 to the extracted values of τsym in figure 6.6 shows good
agreement with a value for the valley Zeeman SOC-strength of ΛV Z = 0.27meV. This
value is by a factor of four smaller than ΛV Z = 1.2meV, obtained by Gmitra et al. [61].
Here, the assumed value of λiv = 420 nm for the intervalley scattering length directly
influences the extracted ΛV Z . Thus, a shorter λiv in the actual sample would result
in an increased ΛV Z .

Further, it has to be noted that equation 4.27 was calculated in the regime of
strong intervalley scattering with ωzτiv < 1 and ωz = 2ΛV Z/~. This condition is a
prerequisite for the Dyakonov-Perel mechanism, as described in section 4.2.3, since for
ωzτiv > 1 on average a full precession of the electron spin occurs before the effective
magnetic field induced by the SOC changes direction [226]. However, depending on the
actual intervalley scattering length, this might not always be the case in this sample,
especially at low charge carrier densities. This can therefore lead to an underestimation
of the extracted parameter ΛV Z (see also the discussion in the supplementary of [160]).

Furthermore, the calculations in [61] were done for a system consisting of graphene
on monolayer WSe2, while for the samples in this chapter, bulk WSe2 has been used. A
possible difference for the induced SOC-strength between monolayer and bulk TMDs
was reported by Wakamura et al. [157, 158]. The relative orientation between graphene
and WSe2 was also predicted to influence the induced SOC-strength [85, 86]. This can
be understood, since ΛV Z depends on the different environment of the two sublattices
of graphene, which is induced by different lattice constant of graphene and WSe2.
Therefore, it is not surprising that ΛV Z can be influenced by changing the relative
orientation between these two materials. However, a comparison with theory can not
be obtained here, since the exact twist angle in this sample is unknown.

6.2.6 Influence of Transverse Electric Field
The availability of both a top- and a backgate in this sample allows independent tuning
of the charge carrier density and the transverse electric field. Thus, the dependence
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Figure 6.7: (a)Magnetoconductivity at different applied out-of plane electric displace-
ment fields∆D̄ with fits from equation 6.2 (red curves). (b) Electric field dependence
of the extracted SOC-strengths, obtained from the fits in (a). A small influence of the
applied field on ΛBR and ΛV Z can be observed. Importantly, the absolute value for
the applied displacement field in this sample is unknown, which leads to an arbitrary
position of ∆D̄ = 0V/nm.

of the WAL behavior on an applied electric field at a constant charge carrier density
can be investigated.

Figure 6.7 (a) shows the occurrence of the WAL-effect for four different values of
applied electric displacement field ∆D̄ at a charge carrier density of n = 1.25·1012 /cm2

and temperature of T = 1.7K. For fitting these curves (red curves in figure 6.7 (a)),
a constant value for the phase coherence time τφ was assumed, since the dominant
dephasing mechanism of electron-electron interaction is expected to be independent
of a transverse electric field. Notably, the best fits for this curves were found, when
the ratio ζ = τasy/τsym was kept at a constant value ζ = 12 for all curves (this value
is different than in section 6.2.3, since ζ is dependent on n).

Figure 6.7 (b) depicts the SOC-strengths ΛBR and ΛV Z , obtained by employing
equations 4.26 and 4.27, according to the Dyakonov-Perel relaxation mechanism, to
the spin orbit scattering times extracted from the fits in figure 6.7 (a). Here, the SOC-
strengths increase with electric field in both directions. However, it has to be noted
that the absolute value of the dielectric displacement field in single layer graphene
can not be determined. This is since, contrary to bilayer graphene in section 6.3, a
transverse electric field does not influence the bandstructure of single layer graphene.
Hence, the parameters Ub0 and Ut0 in equation 3.6 can not be determined indepen-
dently. Therefore, the position of ∆D̄ = 0V/nm in figure 6.7 (b) is chosen arbitrarily.

The presence of an out-of plane electric field is in general predicted to induce
Bychkov-Rashba SOC in graphene due to breaking of mirror symmetry (see section
2.3.1). This effect can be assumed to be on the same order of magnitude as in pristine
graphene discussed in section 2.3.2. Then, for a change in displacement field of ∆D̄ =
0.2V/nm, a change of the Bychkov-Rashba SOC of ∆ΛBR = 0.2− 3 µeV is expected,
depending on different theoretical calculations [62, 63]. Since this change is much
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smaller than the observed effect of the applied electric field, it can be disregarded in
this analysis. Further, it has to be noted that accurate fits to the curves 6.7 (a) can
not be achieved by only varying τasy (nor by only varying τsym) for different electric
fields.

Another effect of the applied out-of plane field is an effective shift in energy of the
valence and conduction bands of WSe2 relative to the graphene bandstructure due to
an added potential difference between the materials [300]. This can affect the mixing
of electronic states of graphene and WSe2, which in turn influences both ΛV Z and
ΛBR [61, 81].

Electric field dependence on the WAL-effect in graphene covered with WS2 was
examined by Yang et al. [154]. Here, a monotonic increase in ΛBR with applied field
was observed. However, in their analysis, they argue that the induced valley Zeeman
SOC does not have any effect on spin relaxation, leading to τ−1

sym = 0. This assump-
tion is contrary to the findings in this section as well as spin relaxation experiments
in graphene/TMD-heterostructures, which consistently found τsym < τasy [220, 221].
Despite that, the monotonic behavior of ΛBR with electric field can be consistent
with the results in figure 6.7 (b), considering a possible difference in absolute electric
field (the position of ∆D̄ = 0) and a different position of the Fermi energy with respect
to the graphene in WS2, compared to WSe2. These discrepancies can shift the inves-
tigated electric field range from the behavior in figure 6.7 (b), showing a minimum in
the SOC-strengths, to the monotonic behavior observed in [154].

Zihlmann et al. reported measurements on the transverse electric field dependence
of WAL-peaks in WSe2/graphene/hBN stacks (supplementary of [160]). They observed
a change in the extracted spin orbit scattering times at different electric fields, which
amount to a similar change in the corresponding SOC-strengths as in figure 6.7 (b).
However, they did not observe a clear trend in the extracted time scales with applied
electric field. Further, they argue that the observed fluctuations in τsym and τasy are
within the sensitivity of the measurement and thus no clear electric field tunability of
the induced SOC can be observed.

Indeed, for the curves in figure 6.7 (a), contributions from universal conductance
fluctuations, which persist after the ensemble averaging method discussed in sec-
tion 6.2.3, are clearly visible. Hence, it can not be ruled out that the effect shown
in figure 6.7 is influenced by these remaining UCFs. From this, a tunability of the
SOC in this sample by applying a transverse electric field can not unambiguously be
confirmed.

6.3 BL Graphene/WSe2

As described in section 2.3.4, a much higher tunability of the induced SOC with a trans-
verse electric field is expected in a system containing bilayer graphene and WSe2 [41].
Thus, the sample depicted in figure 6.8 was fabricated. Here, a 24 nm thick hBN-flake
was placed onto the etched and contacted Hall-bar to improve the stability of the
topgate. Apart from the topgate characteristics, the additional hBN is not expected
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Figure 6.8: (a)Optical microscope picture of a sample, consisting of a WSe2/ bilayer
graphene stack. (b) Schematic cross section of the sample.

to influence the properties of the bilayer graphene. For a more detailed discussion of
the results presented in this section, see [290].

6.3.1 Sample Characterization
Figure 6.9 (a) shows the backgate voltage dependence of the sample resistivity for
different topgate voltages. As for the sample in section 6.2, the backgate voltage at
which the CNP (maximum resistivity of the curves) occurs changes by varying the
applied topgate voltage. Thus, the Fermi-energy in the graphene can be effectively
shifted by both gates. Further, the maximum resistivity at the CNP also changes
with applied topgate voltage. This is due to the different combinations of backgate
and topgate voltages, which correspond to different external out-of plane electric fields.
As discussed in section 2.2.2, this transverse electric field induces a bandgap in bilayer
graphene, which can be observed as the increased resistivity at the CNP.

From the curve in figure 6.9 (a), which shows the lowest maximum resistivity at the
CNP (black curve), a mobility on the hole-side of µh = 3000 cm2/Vs can be extracted.
In these measurements, the maximum values for the gate voltages, and therefore also
for the applied electric field, are constricted. For the backgate, an applied voltage
higher than Ubg > 60V likely results in a breakdown of the backgate dielectric, which
results in the destruction of the sample. Applying topgate voltages above Utg > 6V
causes the Fermi-energy in the WSe2 to shift into the conduction band. This leads to
free electrons in the WSe2, which effectively screen the additional topgate voltage [301].
Hence, the range of applied transverse electric field at specific charge carrier densities
is limited by the gate dielectrics.

The position in backgate voltage of the CNP Ubg(CNP ) for different topgate volt-
ages Utg is depicted as the black squares in figure 6.9 (b). As can be seen by the black
curve in figure 6.9 (b), Ubg(CNP ) shows a linear dependence on Utg. From the slope of
this curve, the ratio between backgate and topgate capacities Cb/Ct for equation 3.6
can be extracted, which allows to determine Ct from the known value Cb for the
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Figure 6.9: (a)Backgate voltage dependence of the sample resistivity for different
topgate voltage values Utg. Applying a topgate voltage shifts the position of the backgate
voltage, where the CNP occurs. Also, the maximum resistivity at the CNP changes
with applied Utg. (b)Dependence of the backgate voltage position of the CNP (black
squares) with Utg. From the linear dependence (black curve), the ratio between backgate
and topgate capacities can be calculated. The sample resistivity at the CNP (red dots)
follows a parabolic dependence with Utg (red curve). Here, the increased resistivity is
due to the out-of plane electric field determined by the combination of the gate voltages,
which opens a bandgap in bilayer graphene.

standard SiO2-substrates, employed for all samples in this chapter.
Further, the red dots in figure 6.9 (b) show the maximum resistivity of the sample at

the CNP for different topgate voltage values. These points follow a parabolic behavior
with the applied topgate voltage (red curve in figure 6.9 (b)). Here, the minimum of
the curve marks the combination of Ubg and Utg with zero transverse electric field D̄ =
0V/nm and minimum charge carrier density. These gate voltage values correspond
to Ub0 and Ut0 in equation 3.6. Thus, both charge carrier density and applied electric
field can be tuned independently by the two gate voltages, according to equation 3.7.
Then, contrary to the sample in section 6.2, for all gate voltages the absolute value of
the transverse electric field D̄ can be determined.

Importantly, here D̄ = 0V/nm corresponds to the situation where no bandgap
occurs in the bilayer graphene. Therefore, this value is a combination of both the
applied external and the internal transverse electric field, which can arise due to the
proximity of graphene to the WSe2. This is different than the bandstructures shown
in figure 2.8, where the electric field values refer only to the external electric field.
This means that the situation with D̄ = 0V/nm in this sample corresponds to the
bandstructure calculation with Eext = −0.25V/nm (figure 2.8 (c)) in figure 2.8.

6.3.2 Tunability of WAL with Applied Electric Field
Figure 6.10 shows the WAL-effect in the sample, depicted in figure 6.8, at a temper-
ature of T = 1.4K. By adjusting the back- and topgate voltage values according to
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Figure 6.10: Correction to the magnetoconductivity at constant charge carrier den-
sity n = 1.3·1012/cm2 in (a) and n = 1.7·1012/cm2 in (b) for different applied transvere
electric fields D̄. The WAL peak, which is clearly visible at D̄ = 0V/nm for both values
of n, increases by applying positive electric field and decreases with negative field.

equations 3.6 and 3.7, for these curves the charge carrier density was kept at a constant
value of n = 1.3 · 1012 /cm2 in (a) and n = 1.7 · 1012 /cm2 in (b), while the out-of plane
electric field D̄ was varied. As for the measurements of the WAL-effect in section 2.6,
an average over several magnetic field sweeps at slightly different charge carrier den-
sities (but constant D̄) was taken and a parabolic background was subtracted for the
curves in figure 6.10 (a) and (b).

Contrary to the results in the single layer graphene sample in figure 6.7 (a), the
effect of the out-of plane electric field on the WAL behavior in this sample is clearly
visible. As shown in figure 6.10, applying a positive electric field leads to an increased
height of the WAL-peak, while applying negative field leads to a decrease of the peak.
Also, the influence of the charge carrier density on the effect of the applied transverse
electric field can be observed. This is apparent for the curves at the largest negative
applied field of D̄ = −0.3V/nm, where the peak almost vanishes for n = 1.3·1012 /cm2

in figure 6.10 (a), while it is still clearly visible for n = 1.7 · 1012 /cm2 in figure 6.10 (b).
Overall, the observed peaks are an order of magnitude smaller than for the sample

in section 6.2, while the peak widths are strongly increased. This behavior points to a
smaller phase coherence length in the bilayer graphene sample, compared to the sample
containing single layer graphene. The smaller λφ is due to the lower mobility, which
results in a smaller diffusion constant D as well as a shorter phase coherence time τφ
at the same charge carrier density, reducing λφ =

√
Dτφ. The smaller peak heights

in this sample hinder the unambiguous fitting of the WAL behavior with independent
parameters τsym and τasy (see section 6.2.3).

6.3.3 Electric Field Tunability of the Induced SOC-Parameters
As discussed in section 2.3.4, a large tunability of the SOC in bilayer graphene/WSe2
heterostructures with an applied out-of plane electric field is expected. In this system,
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the electronic states close to the CNP are comprised of states originating from the
two different layers. Since the top layer in the sample discussed in this section is close
to the WSe2, large SOC is induced here. However, the short range character of this
proximity effect results in a much smaller effect for the bottom layer, for which the
induced SOC is expected to be similar as in pristine graphene [41].

Gmitra and Fabian predicted a two order of magnitude tunability of the SOC-
strengths with application of a transverse electric field. A sharp transition between
high and low SOC configurations appears only at low charge carrier density and large
applied electric field, in particular when 2|∆E| � |EF | [54], where ∆E denotes the
potential energy difference between the two graphene layers invoked by the electric
field. However, due to the relatively short phase coherence length in this sample,
only WAL-peaks at higher charge carrier concentrations (shown in figure 6.10) could
be investigated.

At these charge carrier densities, despite an applied out-of plane electric field,
mixing of electronic states from the two different graphene layers occurs due to the
off-diagonal terms in equation 2.11. This mixing can be taken into account by the
occupation of the two layers g1,2, described in equation 2.27. Here, g2 denotes the
polarization of the top layer of bilayer graphene (which is close to the WSe2).

Following Khoo et al. and disregarding the small SOC in the bottom graphene
layer (layer 1), the z/− z-symmetric SOC in dependence of electric field D̄ is expected
to follow the layer polarization as [54]:

ΛV Z(D̄) = ΛV Z,0 · g2(D̄) (6.3)

However, the WAL-behavior in figure 6.10 shows the opposite dependence on external
electric field than the expected ΛV Z(D̄). Here, the WAL-peak height increases with
positive electric field, while g2(D̄) and therefore ΛV Z(D̄) decreases. Also the experi-
mental behavior seemingly contradicts the interpretation from Gmitra and Fabian [41],
where an increase of the SOC-strength in the valence band is expected for negative
electric field (since the layer sequence for the model in figure 2.8 is inverted compared
to the experiment).

The likely reason for this discrepancy are opposite trends between symmetric and
antisymmetric SOC-strengths with regard to applied electric field. As discussed in
section 4.1.3, the presence of z/−z-mirror symmetry breaking SOC is essential for the
occurrence of the WAL-effect in graphene. Thus, the decrease of the WAL-peaks in
figure 6.10 can be caused by a decreasing z/− z-mirror symmetry breaking SOC, even
in the case that the symmetric SOC is simultaneously increasing.

Due, to the small phase coherence time in this sample, it is not possible to indepen-
dently examine τsym and τasy. Hence, additional experiments and theoretical efforts
are necessary to analyze the electric field dependence of the various SOC-parameters
in this system.
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Figure 6.11: (a)Optical microscope picture of a sample, consisting of a WSe2/ bi-
layer graphene/hBN heterostructure. Here, the hBN/bilayer graphene stack is placed
in a way that one part of the stack lies on the WSe2 (blue flake) and the other part
lies directly on the SiO2 substrate. This allows to directly compare the effect of the
two substrates in the same graphene sample. (b) Schematic cross section of the sample
area lying on the WSe2.

6.4 hBN/BL Graphene/WSe2

For the samples discussed in sections 6.2 and 6.3, the electron mobility was likely lim-
ited by the presence of the SiO2 substrate. It is therefore intriguing to examine the
possibility of high mobility graphene heterostructures with large induced SOC by the
proximity to WSe2.

Thus, samples where bilayer graphene was encapsulated between WSe2 and hBN
were fabricated. The sample structure employed here is shown schematically in fig-
ure 6.11 (b). As depicted in figure 6.11 (a), for the particular sample investigated in this
section, bilayer graphene was picked up by hBN and the graphene/hBN was placed
in such a way that part of the stack lies on the WSe2 (seen as the blue flake in fig-
ure 6.11 (a)) and the other part lies directly on the SiO2 substrate. Therefore, the
sample consists of two different areas, which allows to directly compare the influence
of the SiO2 and WSe2 substrates on the properties of graphene.

6.4.1 Sample Characterization
For the sample shown in figure 6.11 (a) only the topgate was fully functional. There-
fore, control over the transverse electric field in this sample was not possible.

Figure 6.12 (a) shows the dependence of the sample resistivity on the topgate voltage
for the two different sample areas. For the area with graphene/hBN on SiO2, shown as
the red curve in figure 6.12 (a), a small p-type doping can be observed. Further, from
this curve mobilities of µh,SiO2 = 3200 cm2/Vs for the hole- and µel,SiO2 = 5300 cm2/Vs
for the electron side can be extracted. This values are very similar to the mobility
observed in bilayer graphene/WSe2 on SiO2, investigated in section 6.3. This confirms
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Figure 6.12: (a)Dependence of sample resistivity on topgate voltage. The sample
area where a bilayer graphene/hBN stack was placed onto WSe2 (black curve) shows
a much higher electron mobility than the sample area directly placed on the SiO2 sub-
strate (red curve). (b)High magnetic field dependence of the longitudinal (black curve)
and transversal (blue curve) resistivity. Shubnikov-de Haas oscillations and plateaus
in the Hall resistivity, stemming from the quantum-Hall effect, can be observed both
at the fourfold degenerate (green numbers) and symmetry broken (red numbers) filling
factors. The dotted vertical lines mark the calculated magnetic field position for the
corresponding filling factors.

that in the previously discussed samples, the electron mobility was limited by the SiO2
substrate.

Contrary, the black curve in figure 6.12 (a) for the sample area on the WSe2 shows
a small n-type doping. Further, the black curve shows a much narrower peak, cor-
responding to lower resistivity away from the CNP, than the red curve. This behav-
ior is in agreement with the larger extracted values for the mobility of µh,WSe2 =
57000 cm2/Vs and µel,WSe2 = 92000 cm2/Vs for hole and electron sides, for the area
on WSe2. Similar mobilities have also been found in hBN/single layer graphene/WS2
heterostructures (see [302]).

For the sample area on WSe2, the high mobility is confirmed by magnetoresis-
tance measurements in a high magnetic field range. Figure 6.12 (b) shows the depen-
dence of the longitudinal sample resistivity (black curve) and the transversal Hall-
resistivity (red curve) on an out-of plane magnetic field. Here, pronounced Shubnikov-
de Haas (SdH) oscillations and plateaus in the Hall resistivity can be observed for
filling factors v = 4 · i, where i is an integer number. Oscillations and quantum-Hall
plateaus at these filling factors, which are marked by the green numbers and the green
dotted lines in figure 6.12 (b), are typical for bilayer graphene [51] due to the fourfold
degeneracy of the electronic states and the Berry phase of 2π [45].

However, as marked by the red numbers and dotted lines in figure 6.12 (b), at high
magnetic field also oscillations and plateaus for filling factors v 6= 4 · i can be seen.
These are a result of symmetry breaking by the applied magnetic field, which can
lift the spin and valley degeneracies in graphene due to Zeeman and electron-electron
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Figure 6.13: (a)Magnetic field dependence of the resistivity of the sample area of
bilayer graphene/hBN on SiO2. The peak in the resistivity at Bz = 0T can be attributed
to the conventional WL effect. Fitting this peak with euqation 4.6 (red curve) gives
values for the phase coherence and intervalley scattering times. (b)Magnetoresistivity
for the sample area on WSe2. Here, the dip in the conductivity is too large and too
broad to be attributed to the WAL-effect.

interactions [303–305]. Importantly, the splitting of the corresponding Landau-levels is
only visible when the interaction energy is larger than the disorder broadening of the
Landau levels [118]. Therefore, the observation of SdH oscillations and quantum-Hall
plateaus at these symmetry broken filling factors is an indication of a high sample
quality.

The lifting of the degeneracies hinders a possible analysis of a SOC signature in the
spin splitting of the Landau levels, as proposed by Cysne et al. [306]. Further, Wang
et al. reported a beating in the SdH oscillations in bilayer graphene/WSe2, which
they interpreted as stemming from induced SOC [153]. However, this interpretation
is under debate, since it requires SOC-strengths that are one order of magnitude
larger than the values predicted by theory and confirmed by WAL and spin injection
measurements. For the samples in this section, no such beating can be observed at
any charge carrier density. This is in agreement with recent reports by Chuang et al.
for similar hBN/bilayer graphene/WSe2 heterostructures [307].

6.4.2 Low Field Magnetoresistivity
The magnetic field dependence of the sample resistivity in a lower magnetic field range
is depicted in figure 6.13 for the two different sample areas. Figure 6.13 (a) shows the
magnetoresistivity for the area with bilayer graphene/hBN directly placed onto SiO2
at a charge carrier density of n = 1.0 · 1012/cm2. Importantly, in this section, the
sample resistivity instead of the conductivity in sections 6.2 and 6.3 is shown. Thus,
the peak observed at Bz = 0T in figure 6.13 (a) corresponds to the conventional WL
effect rather than WAL. This is not surprising, since in this sample area the graphene
is not in contact with the WSe2. Hence, the SOC-strength is expected to be similar
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than in pristine graphene.
Fitting the peak in the resistivity with equation 4.6 for the WL effect in bilayer

graphene results in a phase coherence length of λφ = 490 nm. Further, the intervalley
scattering length λiv = 420 nm, extracted from this fit, was taken as a reference value
for the analysis of the WAL-effect and the valley Zeeman SOC in sections 6.2 and 6.3.

Contrary to the sample area with bilayer graphene/hBN on SiO2, a pronounced
dip in the resistivity around Bz = 0T can be observed in figure 6.13 (b) for the area
on WSe2. However, for this feature, the obvious interpretation of stemming from
the WAL-effect due to the induced SOC by the WSe2 can not be applied, since the
dip in figure 6.13 (b) is much too large, with a magnitude of ∆σ = 20e2/h, and also
too broad with regard to applied magnetic field to be fitted with equation 4.7 or 6.2,
corresponding to the WAL-effect.

6.4.3 Magneto size effect
Dependence on Sample Width

To investigate the origin of the magnetic field dependent feature in figure 6.13 (b), fig-
ure 6.14 (a) shows the magnetoresistivity of two different samples consisting of hBN/
bilayer graphene/WSe2. Here, the black curve in figure 6.14 (a) is a zoom-out of
figure 6.13 (b), while the red curve represents a sample with electron mobilities of
µh = 90000 cm2/Vs on the hole side and µel = 100000 cm2/Vs on the electron side.
Due to the similar mobilities in these two samples, the contrast in the magnetoresistiv-
ity feature can be assigned to the difference in sample size. Specifically, the observed
feature is much broader and more pronounced in a sample with a width of W = 1 µm,
shown by the red curve in figure 6.14 (a), than in the sample with width W = 4 µm,
represented by the black curve.

The dependence of the magnetoresistivity on the sample width is a clear indication
that this feature is stemming from a quasiballistic effect. Here, due to the high mobility
in these samples, the mean free path of λp ≈ 1 µm, depending on the charge carrier
density (see section 3.1), is comparable to the width of the two samples.

A likely explanation for the observed behavior in figure 6.14 (a) of an increase in
resistivity with magnetic field up to a certain point, followed by a decrease at higher
fields, is the so called magneto size effect [91]. A prerequisite condition for this effect
to occur is that scattering at the sample edges is predominantly diffusive, which is
common for the disordered graphene edges created by reactive ion etching, as for
the samples investigated in this section. This is in contrast to specular scattering,
which occurs in electrostatically confined edges, where the longitudinal momentum is
conserved during scattering at the edges [91].

The magneto size effect is illustrated in figure 6.14 (b). Here, diffusive scattering
between the sample boundaries is initially increased by applying a perpendicular mag-
netic field, which increases the overall resistivity. At high magnetic field, the cyclotron
diameter 2rc becomes smaller than the sample width. Then, scattering at the edges
can no longer reverse the direction of the scattered electrons and the sample resistivity
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Figure 6.14: (a)Magnetoresistivity from two samples with widths W = 4 µm (black
curve) and W = 1 µm (red curve). The magnetic field dependent feature is much
broader and more pronounced for the narrower sample. This is in agreement with the
magneto size effect. The cyclotron radii for the magnetic field at maximum resistiv-
ity, calculated by equation 6.4, are shown by the black and red arrows. (b) Schematic
electron trajectories in a finite sample with applied magnetic field. At low magnetic
field with 2rc � W (solid lines), the scattering between sample boundaries is initially
increased with magnetic field strength. At higher magnetic field with 2rc < W (dashed
lines), backscattering at the sample edges and therefore the sample resistivity is de-
creased with magnetic field. Adapted from [308].

becomes even smaller than the value at Bz = 0T, which can be seen in figure 6.14 (a).
Characteristic for the magneto size effect is a fixed ratio between sample width W

and the cyclotron radius rc, at the magnetic field strength, at which the resistivity of
the boundary scattering feature is at maximum. This cyclotron radius is given by [91]:

rc(Bmax) = ~kF
eBmax

= ~
√
πn

eBmax

(6.4)

In figure 6.14 (a), cyclotron radii of rc(Bmax) = 2.2 µm for the 4 µm wide sample (marked
by the black arrows) and rc(Bmax) = 0.6 µm for the 1 µm wide sample (marked by the
red arrows) are found. Thus, the cyclotron radius is proportional to the sample width
with W ≈ 1.8 · rc(Bmax). Further, the higher amplitude of the effect in the 1 µm
wide sample compared to the wider sample is in agreement with this effect, since for
the narrower sample, the mean free path is closer to the sample width and scattering
between sample boundaries is therefore increased.

In semiconductor two dimensional electron gases, a relation W = 0.55 · rc(Bmax)
was found [309] in agreement with theoretical calculations in the classical regime [310].
In single layer graphene/hBN heterostructures, the relation W ≈ 0.9 · rc(Bmax) was
reported [95, 308]. This relation could be theoretically reproduced by a model specific
to single layer graphene [311].
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Figure 6.15: (a)Magnetoresistivity at different temperatures. The low magnetic field
feature is relatively stable with increasing temperature, which indicates a non phase co-
herent origin. (b) Charge carrier density dependence of the magnetoresistivity feature.
The feature width increases with increasing n, which is consistent with the magneto size
effect. The resistance peak positions follow the calculated magnetic field values (marked
by the dashed vertical lines).

Dependence on Temperature and Charge Carrier Density

The dependence of the magnetoresistivity feature on varying sample temperature and
charge carrier density can further confirm the magneto size effect as the origin of the
observed feature. Figure 6.15 (a) shows the magnetoresistivity at different tempera-
tures. Here, no significant change in the low magnetic field behavior can be seen for
T ≤ 10K and traces of the low magnetic field feature are still observable at T = 60K.
This is in strong contrast to the WAL-effect observed in figure 6.5, where almost a
complete decay of the WAL peaks occurred at T = 20K. The high stability with tem-
perature therefore excludes a phase coherent effect as the origin of the low magnetic
field behavior. The decrease of the feature size at T > 10K in figure 6.15 (a) is likely
due to a decrease in mean free path, which is also consistent with the overall increased
sample resistivity.

Additionally, the charge carrier density dependence of the magnetoresistivity is
depicted in figure 6.15 (b). Here, the feature width increases with increasing charge
carrier density as the cyclotron radius increases, according to equation 6.4. This can be
seen by the dotted vertical lines in figure 6.15 (b), which mark the magnetic field values
at which the maximum resistivity from the boundary scattering effect is calculated
with the relation W = 1.8 · rc(Bmax). A good agreement between the resistance
maxima in figure 6.15 (b) and the calculated magnetic field values can be found.

6.4.4 Absence of WAL in hBN/Bilayer Graphene/WSe2

Notably, no WAL behavior could be observed in the hBN/Bilayer Graphene/WSe2
samples. The absence of a WAL peak in these samples can be attributed to a number
of possible reasons. First, since the bilayer graphene is only in contact with WSe2 on
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one side, the induced SOC is dependent on the transverse electric field in the samples,
as seen in section 6.3. However, for both samples discussed in this section, only one gate
was functional. Therefore, no control or evaluation of the perpendicular electric field
was possible. Thus, it can not be excluded that the induced SOC and consequently
the expected WAL-effect in these samples is diminished by an unfavorable electric field
configuration.

Additionally, Yang et al. showed that the presence of hBN in hBN/single layer
graphene/WSe2 reduces the interaction between graphene and WSe2 and therefore
possibly also the induced SOC-strength [312]. For this, they used the strong pho-
toluminescence (PL) response of monolayer WSe2 [313]. It has been shown that in
monolayer WSe2/graphene stacks the electron-hole pairs created in the WSe2 dur-
ing the PL measurement can recombine nonradiatively trough charge transfer to the
graphene [314]. Thus, the PL in WSe2/graphene is greatly suppressed. Contrary, for
graphene encapsulated by WSe2 and hBN, Yang et al. observed that the PL was re-
stored to almost the magnitude in monolayer WSe2. They attributed this to a slightly
increased interlayer distance between graphene and WSe2 due to the presence of the
hBN. Since the proximity SOC is a very short ranged effect, this can drastically di-
minish the induced SOC in graphene. However, this is in disagreement with recent
reports where signatures of strong induced SOC were found in hBN/graphene/TMD
structures [87, 160].

Further, as indicated by the occurrence of the magneto size effect, electron transport
in these samples is in the quasiballistic regime. However, WAL is a diffusive effect and
equations 4.7 and 6.2 are only valid for τφ > τsym,asy > τp. For the mobilities observed
in hBN/Bilayer Graphene/WSe2, values of τp ≈ 1 ps can be found. Hence, τsym > τp
may not be valid here. Then, a possible WAL-effect is expected to be suppressed due
to the reduced amount of backscattering. Such a behavior has also been observed in
GaAs heterostructures [315]. In accordance with that, Zihlmann et al. observed WAL
in high mobility hBN/single layer graphene/WSe2 samples, while focusing only on the
low charge carrier density range, where the mean free path is reduced [160].

6.5 Conclusion
In this chapter the properties of different heterostructures containing graphene and
WSe2 were investigated. For the sample in section 6.2, a single layer graphene/WSe2
stack was placed onto a Si/SiO2 substrate. The electron mobility in this sample
was limited by the SiO2 substrate, which keeps charge transport properties in the
diffusive regime. Thus, measurements of a pronounced WAL-effect could be used to
investigate the induced SOC in graphene. Here, the strong temperature dependence
of the observed WAL behavior confirms the phase coherent characteristic of this effect.

The charge carrier density dependence of the spin orbit scattering times, extracted
from the WAL peaks, showed good agreement with the expected relation from the
Dyakonov-Perel mechanism in graphene/TMDs, as proposed by Cummings et al. [83].
Specifically, the opposite trends of symmetric and asymmetric spin orbit scattering
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times with increasing charge carrier density reflect the different characteristics of the
corresponding SOC types. From this dependence, an estimate of the SOC-strengths
could be made, which is in good agreement with theoretical reports. Further, a weak
dependence of the WAL-peaks on an applied transverse electric field could be observed.
However, it could not be excluded that this is only a remnant of spurious effects in
the measurements.

Bilayer graphene/WSe2 on SiO2 investigated in section 6.3 showed a higher tunabil-
ity of the WAL-peaks with applied electric field. Indeed, almost a complete vanishing
of the observed WAL-peaks was seen by application of a negative (as defined in sec-
tion 3.1) electric field, while an increase in WAL magnitude was observed for positive
electric field. However, this behavior is in contrast to theoretical predictions, where
for the investigated case with EF lying in the valence band, a decrease of the SOC
strength is expected for positive electric field [41].

This behavior can be caused by opposite trends of the symmetric and asymmetric
SOC strengths with increasing electric field and the differing dependencies of the
WAL-behavior on these scattering times according to section 4.1.3. Examining the
exact behavior of the various SOC-terms in this system with an applied transverse
electric field is a work in progress and requires additional measurements from different
samples, as well as theoretical calculations. However, the strong influence of this
electric field on the observed WAL-behavior is already clearly observable here.

Encapsulation of bilayer graphene between WSe2 and hBN investigated in sec-
tion 6.4 showed high electron mobilities that are comparable to values obtained in
graphene encapsulated between hBN on both sides. The suitability of WSe2 for high
quality graphene was made apparent by comparing measurements of two areas of
the same sample, where either SiO2 or WSe2 was used as the substrate for a bilayer
graphene/hBN stack.

Further, a magnetoresistivity feature in WSe2/bilayer graphene/hBN could be at-
tributed to a quasiballistic boundary scattering effect. This interpretation is in agree-
ment with the observed dependence of this resistivity feature on sample temperature,
charge carrier density and sample width. The transition to the quasiballistic charge
transport regime in these samples is also the likely reason for the lack of any WAL
feature. Thus, no statement on the induced SOC in these samples could be made.
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7 Summary
In this thesis, the possibility to increase the otherwise very weak SOC in graphene by
functionalization was explored. To this end, effects stemming from SOC in graphene
functionalized with two different methods were examined. Since these results aim to
advance the progress towards potential spintronic devices, the electron mobility of the
different structures was also taken into account.

In chapter 5, functionalization of single layer graphene was done by weakly hydro-
genating graphene. Here, the amount of applied hydrogen could be regulated by the
employed method of plasma hydrogenation. This method was characterized by Raman
measurements, which show a peak in the Raman spectra upon hydrogenation corre-
sponding to atomically sharp defects. Contrary to previously employed methods in
the literature, comparing the different desorption behavior of hydrogen and deuterium
atoms unambiguously confirms that these defects consist of bonded hydrogen atoms.

In devices fabricated by this method, charge and spin transport measurements were
performed. Measurements of both weak localization and nonlocal spin transport did
not indicate a drastically increased SOC, compared to the case of pristine graphene.
With these methods a lower bound for the spin orbit scattering time of τSO > 100 ps
in the employed hydrogenated graphene samples could be established.

Different measurements were performed to solve the controversy regarding the re-
ported giant SHE in weakly hydrogenated graphene. Employing the H-bar configura-
tion confirmed the reported large nonlocal resistance, which was previously interpreted
as stemming from a combination of the SHE and the inverse SHE. However, no de-
pendence of this nonlocal signal on an applied inplane magnetic field could be found,
which indicates a non spin related origin.

Further, by using a more direct way to measure the SHE with spin injection through
a ferromagnetic contact, no signature of a giant SHE was found, which is in accor-
dance with theoretical calculations. Thus, it can be concluded that the large nonlocal
resistance obtained in the H-bar method is not an indication of a giant SHE in hydro-
genated graphene. However, the exact origin of this nonlocal signal is still unknown
and requires further investigation.

Hence, the potential of hydrogenated graphene as a high mobility material with
large SOC seems to be limited, since no clear sign of a drastically increased SOC in
this system could be found. Further, already in this rather dilute limit of hydrogen
concentration, the electron mobility of the devices was limited by the applied hydrogen
atoms.

This is contrary to the results in chapter 6, where SOC is induced by bringing
graphene into proximity to the TMDWSe2. Magnetotransport measurements in single
layer graphene/WSe2 structures showed a pronounced WAL-effect, indicating large
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SOC in the graphene sample. The dependence of this WAL-feature on charge carrier
density showed good agreement with theoretical predictions for the different types and
magnitudes of the induced SOC.

Additionally, in bilayer graphene/WSe2 a high tunability of the WAL-feature with
application of an electric field transverse to the graphene plane was observed. These
results show the potential of this sample structure for a spin transistor design as sug-
gested in [41, 42], or other spintronic applications which require tunable SOC strength.
However, apparent contradiction with theoretical expectations of the electric field de-
pendence of the induced SOC requires further investigations of this material system.

Further, sample structures with bilayer graphene completely encapsulated with
WSe2 on one side and hBN on the other side confirmed the suitability of WSe2 as
a substrate for high quality graphene devices. The high electron mobility in these
samples, extracted from charge transport, was confirmed by the occurrence of a qua-
siballistic boundary scattering effect in a sample as wide as 4 µm. The high mobility
in this sample also prevented an estimate of the SOC-strength by measurement of the
WAL-effect in this sample structure type.

The combination of the measurements in the different sample structures in chapter 6
confirms the suitability of WSe2 as a substrate for high mobility graphene with large,
possibly electric field tunable, induced SOC-strength. Also, the employed assembly
technique provides the opportunity to combine different proximity induced effects from
different materials on both sides of graphene, such as increased SOC and induced
magnetism [316]. Thus, the properties of graphene can further be tuned to reveal new
interesting phenomena or to fit potential applications.
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[150] Stefan Ilić, Julia S. Meyer, and Manuel Houzet. “Weak localization in transition
metal dichalcogenide monolayers and their heterostructures with graphene”. In:
Phys. Rev. B 99 (2019), p. 205407 (cit. on p. 33).

[151] Tobias Völkl et al. “Magnetotransport in heterostructures of transition metal
dichalcogenides and graphene”. In: Phys. Rev. B 96 (2017), p. 125405 (cit. on
pp. 33, 81, 82).

[152] Zhe Wang et al. “Strong interface-induced spin-orbit interaction in graphene
on WS2”. In: Nat Commun 6 (2015), pp. – (cit. on pp. 33, 86).

[153] Zhe Wang et al. “Origin and Magnitude of ‘Designer’ Spin-Orbit Interaction
in Graphene on Semiconducting Transition Metal Dichalcogenides”. In: Phys.
Rev. X 6 (2016), p. 041020 (cit. on pp. 33, 34, 85–87, 99).

[154] Bowen Yang et al. “Tunable spin–orbit coupling and symmetry-protected edge
states in graphene/WS2”. In: 2D Materials 3 (2016), p. 031012 (cit. on pp. 34,
86, 92).

[155] Bowen Yang et al. “Strong electron-hole symmetric Rashba spin-orbit coupling
in graphene/monolayer transition metal dichalcogenide heterostructures”. In:
Phys. Rev. B 96 (2017), p. 041409 (cit. on pp. 34, 87).

[156] Bowen Yang. “Spin-Orbit Coupling in Graphene and Transition Metal Dichalco-
genides”. PhD thesis. UC Riverside, 2017 (cit. on p. 34).

[157] T. Wakamura et al. “Strong Anisotropic Spin-Orbit Interaction Induced in
Graphene by Monolayer WS2”. In: Phys. Rev. Lett. 120 (2018), p. 106802 (cit.
on pp. 34, 90).

[158] T. Wakamura et al. “Spin-orbit interaction induced in graphene by transition
metal dichalcogenides”. In: Phys. Rev. B 99 (2019), p. 245402 (cit. on pp. 34,
87, 90).

[159] Amir Muhammad Afzal et al. “Gate Modulation of the Spin-orbit Interaction in
Bilayer Graphene Encapsulated by WS2 films”. In: Scientific Reports 8 (2018),
p. 3412 (cit. on p. 34).

[160] Simon Zihlmann et al. “Large spin relaxation anisotropy and valley-Zeeman
spin-orbit coupling in WSe2/graphene/h-BN heterostructures”. In: Phys. Rev.
B 97 (2018), p. 075434 (cit. on pp. 34, 86, 87, 90, 92, 103).

[161] Simon Zihlmann. “Spin and charge relaxation in graphene”. PhD thesis. Uni-
versität Basel, 2018 (cit. on pp. 34, 50).

[162] Jaroslav Fabian and Igor Zutic. “The standard model of spin injection”. In:
arxiv: 0903.2500 (2009) (cit. on p. 34).

[163] A. K. Patra et al. “Dynamic spin injection into chemical vapor deposited
graphene”. In: Applied Physics Letters 101 (2012), p. 162407 (cit. on p. 34).

[164] Zhenyao Tang et al. “Dynamically generated pure spin current in single-layer
graphene”. In: Phys. Rev. B 87 (2013), p. 140401 (cit. on pp. 34, 35).

117



Bibliography Bibliography

[165] S. Dushenko et al. “Gate-Tunable Spin-Charge Conversion and the Role of Spin-
Orbit Interaction in Graphene”. In: Phys. Rev. Lett. 116 (2016), p. 166102 (cit.
on p. 34).

[166] David Indolese et al. “Wideband and On-Chip Excitation for Dynamical Spin
Injection into Graphene”. In: Phys. Rev. Applied 10 (2018), p. 044053 (cit. on
pp. 34, 35).

[167] Yunqiu Kelly Luo et al. “Opto-Valleytronic Spin Injection in Monolayer MoS2/
Few-Layer Graphene Hybrid Spin Valves”. In: Nano Lett. 17 (2017), pp. 3877–
3883 (cit. on p. 34).

[168] Ahmet Avsar et al. “Optospintronics in Graphene via Proximity Coupling”. In:
ACS Nano 11 (2017), pp. 11678–11686 (cit. on p. 34).

[169] Williams Fernando Savero Torres et al. “Spin precession and the spin Hall effect
in graphene/Pt nanostructures”. In: 2D Materials 4 (2017), p. 041008 (cit. on
p. 35).

[170] Nevill Francis Mott and Ralph Howard Fowler. “The electrical conductivity of
transition metals”. In: Proceedings of the Royal Society of London. Series A -
Mathematical and Physical Sciences 153 (1936), pp. 699–717 (cit. on p. 35).

[171] A. Fert and I. A. Campbell. “Two-Current Conduction in Nickel”. In: Phys.
Rev. Lett. 21 (1968), pp. 1190–1192 (cit. on p. 35).

[172] S. Blundell. Magnetism in Condensed Matter. Oxford Master Series in Con-
densed Matter Physics. OUP Oxford, 2001 (cit. on p. 35).

[173] Jagadeesh S. Moodera, Joaquim Nassar, and George Mathon. “Spin-Tunneling
in Ferromagnetic Junctions”. In: Annual Review of Materials Science 29 (1999),
pp. 381–432 (cit. on p. 36).

[174] H. C. Torrey. “Bloch Equations with Diffusion Terms”. In: Phys. Rev. 104
(1956), pp. 563–565 (cit. on p. 37).

[175] C. Józsa et al. “Linear scaling between momentum and spin scattering in
graphene”. In: Phys. Rev. B 80 (2009), p. 241403 (cit. on p. 37).

[176] T. Maassen et al. “Comparison between charge and spin transport in few-layer
graphene”. In: Phys. Rev. B 83 (2011), p. 115410 (cit. on p. 37).

[177] Thomas Maassen. “Electron Spin Transport in Graphene–Based Devices”. PhD
thesis. Rijksuniversiteit Groningen, 2013 (cit. on p. 37).

[178] Mark Johnson and R. H. Silsbee. “Interfacial charge-spin coupling: Injection
and detection of spin magnetization in metals”. In: Phys. Rev. Lett. 55 (1985),
pp. 1790–1793 (cit. on p. 37).

[179] Mariusz Ciorga et al. “Electrical spin injection and detection in lateral all-
semiconductor devices”. In: Physical Review B 79 (2009), p. 165321 (cit. on
p. 38).

118



Bibliography Bibliography

[180] R. J. Elliott. “Theory of the Effect of Spin-Orbit Coupling on Magnetic Reso-
nance in Some Semiconductors”. In: Phys. Rev. 96 (1954), pp. 266–279 (cit. on
p. 39).

[181] Y. Yafet. “g Factors and Spin-Lattice Relaxation of Conduction Electrons”. In:
Solid State Physics 14. Academic Press, 1963, pp. 1–98 (cit. on p. 39).

[182] D. Huertas-Hernando, F. Guinea, and Arne Brataas. “Spin-Orbit-Mediated
Spin Relaxation in Graphene”. In: Phys. Rev. Lett. 103 (2009), p. 146801 (cit.
on pp. 40, 41, 43).

[183] H. Ochoa, A. H. Castro Neto, and F. Guinea. “Elliot-Yafet Mechanism in
Graphene”. In: Phys. Rev. Lett. 108 (2012), p. 206808 (cit. on p. 40).

[184] Dmytro Pesin and Allan H. MacDonald. “Spintronics and pseudospintronics
in graphene and topological insulators”. In: Nat Mater 11 (2012), pp. 409–416
(cit. on p. 40).

[185] M.I. Dyakonov and V.I. Perel. “Spin orientation of electrons associated with
the interband absorption of light in semiconductors”. In: Soviet Physics JETP
33 (1971), p. 1053 (cit. on pp. 40, 41).

[186] Oleg V. Yazyev and Lothar Helm. “Defect-induced magnetism in graphene”.
In: Phys. Rev. B 75 (2007), p. 125408 (cit. on p. 41).

[187] Bruno Uchoa et al. “Localized Magnetic States in Graphene”. In: Phys. Rev.
Lett. 101 (2008), p. 026805 (cit. on p. 41).

[188] Felix Yndurain. “Effect of hole doping on the magnetism of point defects in
graphene: A theoretical study”. In: Phys. Rev. B 90 (2014), p. 245420 (cit. on
p. 41).

[189] Kathleen M. McCreary et al. “Magnetic Moment Formation in Graphene De-
tected by Scattering of Pure Spin Currents”. In: Phys. Rev. Lett. 109 (2012),
p. 186604 (cit. on p. 41).

[190] Héctor González-Herrero et al. “Atomic-scale control of graphene magnetism
by using hydrogen atoms”. In: Science 352 (2016), pp. 437–441 (cit. on pp. 41,
69).

[191] T. O. Wehling et al. “Resonant Scattering by Realistic Impurities in Graphene”.
In: Phys. Rev. Lett. 105 (2010), p. 056802 (cit. on pp. 41, 61, 76).

[192] Susanne Irmer et al. “Resonant scattering due to adatoms in graphene: Top,
bridge, and hollow positions”. In: Phys. Rev. B 97 (2018), p. 075417 (cit. on
pp. 41, 76).

[193] Denis Kochan et al. “Resonant Scattering by Magnetic Impurities as a Model
for Spin Relaxation in Bilayer Graphene”. In: Phys. Rev. Lett. 115 (19 2015),
p. 196601 (cit. on pp. 41, 43).

[194] M. Wojtaszek et al. “Absence of hyperfine effects in 13C-graphene spin-valve
devices”. In: Phys. Rev. B 89 (2014), p. 035417 (cit. on p. 42).

119



Bibliography Bibliography

[195] Dinh Van Tuan et al. “Pseudospin-driven spin relaxation mechanism in graphene”.
In: Nature Physics 10 (2014), p. 857 (cit. on p. 42).

[196] Nikolaos Tombros et al. “Electronic spin transport and spin precession in single
graphene layers at room temperature”. In: Nature 448 (2007), pp. 571–574 (cit.
on p. 42).

[197] T. Maassen et al. “Contact-induced spin relaxation in Hanle spin precession
measurements”. In: Phys. Rev. B 86 (23 2012), p. 235408 (cit. on p. 42).

[198] H. Idzuchi, A. Fert, and Y. Otani. “Revisiting the measurement of the spin re-
laxation time in graphene-based devices”. In: Phys. Rev. B 91 (2015), p. 241407
(cit. on p. 42).

[199] Gordon Stecklein et al. “Contact-Induced Spin Relaxation in Graphene Nonlo-
cal Spin Valves”. In: Phys. Rev. Applied 6 (2016), p. 054015 (cit. on p. 43).

[200] F. Volmer et al. “Role of MgO barriers for spin and charge transport in Co/MgO/
graphene nonlocal spin-valve devices”. In: Phys. Rev. B 88 (2013), p. 161405
(cit. on pp. 43, 44).

[201] F. Volmer et al. “Suppression of contact-induced spin dephasing in graphene/
MgO/Co spin-valve devices by successive oxygen treatments”. In: Phys. Rev.
B 90 (2014), p. 165403 (cit. on p. 43).

[202] Frank Volmer et al. “Contact-induced charge contributions to non-local spin
transport measurements in Co/MgO/graphene devices”. In: 2D Materials 2
(2015), p. 024001 (cit. on pp. 43, 68, 73).

[203] Frank Volmer. “Einfluss der Oxid-Barriere auf den Spin- und Ladungstransport
in Graphen/MgO/Co-Strukturen”. PhD thesis. RWTH Aachen, 2015 (cit. on
p. 43).

[204] Wei Han et al. “Tunneling Spin Injection into Single Layer Graphene”. In: Phys.
Rev. Lett. 105 (2010), p. 167202 (cit. on p. 43).

[205] Wei Han and R. K. Kawakami. “Spin Relaxation in Single-Layer and Bilayer
Graphene”. In: Phys. Rev. Lett. 107 (2011), p. 047207 (cit. on p. 43).

[206] Wei Han et al. “Spin transport and relaxation in graphene”. In: Journal of
Magnetism and Magnetic Materials 324 (2012), pp. 369–381 (cit. on p. 43).

[207] Marc Drögeler et al. “Nanosecond Spin Lifetimes in Single- and Few-Layer
Graphene–hBN Heterostructures at Room Temperature”. In: Nano Letters 14
(2014), pp. 6050–6055 (cit. on p. 43).

[208] Ahmet Avsar et al. “Electronic spin transport in dual-gated bilayer graphene”.
In: NPG Asia Mater 8 (2016), p. 274 (cit. on p. 43).

[209] M. H. D. Guimarães et al. “Controlling Spin Relaxation in Hexagonal BN-
Encapsulated Graphene with a Transverse Electric Field”. In: Phys. Rev. Lett.
113 (2014), p. 086602 (cit. on p. 43).

120



Bibliography Bibliography

[210] Simranjeet Singh et al. “Nanosecond spin relaxation times in single layer graphene
spin valves with hexagonal boron nitride tunnel barriers”. In: Applied Physics
Letters 109, 122411 (2016), pp. - (cit. on p. 43).

[211] Johannes Christian Leutenantsmeyer et al. “Efficient spin injection into graphene
through trilayer hBN tunnel barriers”. In: Journal of Applied Physics 124
(2018), p. 194301 (cit. on p. 43).

[212] Dinh Van Tuan et al. “Spin dynamics and relaxation in graphene dictated by
electron-hole puddles”. In: Scientific Reports 6 (2016), p. 21046 (cit. on p. 43).

[213] Dorri Halbertal et al. “Imaging resonant dissipation from individual atomic
defects in graphene”. In: Science 358 (2017), pp. 1303–1306 (cit. on pp. 43, 78).

[214] N. Tombros et al. “Anisotropic Spin Relaxation in Graphene”. In: Phys. Rev.
Lett. 101 (2008), p. 046601 (cit. on p. 43).

[215] Bart Raes et al. “Determination of the spin-lifetime anisotropy in graphene
using oblique spin precession”. In: Nat Commun 7 (2016), pp. – (cit. on p. 43).

[216] Sebastian Ringer et al. “Measuring anisotropic spin relaxation in graphene”.
In: Phys. Rev. B 97 (2018), p. 205439 (cit. on pp. 43, 64, 68).

[217] Jan Bundesmann et al. “Theory of spin-orbit-induced spin relaxation in func-
tionalized graphene”. In: Phys. Rev. B 92 (2015), p. 081403 (cit. on p. 44).

[218] M. Wojtaszek et al. “Enhancement of spin relaxation time in hydrogenated
graphene spin-valve devices”. In: Phys. Rev. B 87 (2013), p. 081402 (cit. on
pp. 44, 69).

[219] Magdalena Wojtaszek. “Exploring magnetism in graphene by electronic charge
and spin transport”. PhD thesis. University of Groningen, 2014 (cit. on p. 44).

[220] Talieh S. Ghiasi et al. “Large Proximity-Induced Spin Lifetime Anisotropy in
Transition-Metal Dichalcogenide/Graphene Heterostructures”. In: Nano Let-
ters 17 (2017), pp. 7528–7532 (cit. on pp. 45, 81, 87, 92).

[221] L. Antonio Benítez et al. “Strongly anisotropic spin relaxation in graphene-
transition metal dichalcogenide heterostructures at room temperature”. In: Na-
ture Physics (2017), pp. – (cit. on pp. 45, 81, 87, 92).

[222] L. Antonio Benítez et al. “Investigating the spin-orbit interaction in van der
Waals heterostructures by means of the spin relaxation anisotropy”. In: APL
Materials 7 (2019), p. 120701 (cit. on p. 45).

[223] S. Omar, B. N. Madhushankar, and B. J. van Wees. “Large spin-relaxation
anisotropy in bilayer-graphene/WS2 heterostructures”. In: Phys. Rev. B 100
(2019), p. 155415 (cit. on p. 45).

[224] M.I. Dyakonov and V.I. Perel. “Current-induced spin orientation of electrons in
semiconductors”. In: Physics Letters A 35 (1971), pp. 459–460 (cit. on p. 46).

[225] Jairo Sinova et al. “Spin Hall effects”. In: Rev. Mod. Phys. 87 (2015), pp. 1213–
1260 (cit. on pp. 46–48).

121



Bibliography Bibliography

[226] M.I. Dyakonov. Spin Physics in Semiconductors. Springer Series in Solid-State
Sciences. Springer, 2008 (cit. on pp. 46, 47, 90).

[227] Aires Ferreira et al. “Extrinsic Spin Hall Effect Induced by Resonant Skew
Scattering in Graphene”. In: Phys. Rev. Lett. 112 (2014), p. 066601 (cit. on
pp. 46, 49, 58).

[228] Nevill Francis Mott and Niels Henrik David Bohr. “The scattering of fast elec-
trons by atomic nuclei”. In: Proceedings of the Royal Society of London. Series
A, Containing Papers of a Mathematical and Physical Character 124 (1929),
pp. 425–442 (cit. on p. 46).

[229] Jayakumar Balakrishnan et al. “Colossal enhancement of spin-orbit coupling
in weakly hydrogenated graphene”. In: Nat Phys 9 (2013), pp. 284–287 (cit. on
pp. 47–49, 53, 54, 57, 61, 69, 79).

[230] E. M. Hankiewicz et al. “Manifestation of the spin Hall effect through charge-
transport in the mesoscopic regime”. In: Phys. Rev. B 70 (2004), p. 241301
(cit. on p. 47).

[231] D. A. Abanin et al. “Nonlocal charge transport mediated by spin diffusion in
the spin Hall effect regime”. In: Phys. Rev. B 79 (2009), p. 035304 (cit. on
pp. 48, 49).

[232] Jayakumar Balakrishnan et al. “Giant spin Hall effect in graphene grown by
chemical vapour deposition”. In: Nat Commun 5 (2014), p. 4748 (cit. on p. 49).

[233] Ahmet Avsar et al. “Enhanced spin–orbit coupling in dilute fluorinated graphene”.
In: 2D Materials 2 (2015), p. 044009 (cit. on p. 49).

[234] A. Avsar et al. “Spin-orbit proximity effect in graphene”. In: Nat Commun 5
(2014), p. 4875 (cit. on p. 49).

[235] Jungmin Park et al. “Gate-dependent spin Hall induced nonlocal resistance
and the symmetry of spin-orbit scattering in Au-clustered graphene”. In: Phys.
Rev. B 95 (2017), p. 245414 (cit. on p. 50).

[236] S. O. Valenzuela and M. Tinkham. “Direct electronic measurement of the spin
Hall effect”. In: Nature 442 (2006), pp. 176–179 (cit. on pp. 50, 70).

[237] C. K. Safeer et al. “Room-Temperature Spin Hall Effect in Graphene/MoS2
van der Waals Heterostructures”. In: Nano Letters 19 (2019), pp. 1074–1082
(cit. on p. 50).

[238] Talieh S. Ghiasi et al. “Charge-to-Spin Conversion by the Rashba-Edelstein
Effect in Two-Dimensional van der Waals Heterostructures up to Room Tem-
perature”. In: Nano Lett. 19 (2019), pp. 5959–5966 (cit. on p. 51).

[239] L. Antonio Benítez et al. “Tunable room-temperature spin galvanic and spin
Hall effects in van der Waals heterostructures”. In: Nature Materials 19 (2020),
pp. 170–175 (cit. on p. 51).

122



Bibliography Bibliography

[240] Jose H. Garcia, Aron W. Cummings, and Stephan Roche. “Spin Hall Effect
and Weak Antilocalization in Graphene/Transition Metal Dichalcogenide Het-
erostructures”. In: Nano Letters 17 (2017), pp. 5078–5083 (cit. on p. 51).

[241] Manuel Offidani et al. “Optimal Charge-to-Spin Conversion in Graphene on
Transition-Metal Dichalcogenides”. In: Phys. Rev. Lett. 119 (2017), p. 196801
(cit. on p. 51).

[242] Franz Vilsmeier. “Studies on the Hydrogenation of Graphene”. Bachelor’s The-
sis. University of Regensburg, 2015 (cit. on p. 53).

[243] Thomas Ebnet. “Optimierung der Wasserstoffanlagerung an Graphen”. Bach-
elor’s Thesis. University of Regensburg, 2015 (cit. on p. 53).

[244] Tobias Völkl et al. “Absence of a giant spin Hall effect in plasma-hydrogenated
graphene”. In: Phys. Rev. B 99 (2019), p. 085401 (cit. on pp. 53, 74).

[245] Sunmin Ryu et al. “Reversible Basal Plane Hydrogenation of Graphene”. In:
Nano Letters 8 (2008), pp. 4597–4602 (cit. on pp. 54, 57, 58).

[246] M. Wojtaszek et al. “A road to hydrogenating graphene by a reactive ion etching
plasma”. In: Journal of Applied Physics 110 (2011), p. 063715 (cit. on pp. 54,
59).

[247] E. Zion et al. “Effect of annealing on Raman spectra of monolayer graphene
samples gradually disordered by ion irradiation”. In: Journal of Applied Physics
121 (2017), p. 114301 (cit. on p. 55).

[248] Zhiqiang Luo et al. “Thickness-Dependent Reversible Hydrogenation of Graphene
Layers”. In: ACS Nano 3 (2009), pp. 1781–1788 (cit. on p. 55).

[249] Alessio Paris et al. “Kinetic Isotope Effect in the Hydrogenation and Deutera-
tion of Graphene”. In: Advanced Functional Materials 23 (2013), pp. 1628–1635
(cit. on pp. 55, 56).

[250] Thomas Zecho et al. “Adsorption of hydrogen and deuterium atoms on the
(0001) graphite surface”. In: The Journal of Chemical Physics 117 (2002),
pp. 8486–8492 (cit. on pp. 55, 56).

[251] A. Nourbakhsh et al. “Tuning the Fermi Level of SiO2-Supported Single-Layer
Graphene by Thermal Annealing”. In: J. Phys. Chem. C 114 (2010), pp. 6894–
6900 (cit. on p. 57).

[252] Yung-Chang Lin et al. “Graphene Annealing: How Clean Can It Be?” In: Nano
Letters 12 (2012), pp. 414–419 (cit. on p. 57).

[253] Sung Oh Woo and Winfried Teizer. “The effect of electron induced hydrogena-
tion of graphene on its electrical transport properties”. In: Applied Physics
Letters 103 (2013), p. 041603 (cit. on p. 57).

[254] Jyoti Katoch et al. “Uncovering the dominant scatterer in graphene sheets on
SiO2”. In: Phys. Rev. B 82 (2010), p. 081417 (cit. on p. 58).

123



Bibliography Bibliography

[255] Bernard R. Matis et al. “Surface Doping and Band Gap Tunability in Hydro-
genated Graphene”. In: ACS Nano 6 (2012), pp. 17–22 (cit. on p. 58).

[256] Z. H. Ni et al. “On Resonant Scatterers As a Factor Limiting Carrier Mobility
in Graphene”. In: Nano Letters 10 (2010), pp. 3868–3872 (cit. on p. 59).

[257] Bernard R. Matis, Brian H. Houston, and Jeffrey W. Baldwin. “Low-energy
resonant scattering from hydrogen impurities in graphene”. In: Phys. Rev. B
88 (2013), p. 085441 (cit. on pp. 61, 69).
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Fabrication details and recipes

Exfoliation of different materials
• Dicing of p++-doped Si with 285 nm thick SiO2 waver into 10mm×9mm sized

chips or using prepared 4.5mm×4.5mm substrates with 5 nm Cr +60 nm Au
thick coordinate system

• Standard cleaning of the Si chips with acetone, isopropanol and oxygen plasma
(power 30%, 5min)

• Micromechanical exfoliation of natural graphite, hBN or WSe2 onto the chips

• Identification of suitable flakes under an optical microscope

Hydrogenated graphene in H-bar design
Graphene hydrogenation

• Employing RIE chamber with hydrogen pressure of 40mTorr, 30sccm gas flow
and 2W power for 20 s

Definition of the sample structure with RIE

• Spincoating chips with PMMA 950 k 5% at 3000 rpm for 5 s and 6000 rpm for
30 s

• Bakeout of resist on hotplate at 150 °C for 4min

• EBL with Auriga SEM: EHT=30 kV, aperture 20 µm, area dose 280 µC/cm2

• Developing the resist in MIBK/isopropanol (1:3) for 90 s and isopropanol for 30 s

• Employing RIE with oxygen pressure of 30mTorr, 20 sccm gas flow and 20W
power for 60 s

• Removing Etchmask in acetone and isopropanol
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Fabrication details Fabrication details

Deposition of metal contacts

• Spincoating chips with PMMA 200 k 9% at 3000 rpm for 5 s and 6000 rpm for
30 s

• Bakeout of resist on hotplate at 150 °C for 4min

• Spincoating chips with PMMA 950 k 5% at 3000 rpm for 5 s and 6000 rpm for
30 s

• Bakeout of resist on hotplate at 150 °C for 4min

• EBL with Auriga SEM: EHT=30 kV, aperture 20 µm, area dose 440 µC/cm2 for
fine wiring; aperture 120 µm, area dose 440 µC/cm2 for coarse wiring

• Developing the resist in MIBK/isopropanol (1:3) for 90 s and isopropanol for 30 s

• Deposition of 0.5 nm Cr and 60 nm Au in Univex B

• Lift-off in acetone at T=60 °C for 1 hour

Hydrogenated graphene in spin injection design
Graphene hydrogenation

• Employing RIE chamber with hydrogen pressure of 40mTorr, 30sccm gas flow
and 2W power for 20 s

Deposition of spin selective contacts

• Spincoating chips with CSAR 9% at 3000 rpm for 5 s and 4000 rpm for 30 s

• Bakeout of resist on hotplate at 150 °C for 1min

• EBL with Auriga SEM: EHT=30 kV, aperture 20 µm, area dose 180 µC/cm2

• Developing the resist in AR 600-546 for 80 s and isopropanol for 40 s

• Insert samples into load lock of UHV-system, transfer to main chamber after
load lock pressure reached p < 10−7 mbar

• Store samples in main chamber for at least two days to allow the samples to
degas

• Evaporation of Ti with closed shutter to reach base pressure of main chamber
at p ≈ 10−10 mbar

• Deposition of “36Hz” MgO, 50 nm Co and 10 nm Au

• Lift-off in AR 600-71 for 10min at room temperature
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Deposition of metal contacts

• Spincoating chips with PMMA 200 k 9% at 3000 rpm for 5 s and 6000 rpm for
30 s

• Bakeout of resist on hotplate at 150 °C for 4min

• Spincoating chips with PMMA 950 k 5% at 3000 rpm for 5 s and 6000 rpm for
30 s

• Bakeout of resist on hotplate at 150 °C for 4min

• EBL with Auriga SEM: EHT=30 kV, aperture 20 µm, area dose 440 µC/cm2 for
fine wiring; aperture 120 µm, area dose 440 µC/cm2 for coarse wiring

• Developing the resist in MIBK/isopropanol (1:3) for 90 s and isopropanol for 30 s

• Deposition of 0.5 nm Cr and 80 nm Au in Univex B

• Lift-off in acetone at T=60 °C for 1 hour

Definition of the sample structure with RIE

• Spincoating chips with PMMA 950 k 5% at 3000 rpm for 5 s and 6000 rpm for
30 s

• Bakeout of resist on hotplate at 150 °C for 4min

• EBL with Auriga SEM: EHT=30 kV, aperture 20 µm, area dose 280 µC/cm2

• Developing the resist in MIBK/isopropanol (1:3) for 90 s and isopropanol for 30 s

• Employing RIE with oxygen pressure of 30mTorr, 20 sccm gas flow and 20W
power for 60 s

• Removing Etchmask in acetone and isopropanol

Graphene/WSe2 heterostructures
Fabrication of heterostructures

• Dicing of p++-doped Si with 90 nm thick SiO2 waver into 20mm×20mm sized
chips

• Spincoating these chips with PPC 15% in Acetone at 1500 rpm for 50 s

• Bakeout of resist on hotplate at 150 °C for 8min

• Exfoliating the top layer of the finished structure onto the PPC resist
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• Identification of suitable flakes under an optical microscope

• Stamping a hole into a piece of sticky tape and placing the tape with the hole
over the identified flake

• Peeling off the tape leaves a thin PPC membrane with the exfoliated flake

• Placing tape onto a metal ring glued onto a glass slide

• Inserting the glass slide face down into a transfer stage over the target chip with
an exfoliated flake of the second material

• Aligning the two flakes and bringing them into contact

• Upon retrieving the PPC film, the created heterostructure sticks to the PPC

• Repeating the process to pick up a third material or placing the PPC film onto
a traget chip with prepatterned coordinate system

• Placing the glass slide with the PPC film and the traget chip sticking to it onto
a 150 °C hotplate allows to peel off the Si chip with the PPC film intact

• Removing the PPC in chloroform for 24 h and isopropanol for 30 s

• Annnealing of heterostrucutres for 1 h at 320 °C in vacuum and 1 h at 320 °C in
forming gas

Definition of the sample structure with RIE

• Spincoating chips with PMMA 950 k 5% at 3000 rpm for 5 s and 6000 rpm for
30 s

• Bakeout of resist on hotplate at 150 °C for 5min

• EBL with Auriga SEM: EHT=30 kV, aperture 20 µm, area dose 280 µC/cm2

• Developing the resist in MIBK/isopropanol (1:3) for 90 s and isopropanol for 30 s

• Employing RIE with CHF3/O2 pressure of 55mTorr, 40/6 sccm gas flow and
35W power for 30 s-2min, depending on the heterostructure thickness

• Removing Etchmask in acetone and isopropanol
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Fabrication details Fabrication details

Deposition of metal contacts

• Spincoating chips with PMMA 200 k 9% at 3000 rpm for 5 s and 6000 rpm for
30 s

• Bakeout of resist on hotplate at 150 °C for 5min

• Spincoating chips with PMMA 950 k 5% at 3000 rpm for 5 s and 6000 rpm for
30 s

• Bakeout of resist on hotplate at 150 °C for 5min

• EBL with Auriga SEM: EHT=30 kV, aperture 20 µm, area dose 440 µC/cm2 for
fine wiring; aperture 120 µm, area dose 440 µC/cm2 for coarse wiring

• Developing the resist in MIBK/isopropanol (1:3) for 90 s and isopropanol for 30 s

• Employing RIE etching chamber with oxygen pressure of 30mTorr, 20 sccm gas
flow and 20W power for 30 s,

• Deposition of 5 nm Cr and 80 nm Au in Univex B

• Lift-off in acetone at T=60 °C for 1 hour

Topgate Fabrication

• Atomic layer deposition of 10 nm thick Al2O3 at 120 °C

• Spincoating chips with PMMA 200 k 9% at 3000 rpm for 5 s and 6000 rpm for
30 s

• Bakeout of resist on hotplate at 150 °C for 5min

• Spincoating chips with PMMA 950 k 5% at 3000 rpm for 5 s and 6000 rpm for
30 s

• Bakeout of resist on hotplate at 150 °C for 5min

• EBL with Auriga SEM: EHT=30 kV, aperture 20 µm, area dose 440 µC/cm2 for
fine wiring; aperture 120 µm, area dose 440 µC/cm2 for coarse wiring

• Developing the resist in MIBK/isopropanol (1:3) for 90 s and isopropanol for 30 s

• Deposition of 5 nm Cr and 80 nm Au in Univex B

• Lift-off in acetone at T=60 °C for 1 hour
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