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1. Introduction

Nanoscience is the study of phenomena that occur in systems with nanometer di-
mensions [1]. It has evolved into a well-established discipline in modern research
and industry with applications from biology [2, 3] to quantum computing [4]. For
example, Nanoscience has been used in medicine with nanoparticles for cancer ther-
apy [2] or mRNA-based vaccines, currently proofing crucial in the fight against a
global pandemic [3]. Furthermore, basic research in Nanoscience aims at stabilizing
and controlling surface spins at the single-atom level for potential data storage ap-
plications [5–8]. Importantly, at nanometer length scales quantum-mechanical and
atomic-scale effects become increasingly dominant [1]. Both van der Waals and elec-
trostatic interactions are much more significant than they are at larger length scales.
A central goal in Nanoscience is therefore to establish methods and concepts to un-
derstand and guide interaction at this length scale, which requires understanding the
forces that are at play. The most natural probe for this is the atomic force micro-
scope (AFM) [9], specifically when operated in the frequency modulation atomic force
microscopy (FM-AFM) mode [10], which allows for imaging surfaces with atomic res-
olution, detection of nanoscale interactions and even manipulation of surfaces at the
atomic-scale [11].
In the first reports about atomic resolution in FM-AFM experiments [12, 13], at-

tractive tip-sample forces on the order of 1 nN were observed in the so-called non-
contact regime. These strong tip-sample forces were necessary for atomic resolution
imaging. However, nanonewton forces can lead to lateral and vertical relaxations in
both tip and sample [14–23], as they have been recognized already in previous scan-
ning tunneling microscopy (STM) experiments [24]. For illustration, atomic bonds
in solids with electronvolt bond energies [25] have bond stiffnesses on the order of
100 N/m. Hence, a force of 1 nN stretches the bonds of surface atoms by distances on
the order of 10 pm. In this context, true non-perturbative imaging requires very weak
tip-sample interaction. This means we will not only be leaving the atomic positions
undisturbed, but have the possibility to investigate single spin systems [26, 27] and
sensitive electronic ground states [28] without perturbing them. The precise measure-
ment of weak tip-sample interactions poses the challenge of acquiring data with less
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1 Introduction

signal, or in other words piconewton and sub-piconewton force contrasts in a deep
non-contact regime. But any microscope is only as good as its objective lens and in
the case of the AFM, the equivalent to the lens are sensor and tip apex [29].
A key requirement for the high-precision measurement of sub-piconewton force

contrasts is therefore the ability to control the AFM tip apex at the atomic scale.
Ultimately, this means being able to experimentally characterize the AFM tip apex
with atomic resolution and to maintain this tip condition during the measurement.
Over the last decade, much effort has been put into the development of techniques to
atomically-characterize the AFM tip apex such as the carbon monoxide front atom
identification (COFI) method [30–32]. In COFI, a single carbon monoxide (CO)
molecule adsorbed on a copper surface can be probed to image the chemical and
structural composition of an AFM tip apex with atomic resolution. Moreover, CO
has also been shown to be an excellent tip apex. This was demonstrated by Gross
et al. who used it to resolve the internal structure of a flat organic molecule [33]. The
drastic increase in resolution was enabled by functionalizing a metal tip apex with
a CO molecule. This tip functionalization effectively passivates the tip apex, i.e. it
reduces its chemical reactivity, which allows for stably approaching the tip from the
non-contact regime to the contact regime, where repulsive forces start to dominate
the overall tip-sample interaction [33, 34]. Although the spatial resolution in an AFM
experiment can be enhanced by CO tip functionalization, the small lateral stiffness
of the tip apex frequently hinders a quantitative interpretation of data [18]. Lateral
forces can cause a lateral deflection of the CO molecule, which can yield artifacts in
the images such as an elongated appearance of intramolecular features [18]. More-
over, previous studies regarding the electrostatic interaction have reported apparently
conflicting results, indicating that the electrostatic interaction with an atomic lattice
is mediated in some cases via the CO molecule [35], as opposed to the background
metal tip in other cases [36].

In this thesis, high-precision AFM measurements with atomically-characterized
metal and two types of functionalized tips, namely CO-terminated and O-terminated
metal tips, are presented. The atomic interaction mechanisms that are relevant for
the AFM contrast in the measurements with each tip apex termination are analyzed
in detail as a function of tip-sample distance. While a metal tip allows for data
acquisition solely in the non-contact regime where force contrasts as low as 350 fN
are observed, tip functionalization enables the conduction of experiments also in the
contact regime.
The remaining chapters of this work are outlined as follows. In chapter 2, the
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fundamental principles underlying STM and AFM are presented. Specifically, the
FM-AFM mode of operation [10], which is used throughout this work, is described in
detail. Additionally, the imaging and spectroscopy modes that have been used in the
simultaneous STM and AFM experiments discussed within this thesis are presented.
Chapter 3 introduces the experimental setup and measurement techniques used in

this work. First, the microscope setup that was used to conduct the measurements
presented within this thesis is described. Second, the qPlus sensor [37], which allows
simultaneous STM and AFM measurements, is presented. Afterwards, the techniques
for tip preparation and characterization with the COFI method are described in detail.
In chapter 4, high-precision AFM measurements on the CaF2(111) surface with an

atomically-characterized metal tip are discussed. At first, the distance dependence
of the electric field outside an ionic crystal is derived and a model to calculate the
AFM contrast based on the electrostatic interaction between point charges is devel-
oped. This is followed by a comparison between the calculation and experimental
data recorded with the single-atom metal tip, which indicates that the AFM contrast
is entirely described by the electrostatic tip-sample interaction. Afterwards, the im-
plication of measurement noise on experimental AFM data with femtonewton force
contrasts is analyzed. At last, the theoretical description of the tip apex is refined
based on the experimental COFI characterization of second layer tip atoms.
Chapter 5 presents a quantitative analysis of the atomic interaction of a CO-

terminated tip with the CaF2(111) surface as a function of tip-sample distance. The
experimental AFM images show strong variations with distance. Thus, to understand
the rich contrast features they are compared to a mechanical model, which is used to
simulate AFM images with CO-functionalized tips. The images are reproduced by the
model at all tip-sample distances, which enables the decomposition of the dominant
physical mechanisms in the interaction of the CO-terminated tip with the CaF2(111)
surface. It is found that the electrostatic contribution originates in the force acting
on the CO molecule at the tip apex, which is in agreement to the findings in Ref. [35].
Finally, this electrostatic interaction is analyzed in more detail by comparing the ex-
perimental data to the electrostatic calculation introduced in chapter 4, modified for
the CO-terminated tip.
Chapter 6 discusses the experimental characterization of oxygen-terminated cop-

per (CuOx) tips at the atomic scale. As mentioned above, the low lateral stiffness
of a CO-terminated tip apex often complicates a quantitative analysis of the exper-
imental data. Recently, Mönig et al. have shown that CuOx tips show comparable
spatial resolution capabilities to CO-terminated tips, but have a much higher lateral
tip apex stiffness [38]. Similar to CO-terminated tips CuOx are chemically inert,
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1 Introduction

which enables experiments in the contact regime. In existing literature, a successful
tip functionalization with oxygen is indirectly characterized by theoretical and exper-
imental analysis of STM and AFM images of oxidized copper surfaces serving as a
tip fingerprint. In chapter 6, the COFI method is established as way to atomically-
characterize the apex of CuOx tips in-situ. First, the preparation of a CuOx tip apex
is explained and COFI and force spectroscopy data of CuOx tips are presented. Then,
the data recorded with CuOx tips is compared to data recorded with CO-terminated
tips indicating quantitatively comparable interaction mechanisms for both tip ter-
minations. Afterwards, tip fingerprinting experiments are conducted with different
CuOx tips on a partially oxidized Cu(110) surface for comparison to existing litera-
ture. At last, the geometric structure of a CuOx tip with two oxygen atoms at the
tip apex is characterized based on the COFI method.
Finally, chapter 7 concludes with a summary of all the results presented within this

thesis.
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2. Principles of scanning tunneling
and atomic force microscopy

All experiments in this thesis were performed with a combined scanning tunneling
and atomic force microscope that utilizes the qPlus sensor for simultaneous STM and
AFM measurements [37]. This chapter contains a description of the fundamental
principles of STM (section 2.1) and AFM (section 2.2).

2.1. Scanning tunneling microscopy
The scanning tunneling microscope (STM)1 was presented by Binnig et al. [39] in
1982 and paved the way for experiments with atomic resolution on conducting sur-
faces. One of the first major achievements of STM was the real-space imaging of the
adatoms of the Si(111)-7× 7 reconstruction, which had been an unresolved issue in
surface science until then [40]. A detailed description of both the physical aspects
and the technical details of STM can be found in the book of Chen [41]. This sec-
tion summarizes the main concepts relevant in context of the present work based on
Ref. [41]. In essence, an STM consists of a sharp metal tip that is positioned with
picometer precision above a conductive sample surface using a piezoelectric tube,
which can move the tip laterally in the xy plane and vertically (z direction). If the
tip-sample distance is reduced to several angstroms (1Å = 100× 10−12 m = 100 pm)
and a bias voltage Vb is applied between tip and sample, a current can be detected
although there is no physical contact between the two electrodes [41]. This current
originates from the quantum mechanical tunneling of electrons through the vacuum
gap between tip and sample [42], which can be described by a simple one-dimensional
model. The vacuum gap is represented by a rectangular potential barrier of width
z, where z is defined as the tip-sample distance [41]. The effective barrier height is
given as Φ = (Φt + Φs)/2, where Φt and Φs are the work functions of tip and sam-
ple, respectively [42]. Solving the Schrödinger equation for this model and assuming
1Throughout this work, STM is used as an abbreviation for both the technique scanning tunneling
microscopy as well as the instrument scanning tunneling microscope.
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2 Principles of scanning tunneling and atomic force microscopy

eVb � Φ, the tunneling current is obtained as

I(z) = I(0) exp(−2κz), (2.1)

where κ =
√

2meΦ/~2, me is the free electron mass and ~ is the reduced Planck’s
constant [41]. This exponential distance dependence is the reason for the high spatial
resolution achieved with an STM. Typical metal work functions are on the order of
Φ ≈ 5.0 eV, resulting in a decay constant of κ ≈ 11 nm−1 [41, 43]. Hence, if the tip-
sample distance is decreased by 1Å, the tunneling current increases by approximately
one order of magnitude.

To additionally take into account influences of the applied bias voltage and the
electronic states in tip and sample, the tunneling current can be expressed in the
Bardeen theory [44] as an integral over all energies ε,

I(Vb) = 4πe
~

∫ +∞

−∞
ρS(EF−eVb+ε)ρT(EF+ε)[f(EF−eVb+ε)−f(EF+ε)]|M |2dε, (2.2)

where f(E) = [1 + exp((E − EF )/kBT )]−1 is the Fermi-Dirac distribution function,
ρT and ρS are the local densities of states (LDOS) in tip and sample and EF is the
Fermi energy [41]. The tunneling matrix element |M |2 is a measure of the overlap of
the electron wavefunctions in tip and sample and therefore determines the tunneling
probability between the two electrodes [41]. In the limit of low temperatures f(E)
takes the form of a step function and equation (2.2) translates into [41, 44]

I(Vb) = 4πe
~

∫ eVb

0
ρS(EF − eVb + ε)ρT(EF + ε)|M |2dε. (2.3)

Equation (2.3) illustrates the difficulty in interpreting STM images, as the tunnel-
ing current depends on the LDOS of both tip and sample. Assuming that |M |2 is
constant [44] and that the tip is represented by s-type wave functions, which is a rea-
sonable assumption when considering metal tips [41] meaning ρT is constant around
EF , it follows that the tunneling current depends only on ρS(EF − eVb) [41, 45, 46].
This means that the STM probes the LDOS of the sample at the Fermi level rather
than the surface topography when using metal tips [41, 47].

Due to its monotonic distance dependence the tunneling current I(z) can be reliably
used as a feedback parameter. When the STM is operated in the constant-current
mode, the tip-sample distance z is regulated in order to maintain a constant tunneling
current setpoint I(z) = Iset for a given bias voltage Vb. In this mode the z position of
the tip is monitored as a function of the lateral tip position above the sample, which
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2.2 Atomic force microscopy

results in a z(x, y) map. These STM feedback images are often referred to as STM
topography images, although the STM is sensitive to the sample’s LDOS rather than
its topography as discussed above. If the feedback loop is switched off, the tip’s z
position remains constant, which is therefore referred to as constant-height mode. In
this mode, the tunneling current is mapped as a function of the lateral tip position
above the sample, I(x, y). However, if the microscope is mechanically unstable and
the sample surface is highly corrugated, this mode poses the danger of unwanted
tip-sample collisions during the experiment [41].

2.2. Atomic force microscopy
The limitation of the STM is that only conducting materials can be investigated.
When the tip is brought close to the surface, atomic forces that act between tip and
sample have been observed in STM experiments [41, 48]. The atomic force microscope
(AFM)2 introduced by Binnig et al. in 1986 [9] is able to scan also non-conducting
materials with high resolution by measuring forces that act between tip and sample.
AFM is not restricted to only conducting samples and can be operated in a plethora
of environments, ranging from low-temperature and ultra-high vacuum to ambient
and liquid environments. Hence, the technique is more versatile than STM and is
well-established in surface science and technology. AFM is well-described in various
review papers and books [49–54] and the following section briefly introduces the main
concepts behind the technique mainly based on the explanations in Ref. [50].
In AFM, the tip itself is mounted on a cantilever with spring constant k. In the

static mode of operation the tip-sample forces Fts are directly proportional to the can-
tilever deflection d according to Hooke’s law, Fts = kd [50]. This mode requires soft
cantilevers with relatively small k values (typically k < 10 N/m [50]) to assure that
the sample is not damaged during scanning. Throughout this thesis the microscope
is operated in the dynamic mode, in which the tip is oscillated with an amplitude A
above the surface [50]. The two main dynamic operation modes are amplitude mod-
ulation AFM (AM-AFM) [55] and frequency modulation AFM (FM-AFM) [10]. In
AM-AFM the sensor is excited with a constant drive amplitude at a fixed frequency
close to the cantilever’s unperturbed resonance frequency f0 [50]. Tip-sample inter-
actions result in a deviation of both the amplitude and phase of the cantilever motion
that can be used as feedback parameters [50]. The time scales on which the ampli-
tude change responds to the tip-sample force is τ ≈ 2Q/f0 [10, 56]. Q = 2π E/Eloss

2Throughout this work, AFM is used as an abbreviation for both the technique atomic force mi-
croscopy as well as the instrument atomic force microscope.
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2 Principles of scanning tunneling and atomic force microscopy

is the quality factor of the force sensor, where E = 1
2kA

2 is the energy stored in the
oscillator and Eloss is the energy loss per oscillation cycle [50]. Due to the operation
at cryogenic temperatures the force sensors used in this work showed Q factors up to
900 000 at resonance frequencies on the order of f0 = 50 kHz, which results in τ = 36 s.
Consequently, the AM-AFM mode is impractical for low-temperature experiments.
Furthermore, the observables in FM-AFM, the change in resonance frequency due
to conservative tip-sample forces and the energy dissipation due to non-conservative
forces, are more directly related to the physical interaction than amplitude and phase
in AM-AFM experiments [50, 57]. Hence, in this work the FM-AFM mode is used,
which will be described in detail in the following section.

2.2.1. Frequency modulation atomic force microscopy

In FM-AFM the cantilever is excited to oscillate at a constant amplitude A above
the surface [10], which can be described by a weakly perturbed harmonic oscillator
with an unperturbed resonance frequency

f0 = 1
2π

√
k

m∗
, (2.4)

where k is the stiffness and m∗ is the effective mass of the cantilever [50]. If a force
Fts acts on a tip mounted on the cantilever, the resulting motion can be described
considering an effective spring constant k′ = k+ kts. Here, kts = −∂Fts/∂z is the tip-
sample force gradient, assumed to be uniform along the cantilevers trajectory. The
shift of the resonance frequency, also called frequency shift, ∆f = f − f0 can then be
calculated as [50]

∆f(z) = f0

2k kts(z), (2.5)

where z is the tip-sample separation. Equation (2.5) shows that the frequency shift
is a measure of the tip-sample force gradient kts(z) rather than directly of the tip-
sample force. This gradient approximation is only valid if kts(z) is constant over the
tip-sample distances covered by one oscillation cycle [58]. In real experiments this
condition is usually not fulfilled and the cantilever oscillation has to be considered.
The frequency shift ∆f was derived by Giessibl as [58, 59]

∆f(z) = f0

2k
2
πA2

∫ A

−A
Fts(z − q′)

q′√
A2 − q′2

dq′, (2.6)

where z is the vertical base position of the cantilever and q′ = A cos(2πf0t) is the
cantilever oscillation. Integrating equation (2.6) by parts results in [58]
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2.2 Atomic force microscopy

∆f(z) = f0

2k
2
πA2

∫ A

−A
kts(z − q′)

√
A2 − q′2 dq′. (2.7)

Consequently, the frequency shift is proportional to the convolution of the tip-sample
force gradient kts and a semi-circular weight function w(q′) = 2/(πA2)

√
A2 − q′2 of

radius A and integral 1 [58]. Hence, equation (2.5) has to be modified with a weighted
force gradient 〈kts(z)〉 [58]:

∆f(z) = f0

2k 〈kts(z)〉. (2.8)

As the frequency shift ∆f(z) depends on the tip-sample distance, it can be used
as a feedback parameter to adjust the tip-sample distance by keeping a constant
frequency shift setpoint ∆f(z) = ∆fset, analogous to the constant-current mode in
STM. This AFM feedback mode is more difficult to establish than the STM feedback,
as the tip-sample interaction and therefore ∆f(z) is not monotonic [50]. Hence, the
AFM feedback should be activated only in a tip-sample distance regime where ∆f(z)
is monotonic, typically only on the attractive branch of the tip-sample interaction
potential at larger separations. If the AFM is operated in the constant-height mode,
no artifacts of a varying tip-sample distance are present, which allows for a direct
analysis of the recorded ∆f(x, y) maps. The constant-height ∆f images are a measure
of the tip-sample interaction, as more attractive features generally appear darker than
less attractive features [50]. Throughout this work the AFM images have been solely
recorded in constant-height mode.

2.2.2. Forces detected in low-temperature atomic force
microscopy

The frequency shift is determined by the total tip-sample force. The total interaction
is composed of long-range forces that do not vary on the atomic scale and short-range
forces from which atomic resolution originates. This section introduces the main
tip-sample interactions that are typically observed in AFM experiments in ultra-high
vacuum environments, such as they are probed in the experiments presented in this
work.
The main long-range force contribution is the van der Waals (vdW) interaction,

which originates in correlated fluctuations of atomic dipole moments [50, 60]. The
vdW interaction between two isolated atoms at a distance z is given by

VvdW(z) = −CvdW

z6 , (2.9)
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2 Principles of scanning tunneling and atomic force microscopy

with the London-van der Waals constant CvdW that depends on the chemical species of
the two interaction partners [60–62]. While the vdW interaction according to eq. (2.9)
is in principle of short-range nature, the macroscopic shape of both tip and sample
needs to be considered. In the Hamaker approximation, the total vdW interaction
is obtained by a pairwise summation over all atomic pairs [63]. Hence, the exact
shape of tip and sample determines the shape of the total vdW potential [50]. For
example, for a spherical tip with radius R and a flat sample the total vdW interaction
is described by

FvdW(z) = −∂VvdW

∂z
= −AHR

z2 , (2.10)

where AH is the Hamaker constant that depends on the materials of tip and sam-
ple [50, 59, 63]. Consequently, eq. (2.10) describes a long-range attractive tip-sample
interaction, which can be significantly reduced if R is decreased, i.e. if the macro-
scopic tip shape is sharpened. In this context, section 3.3.2 introduces a method to
modify the tip apex shape by repeatedly poking the tip into a clean Cu(111) surface.
A second long-range force contribution is of an electrostatic nature [50]. If tip

and sample are electrically connected, they form a capacitance C(z) with a contact
potential difference (CPD) VCPD = (Φs−Φt)/e defined by the work functions Φt and
Φs of tip and sample, respectively [64]. If a bias voltage Vb is applied between tip and
sample, the electrostatic tip-sample potential is determined by [65]

Ves(z) = 1
2C(z)(Vb − VCPD)2. (2.11)

Accordingly, the electrostatic tip-sample force is [65]

Fes(z) = −∂Ves

∂z
= −1

2
∂C(z)
∂z

(Vb − VCPD)2. (2.12)

From eq. (2.12) it follows that the long-range electrostatic tip-sample interaction
depends quadratically on the applied bias voltage and is minimized if Vb = VCPD [65,
66]. It is important to note that the CPD is defined only for conductive samples, but
also on insulators the frequency shift depends quadratically on Vb [66]. In this case
the second conductor is the conductive sample holder and the capacitor is viewed as
filled with a dielectric medium, namely the insulating sample [67].
In contrast to long-range forces, short-range tip-sample interactions are responsible

for atomic resolution in AFM. The short-range tip-sample interaction can be under-
stood in terms of the interaction of an adsorbate with a surface. When the sample
is approached with a chemically-inert tip such as a CO-terminated metal tip [33],
the tip initially interacts with the surface atoms via vdW attraction according to
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2.2 Atomic force microscopy

eq. (2.9). If the tip-sample distance is further reduced, Pauli repulsion between the
tip and sample needs to be considered [34]. From the Pauli exclusion principle it is
known that two electrons cannot be in the same quantum mechanical state [68]. As
a consequence, when two chemically-inert atoms approach each other and their wave
functions overlap, this leads to a repulsive force that opposes the vdW attraction.
Although Pauli repulsion decays exponentially with distance z, it is frequently mod-
eled by an empirical ∝ z−12 term, which results in the Lennard-Jones potential that
describes the interplay of Pauli repulsion and van der Waals attraction [69],

VLJ(z) = V0

[(
σ

z

)12
− 2

(
σ

z

)6
]
. (2.13)

Here, V0 is the bond energy and σ is the equilibrium distance with typical values
on the order of V0 ≈ 10 meV and σ ≈ 350 pm [21, 70]. A weak physical bond of
an adsorbate to a surface with bond energies below 10 meV that is described by this
Lennard-Jones type interaction is referred to as physisorption [71]. If the tip apex
is not chemically inert but reactive, the tip apex atom can form a strong covalent
bond with the sample atoms due to a hybridization of electronic orbitals of the tip
and sample atoms [50]. If an adsorbate forms a chemical bond to a surface, this
is defined as chemisorption [71]. In chemisorption, bond energies are typically in
the eV regime and the equilibrium adsorbate-surface distance is typically less than
200 pm [70]. Recently, it has been found that in certain cases (e.g. Fe adatoms on
a copper surface probed with a CO-terminated tip) the tip-sample interaction can
undergo a transition from a physisorbed to a chemisorbed interaction state upon
reduction of the tip-sample separation [25].

Sub-molecular resolution in experiments with CO-terminated tips is generally at-
tributed to Pauli repulsion [34, 72] and it has been shown that the interaction of the
tip-terminating O atom with flat organic molecules can be described in good approx-
imation by Lennard-Jones potentials [22, 73]. Similarly, Pauli repulsion can result in
atomic resolution on ionic samples like NaCl [35], but in addition atomic resolution
of ionic surfaces can also be achieved due to the electrostatic interaction between
a charged tip apex and the surface ions [74]. The opposite charges of the cations
and anions building up the crystal result in either an attraction (charges of the tip
apex and the respective sample atom have opposite polarities) or a repulsion (equal
polarities). As it will be derived in section 4.1.2, the crystal periodicity leads to an
exponential decay of the total electric field of the ionic crystal with distance. The
decay length λ of the electric field is determined by the crystal lattice as λ = 1/|a∗|,
where a∗ is the reciprocal primitive vector of the ionic crystal lattice [74]. In case
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2 Principles of scanning tunneling and atomic force microscopy

of a CaF2(111) surface, this results in λ = 53.2 pm. The short-range electrostatic
tip-sample interaction can be described in good approximation by the force acting
on a point charge representing the tip apex in the electric field of the sample (see
chapter 4). As shown in Ref. [35], the different short-range contributions dominate
the tip-sample interaction at different tip-sample distances. In chapter 5, the relative
contributions of vdW attraction, Pauli repulsion and short-range electrostatics to the
interaction of a CO-terminated tip with a CaF2(111) surface will be quantitatively
analyzed as a function of tip-sample distance.
According to eq. (2.7) and (2.8) the measured frequency shift is proportional to the

weighted tip-sample force gradient. Because the weight function w(q′) depends on the
cantilever amplitude A, it becomes obvious that a proper choice of A determines the
sensitivity for long-range and short-range tip-sample interactions [50]. Assuming an
exponential distance dependence of the tip-sample interaction with a decay length λ,
it has been shown that the signal-to-noise ratio in an AFM experiment is maximized
if A ≈ 1.55λ [75, 76]. The short-range force contributions show typical decay lengths
between 20 pm and 60 pm [54], which would result in optimal oscillation amplitudes
between 31 pm and 93 pm. Hence, an amplitude of A = 50 pm, as it is used throughout
this work, is a reasonable choice.

2.2.3. Imaging and spectroscopy modes in simultaneous STM
and AFM experiments

The experiments presented in this work have been performed with a qPlus sensor [54],
which allows simultaneous STM and (FM-)AFM measurements. Hence, the tip os-
cillates with a constant amplitude A around its equilibrium position leads to a mod-
ulation of the distance-dependent tunneling current. As the bandwidth of the STM
preamplifier (BSTM = 1.1 kHz) is much smaller than the sensor oscillation frequency
(typically f0 ≥ 45 kHz), the recorded tunneling current signal is a time average over
the tip oscillation [50]. Therefore, all tunneling current values presented in this work
have to be considered as an average tunneling current 〈I〉. The microscope can be
operated either in STM- or AFM-feedback modes or in the constant-height mode.
Furthermore, various other imaging and spectroscopy techniques have been employed
within this thesis, as briefly described in this section.

Tip-sample distance spectroscopy

Tip-sample distance spectroscopy can be used to determine the tip-sample force at
a given (x, y) position by recording the frequency shift as a function of tip-sample
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2.2 Atomic force microscopy

distance ∆f(z). Additionally, if the tunneling current signal 〈I(z)〉 is recorded si-
multaneously, the tip-sample distance can be estimated via the conductance relative
to point contact (see e.g. [77]). However, as most experiments presented within this
thesis have been performed on the insulating CaF2(111) surface where no tunneling
current can be recorded, this is not relevant in context of this work.
In order to quantitatively determine the tip-sample force Fts(z), eq. (2.6) must be

inverted [78]. The two most established methods for this purpose are the so-called
Sader-Jarvis force deconvolution [78] and the so-called Matrix method developed
by Giessibl [58]. In this work, the Sader-Jarvis force deconvolution method [78],
implemented as a MATLAB3 routine (see Ref. [79]), is used to calculate the tip-sample
force Fts from experimental ∆f data. Importantly, it has been shown by Sader et al.
that the force deconvolution based on eq. (2.6) can be an ill-posed problem for certain
amplitudes A and distance dependencies of the force laws, producing nonphysical Fts

values. While the deconvolution of an exponentially decaying force does not suffer
from the ill-posedness, the determination of force curves with an inflection point, like
for example the force originating from a Lennard-Jones-type interaction potential,
can be ill-posed [80]. In order to determine a proper amplitude so that the force
deconvolution is well-posed Sader et al. presented an inflection point test, which has
to be applied to an experimental force curve Fts(z) potentially recorded with an
amplitude in the ill-posed range [80, 81]. If the force deconvolution is indeed ill-
posed, the amplitude needs to be adjusted properly and the experiment needs to be
repeated. All experimentally-determined tip-sample force data shown in this work
have been explicitly checked for well-posed behavior in the displayed z ranges.
Furthermore, tip-sample distance spectroscopy can be used to determine relative

height differences of surface atoms from the recorded ∆f(z) curves with the so-called
z∗ method presented by Schuler et al. [82]. With a chemically-inert tip it can be
assumed that the z-dependence of the interaction does not change between measure-
ments on different surface features. Accordingly, a change of the relative height of
the surface atoms directly results in an equal vertical shift of the ∆f(z) curve, which
can be quantified by extracting the heights z∗ of the minima in the ∆f(z) curves [82].
This method will be employed in chapter 6 to determine height differences not of
surface atoms but of tip apex atoms of O-terminated Cu tips.

Kelvin probe force spectroscopy

As described by eq. (2.12), the long-range electrostatic tip-sample interaction depends
quadratically on the applied bias voltage Vb. Hence, also the frequency shift depends

3The MathWorks Inc., MATLAB R2019a, Natick, Massachusetts, United States of America (2019).
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quadratically on Vb,
∆f(Vb) ∝ 1

2
∂2C

∂z2 (Vb − VCPD)2. (2.14)

This dependency can be used in Kelvin probe force spectroscopy to determine the
contact potential difference VCPD by recording the frequency shift as a function of the
applied bias voltage ∆f(Vb). This results in a so-called Kelvin parabola with the apex
located at VCPD [66]. By setting the imaging voltage to Vb = VCPD the long-range
electrostatic tip-sample interaction, that can add a significant background attraction
especially on bulk insulators, can be effectively minimized.

Three-dimensional imaging

Three-dimensional imaging is a powerful method to quantify the distance-dependent
interaction between an AFM tip and a sample surface or an isolated adsorbate. By
recording a three-dimensional ∆f(x, y, z) data set built up as a series of subsequently-
recorded z-dependent constant-height ∆f images, the three-dimensional force field of
the tip-sample interaction can be precisely determined. Depending on the dimen-
sions of the data set and the scan speed, which can be as low as v = 200 pm/s, the
acquisition time of a three-dimensional data set can easily exceed two days. Conse-
quently, an experiment with these measurement parameters can be only performed in
ultra-high vacuum and at cryogenic temperatures. Even in such a controlled environ-
ment thermal drift and piezo nonlinearities can drastically affect the measurement
of the ∆f(x, y, z) data set as described in Ref. [53]. Hence, in order to obtain a
three-dimensional data set that can be quantitatively evaluated an active drift com-
pensation mechanism needs to be implemented. In this work, all three-dimensional
data sets have been recorded with a routine developed by Licha and Welker [83, 84].
After a user-set time (typically after three subsequent constant-height ∆f images)
the acquisition of the ∆f(x, y, z) data set is paused and a feedback image is recorded
to update the drift compensation values in all three directions. This is done by com-
paring the newly acquired feedback image to the preceding feedback image using
cross-correlation (for details see [83]).
If the three-dimensional data set has been recorded above an isolated adsorbate, the

short-range interaction component can be extracted by subtracting the z-dependent
long-range component measured on the bare substrate from the ∆f(x, y, z) data set.
This “on - off” subtraction method [16, 17] is only valid if no atomic contrast is
measured off the adsorbate. The three-dimensional vertical force field can then be
calculated analogously to the tip-sample distance spectroscopy experiments using the
methods presented e.g. in Ref. [58, 78].
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3. Experimental setup and
measurement techniques

The described experimental setup and measurement techniques have been used during
the author’s Master thesis project [85]. Hence, there are similarities in the description
of the setup and the employed techniques.

This chapter will highlight the experimental setup used for the measurements in
this work. The experiments have been performed with a commercial microscope
setup, which will be described briefly in section 3.1. The microscope is equipped with
a qPlus sensor, which allows simultaneous STM and AFM measurements. Section 3.2
introduces the qPlus sensor’s main properties and its advantages for high-precision
AFM experiments. The methods used for tip preparation and characterization will
be explained in section 3.3.

3.1. Low-temperature STM/AFM setup
All experiments presented in this thesis have been performed with a commercial Omi-
cron low-temperature (LT) microscope,1 which allows simultaneous STM and AFM
measurements at cryogenic temperatures in ultra-high vacuum (UHV) conditions.
The microscope is controlled by a Nanonis scanning probe microscopy (SPM) ac-
quisition electronics.2 A detailed description of the system has been presented by
Welker [84] and Hofmann [86] and this section summarizes the most important as-
pects that are relevant for the present work.
The microscope is divided into two UHV chambers, separated by a gate valve, and

an airlock with another gate valve to transfer samples and sensors to the UHV system.
After transfer of new sensors into the preparation chamber, the tips can be cleaned by
electron-beam heating, field emission and field evaporation with the installed field-
ion microscope [87]. All sensors that are newly introduced to the microscope are
1LT STM with qPlus option, Scienta Omicron GmbH, 65232 Taunusstein, Germany
2Nanonis BP4, Specs Zurich GmbH, Zurich, Switzerland
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3 Experimental setup and measurement techniques

cleaned by field evaporation prior to the experiments. A high voltage of about 15 kV
is applied to the tip, which leads to a high electric field at the tip apex that ionizes
and removes these tip apex atoms. In this way adsorbates and oxide layers can be
effectively cleaned off the tip apex, which leads to clean metal tips that are suitable
for STM experiments [84]. The samples can be annealed on the manipulator with
a built-in boron-nitride heater. Additionally, the preparation chamber contains a
customized gas line system consisting of two separate lines that are each connected
to the chamber via separate leak valves. The first line is used to dose argon (Ar) gas
into the preparation chamber for Ar-ion sputtering of the samples. The second line
can support up to four different gas bottles and is used to dose e.g. carbon-monoxide
(CO) or oxygen (O2) gas into the UHV system. UHV conditions with base pressures
in the 10−10 mbar regime are achieved by an ion getter pump, a titan sublimation
pump and a turbomolecular pump to pump off gas after leakage via the gas lines.
The analysis chamber contains a cryostat and the microscope head, which is ther-

mally connected to the cryostat. The cryostat consists of two concentric tanks, the
inner one filled with liquid helium, which enables microscope operation at a temper-
ature of 4.4 K. The outer vessel is filled with liquid nitrogen to reduce the helium
evaporation rate, which results in a cryostat hold time of about 2.5 days. UHV con-
ditions in the analysis chamber are maintained at base pressures in the 10−11 mbar
regime with an ion getter pump. By operating the microscope in LT and UHV condi-
tions, a sample can be studied for days or weeks at the same spot on the surface with
atomic precision. UHV conditions minimize the adsorption of residual gas atoms and
molecules and therefore, freshly prepared sample surfaces are kept clean for several
days or weeks. Furthermore, LT operation minimizes the thermal drift and suppresses
thermal desorption and diffusion of adsorbates, which is necessary for the study of
certain surfaces [88] and adsorbates like single CO molecules [89]. To protect the
microscope against mechanical vibrations the head is decoupled by three suspension
springs and additionally protected by an eddy current damping stage. Additionally,
the chamber contains two room-temperature carousels that provide storage space for
up to twelve sensors and samples at UHV conditions. Moreover, the chamber hosts a
commercial electron-beam evaporator,3 which directly aims at the sample stage in the
cold microscope head for low-temperature evaporation of e.g. single iron adatoms.
The control electronics are connected to the microscope head with electric cables

that enter the UHV system via UHV feedthroughs at the top of the cryostat. Radio
frequency (RF) noise can couple into the system via these cables, which limits the en-
ergy resolution in scanning tunneling spectroscopy experiments, where the tunneling
3EFM-3, FOCUS GmbH, 65510 Hünstetten, Germany
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current is measured as a function of the applied bias voltage [90]. Hence, the RF noise
is filtered from the electrical lines with low-pass filters mounted between the UHV
feedthroughs and the cables connected to the control electronics. As described in
detail in Ref. [91], this leads to an increased performance in scanning tunneling spec-
troscopy and inelastic tunneling spectroscopy (IETS) experiments [92–94]. Through-
out this work the bias voltage is applied to the sample and the tunneling current is
measured via the tip using a FEMTO DLPCA-200 trans-impedance amplifier.4

3.2. qPlus sensor

The microscope is equipped with a so-called qPlus sensor [37]. The sensor and its
physical properties are described in detail in Ref. [54]. Therefore, this section only
serves as a brief introduction. In the first design of the sensor one prong of a quartz
tuning fork, as found in quartz wristwatches, was glued to a heavy substrate while
the second prong was allowed to oscillate freely [37]. For STM/AFM measurements
a sharp tip was mounted on the end of the prong [37]. In this work third-generation
qPlus sensors have been used, which were invented in 2011 [95]. These sensors feature
only a single quartz prong, while the fixed prong of the original tuning fork versions is
replaced by a larger quartz plate, which can be easily glued to a ceramic substrate [96].
Figure 3.1(a) shows a photograph of a custom-built third generation qPlus sensor
(type qPlus M4 [54]) as it is used in the Omicron microscope. The Omicron sensor
holder consists of a ceramic substrate (white), which is glued to a round gold-coated
metal plate that stands on three legs [not shown in Fig. 3.1(a), a full image of the
sensor holder tripod is shown in Fig. 4.1 of Ref. [84]]. Two of the legs are bent
towards the substrate to connect the sensor to the STM and AFM signal lines, while
the third leg establishes an electric ground connection of the sensor holder. The
qPlus sensor is glued with its thicker base onto the ceramic substrate with non-
conductive glue.5 As it can be seen in the close-up photograph shown in Fig. 3.1(b),
the sensor has two gold electrodes on its prong, which end in rectangular contact
pads at the left end of the sensor. These electrodes are connected to the bent legs
of the sensor holder using conductive glue.6 One electrode is used to detect the
deflection signal (AFM electrode), and the second one electrically contacts the tip at
the end of the prong (STM electrode). When the free prong is bent, surface charges
are formed due to the piezoelectric effect of quartz, which are directly proportional

4FEMTO Messtechnik GmbH, 10179 Berlin, Germany.
5EPO-TEK H70E, Epoxy Technology, Inc., Billerica, Massachusetts, United States of America.
6EPO-TEK H20E, Epoxy Technology, Inc., Billerica, Massachusetts, United States of America.
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Figure 3.1.: Custom-built qPlus sensor used in the Omicron microscope.
(a) Photograph of a qPlus sensor (type qPlus M4 [54]) mounted on an Omicron sensor
holder. The qPlus sensor is glued to a ceramic substrate and electrically connected to
two legs of the sensor holder tripod. (b) Close-up photograph of the qPlus sensor. The
sensor has two separate gold electrodes to simultaneously detect the STM and AFM
signal. Inset: Zoom in the area marked by the white box. An electrochemically-etched
tungsten tip (50 µm diameter) is glued with conductive glue to the end of the free prong.

the sensor deflection amplitude A. These surface charges can be collected via the
AFM electrode on the qPlus sensor that is electrically connected to the AFM signal
line. The resulting current is detected with a current-to-voltage amplifier to measure
the sensor amplitude and frequency [97]. This method of deflection detection is a
major simplification compared to the original design of the AFM where the cantilever
deflection was detected with STM [9] or the commonly-used optical detection in
AFM experiments using Si cantilevers [50]. The latter is especially problematic if
experiments are to be performed in non-transparent, biologically-relevant liquids,
where the piezoelectric detection of the qPlus sensor deflection is still possible [98].

If the tip material is conductive, a tunneling current can be detected simultane-
ously. The inset of Fig. 3.1(b) shows a zoom-in of the end of the free prong, in this
case hosting an electrochemically-etched 50 µm thick tungsten wire as the tip, which
is electrically connected to the STM electrode. Due to its larger dimensions compared
to traditional Si cantilevers, the qPlus sensor can be equipped with various types of
tips from different materials [99]. This possibility enabled optimization of experi-
ments at ambient conditions [100] and liquid environments [98], observation of spin
contrast without an external magnetic field by using magnetic tips [27] and usage of
superconductive tips [92].

A further benefit of the qPlus sensor are the high stiffness values of quartz tuning
forks that are in the range of kN/m [75]. As explained in section 2.2, to study short-
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range forces, optimal oscillation amplitudes are on the order of the length scales of
these interactions [75]. As short-range tip-sample interactions have typical decay
lengths of λ ≈ 50 pm and below, the sensor is generally excited to oscillate with
A = 50 pm throughout this work. The high stiffness values of the qPlus sensor prevent
the jump-to-contact problem present in AFM experiments with soft Si cantilevers that
have stiffnesses on the order of several N/m [59]. If the restoring force Fspring = kA

is smaller than the maximum attractive tip-sample force Fmax
ts , the cantilever may

snap to the sample in an uncontrolled way [50]. This problem can be overcome if the
oscillation amplitude is increased so that Fspring > Fmax

ts [59, 99]. As a consequence,
soft Si cantilevers generally need to oscillate at amplitudes on the order of several
nm up to tens of nanometers in UHV environments [12, 59]. Hence, the sensitivity
to short-range tip-sample interactions is greatly diminished.

Before a new sensor is transferred to the UHV system, its quality should be
checked at ambient conditions by measuring the sensor’s thermally-excited resonance
peak [54]. This measurement is described in detail in Refs. [54, 76, 101, 102]. The
thermal noise peak is useful to determine key properties of the sensor like the res-
onance frequency f0, the quality factor Q and the experimental voltage sensitivity
SV . According to the equipartition theorem each degree of freedom of a harmonic
oscillator holds a thermal energy of 1

2kBT . The sensor gets thermally excited and the
average potential energy is equal to this thermal energy, which results in [101]

1
2k(Ath

rms)2 = 1
2kBT. (3.1)

For a standard qPlus sensor with k = 1800 N/m this yields a thermal amplitude
of Ath

rms = 1.52 pm at T = 300 K. The sensitivity SV relates the generated voltage
at the output of the AFM amplifier due to thermal excitation V th

out to Ath
rms as the

output voltage generated for a given deflection, SV = V th
out/Arms. In the control unit

of the microscope S−1
V is used as a calibration factor to translate the voltage at the

AFM amplifier output into the actual amplitude A. Only sensors that show a single
resonance peak and a quality factor of Q > 3000 should be transferred to the UHV
system. However, the value for SV determined by the thermal peak method in ambient
conditions is not valid for the AFM amplifier used in the LT-UHV setup, because SV
depends both on the sensor and on the amplifier. In order to determine the sensitivity
at low temperatures, the equilibrium tip-sample distance zeq is recorded as a function
of the (potentially wrongly calibrated) amplitude A in STM feedback on a metal
surface like Cu(111) [92, 103]. For sufficiently large amplitudes A > 500 pm, zeq(A)
depends linearly on A with a slope close to unity [103]. If the slope α of the recorded
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zeq(A) curve differs from 1, the sensitivity needs to be corrected as SV = S ′V /α, where
S ′V is the original sensitivity used to calibrate the amplitude.
A key property of sensor and amplifier is the deflection detector noise density nq,

which describes how precise the sensor deflection can be determined. It is related
to the sensitivity via nq = nel/SV , where nel is the electrical noise density of the
amplifier, i.e. the noise floor in the power spectral density of the amplifier out-
put [54]. The Omicron setup typically achieves a deflection detector noise density of
nq ≈ 50 fm/

√
Hz. For a standard measurement bandwidth of B = 50 Hz this results

in an error in the deflection measurement of δq = nq
√
B = 0.35 pm. As it will be dis-

cussed in section 4.3.2, the measurement noise caused from the error in the deflection
detection is the dominant contribution in the low-temperature AFM experiments pre-
sented within this work and its magnitude can be effectively diminished by reducing
the bandwidth B.

3.3. Tip preparation and characterization
A stable and well-defined tip apex configuration is crucial for performing AFM ex-
periments, as on the one hand this ensures repeatability and on the other hand
knowledge of the tip apex configuration facilitates the theoretical description of the
measurements. After the initial preparation of a new sensor with field evaporation
to clean off oxide layers on the tip (see section 3.1), the tips are further prepared on
a Cu(111) surface, which is partly covered with single CO molecules. This section
describes the tip preparation and characterization protocol for single-atom metal and
CO-terminated tips, as they have been used for the experiments presented in chap-
ters 4 and 5. In chapter 6, experiments with O-terminated Cu tips are discussed.
These tips are prepared on a partially oxidized Cu(110) surface, as explained in sec-
tion 6.1.

3.3.1. CO/Cu(111) sample preparation

For tip preparation and consecutive scanning, at first, a clean Cu surface needs to
be prepared. The Cu(111) sample is cleaned by repeated sputtering and annealing
cycles [104]. For the sputtering the preparation chamber is pumped with the turbo-
molecular pump and Ar gas is dosed via a leak valve into the chamber until a constant
pressure of 2.0× 10−6 mbar is obtained. The ion getter pump is switched off during
the sample preparation. The sample is then sputtered for 20 minutes with Ar+ ions,
which are accelerated to a kinetic energy of Ekin = 1.0 keV. By shooting Ar+ ions
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onto the sample surface contaminants are removed and multiple atomic layers of the
Cu crystal are ablated, which generally results in a relatively rough surface with only
small terraces [105]. As a next step, the Ar gas is pumped out of the chamber and
the surface is annealed for 20 minutes at a temperature of about 410 °C, which results
in a flat sample surface with single-atom steps and terraces with dimensions on the
order of several 100 nm2. Depending on the contamination level this cleaning cycle
(consisting of 20 minutes sputtering, followed by 20 minutes annealing) is repeated
2–5 times in order to clean the Cu single crystal.
Copper crystallizes in a face-centered cubic (fcc) lattice and has a cubic lattice

constant of a0 = 361.5 pm [106]. Hence, the Cu(111) surface shows a hexagonal
lattice with a nearest-neighbor distance of dnn = a0/

√
2 = 255.6 pm. The distance

between (111) planes is d(111) = a0/
√

3 = 208.7 pm [107]. Steps on Cu(111) should
therefore be integer multiples of d(111), where a step height of 1 × d(111) corresponds
to a single-atom step. Figure 3.2(a) shows an STM topography image recorded of
the Cu(111) sample after cleaning with sputtering and annealing, showing two step
edges. From the line profile shown in Fig. 3.2(b), extracted along the blue line in
Fig. 3.2(a), it follows that both steps are single atom steps, as their height h is in
agreement with d(111).
Tip preparation and characterization on the Cu(111) surface requires single CO

molecules adsorbed on the Cu(111) sample, as described in section 3.3.2 and 3.3.3.
Since CO desorbs from Cu surfaces well below room temperature, the sample is
transferred directly to the microscope head after cleaning and cooled down to 4.4 K.
To adsorb CO molecules on the sample the gate valve between the preparation and
analysis chamber is opened and CO gas is leaked to the preparation chamber via the
gas line system until a pressure of pLT ≈ 3× 10−9 mbar is established in the analysis
chamber. During this process the ion getter pump in the preparation chamber is
switched off, which results in a pressure of pprep ≈ 2× 10−6 mbar in the preparation
chamber. Subsequently, the thermal shields of the microscope are opened for 2 –
5 minutes depending on the desired amount of CO. As described in section 3.3.2,
the tips are prepared by repeated collisions with the Cu sample. Experience has
shown that when the CO density is too high, it is difficult to prepare a stable tip.
Therefore, the optimal CO coverage for tip preparation is below 0.01 ML CO (ML:
monolayer). A dosage time of 2 minutes results in a coverage of about 0.002 ML
CO. Figure 3.2(c) shows an STM topography image of a clean Cu(111) sample after
CO dosing. The single CO adsorbates appear as dark spots in the STM topography
when probed with a metal tip at small bias voltages [108–110]. Cu(111) hosts a two-
dimensional surface state at the Fermi level EF and as shown in Ref. [108] surface
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Figure 3.2.: The CO/Cu(111) sample. (a) STM topography image recorded of the
Cu(111) sample after cleaning with sputter and anneal cycles. Two single-atom steps
can be identified in the image. Imaging parameters: Vb = −10 mV, 〈I〉 = −100 pA,
A = 50 pm. (b) Line profile extracted from the image in (a) along the blue line. The
single-atom steps show the expected height of approximately d(111) = 208.7 pm. (c)
STM topography image of the Cu(111) surface after CO adsorption. CO molecules
appear as dark features in the STM topography images. Imaging parameters: Vb =
−10 mV, 〈I〉 = −100 pA, A = 50 pm. Scattering of surface state electrons at defects
and CO molecules causes the appearance of a standing wave pattern in STM images at
small bias voltages. (d) Schematic of the CO adsorption position on Cu(111). Top: Side
view. Bottom: Top view. Single CO molecules adsorb on top positions on Cu(111).
The nearest-neighbor distance between Cu atoms is dnn = 255.6 pm.

state electrons get repelled by CO adsorbates, which leads to a local depletion of the
electron density of states at EF. Hence, the tunneling current gets reduced above
the CO molecules and the tip has to approach closer to the sample to maintain
the tunneling current setpoint. Surface state electrons scatter at step edges, point
defects and adsorbates, which causes the formation of standing-wave patterns (Friedel
oscillations [111]) caused by interference of the scattered surface state electrons [112]
as visible in Fig. 3.2(c). Figure 3.2(d) shows the adsorption geometry of CO molecules
on Cu(111) (top: side view, bottom: top view). The CO molecules adsorb on top
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sites with the oxygen atom pointing away from the surface [113, 114]. The hexagonal
unit cell of the Cu(111) surface lattice and the nearest-neighbor distance dnn are
additionally marked in the bottom part of Fig. 3.2(d).

3.3.2. Tip preparation

As explained in section 2.2.2 the long-range vdW attraction can be significantly re-
duced if the tip apex is sharpened. The microscopic tip apex shape can be engineered
on a clean Cu(111) sample partially covered with CO molecules. To change the mi-
croscopic shape of the tip apex the tip is repeatedly poked into a clean area of the
Cu(111) sample [115, 116]. As explained in Ref. [29], the indentations can have three
possible outcomes. First, tip material can be dropped on the sample, which leads to
the appearance of bright bumps in STM images recorded in the vicinity of the poke
position subsequently. Second, the tip can pick up sample material resulting in larger
depressions in STM images. Third, the sample structure is not affected by the poke
and only the tip apex atoms are rearranged. Depending on the poke strength the tip
apex is modified only slightly or a strong reconfiguration is observed. Strong pokes
are usually required for initial tip preparation with a new sensor or after a tip-sample
collision on a non-conducting sample in order to reassure the metallic tip apex char-
acter. For a strong poke the tip is positioned in STM feedback (feedback settings:
Vb = −10 mV, 〈I〉 = −100 pA, A = 50 pm) above a clean area on the Cu(111) sample.
The tip is then approached to the sample several nanometers up to 50 nm while a
bias voltage between 3 V and 5 V is applied. If the overall tip condition is close to
the expected criteria, gentle pokes are used to modify only the first few atomic layers
of the tip apex. For a gentle poke the tip is again placed above the clean Cu(111)
surface in STM feedback and subsequently approached towards the sample by typi-
cally less than 2 nm, while a bias voltage less than 1 V is applied. Note that if a new
sensor is first approached on a Cu(111) sample, the tip usually has to be poked into
the Cu(111) surface multiple times before stable imaging conditions are established.
Thereafter, it is assumed that the tip apex is covered with sample material, i.e. that
tips showing a metallic character are terminated by Cu atoms [29, 117].
After the poke the tip is moved onto a clean spot on the bare Cu surface in STM

feedback to judge the sharpness of the tip from the simultaneously recorded ∆f signal.
The sharpness of the tip directly affects the ∆f signal, as the long-range van der Waals
interaction between the tip and the surface lead to an attractive background signal
and, hence, a more negative frequency shift. As a threshold value a frequency shift
of ∆f = −10 Hz with the above settings (Vb = −10 mV, 〈I〉 = −100 pA, A = 50 pm)
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has been established. If the ∆f signal is less than −10 Hz, the tip is considered
as too blunt and the poking procedure is repeated. On the contrary, if the ∆f
signal is greater than −10 Hz, the tip is considered as reasonably sharp. In this
case the tip apex is further characterized with the COFI method [29] (section 3.3.3),
which enables the determination of the number of tip apex atoms. Achieving atomic
resolution requires a reasonable sharp tip apex ideally terminating in a single metal
atom (single-atom metal tip). Due to the strong distance dependence of the tunneling
current and the short-range tip-sample forces the tip-sample interaction is mainly
mediated via the front-most tip apex atom. As will be shown in chapter 4, the
theoretical description of experiments with single-atom metal tips can therefore often
be confined to the interaction of the single, front-most apex atom with the sample,
still reproducing the experiments with sufficient accuracy. However, as shown by
Hofmann [86] single-atom metal tips turned out to be too reactive for stable imaging
on certain sample systems like graphene.
Moreover, the spatial resolution achieved in STM and AFM experiments can be

drastically increased by picking up an adsorbate [34], which is referred to as tip func-
tionalization. Individual atoms and molecules can be picked up with the tip from
a surface using vertical manipulation [113, 116, 118, 119]. CO-terminated tips (CO
tips), prepared by picking up a single CO molecule from a surface [113, 120], effectively
reduce the chemical reactivity of a single-atom metal tip [33, 34]. The usage of CO
tips in AFM experiments has been introduced by Gross et al. in 2009, demonstrating
atomic resolution imaging of a single pentacene molecule [33]. Since then, CO tips
have been used in various AFM experiments enabling the real space observation of
single organic molecules [121, 122], bond-order discrimination [18], imaging of differ-
ent types of surfaces [35, 36, 123, 124] and adsorbates such as interfacial water [125]
and metal clusters [32] with atomic resolution. Furthermore, CO tips enabled imaging
of single metal adatoms with sub-atomic resolution [25, 32] and determination of the
chemical reactivity of small iron clusters, that can be created with lateral manipula-
tion on a Cu(111) surface [126, 127]. The imaging mechanisms in AFM experiments
with CO tips will be discussed in detail in chapter 5 on the example of the ionic
CaF2(111) surface.
The CO pickup process employed in this work is a modified version of the protocol

originally proposed by Bartels et al. in Ref. [113]. As sketched in Fig. 3.3(a) a single-
atom metal tip is placed in STM feedback (feedback settings: Vb = 1 V, 〈I〉 = 1 nA,
A = 50 pm) above an isolated CO molecule adsorbed on a Cu(111) surface. After
the STM feedback loop is switched off, the bias voltage is increased in 100 mV steps
until for bias voltages between 2.3 V and 2.6 V either a sudden drop or increase in
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Figure 3.3.: CO tip functionalization on Cu(111). (a), (b) Schematic of tip
functionalization with a single CO molecule. A tip terminated by a single metal atom
is placed above a CO molecule adsorbed on a copper surface (a). After increasing
the bias voltage in constant height, the CO flips and gets attached to the tip apex
(b). (c) STM topography image of Cu(111) recorded with a metal tip before CO tip
functionalization. (d) STM topography image of the same area as in (c) after picking
up the CO molecule marked by the arrow in (c). The CO appearance changed with
respect to (c). Imaging parameters for both images: Vb = −10 mV, 〈I〉 = −100 pA,
A = 50 pm. All scale bars are 1 nm long.

the tunneling current signal is detected. An increase of 〈I〉 is evidence for a lat-
eral manipulation of the CO molecule away from the tip-sample junction, whereas
a drop indicates the hopping of the CO molecule to the tip apex as sketched in
Fig. 3.3(b). A successful CO tip functionalization can be judged from a change in
the STM appearance of CO adsorbates imaged with either CO or metallic tips as il-
lustrated in Fig. 3.3(c),(d). Figure 3.3(c) shows an STM topography image recorded
of CO/Cu(111) with a single-atom metal tip, where the individual CO molecules ap-
pear as approximately 50 pm deep depressions. Afterwards, the CO molecule marked
by the arrow has been picked up with the metal tip. Figure 3.3(d) shows an STM
topography image of the same area as imaged in Fig. 3.3(c) after the CO pickup.
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3 Experimental setup and measurement techniques

The molecule that was transferred to the tip apex is no longer visible on the surface
and the remaining CO adsorbates resemble a “sombrero”-like shape with a bright
center [113].
Typically, the CO pickup process described above works only for circularly-symmetric

single-atom metal tips. The sharpness of the tip apex (i.e. the number of metal atoms
in the front-most layer of tip atoms) can be initially judged from the depth of the CO
depressions in the STM topography. While the CO molecules are imaged as approxi-
mately 50 pm deep depressions with single-atom metal tips as shown in Fig. 3.3(c), the
CO adsorbates appear less deep when imaged with blunter metal tips. Furthermore,
it can occur that the CO molecule adsorbs at the tip apex in a tilted configuration
due to an inherent asymmetry of the single-atom metal tip apex. Thus, the tip apex
needs to be characterized at the atomic scale before and after the CO pickup attempt.
In this work, tip characterization of metal and CO-terminated tips is performed with
the so-called COFI method that will be introduced in section 3.3.3.

3.3.3. Tip characterization with the COFI method

The tips used for the experiments presented in this work have been characterized with
the carbon monoxide front atom identification (COFI) method [30–32]. In COFI the
tip is scanned at constant-height above a CO molecule adsorbed on a Cu(111) surface,
which is schematically shown in Fig. 3.4(a). The COFI method exploits the upright
adsorption geometry of individual CO molecules on Cu(111): CO molecules adsorb on
top sites with the oxygen atom pointing away from the surface [114, 128] as sketched
in Fig. 3.4(a). Due to the smaller diameter of oxygen compared to metal atoms the
CO adsorbate acts as a probe [30, 31, 129]. The resulting constant-height ∆f im-
age, the COFI image, shows the atomic configuration of the tip apex. To atomically
resolve the tip apex the tip usually has to be approached to a tip-sample distance
just before the molecule would get manipulated laterally during the constant-height
scan. Initially, the different patterns in COFI images were interpreted as signatures
of the crystallographic orientation of different single-atom metal tips [29–31]. In
2015, Emmrich et al. performed the reverse experiment. They imaged single metal
adatoms and various small metal clusters adsorbed on a Cu(111) surface with a CO
tip [32]. The constant-height ∆f images of the metal adatoms and clusters showed
striking similarities to the COFI images recorded of different metal tip apices. From
these findings it was concluded that the number of tip apex atoms in the first atomic
layer and their geometric configuration are imaged by the COFI method [32]. A
similar imaging mechanism was also found when probing individual CO molecules
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Figure 3.4.: The COFI method. (a) Schematic of the COFI method. A tip is
scanned in constant-height across a CO molecule adsorbed on a Cu(111) surface to
characterize the tip apex. (b)–(e) Representative COFI images of frequently observed
tip apex configurations during tip preparation (bottom row) with sketches of the atomic
configuration (top row). COFI image of (b) a single-atom metal tip, showing a single at-
tractive feature (dark); (c) a two-atom metal tip apex, showing two attractive features;
(d) a three-atomic tip apex, showing three attractive features; (e) a CO-terminated tip,
showing a repulsive feature (bright). All scale bars are 200 pm long.

adsorbed on a nickel oxide surface [130, 131] and the dangling bonds on a Si(111)-
7× 7 surface [31]. Interestingly, tunneling current maps recorded simultaneously to
the constant-height COFI images on Cu(111) reflect the number and the geometric
configuration of tip apex atoms after image processing but not in the raw data [30].
Recently, Gretz et al. extended the COFI method to the Pt(111) surface showing
atomic contrast also in simultaneously-recorded raw tunneling current maps, which
was attributed to an increased spatially-localized conductance through the CO ad-
sorbate on Pt(111) [110].

Figure 3.4(b)–(e) show examples of COFI portraits of different tip apices that
are frequently observed during tip preparation. The COFI image of a single-atom
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metal tip as shown in Fig. 3.4(b) presents a circularly-symmetric attractive feature
(dark) with a repulsive ring (bright) around it. In most cases the tip is slightly
tilted with respect to the sample normal and the repulsive ring appears rather in
the form of a sickle [126]. As already mentioned above this COFI portrait closely
resembles the appearance of single metal adatoms when probed with a CO tip [25, 32].
The interaction between a CO tip and single metal adatoms is analyzed in detail in
Ref. [25]. While the repulsive ring originates from Pauli repulsion between the CO
and the metal atom, the two interaction partners can undergo a transition from
a physisorbed to a chemisorbed state. Specifically, there is a hybridization of the
electronic states of the CO molecule and the metal adatom when the tip is placed
exactly in the center of the adatom, which leads to a strong attraction [25]. For
preparation of a CO-terminated tip a symmetric single-atom metal tip is required,
which can be ensured by observing a circularly-symmetric COFI portrait. Most
frequently, the poke action does not result in a single-atom metal tip but in a tip
terminated by more than one metal atom. In Fig. 3.4(c) a COFI image of a two-atomic
tip and in Fig. 3.4(d) a COFI image of a three-atomic tip apex are shown. Each of
the dark, attractive features which are separated by repulsive parts is interpreted as
a single metal atom in the front-most atomic tip layer, as confirmed by the above-
mentioned reverse experiment in Ref. [32]. COFI images can also be recorded of
CO-terminated tips to ensure a successful CO tip functionalization and a circularly-
symmetric tip apex. The COFI image of a CO tip recorded at close tip-sample
distances as shown in Fig. 3.4(e) exhibits a circularly-symmetric repulsive feature
(bright) with an attractive ring (dark) around it. The repulsive feature originates in
Pauli repulsion between the two CO molecules, while the attractive ring is formed due
to attractive van der Waals interaction at larger tip-sample distances [16, 21]. The
CO-CO interaction is analyzed in detail in chapter 6 for the case of a CO molecule
adsorbed on Cu(110).
A major benefit of the COFI method is the ability to directly characterize the

atomic composition of the tip apex in-situ. For the experiments presented in chap-
ters 4 and 5 the tips have been characterized with COFI before and after each mea-
surement session on a CaF2(111) sample. If the COFI portraits of the tip recorded
before and after the experiment are equal, it is proof that the tip apex remained
stable during the complete experiment on the CaF2(111) surface.
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4. High-precision AFM measurements
on CaF2(111) with an atomically-
characterized metal tip

Most of the work presented in this chapter has been published in New Journal of
Physics [132].1 Parts of the text, figures and interpretations are identical to the pub-
lication. The author performed all experiments, implemented the electrostatic point
charge calculation and carried out the complete data analysis with support from the
co-authors of Ref. [132]. Initial experimental results and a first version of the model
are presented in the author’s Master thesis [85]. Therefore, parts of this chapter,
particularly the theoretical considerations in sections 4.1 and 4.2, build upon the work
presented in Ref. [85].

Traditional AFM experiments on bulk ionic crystals generally involve poking the
tip into the sample to generate a sharp apex. This covers the tip apex with a clus-
ter of sample atoms and therefore leaves the tip termination and polarity unknown.
Even with the assumption that the tip ends in one of the ionic species of the sur-
face, atomic identification requires indirect theoretical characterization [133, 134] or
adsorbed marker molecules [66, 135]. Furthermore, in order to achieve atomic res-
olution, AFM measurements with these poorly-characterized tips usually have to
be conducted at close tip-sample distances where the tip-sample forces are in the
nanonewton regime [14]. However, as already mentioned in the introduction, these
strong tip-sample forces can lead to lateral and vertical relaxations of the tip apex [16–
18, 21–23] and induce relaxations in the sample [19, 20]. In particular, tip relaxation
and sample perturbation have been major problems in AFM studies of bulk ionic
crystals, where sample relaxations greater than 100 pm were observed [14, 15]. Above
ionic surfaces, when the tip is close to the sample, short-range chemical and van der
Waals interactions can play a dominant role in AFM images [35, 136]. At larger tip-
1A. Liebig, A. Peronio, D. Meuer, A. J. Weymouth and F. J. Giessibl, High-precision atomic force
microscopy with atomically-characterized tips, New J. Phys. 22, 063040 (2020).
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4 High-precision AFM measurements on CaF2(111) with an atomically-
characterized metal tip

sample separations, electrostatic interactions have been shown to dominate the AFM
contrast [35, 74, 137]. Hence, for non-perturbative imaging of a bulk ionic crystal in
a deep non-contact regime an atomically-characterized tip with a well-defined electric
field configuration is necessary.
Single-atom metal tips expose a dipole with its positive pole pointing towards the

surface [35, 36, 136, 137] and are therefore suitable to probe ionic crystals. This is
attributed to the Smoluchowski effect [138], according to which the negative electron
charge distribution does not follow the sharp curvature of a step edge, or in this case
of the tip apex. Instead it smears out, leading to a protrusion of the positive charge
distribution coming from the atomic cores. As explained in section 3.3 the apex of
a metal tip can be characterized at the atomic scale with the COFI method on a
Cu(111) surface. In this way, a suitable metal tip ending in a single front atom can
be prepared by a sequence of poking with intermediate COFI analysis until a single
atom tip is obtained. Consequently, by gaining control over the atomic-scale tip
apex composition and knowing its polarity, interpretation of experimental AFM data
recorded with such an atomically-characterized tip is much more straightforward.
This chapter reports on high-precision AFM experiments on a CaF2(111) surface

with an atomically-characterized single-atom metal tip. First, the CaF2(111) sample
system is introduced and the theoretically-expected distance dependence of the elec-
tric field outside an ionic crystal is derived (see section 4.1). Second, an electrostatic
point charge calculation to simulate the experimental AFM data of the CaF2(111)
surface is described (see section 4.2). Afterwards, experimental data recorded of
the CaF2(111) surface with a single-atom metal tip are compared to the calculation
(see section 4.3.1). The experiment was performed at tip-sample distances where
the atomic AFM contrast decayed to less than 1 pN and implications of measure-
ment noise on experimental AFM data recorded in this tip-sample distance regime
are described in section 4.3.2. Then, based on the experimental characterization of
the second layer of tip atoms, the accuracy of the calculation is improved to repro-
duce small but measurable asymmetries in the experimental images of CaF2(111)
(see section 4.3.3). Finally, possible influences of a polarization of the tip apex in the
electric field of the sample or tip-induced relaxations of sample atoms are discussed
in section 4.3.4.
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4.1 CaF2(111) surface

4.1. CaF2(111) surface

Crystals of the rock-salt structure possess charge inversion symmetry, which means
that multiplying the ionic charges with −1 just shifts the atomic pattern by half
a cubic lattice vector [139]. Hence, assignment of atomic species to the features
in AFM images required additional theoretical considerations [133, 134] or usage of
marker molecules with a known adsorption site [66, 135], as described above. The
CaF2(111) surface is an ionic surface that lacks charge inversion symmetry and has
been used for this reason to identify the charge at the AFM tip apex [14, 15, 140–
142]. This section first describes the CaF2(111) surface structure and then derives
the distance dependence of the electric field outside of an ionic crystal surface.

4.1.1. Surface structure

Calcium fluoride (CaF2) crystallizes in a face-centered cubic (fcc) lattice and has a
lattice constant of a0 = 546 pm [143]. The crystal has a three-atomic basis, with a
Ca2+ ion at the lattice origin (0, 0, 0) and two F− ions at ±(a0/4, a0/4, a0/4). Fig-
ure 4.1(a) shows a side view of the CaF2(111) surface. The crystal cleaves naturally
along the {111} planes and the surface layer consists solely of negatively charged F−

ions [143]. Crystals cleaved along the (111) plane have to be terminated by complete,
electrically neutral F−–Ca2+–F− triple layers that are spaced by a0/

√
3 = 315 pm,

as otherwise the surface would possess an infinitely high surface energy [144]. The
three sublayers of one triple layer are spaced by 79 pm [143]. Figure 4.1(b) shows
a top view of the CaF2(111) surface. The surface unit cell (drawn black) presents
three high-symmetry sites that correspond to the different ions of the topmost triple
layer. The surface F− ions are spaced by a0/

√
2 = 386 pm and form a hexagonal

lattice [143]. In the following, these F− ions will be called F−top and the ions in the
lower F− layer will be called F−bot.
Initially, CaF2(111) samples were glued onto a sample holder and transferred di-

rectly to the microscope head after cleaving in UHV conditions. Similar to the find-
ings in Refs. [145] and [146] this lead to strong charging of the surfaces and therefore,
approaching to the surface was not possible without strong attractive long-range in-
teraction between tip and sample already several µm away from the surface. Hence,
for the AFM experiments presented in this chapter a CaF2(111) sample was screwed
onto a modified sample holder and cleaved in ambient conditions. It was then trans-
ferred to the UHV system and annealed several hours at about 550 °C in order to
remove contaminants due to the ambient cleavage and surface charges [146–148].
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Figure 4.1.: Schematic of the CaF2(111) surface. (a) Side view of the CaF2(111)
surface. The surface layer consists solely of negatively charged F− ions. The crystal is
built up from electrically neutral F−–Ca2+–F− triple layers that are spaced by 315 pm,
where the sublayers are spaced by 79 pm [144]. (b) Top view of the CaF2(111) surface.
The surface unit cell (marked black in the image) presents three inequivalent sites,
corresponding to the different ions of the topmost triple layer. Figure adapted from
Ref. [132].

4.1.2. Decay length of the electric field outside an ionic crystal

In 1928 Lennard-Jones and Dent predicted that the electric field outside an ionic
crystal decays exponentially with distance, where the decay length is determined by
the crystal lattice constant [149]. In this section, the decay length of the electric
field will be derived and applied to calculate the decay length of the field above the
CaF2(111) surface.
The potential V (r) at position r above a crystal surface has the periodicity of the

surface itself in the x and y directions. Hence, it can be expanded in a Fourier series
as [150, 151]

V (r) =
∑

K6=0
VK(z) eiK·r, (4.1)

and the sum contains only plane waves

eiK·r = ei(m1 a∗
1+m2 a∗

2)·r = eiKxxeiKyyeiKzz, (4.2)

where K = m1 a∗1 +m2 a∗2 is a surface reciprocal lattice vector, m1 andm2 are integers,
and a∗1 and a∗2 are the surface reciprocal primitive vectors [152]. Note that the sum
in eq. (4.1) excludes the component V0. As the crystal unit cell is electrically neutral,
this component can be taken as 0 [151, 153]. Furthermore, as a∗1 and a∗2 have no z
component, the plane waves in eq. (4.2) do not depend on z and eq. (4.1) translates
into

V (r) =
∑

K 6=0
VK(z) eiKxxeiKyy (4.3)

Outside the crystal (where no charges are present) the potential must fulfill the
Laplace equation ∇2V (r) = 0 [152]. For the potential described by eq. (4.3) this
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leads to

∑
K6=0

VK(z)(−K2
x) eiK·r + VK(z)(−K2

y )eiK·r + ∂2
z VK(z)eiK·r = 0 (4.4)

⇔
∑

K6=0
eiK·r

(
VK(z)(−K2

x) + VK(z)(−K2
y ) + ∂2

z VK(z)
)

= 0. (4.5)

Equation (4.5) can only be true if all summands are zero themselves [150] and with
eiK·r 6= 0, always, one obtains

VK(z)(−K2
x) + VK(z)(−K2

y ) + ∂2
z VK(z) = 0. (4.6)

This differential equation can be solved by

VK(z) = VK,0(z) e±
√
K2

x+K2
y z = VK,0(z) e±Kz, (4.7)

where K =
√
K2
x +K2

y is the magnitude of the surface reciprocal lattice vector K.
The solution with the plus sign in eq. (4.7) is unphysical as this would describe a
diverging potential far from the surface, leaving only the solution

VK(z) = VK,0(z) e−
√
K2

x+K2
y z = VK,0(z) e−Kz = VK,0(z) e−z/λ. (4.8)

Hence, the potential is described by exponentially decaying components VK(z) with
their decay length λ given by the reciprocal lattice vector K. Components originating
from longer K vectors decay faster than components originating from shorter K
vectors. Therefore, far from the surface the potential is dominated by the components
originating in the shortest K vectors, i.e. the surface reciprocal primitive vectors a∗1
and a∗2 that have a length a∗. Neglecting the components from longer K vectors, the
decay length λ of the potential V is defined according to eq. (4.8) as

λ = 1
K

= 1
a∗
. (4.9)

The z component of the electric field is given by Ez(z) = −∂V/∂z, and will therefore
show the same distance dependence as the potential. For a square lattice with lattice
constant a one obtains λ = a/2π as derived by Giessibl [74]. As shown in section 4.1.1,
the surface unit cell vectors of CaF2(111) have a length d = 386 pm, which results
in a∗ = (4π)/(

√
3d). Hence, the decay length of the electric field normal to the

CaF2(111) surface is

λ = 1
a∗

=
√

3d
4π = 53.2 pm. (4.10)
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It is interesting to note that λ depends only on the crystal lattice constant and is not
influenced by the positions or ionic charges of the basis atoms.

4.2. Electrostatic point charge calculation

In section 4.1.2 the exponential distance dependence of the electric field outside an
ionic crystal has been derived. The decay length of the electric field is of a similar
magnitude as the exponential decay length of the tunneling current observed in STM.
Because of this, Giessibl suggested in 1992 that an ionic crystal surface can be imaged
with a polarized AFM tip with atomic resolution [74]. This section introduces an
electrostatic calculation to simulate the electrostatic tip-sample interaction between
a charged tip apex and the CaF2(111) surface. The calculation has been implemented
in MATLAB and the code is provided in the appendix A.1.

Figure 4.2 shows a schematic of the electrostatic calculation. The sample atoms are
modeled as point charges with qCa = +1.730 e and qF = −0.865 e, where e denotes the
elementary charge, as calculated by density functional theory (DFT) [154]. Initially,
the model crystal was created following the hexagonal lattice of the CaF2(111) surface
which resulted in a rhomboid structure. In this configuration, however, finite size
effects were observed in the calculated electrostatic potential leading to a tilt in the
potential for a given height z above the surface. Hence, the model crystal structure
was optimized to minimize these finite size effects. Precisely, a circular slab with
a radius of 57 nm has been used as a model crystal. Since the decay length of the
potential above the CaF2(111) surface is λ = 53.2 pm as shown in section 4.1.2 and
the distance between two triple layers is 315 pm, contributions of lower triple layers
to the total electrostatic potential are negligible: the second triple layer contributes
only exp(−315 pm/53.2 pm) = 0.27 % to the total potential. Therefore, only one triple
layer was taken into account in the calculation. The total electrostatic potential V (r)
at position r has been calculated by summing the contributions Vi of all sample atoms
as

V (r) =
∑
i

Vi(r) = 1
4πε0

∑
R,j

qj
|r− (R + bj)|

, (4.11)

where R = n1a1 + n2a2 + n3a3 is a vector of the direct lattice, a1, a2 and a3 are the
unit cell vectors, and qj is the charge of the atom at site bj of the basis (j ∈ {1, 2, 3}).
The potential has been calculated in a 3D grid with a spacing of 5 pm and a total
volume of 1 nm × 1 nm × 1 nm, centered on the crystal surface to minimize finite size
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Cu

+ q
z

Figure 4.2.: Schematic of the electrostatic calculation. The tip, in this case a
single-atom metal tip, is represented by a single point charge q and the sample atoms
are modeled with point charges, qCa = +1.730 e and qF = −0.865 e. The tip-sample
distance z is defined as the vertical distance between the point charge modeling the tip
apex and the F−top nucleus. Figure adapted from Ref. [132].

effects. The z component of the electric field Ez was calculated by

Ez(z) = −∂V
∂z

. (4.12)

The force F acting on a point charge q in an electric field E is given by

F = qE. (4.13)

From eq. (4.13) it follows that the vertical force component acting between the tip,
which is represented by a single point charge q in the calculation (see Fig. 4.2), and
the sample is calculated as

Fz(z) = q Ez(z). (4.14)

From this, the vertical tip-sample force gradient follows as

kts(z) = −∂Fz(z)
∂z

= q
∂2V

∂z2 , (4.15)

which is then converted to frequency shift ∆f according to eq. (2.7) in order to be
able to directly compare the calculation to the experimental data. The sensor stiffness
k = 1800 N/m, the resonance frequency f0 = 55 051 Hz and the oscillation amplitude
A = 50 pm were set to match the parameters of the sensor used in the experiment.
The tip-sample distance z is defined as the vertical distance between the point charge
modeling the tip apex and the F−top nucleus (see Fig. 4.2). From eqs. (4.12) to (4.15)
it follows that the exponential distance dependence of the electrostatic potential is
also reflected in the z component of the electric field, the tip-sample force, and the
frequency shift. Additionally, the latter two quantities depend linearly on the effective
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charge at the tip apex q,
∆f ∝ q e−z/λ. (4.16)

This dependency has certain implications that need to be considered in the following
discussion. First, according to eq. (4.16), the effect of an offset ∆ in the z axis

q e−(z+∆)/λ = q e−∆/λe−z/λ = q′ e−z/λ (4.17)

is equivalent to changing the tip charge from q to q′ = q e−∆/λ. It is important to note
that the real tip-sample distance in an AFM experiment cannot be determined easily.
In context of eq. (4.17), by comparing the experiment to the simulation, it is therefore
not possible to independently determine the experimental tip-sample distance and the
tip apex charge q in the calculation. Hence, the point charge that represents the tip
has been fixed to match the value given by Schneiderbauer et al. in Ref. [137]. The
single-atom metal tip has been modeled with q = +0.13 e [137].
Second, the exponential decay of the short-range electrostatic interaction enables

determination of the experimental tip-sample distance with high accuracy. The apex
charge of q = +0.13 e corresponds to a dipole moment of 0.87 D (1 D = 0.2082 eÅ),
when assuming a dipole distance of 135 pm as given in Ref. [137]. The dipole at the
tip apex of a single-atom Cu tip has also been reported by Gross et al., who found
0.52 D [136] and Ellner et al., who obtained 1.5 D [35]. Thus, if the actual tip apex
charge differs from the value used here by a factor of two (all of the above values are
within this range), eq. (4.16) translates into

eδz/λ = 2, (4.18)

where δz is the uncertainty in determining the experimental tip-sample distance, and
thus,

δz = λ ln 2 ≈ 36.9 pm. (4.19)

Similarly, changing the ionic charges of the sample atoms from qCa = +1.730 e and
qF = −0.865 e to qCa = +2 e and qF = −1 e is equivalent to a change in tip-sample
distance of only 8 pm, and will therefore not strongly affect the results.
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4.3. Experimental results

The experiments presented in this chapter have been conducted with a qPlus sensor
(type qPlus M4 [54]), equipped with an iridium tip that was sharpened by a focused-
ion-beam (FIB),2 showing a resonance frequency of f0 = 55 051 Hz and a quality factor
of Q = 811 485. As explained in section 2.2, to increase the sensitivity to short-range
tip-sample interactions the oscillation amplitude of the sensor should be set to a
similar magnitude as the decay length of the tip-sample interaction [75]. As derived
in section 4.1.2 the electric field outside a CaF2(111) surface decays exponentially
with a decay length of λ = 53.2 pm. Hence, the sensor oscillation amplitude was set
to A = 50 pm.
Single-atom metal tips were characterized and prepared on a Cu(111) sample as

explained in section 3.3. Before the experiments on the CaF2(111) sample, the tip
was characterized with the COFI method, and changes in the atomic structure of
the tip apex were excluded by investigating the tips again on Cu(111) after data was
acquired of CaF2(111) similar to Ref. [31]. Note that this procedure is experimentally
challenging as first, a Cu(111) sample is inserted into the microscope, covered by CO
molecules and then used to poke and characterize the tip. Second, the Cu sample is
replaced by a CaF2(111) sample and the measurements are conducted. As a last step,
the samples are again exchanged and the tip apex is characterized by COFI on the
Cu(111) sample again. If the tip suffered changes during data acquisition or sample
transfer, the data had to be discarded.
Figure 4.3(a) shows a COFI image of the single-atom metal tip recorded before

the measurement on the CaF2(111) surface. As explained in section 3.3, the COFI
image of a single-atom metal tip shows a circularly-symmetric, attractive center with a
repulsive ring around it. Figure 4.3(b) shows the COFI image of the tip recorded after
the measurements on CaF2(111). For direct comparison the two images were recorded
at the same tip-sample distance, i.e. at the same relative distance to a given STM
setpoint above the bare Cu surface, in this case 220 pm closer from (Vb = −10 mV,
〈I〉 = −100 pA). In this way it was verified that the tip had not changed during the
experiment. Note that the COFI image in Fig. 4.3(a) shows a slightly higher contrast
compared to the image in Fig. 4.3(b). The reason is that the two imaging heights
are not perfectly aligned: on Cu(111) STM topography images recorded at low bias
voltage are governed by the Cu surface state and due to the interference pattern
of the surface state with adsorbates, like adsorbed CO molecules, height differences
of approximately 10 to 20 pm occur (see section 3.3) [112]. Figures 4.3(c) and (d)

2The sensor was fabricated by Daniel Meuer, the FIB sharpening was done by Dr. Tobias Preis.
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Figure 4.3.: COFI images before and after the measurement on CaF2(111).
Left column: COFI images of the single-atom metal tip recorded before (a) and after (b)
the measurement on CaF2(111). The images were recorded 220 pm closer from the STM
setpoint (Vb = −10 mV, 〈I〉 = −100 pA) on the bare Cu(111) surface. Center column:
Simultaneously recorded tunneling current before (c) and after (d) the measurement on
CaF2(111). The tunneling current images have been processed with a 78 pm × 78 pm
Gaussian low-pass filter [155]. Right column: Example of COFI images before (e) and
after (f) a tip change. A tip apex consisting of three atoms (indicated by three attractive
features in the COFI image) changed to an apex with seven atoms. All scale bars are
300 pm long. Figure adapted from Ref. [132].

show the tunneling current maps recorded simultaneously with the COFI images in
Fig. 4.3(a) and (b), respectively. Although the imaging voltage was set to Vb = 0 V,
the actual imaging voltage was approximately 500 µV due to a slight offset in the
bias voltage channel, resulting in the tunneling current signal. Indeed, comparing the
average tunneling current signal in a 156 pm × 156 pm area in the left top corner of the
images [marked by the gray square in Fig. 4.3(c)] indicates that the COFI image in
Fig. 4.3(a) has been recorded approximately 10 pm closer to the surface as compared
to Fig. 4.3(b) when assuming a tunneling current decay constant of κ ≈ 11 nm−1 (see
section 2.1). It can be therefore concluded that within this experimental accuracy,
the two COFI images were recorded with the same single-atom metal tip but with a
difference of 10 pm in the tip-sample separation. For illustration, Figs. 4.3(e) and (f)
show COFI images before and after a tip change occurred. In this case, a tip apex
consisting of three atoms [Fig. 4.3(e)], which is indicated by three local minima in
the ∆f map, has changed into a tip apex with seven atoms [Fig. 4.3(f)].
After preparation and characterization, the single-atom metal tip was approached
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Figure 4.4.: Determination of the contact potential difference. (a) Constant-
height frequency shift image of the CaF2(111) surface recorded with the single-atom
metal tip. The image has been recorded 90 pm closer from the setpoint. Setpoint on
attractive site: A = 50 pm, Vb = 5.8 V, ∆f = −7.8 Hz. (b) ∆f(Vb) curves (Kelvin
parabolas) recorded on the three high-symmetry sites marked in the constant-height
image. The apex voltage VCPD = 5.8 V was used as the imaging voltage to minimize
the long-range electrostatic tip-sample interaction. Panel (b) adapted from Ref. [132].

to the CaF2(111) surface. Figure 4.4(a) shows an experimental constant-height fre-
quency shift image of the CaF2(111) surface recorded with the single-atom metal
tip. The image presents three prominent sites with the hexagonal symmetry of the
CaF2(111) surface namely a dark, a bright and a site of intermediate contrast. To
minimize the long-range electrostatic interaction (compare section 2.2.3) a Kelvin
parabola, ∆f(Vb), has been measured and the apex voltage VCPD has been used as
the imaging voltage Vb [Fig. 4.4(b)]. The overall electrostatic interaction is, how-
ever, slightly different on the three high-symmetry sites, which causes a slight shift
of VCPD. Hence, the actual imaging voltage was obtained by averaging the apex po-
sitions measured on the three prominent sites resulting in a voltage of Vb = 5.8 V.
All experimental data measured on the CaF2(111) sample shown in this chapter have
been measured with this bias voltage. Note that the measured value of VCPD is com-
parable to previously reported values on the CaF2(111) surface in Ref. [140, 156].

4.3.1. Comparison to the electrostatic calculation

To assign atomic species to the high-symmetry sites in the experimental image and
to address the contrast mechanisms, the experimental data is compared to the elec-
trostatic calculation introduced in section 4.2.
Figure 4.5(a) shows an experimental constant-height ∆f image of the CaF2(111)

surface recorded 20 pm closer to the surface as compared to the image in Fig. 4.4(a).
Again, the three high-symmetry sites can be seen in the image and from symmetry
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Figure 4.5.: Experimental and calculated data of CaF2(111). (a) Constant-
height ∆f image of the CaF2(111) surface recorded with the single-atom metal tip.
The unit cell defined in Fig. 4.1(b) is drawn black in the image. The image has been
processed with a 78 pm ×78 pm Gaussian low-pass filter [157] to remove measurement
noise before comparison between experiment and theory. (b) Experimental frequency
shift versus distance ∆f(z) curves recorded above the three high-symmetry sites marked
in (a). The constant-height image has been recorded at the height zimg. (c) Calculated
constant-height ∆f image for a positively terminated tip obtained with the electrostatic
calculation described in section 4.2. All scale bars are 300 pm long. (d) Comparison
of experimental and calculated line profiles following the respective traces in (a) and
(c). (e) Comparison of experimental and calculated ∆f(z) contrasts, together with the
calculated electrostatic force contrast ∆Fes. Figure adapted from Ref. [132].

considerations it follows that these sites correspond to the positions of the atoms in
the surface triple layer of CaF2(111). Figure 4.5(b) shows experimental frequency
shift versus distance ∆f(z) curves recorded above the three sites with the single-
atom metal tip. The spectra show that the tip-sample interaction is attractive over
the accessible z range as ∆f is entirely negative. At smaller tip-sample separations,
reversible tip relaxations occurred indicated by an increased AFM dissipation signal.
In order to maintain the atomic configuration of the metal tip apex the tip has not
been approached closer to the surface to prevent any irreversible tip changes. The
constant-height image in Fig. 4.5(a) has been recorded at the height zimg. It is not
easy to determine the real tip-sample distance in the experiment. In particular as
CaF2 is an insulator, methods such as distance determination via the point-contact
conductance as applied e.g. in Ref. [137] cannot be used. The tip-sample distance
z has therefore been determined by fitting the experimental to the calculated ∆f(z)
contrast [compare Fig. 4.5(e), which will be discussed later] using the tip-sample
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distance as a fit parameter. In this way, the closest tip-sample approach in the
experiment has been determined to be z0 = 335 pm.

Figure 4.5(c) shows a calculated constant-height ∆f image obtained from the elec-
trostatic point charge calculation. Analogous to the experimental images, the cal-
culated image presents three high-symmetry sites that correspond to the atoms in
the surface triple layer of CaF2(111). Hence, it is possible to assign atomic species
to the experimental data. As expected for the metal tip with a positive charge at
the apex, the atoms of the surface F− layer (F−top) are imaged dark, i.e. they are
most attractive in the constant-height images. The Ca2+ atoms are imaged bright,
i.e. they are least attractive. The atoms of the lower F− layer (F−bot) correspond to
the sites of intermediate contrast. Figure 4.5(d) shows experimental and calculated
line profiles extracted along the traces marked in Figs. 4.3(a) and (c), respectively.
To align the curves the average ∆f over one surface period was subtracted from each
line profile. Note that the contrast in Fig. 4.3(a) is slightly higher as compared to the
corresponding line profile in Fig. 4.3(d). This can be attributed to the fact that the
imaging plane has not been perfectly aligned with the sample, leading to a slightly
higher contrast in the lower half of the image as compared to the upper half, e.g. the
F−top atoms appearing darker in the bottom right corner as compared to the top left
corner.

To quantify the agreement between experiment and theory a relative quadratic
deviation between the measured and calculated profile curves has been calculated over
one surface period. This comparison between experiment and theory via line profiles
is done only at the imaging height of the constant-height image. In order to compare
the atomic contrast and not the long-range background forces, the average ∆f was
subtracted from both the experimental and the calculated curves. The experimental
short-range frequency shift ∆f sr

exp is calculated as

∆f sr
exp = ∆fexp(x)− 1

X

∫ X

x=0
∆fexp(x) dx, (4.20)

where ∆fexp(x) is the experimental line profile extracted from a constant-height image
and X is the length of a single surface period, as defined by the size of the unit cell.
Similarly, one obtains ∆f sr

th for the simulated frequency shift data. At first, the
squares of the differences between experiment and calculation at each x position over
one period of the curves are integrated:

δ∆fsquare =
∫ X

x=0
(∆f sr

exp(x)−∆f sr
th(x))2 dx. (4.21)

41



4 High-precision AFM measurements on CaF2(111) with an atomically-
characterized metal tip

The relative quadratic deviation RQD between experiment and calculation is then
obtained as

RQD = δ∆fsquare
X∫

x=0
(∆f sr

th(x))2 dx
, (4.22)

analogous to a similar quantity used to determine the agreement of a model in low-
energy electron diffraction (LEED) experiments (R2 factor) [158]. Finally, the accu-
racy of the electrostatic model can be defined as

accuracy = 1− RQD. (4.23)

For the line profiles shown in Fig. 4.5(d) this results in RQD = 1.9 %, yielding an ac-
curacy of 98.1%. The high accuracy shows that the electrostatic calculation captures
almost all the contrast measured with the single-atom metal tip on the CaF2(111) sur-
face, i.e. that the AFM contrast is dominated by short-range electrostatic tip-sample
interactions.

Furthermore, to determine the distance-dependent evolution of the ∆f contrast,
experimental and calculated ∆f(z) spectra are compared. The experimental ∆f(z)
curves in Fig. 4.5(b) reflect the total tip-sample interaction, i.e. also the long-range
background contributions, whereas the calculation considers only short-range electro-
statics. Hence, to eliminate the long-range contribution in the experimental data
the difference of ∆f(z) spectra recorded above two atomic sites can be consid-
ered [159]. Figure 4.5(e) shows experimental and calculated ∆f(z) contrasts on a
logarithmic plot. The spectrum measured above the most attractive site [F−top, red in
Fig. 4.5(a),(b)] is subtracted from the spectrum recorded above the least attractive
site [Ca2+, blue in Fig. 4.5(a),(b)] to obtain the total ∆f(z) contrast. For tip-sample
distances between 350 pm and 700 pm the measured ∆f(z) contrast shows an expo-
nential decay with a decay length of λexp = (53 ± 3) pm. This is in good agreement
to the predicted decay length of the electric field above the CaF2(111) surface of
λ = 53.2 pm, reflected in the calculated ∆f(z) contrast. The agreement between the
experimental and theoretically predicted distance dependencies of the ∆f(z) con-
trasts demonstrates that the electrostatic model is sufficient to explain the AFM
contrast measured with the metal tip for all accessible tip-sample distances. Specif-
ically, this means that the AFM contrast is dominated by short-range electrostatic
tip-sample interactions for all accessible tip-sample distances. This relationship jus-
tifies the determination of the real tip-sample distance z in the experiment by fitting
the experimental to the calculated ∆f(z) contrast, using the tip-sample distance as
a fit parameter.
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4.3.2. Atomic resolution with femtonewton force contrast

For tip-sample distances larger than 500 pm the ∆f contrast lies in the millihertz
regime, which corresponds to femtonewton electrostatic force contrasts [Fig. 4.5(e)].
Experimental constant-height images recorded at these distances are governed by
measurement noise that exceeds the expected atomic corrugation.
If the frequency shift measurement in FM-AFM would not be subject to any error,

infinitely small tip-sample force gradients could be measured. In a real system, noise
in the frequency measurement δf translates into an error in the tip-sample force
gradient δkts according to eq. (2.8) as [54]

δkts = 2kδf
f0
. (4.24)

A detailed description of the four relevant noise contributions in FM-AFM can be
found e.g. in Ref. [54] and hence, the following part briefly recapitulates the points
relevant for the present work. Thermal noise has been already subject of discussion in
the first publication about FM-AFM by Albrecht et al. [10]. The sensor gets randomly
excited to oscillate due to the finite surrounding temperature, which leads to an error
in the frequency detection given as [10, 54]

δfth =
√
kBTf0B

πkA2Q
, (4.25)

where kB is Boltzmann’s constant, T is the microscope temperature, and B is the
measurement bandwidth. According to eq. (4.24) the thermal noise in the force
gradient measurement follows as

δkts,th =
√

4kkBTB
πA2f0Q

. (4.26)

The absolute thermal frequency noise [eq. (4.25)] can be described by introducing a
thermal noise density n∆f,th as [54]

n∆f,th =
√
kBTf0

πkA2Q
, (4.27)

which describes the magnitude of thermal noise at a given bandwidth B. This noise
density is constant with respect to its modulation frequency fmod and therefore, ther-
mal noise is often referred to as white thermal noise [54].
The precision of any length measurement and hence, also the measurement of the
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cantilever deflection, is influenced by noise [54, 160]. The precision at which the
cantilever deflection can be measured is described by the deflection detector noise
density nq that depends on the output voltage noise density nel of the preamplifier as

nq = nel

SV
, (4.28)

where SV is the sensitivity of the sensor (and amplifier), defined as the generated
voltage per deflection at the preamplifier output (see section 3.2) [97]. The uncertainty
in the deflection measurement translates into an uncertainty in the phase and hence,
also in the frequency measurement. The noise density of this detector noise has been
obtained as [161]

n∆f,det =
√

2 nq
A
fmod, (4.29)

showing a linear increase with fmod. The absolute noise in the frequency measurement
is then obtained by integrating the square of the noise density with respect to fmod

from zero up to the bandwidth B, which results in [54]

δfdet =
√

2n2
qB

3

3A2 , (4.30)

or in terms of the force gradient

δkts,det =
√

8
3
knq
f0

B3/2

A
. (4.31)

Kobayashi et al. [161] discussed a third contribution to frequency noise in FM-AFM
that originates in the fact that the sensor is driven with its own, due to a finite nq noisy
oscillation signal, which excites the sensor slightly off resonance. This oscillator noise
is inversely proportional to the quality factor and results in a frequency noise [54]

δfosc =

√√√√n2
qf

2
0B

2Q2A2 , (4.32)

or, according to eq. (4.25) in a force gradient noise of

δkts,osc =
√

2knq
Q

√
B

A
. (4.33)

Similar to thermal noise, the noise density of oscillator noise is constant with respect
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to the modulation frequency (white noise) [54]

n∆f,osc = f0nq√
2AQ

. (4.34)

Moreover, temperature changes will lead to slight changes in the sensor’s oscilla-
tion frequency, which leads to a thermal frequency drift noise [54]. This is a major
challenge in room-temperature and high-temperature environments. At low temper-
atures, i.e. in a thermally stable environment, influences of drift noise are low and
will therefore be neglected in the following [76]. As all these noise sources are statis-
tically independent, the total noise is obtained by adding the contributions defined
in eqs. (4.25), (4.30) and (4.32) in quadrature [54]:

δf =
√

(δfth)2 + (δfdet)2 + (δfosc)2. (4.35)

All of the noise contributions discussed above increase with increasing bandwidth
B. Hence, by reducing the bandwidth and therefore also the scanning speed, these
sources can be effectively reduced resulting in the ability to measure smaller force gra-
dients [54]. Figure 4.6 illustrates the effect of sensor noise in experimental constant-
height ∆f images. The unprocessed experimental constant-height image depicted in
Fig. 4.6(a) has been recorded at a tip-sample distance of z = 380 pm, clearly resolving
the three atomic sites of the CaF2(111) surface triple layer. The inset shows a part
of the image processed with a 47 pm × 47 pm Gaussian low-pass filter, revealing the
theoretically-expected atomic ∆f contrast of 4.2 Hz. The fast Fourier transformed
(FFT) image [Fig. 4.6(b)] created from Fig. 4.6(a) shows six peaks that correspond
to the surface reciprocal primitive vectors.

Figure 4.6(c) shows an unprocessed constant-height image recorded of the same spot
on the surface as Fig. 4.6(a) but at an elevated tip-sample distance of z = 570 pm. As
in Fig. 4.6(c) the tip was 190 pm further away from the surface than in Fig. 4.6(a), the
atomic contrast is expected to be decreased to exp(−190 pm/53.2 pm) = 2.8 % of the
initial value due to the exponential decay of the short-range electrostatic tip-sample
interaction. This corresponds to a ∆f contrast of only 118 mHz, or to an electrostatic
force contrast of 350 fN, as illustrated in Fig. 4.5(e), which is masked by measurement
noise. The FFT image [Fig. 4.6(d)] created from Fig. 4.6(c) still shows the six peaks
that correspond to the surface reciprocal primitive vectors in the center but with
much lower intensity than in Fig. 4.6(b). As explained above, the noise in FM-AFM
experiments consists of different components that are inverse with spatial frequency
(frequency drift noise), constant (white noise, thermal and oscillator noise) and linear
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Figure 4.6.: Experimental images with mHz contrast. (a) Experimental
constant-height ∆f image of the CaF2(111) surface recorded at a tip-sample distance
of z = 380 pm. Inset: part of the image, processed with a 47 pm × 47 pm Gaussian
low-pass filter [157], showing a ∆f contrast of 4.2 Hz. (b) Fast Fourier transformed
(FFT) image created from (a) resolving six peaks that correspond to the surface re-
ciprocal primitive vectors. (c) Experimental constant-height ∆f image recorded at a
tip-sample distance of z = 570 pm. The expected atomic contrast of only 118 mHz is
masked by measurement noise. (d) Corresponding FFT image created from (c), still
showing the six peaks corresponding to the reciprocal lattice, but dominated by mea-
surement noise. (e) Same image as in (c), processed with a 234 pm × 234 pm Gaussian
low-pass filter [157], again resolving the CaF2(111) atomic lattice. The strong features
at the corners are an effect of the low-pass filtering. (f) FFT image created from (e),
showing the increased signal-to-noise ratio after image processing. Figure adapted from
Ref. [132].

with spatial frequency (detector noise). The FFT image shows a linear increase of
noise with spatial frequency along the horizontal x direction indicating that detector
noise is the dominant contribution. Note that the linear increase of noise with spatial
frequency is only seen along the x direction and not along the y direction. In the x
direction, which is the fast scan direction, the spatial frequency, i.e. the number of
pixels scanned per second, is much higher than in the slow scan direction. As detector
noise increases linearly with spatial frequency, it shows up mainly in the fast scan
direction (x) where it dominates the FFT image.

Neglecting frequency drift noise all noise contributions [eqs. (4.25), (4.30) and
(4.32)] depend on the measurement bandwidth B. Hence, when reducing the scan
speed, B can be effectively decreased and the frequency noise δf is reduced [54]. After
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the measurement, low-pass filtering in the time domain (i.e. bandwidth reduction)
can be performed by low-pass filtering in the spatial frequency domain, for example
by processing the images with a Gaussian low-pass filter [54]. In this case, a scan
bandwidth Bscan which is defined as the number of pixels scanned per second needs
to be considered. During analysis of the effect of filtering on frequency noise it has
been found empirically that processing an image with a n × n–Gauss filter using the
WSxM software [155] leads to an effective bandwidth Beff = Bscan/(0.86n), where n
is the pixel width of the Gauss filter. Consequently, this means that the experimental
data are subject to two subsequent low-pass filters and the one with the lower band-
width determines the frequency noise δf . The dependence of δf and its individual
components on Gaussian low-pass filtering is shown in table 4.1. The parameters
used to calculate the noise contributions were set to match the real experimental
conditions, i.e. T = 4.4 K, f0 = 55 051 Hz, k = 1800 N/m, A = 50 pm, Q = 811485
and nq = 53 fmrms/

√
Hz. The unprocessed constant-height images in Fig. 4.6(a),(c)

are 2 nm × 2 nm (128 px× 128 px) large and have been recorded at a scan speed of
2 nm/s, which leads to a scan bandwidth of Bscan = 128 Hz. Hence, in case of unpro-
cessed data the lower measurement bandwidth B = 50 Hz determines the frequency
noise rather than Bscan. By applying a Gauss filter to the constant-height images
Beff becomes smaller than B and replaces the latter in eqs. (4.25), (4.30) and (4.32).
While thermal [eq. (4.25)] and oscillator noise [eq. (4.32)] are ∝ B0.5, detector noise
[eq. (4.30)] is ∝ B1.5, and thus experiences the strongest decrease when B is reduced.

processing raw data Gauss 5 px× 5 px Gauss 10 px× 10 px
bandwidth B = 50 Hz Bscan = 128 Hz Beff = 30 Hz Beff = 15 Hz

δfth 3.8 6.1 3.0 2.1
δfdet 306.0 1253.4 142.2 50.3
δfosc 0.4 0.6 0.3 0.2
δf 306.0 1253.4 142.2 50.3

Table 4.1.: Influence of Gaussian filtering on the noise in ∆f images. As explained
in the text, low-pass filtering the images results in an effective bandwidth Beff that
replaces the measurement bandwidth B in eqs. (4.25), (4.30) and (4.32). Values are
given in mHz.

Indeed, processing the constant-height image in Fig. 4.6(c) with a 234 pm × 234 pm
(15 px× 15 px) Gaussian low-pass filter reveals the atomically-resolved CaF2(111) lat-
tice [Fig. 4.6(e)]. The corresponding FFT image [Fig. 4.6(f)] shows the increased
signal-to-noise ratio in the processed image with a strongly decreased contribution
of detector noise and unchanged intensity of the six data peaks that correspond to
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Figure 4.7.: Asymmetries in experimental constant-height ∆f images
recorded of CaF2(111). (a) Experimental constant-height ∆f image of the
CaF2(111) surface. The image has been processed with a 78 pm ×78 pm Gaussian low-
pass filter [155]. (b)–(d) Line profiles extracted from the constant-height image along
the high-symmetry directions of the surface marked in (a). The average ∆f over one
surface period was subtracted from each profile.

the surface reciprocal primitive vectors. The atomic contrast in the filtered image of
58 mHz is, however, lower than the theoretically expected contrast of 118 mHz. This
can be attributed to the strong Gaussian low-pass filtering that leads to an averaging
effect but is needed to resolve the atomic contrast in the constant-height image [54].

4.3.3. Improving the tip model by utilizing the COFI data

The CaF2(111) surface has a three-fold rotational symmetry with respect to an axis
perpendicular to the surface. Line profiles extracted along the three high-symmetry
directions of the surface from an experimental constant-height ∆f image [Fig. 4.7(a)]
are shown in Fig. 4.7(b)–(d). The average ∆f value over one surface period was
subtracted from each curve to align experiment and theory for comparison (see above).
While the constant-height image appears symmetric at a first glance, slight differences
between the line profiles can be identified. The green curve depicted in Fig. 4.7(b)
shows a significant decrease between d = 0.2 nm and 0.3 nm, which is less prominent
in case of the red curve [Fig. 4.7(c)] and barely visible in the blue line profile that
remains constant in this range. This asymmetry can be attributed to the fact that
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the actual metal tip used in the experiments does not perfectly share the three-fold
symmetry of the CaF2(111) surface unlike a tip comprised by a single point charge as
it is the case in the electrostatic calculation. Hence, asymmetries in the experimental
images cannot be reproduced by a tip model consisting of a single point charge but
require a tip model that takes into account atoms in the second or even further tip
layers.

The COFI image recorded of the single-atom metal tip used in the experiment shows
shallow attractive features outside the bright repulsive ring as indicated by the crosses
in Fig. 4.8(a), which can be interpreted as signatures of atoms in the second tip layer.
In the following, the information about the atomic tip apex structure obtained from
the COFI characterization will be used to refine the theoretical tip apex description
and to improve the agreement between the experimental data of CaF2(111) and the
electrostatic model. From the COFI image in Fig. 4.8(a) the lateral shifts (∆xi,∆yi)
of the three second layer atoms with respect to the front atom (marked by the white
cross) can be extracted. It is important to note that the COFI image is a point-
reflected image of the atomic structure of the tip [32]. As an example, if a feature
is 200 pm left of the front atom in the COFI image, i.e. in negative x-direction, it is
200 pm right of the front atom in real space. Consequently, the lateral shifts as read
from the COFI image need to be multiplied by −1 in order to obtain the lateral shifts
(∆xi,∆yi) with respect to the front atom.

Subsequently, to calculate the magnitude of the additional contributions to the
∆f contrast, the ∆f signal strength of each second layer atom in the COFI image is
compared to the ∆f value of the front atom. As the ∆f values in the COFI image are
offset to negative values due to long-range background forces, this contribution needs
to be subtracted from the COFI image. As a reference, the average ∆f value in the
top left area of the COFI image indicated by the black square in Fig. 4.8(a) has been
calculated, which yields ∆fref = −18.7 Hz. From the line profiles in Fig. 4.8(b)–(d)
the frequency shift values of the front atom ∆ffront = −28.5 Hz and the respective
second layer atoms ∆fsecond,i have been obtained. From this the relative magnitude
Pi of the contribution of second layer atom i to the electrostatic interaction measured
on CaF2(111) can be calculated as

Pi = ∆fsecond,i −∆fref

∆ffront −∆fref
. (4.36)

Here, it is assumed that the ∆f contrast in the COFI image can be directly translated
into the electrostatic contrast measured with the metal tip on the CaF2(111) surface.
Indeed, as the COFI image is recorded at a height where the tip-sample interaction
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Figure 4.8.: Extraction of second layer tip atoms from the COFI image.
(a) COFI image of the single-atom metal tip used in the experiment, filtered with a
47 pm × 47 pm Gaussian low-pass filter [155]. The crosses indicate first (white) and
second layer (black) tip atoms, shifted with respect to the front atom by (∆xi, ∆yi).
Note: yellow color indicates a local minimum. (b)–(d) Line profiles extracted along
the directions indicated in (a). Arrows indicate positions of the front atom (black) and
second layer atoms (colored). Figure adapted from Ref. [132].

is entirely attractive, the ∆f contrast differences in the COFI image are a measure of
the height differences between the tip apex atoms. Due to the exponential distance
dependence of the electrostatic tip-sample interaction on CaF2(111) a height differ-
ence of the additional tip apex atoms is equal to a smaller point charge at the same
height as the front atom. Therefore, the relative ∆f contrast in the COFI image Pi
can be used in good approximation to determine the relative contribution of second
layer tip atoms to the electrostatic tip-sample interaction on CaF2(111). Table 4.2
summarizes the lateral shifts (∆xi,∆yi) as well as the relative contribution Pi to the
electrostatic interaction of each second layer atom. The contributions of the second
layer atoms are more than five times smaller than the front atom contribution, which
shows that including second layer atoms adds only a small correction to the single
point charge model.

As both the geometrical tip structure (lateral shifts) as well as the magnitude of the
additional interactions (which can be translated into a vertical offset, see section 4.2)
are determined directly from the experimental data, the COFI image fixes all relevant
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atom ∆fsecond,i Pi ∆xi ∆yi
1 –20.4Hz 0.17 400 pm 0pm
2 –20.2Hz 0.15 0 pm 250 pm
3 –19.0Hz 0.03 100 pm –420 pm

Table 4.2.: Relative signal strength and lateral shifts of second layer tip atoms with
respect to the front atom as extracted from the COFI image. For the numbering of
atoms refer to figure 4.8(a).

tip parameters. With this information, the theoretical tip apex description was re-
fined to improve the agreement between the experiment and the electrostatic model.
The total electrostatic interaction ∆fes(x, y, z) between the multi-atom tip and the
CaF2(111) surface is obtained by summing up the contributions of the individual
atoms as

∆fes(x, y, z) = ∆ffront,es(x, y, z) +
3∑
i=1

Pi ∆ffront,es(x+ ∆xi, y + ∆yi, z). (4.37)

Here, ∆ffront,es denotes the calculated frequency shift due to the electrostatic in-
teraction between the front atom represented by the single point charge q and the
CaF2(111) surface as implemented in the original calculation described in section 4.2.
From the new data set, constant-height images ∆fes(x, y, z = const.) were extracted

and compared to the electrostatic calculation according to eqs. (4.22) and (4.23).
Figure 4.9(a) shows a calculated constant-height image at a tip-sample distance of z =
370 pm. Figure 4.9(b)–(d) shows a comparison between experimental data (dotted),
the single point charge model (black, dashed) and the calculation including second
layer tip atoms (solid). The profile curves were extracted along the directions marked
in Fig. 4.9(a). By construction, the calculation with only one charge modeling the
tip apex fails to reproduce the experimentally observed differences in the line profiles,
especially for lateral distances from d = 200 pm to 300 pm. On the contrary, including
second layer tip atoms in the calculation reproduces the experimental data with
excellent agreement. Calculating the average accuracy according to eq. (4.23) for the
three profile curves in Fig. 4.9(b)–(c) results in an accuracy of 99.8%. To quantify
how the more refined model reproduces the experimental data as a function of tip-
sample distance z, the accuracy can be calculated over a distance range of 100 pm
resulting in an average of 99.5%. Table 4.3 summarizes the accuracy as a function
of tip-sample distance for the metal tip incorporating second layer atoms. The line
profiles used to calculate the accuracy are shown in appendix A.2. The excellent
agreement of the simulation to the experimental data shows that static electrostatics
are the dominant physics between the surface and the tip.
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Figure 4.9.: Comparison between experimental and calculated line profiles
for the calculation including second layer tip atoms. (a) Calculated ∆f image
of CaF2(111) obtained from the multi-atom tip model. (b)–(d) Line profiles along the
three high-symmetry directions marked in (a). The calculation including four point
charges (solid) matches the asymmetry of the experimental curves (dots) and gives a
better agreement than the single point charge model (dashed). Figure adapted from
Ref. [132].

z 370 pm 400 pm 430 pm 450 pm 470 pm
accuracy 99.8% 99.6% 99.6% 99.3% 99.3%

Table 4.3.: Accuracy of the electrostatic model of the metal tip incorporating second
layer atoms as a function of tip-sample distance z.

4.3.4. Influence of tip polarizability and sample relaxations

All of the above findings depend on the electrostatic tip-sample interaction where tip
and sample are represented by static point charges, i.e. the magnitude as well as
the relative positions of the charges does not change. Polarization of the tip in the
electric field of the sample would lead to a deviation in the shape of the exponential
decay of eq. (4.16) as already examined by Giessibl in 1992 [74], who considered that
the electric field of an ionic crystal could induce a dipole in the tip. To determine a
potential influence of a polarized tip apex the additional force acting on a tip due to
a polarization of the tip apex atom can be calculated. The induced dipole moment
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Figure 4.10.: Effects of tip polarizability. (a) Calculated force contrasts ∆F for
the single-atom metal tip as a function of tip-sample distance z. The blue curve is only
the electrostatic force contrast, the curve consisting of red circles is with additional tip
polarization. (b) Zoom into the z region marked by the gray rectangle in (a). Evidently,
polarization can be neglected in the calculation for tip-sample distances reached in the
experiment. Panel (a) adapted from Ref. [132].

pind in a vertical electric field E is given as

pind = αε0E, (4.38)

where α is the atomic polarizability. The vertical force experienced by this induced
dipole in the electric field E is

Find = pind
∂E

∂z
= αε0E

∂E

∂z
. (4.39)

Since both E and ∂E/∂z decay exponentially with distance, Find decays twice as
fast as the electric field and thus the electrostatic force between tip and sample as
calculated above [74]. In good approximation Find can therefore be modeled by taking
into account only the front-most apex atom. As the tip was prepared on a Cu surface,
it is most-likely terminated by a Cu atom [29]. Hence, the atomic polarizability of
Cu, αCu = 6.1Å3, has been used to calculate Find [62, 162].

Figure 4.10(a) shows the calculated force contrasts ∆F as a function of tip-sample
distance z for the metal tip taking into account only the electrostatic force (∆Fes,
blue), as well as the contrast with the additional force contribution due to tip polar-
ization (∆Fes +∆Find, red circles) plotted on a logarithmic scale. Evidently, including
polarization does not significantly alter the exponential decay of the force contrast.
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To highlight the slight differences between both curves, Fig. 4.10(b) shows a zoom
into the z region marked by the gray rectangle in Fig. 4.10(a) on a linear scale. At the
smallest tip-sample distance reached in the experiment of z = 335 pm the difference
between both curves is ∆Find = 0.23 pN, which is only 0.76 % of the electrostatic
force contrast ∆Fes = 30.66 pN. With increasing z the relative contribution of ∆Find

decreases even further as ∆Find decays twice as fast as ∆Fes [74]. Consequently, polar-
ization of the tip apex in the sample’s electric field can be neglected in the calculation
for all tip-sample distances reached in the experiment.
Additionally, strong tip-sample interactions could potentially induce relaxations of

either the surface or the tip which would result in a deviation from the electrostatic
calculation. This has been a major problem in previous AFM studies of bulk ionic
crystals, where sample relaxations greater than 100 pm were observed that even lead
to an inversion of the atomic-scale AFM contrast [14, 15]. In order to estimate a
possible influence of tip-induced relaxations of sample atoms, in particular of the F−top

ions, the sample stiffness has been determined via the interaction potential VCa−F

between a F− and a Ca2+ ion, which at a distance r is given by [163, 164]

VCa−F(r) = A′e−r/ρ − qCaqF

4πε0r
, (4.40)

where the parameters A′ = 943.569 eV and ρ = 33.2 pm were taken from Ref. [164],
and qCa = +1.730 e and qF = −0.865 e are the ionic charges used in the electrostatic
calculation. From eq. (4.40) an equilibrium bond distance σ = 212 pm between the F−

and Ca2+ ions is obtained. Evaluating the second derivative of eq. (4.40) with respect
to r at the equilibrium distance σ determines the bond stiffness of kCa−F = 159 N/m.
In CaF2(111), the surface F− ions bind to three Ca2+ ions, where the horizontal

angles between the bonds are 120◦ and the vertical angle between the xy plane and
the bond is about θ = 19.5◦ as illustrated in Fig. 4.11(a). Hence, a vertical force
Fz acting on a surface F− ion will not cause a lateral deflection but only a vertical
relaxation. As sketched in Fig. 4.11(a), Fz can be separated into three components
F ′ that are directed along the three springs representing the interaction between the
surface F− ion and the three Ca2+ ions and have a z−magnitude of 1/3Fz. The
stretch ∆l of one spring is then calculated as

∆l = F ′

kCa−F
= Fz

3 sin θ kCa−F
. (4.41)

The projection of ∆l on the z axis gives the contribution to the vertical relaxation
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Figure 4.11.: Estimation of tip-induced relaxation of surface F− ions. (a)
Schematic of the model used to calculate the relaxation of the surface F− ions. A
vertical force Fz pulls on the bonds between the Ca2+ and F− ions that have a stiffness
of kCa−F = 159 N/m. (b) Relaxation of a surface F− ion ∆z as a function of tip-sample
distance z in the electric field of the tip apex. At z = 335 pm, the relaxation is only
∆z = 1.5 pm. Note that a positive ∆z is defined as a relaxation towards the tip. Figure
adapted from Ref. [132].

of one spring as
∆z1 = ∆l sin θ = Fz

3 kCa−F
, (4.42)

yielding a total relaxation of

∆z = 3 ∆z1 = Fz
kCa−F

. (4.43)

Here, a positive ∆z is defined as a relaxation in positive z direction, i.e. towards the
tip. Fz is the force experienced by the F− ion in the electric field of the metal tip and
can therefore be described by

Fz(z) = qF
0.13 e
4πε0z2 , (4.44)

where z is the tip-sample distance. In Fig. 4.11(b), the tip-induced relaxation ∆z of
a surface F− ion as obtained by eqs. (4.43) and (4.44) is plotted as a function of z. At
z = 335 pm which corresponds to the closest tip-sample approach in the experiment,
the relaxation amounts to only ∆z = 1.5 pm and will therefore only have a minor
influence on the measured contrast.
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4.4. Discussion
This chapter presented high-precision AFMmeasurements of the CaF2(111) surface in
a deep non-contact regime, i.e. at tip-sample distances where the atomic force contrast
is in the femtonewton regime. Due to the non-invasive imaging of the surface at these
tip-sample distances a polarization of the tip apex in the electric field of the sample or
tip-induced sample relaxations could be excluded. Hence, the experimental data could
be reproduced by an electrostatic calculation where both the tip and the surface atoms
are represented by static point charges. This showed that short-range electrostatic
tip-sample interactions dominate the interaction between a single-atom metal tip and
an ionic crystal surface. The AFM contrast was found to decay exponentially with
tip-sample distance and the decay length matched the theoretically predicted decay
length of the sample’s electric field.
The experiments were performed with an atomically-characterized metal tip, which

made the structural and chemical composition of the tip apex experimentally acces-
sible. With this information the theoretical description of the tip could be refined,
increasing the accuracy of an electrostatic calculation to reproduce experimentally
observed asymmetries in the AFM images. This showcases how the interpretation
of experimental AFM data benefits from the precise characterization of the tip apex
at the atomic level. By experimentally ensuring the structural stability of the tip in
the experiment the theoretical description of the system can be confined to only one
tip model increasing the effectiveness of calculations to reproduce experimental AFM
data.
The CaF2(111) surface has been chosen as a reference sample, because it presents

an ionic crystal surface that lacks charge inversion symmetry, which had therefore
been studied by AFM previously to identify the tip apex polarity. As shown in this
chapter, the AFM contrast measured on this surface originates entirely in short-range
electrostatic tip-sample interactions when probing the surface with a single-atom
metal tip. Because of the reactivity of single-atom metal tips it is not possible to
image the surface also in a repulsive imaging regime without risking irreversible tip
changes. As described in section 3.3, terminating a single-atom metal tip with a CO
molecule effectively passivates the tip apex and enables stable imaging of adsorbates
and surfaces also at tip-sample distances where the AFM contrast is dominated by
Pauli repulsion. Building upon the findings in this chapter, the imaging mechanisms
of CO tips on ionic crystal surfaces are studied on the CaF2(111) surface in chapter 5.
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5. Quantifying the evolution of
atomic interaction of a
CO-terminated tip with a complex
ionic crystal surface

Most of the work presented in this chapter has been published in Scientific Reports [139].1

Parts of the text, figures and interpretations are identical to the publication. The au-
thor performed all experiments and carried out the complete data analysis with support
from the co-authors of Ref. [139]. The accompanying calculations with the probe par-
ticle model were provided by Prokop Hapala from the Czech Academy of Sciences in
Prague, who co-authored the publication, and analyzed in detail by the author of this
thesis. Initial experimental results are presented in the author’s Master thesis [85].

The previous chapter reported on AFM measurements on the ionic CaF2(111)
surface with a single-atom metal tip. It was found that the atomic-scale contrast
is entirely described by short-range electrostatic interactions at all experimentally
accessed tip-sample distances. Due to the reactivity of the tip apex it was not possible
to stably record images in a repulsive interaction regime at closer tip-sample distances.
Functionalizing a metal tip apex with a single CO molecule effectively passivates the
tip and enables imaging also at small tip-sample distances where repulsive forces
start to dominate the interaction. In 2009, Gross et al. showed that this drastically
increases the spatial resolution in AFM experiments opening the possibility to resolve
the internal structure of simple organic molecules in real space [33]. Since then
CO-terminated tips have been widely applied in AFM experiments to study organic
molecules [16, 121, 122, 125, 165–167] and various types of surfaces and adsorbates
with atomic resolution [32, 35, 36, 123, 126, 127].

1A. Liebig, P. Hapala, A. J. Weymouth and F. J. Giessibl, Quantifying the evolution of atomic
interaction of a complex surface with a functionalized atomic force microscopy tip, Sci. Rep. 10,
14104 (2020).
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5 Quantifying the evolution of atomic interaction of a CO-terminated tip with
a complex ionic crystal surface

The interaction of a CO tip with a sample surface is composed of different physi-
cal mechanisms, including van der Waals attraction and Pauli repulsion, which can
be described by a Lennard-Jones potential, and electrostatic interaction between the
complex electric field of the CO tip and the sample electron density. Recently, Huber
et al. discovered an additional transition from a physisorbed to a chemisorbed interac-
tion state in the interaction of CO tips with single iron adatoms adsorbed on a copper
surface [25]. While the tip-sample interaction is dominated by different mechanisms
at different tip-sample distances, interpretation of AFM images obtained with CO
tips is additionally complicated by the lateral deflection of the CO at the tip apex if
lateral forces act between tip and sample. This can lead to image distortions and an
elongated appearance of atomic-scale features in AFM images [18, 166, 168].
The electrostatic tip-sample interaction is particularly important when probing

the surface of an ionic crystal and the complex electric field at the CO tip apex
needs to be considered in this case. Ellner et al. considered AFM images of Cl
vacancies in NaCl thin films with a CO tips and showed that for such a charged
feature the interaction with the strong background metal tip dipole dominates the
overall electrostatic tip-sample interaction [35], similarly to the case when imaging
the atomic lattice of hexagonal boron nitride [36]. On the contrary, the strongly
spatially localized negative charge density at the tip apex is relevant when imaging
the flat NaCl lattice [35, 137]. As these works focused on the study of atomically-
flat NaCl films a potential effect of sample corrugation on the bending mechanism
of CO tips has not been discussed. As described in chapter 4, the complex interplay
of ionic charges and different atomic heights makes the CaF2(111) surface an ideal
model surface to study the contribution of different physical mechanisms to the total
tip-sample interaction.
This chapter presents a quantitative study of the atomic-scale AFM contrast for-

mation on the corrugated CaF2(111) surface when probed with CO-terminated tips.
First, the evolution of the atomic contrast in experimental ∆f images is discussed
(section 5.1). Second, the probe particle model is introduced, which is a mechani-
cal model to simulate AFM images with CO-functionalized tips (section 5.2). The
experimental images can be reproduced with this model at all tip-sample distances,
which enables the characterization of the complete atomic-scale contrast formation
on CaF2(111) with CO tips. Finally, in section 5.3 the electrostatic imaging regime
is analyzed in more detail by comparing the experimental data recorded with the
CO tip to the electrostatic point-charge calculation that was introduced already in
section 4.2.
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Figure 5.1.: COFI images recorded of the CO tip before and after the
measurement on CaF2(111). (a) COFI image recorded of the CO-terminated tip
before the measurement on CaF2(111). (b) COFI image recorded after the measurement
on CaF2(111). The images were recorded 70 pm further away from the STM setpoint
(Vb = −10 mV, 〈I〉 = −100 pA) on the bare Cu(111) surface. (c) Difference image after
subtracting (b) from (a) and subsequent Gaussian low-pass filtering. The difference
image shows only weak contrast compared to the COFI images, proofing that the tip
did not change during the experiment. Slight differences can be attributed to a small
offset in the imaging height, compare Fig 4.3. All scale bars are 200 pm long. Figure
adapted from Ref. [139].

5.1. Evolution of atomic contrast in experimental
constant-height images

The experiments presented in this chapter were performed with the same sensor and
on the same CaF2(111) sample as used in chapter 4. Hence, the measured images
presented in both chapters are directly comparable to each other as the orientation
of the CaF2 single crystal may not have changed between both measurements. CO-
terminated tips were characterized and prepared on a Cu(111) surface as described
in section 3.3. The CO tips were characterized with the COFI method before and
after the measurement on CaF2(111), i.e. in a similar measurement cycle as the metal
tip used in the experiments presented in chapter 4 and Ref. [31]. Figure 5.1(a),(b)
shows COFI images of the CO tip recorded before and after the measurement on
CaF2(111), respectively. At small tip-sample distances the CO-CO interaction results
in a bright, circularly-symmetric feature in constant-height ∆f images [16, 169]. A
detailed analysis of the AFM contrast in COFI images of CO-terminated tips can
be found in chapter 6. To assert that the two COFI images are equal they are
subtracted from each other. The resulting difference image is depicted in Fig. 5.1(c).
The difference image shows only weak contrast compared to the two COFI images,
which confirms that the atomic composition of the tip apex did not change during
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Figure 5.2.: Determination of the contact potential difference. (a) Constant-
height frequency shift image of the CaF2(111) surface recorded with the CO-terminated
tip. The image has been recorded 50 pm closer from the AFM setpoint. Setpoint on
the attractive site: A = 50 pm, Vb = 22.5 V, ∆f = −5.5 Hz. (b) ∆f(Vb) curves (Kelvin
parabolas) recorded on the three high-symmetry sites marked in the constant-height
image. The apex voltage VCPD = 22.5 V was used as the imaging voltage to minimize
the long-range electrostatic tip-sample interaction. Panel (b) adapted from Ref. [139].

the measurement on CaF2(111). The slight contrast visible in Fig. 5.1(c) can be
attributed to a small offset in the imaging height as already discussed in context of
Fig. 4.3.
After the tip was prepared and characterized on Cu(111) the sample was replaced

by the CaF2(111) sample and the CO tip was approached to the surface. Fig-
ure 5.2(a) shows an experimental constant-height frequency shift image recorded of
the CaF2(111) surface after the CO tip was approached to a tip-sample distance
regime where atomic resolution was first visible in the constant-height images. Anal-
ogous to the constant-height images recorded with the single-atom metal tip that are
presented in chapter 4, the image presents three high-symmetry sites that correspond
to the atoms of the surface triple layer of CaF2(111). To minimize the long-range elec-
trostatic interaction (see section 2.2.3), Kelvin parabolas ∆f(Vb) have been measured
on the three high-symmetry sites and the average apex voltage VCPD has been used
as the imaging voltage Vb as described in section 4.3 for the experiment on CaF2(111)
with the single-atom metal tip. The Kelvin parabolas measured on the three sites
marked in Fig. 5.2(a) are presented in Fig. 5.2(b) resulting in a voltage of Vb = 22.5 V.
All experimental data measured on the CaF2(111) sample shown in this chapter have
been recorded with this bias voltage. While the measured value of VCPD = 22.5 V
appears quite high at a first glance it should be noted that on bulk ionic crystals such
CPD values are not unusual [140]. The contact potential difference depends on work
function differences between tip and sample and the surface charge created during
the cleave. The CaF2(111) sample used in the experiments has a thickness of about
d = 3 mm. The surface charge density σsurf creating an additional contact potential
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difference VCPD of 22.5 V can be estimated by viewing tip and sample as a capacitor
filled with CaF2 as a dielectric, which results in only

σsurf = ε0εr
VCPD

d
= 4.3× 10−7 C

m2 = 2.7× 1012 e

m2 = 2.7 e

µm2 , (5.1)

where e denotes the elementary charge and εr = 6.5 is the dielectric constant of CaF2

at T = 4.4 K [170, 171].
Figure 5.3 shows a series of constant-height ∆f images recorded of the CaF2(111)

surface as a function of tip-sample distance with 25 pm distance decrements. The
images are extracted from a three-dimensional data set ∆f(x, y, z) with active drift
compensation, as described in section 2.2.3 to ensure that the images were recorded
of the same spot on the surface. The distance zexp = 0 pm is defined as the closest
tip-sample approach in the experiment with the CO tip. At closer distances, an in-
creased AFM dissipation signal was observed and the sample was not imaged at these
distances to avoid damaging the CO tip apex. To reduce the influence of frequency
measurement noise δf (see section 4.3.2) the images were acquired at a scan speed
of v = 200 pm/s resulting in a pixel rate of 12.8 px/s. Following eqs. (4.25), (4.32)
and (4.30) and replacing the measurement bandwidth B with this pixel rate, the total
frequency noise according to eq. (4.35) amounts to δf = 40 mHz. Hence, an influence
of frequency noise is visible only in the constant-height images at largest tip-sample
separations where the total ∆f contrast is less than 1 Hz [Fig. 5.3(a)–(d)].
Initially [Fig. 5.3(a)–(f)], the constant-height images present three high-symmetry

sites that correspond to the atoms of the surface triple layer of CaF2(111) in anal-
ogy to the images recorded with the single-atom metal tip in chapter 4. In this
regime, the atomic ∆f contrast increases monotonically upon approach. When the
tip-sample distance is further reduced [Fig. 5.3(g)–(i)], a sharpening of features can
be observed which has previously been attributed to CO bending in images recorded
of organic molecules [18, 34]. By further decreasing the tip-sample distance, the con-
trast between the three sites starts to change drastically [Fig. 5.3(j),(k)] until the
surface appears as a hexagonal arrangement of bright spheres in the image at closest
approach [Fig. 5.3(l)]. Compared to the data recorded of the CaF2(111) surface with
the single-atom metal tip, where the short-range tip-sample interaction is governed
entirely by electrostatics, the data recorded of CaF2(111) with the CO tip shows
a strong contrast variation. Apparently, the electrostatic point charge calculation
introduced in chapter 4 cannot reproduce the experimental data over the complete
tip-sample distance regime and additional influences of van der Waals attraction,
Pauli repulsion and CO bending need to be considered.
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Figure 5.3.: Distance-dependent experimental constant-height images. Un-
processed experimental constant-height ∆f images as a function of tip-sample distance
recorded of the CaF2(111) surface with the CO tip. zexp = 0 pm is defined as the
closest tip-sample approach in the experiment. All images have a size of 1 nm2 and are
recorded at a scan speed of v = 200 pm/s. The unit cell defined in Fig. 4.1(b) is drawn
in all images. Figure partly adapted from Ref. [139].

5.2. Probe particle model simulations
To understand the rich contrast features observed in the experimental constant-height
images, AFM image simulations have been performed by Prokop Hapala with the
probe particle model (PPM)2 [22, 73], which is a mechanical model to calculate STM
and AFM images with functionalized tips. The PPM considers the lateral deflection
of a probe particle representing the tip apex due to the tip-sample interactions and
is described in detail in Ref. [22]. In its original implementation the tip-sample
interaction is calculated as a sum of pairwise Lennard-Jones potentials describing the
interaction of the probe particle with each surface atom [22]. The bending of the
2The PPM can be downloaded at https://github.com/ProkopHapala/ProbeParticleModel.

62

https://github.com/ProkopHapala/ProbeParticleModel


5.2 Probe particle model simulations

AFM tip apex is then considered by vertically approaching the probe particle to the
sample and allowing it to relax to its global energy minimum after each step. Since
then, the PPM has been further developed to include also electrostatic tip-sample
interactions [73, 172] and was extended to be able to calculate ∆f images obtained
by lateral force microscopy [173].
For the PPM simulations the relaxed atomic structure of the CaF2(111) surface, its

electrostatic potential and the electron density of both tip and sample are required.
All these quantities were obtained by DFT using the Vienna Ab initio Simulation
Package (VASP) [174] with default projector augmented wave (PAW) pseudopoten-
tials [175] for Ca, F, C and O with a cutoff energy set to 400 eV. For the CaF2(111)
surface, Bloch wavefunctions of a 2× 2 unit cell with two layers containing 24 atoms
were sampled using only the Γ-point. The ionic radii of the calcium and fluorine ions
were determined by analyzing the sample electron density obtained from the DFT
calculations taking an isosurface value of 0.01 eV/Å3. In this way, the Lennard-Jones
radius of the calcium cation was modified with respect to the default parameter of
2.78Å [176] to 1.70Å, while the radius of the fluorine anion was consistent with the
default value of 1.75Å [177]. A similar method has been previously used in Ref. [125]
to estimate the ionic radius of a sodium cation hydrated by water on a NaCl surface,
since in common classical force fields there are no good estimates of Lennard-Jones
radii valid for ionic crystal surfaces.
The respective potentials and force fields were evaluated on a regular rectangular

grid using the FFT approach described in Ref. [73]. The final force field stored on a
rectangular grid was then used by the probe particle relaxation procedure with the
lateral stiffness of the CO tip apex set to 0.5 N/m. Note that in Ref. [21] a lateral
stiffness of 0.24 N/m has been determined for the CO tip. However, as stated by Neu
et al. [168], the stiffness of the CO molecule depends on the underlying tip apex and
a better agreement between experiment and theory was found for a lateral stiffness of
0.5 N/m. The resulting force was converted to frequency shift according to eq. (2.7)
using an amplitude of A = 50 pm as set in the experiment.
During the analysis of the experimental data presented in this chapter, two PPM

approaches to calculate the tip-sample interaction, in particular the contribution from
Pauli repulsion, have been conducted. In the first (section 5.2.1), the contributions
from Pauli repulsion and electrostatic interaction that come from the DFT output
are included overtop the attractive van der Waals component. In the second (sec-
tion 5.2.2), the standard PPM method is used, where Pauli repulsion and van der
Waals attraction are approximated by semi-empirical Lennard-Jones potentials. The
electrostatic interaction is calculated as a convolution of the sample electrostatic

63



5 Quantifying the evolution of atomic interaction of a CO-terminated tip with
a complex ionic crystal surface

potential obtained from the DFT output and a quadrupole-like charge distribution
modeling the CO tip.

5.2.1. Determining Pauli repulsion via the overlap of the electron
densities of tip and sample

To get a quantitative comparison between experiment and theory, AFM image sim-
ulations have been performed with a modified version of the PPM. Instead of using
standard Lennard-Jones potentials, the contribution of Pauli repulsion was obtained
by calculating the overlap of the electron densities of tip and sample [72, 178] that
were both calculated on a three-dimensional grid by DFT. The attractive van der
Waals component was calculated with the modified ionic radii of the sample atoms
and was added to the contribution of Pauli repulsion. Additionally, the electrostatic
interaction is added via a convolution between the electrostatic sample potential and
the tip’s electron density that were obtained independently from the DFT calcula-
tions. In this way, the PPM calculation is closely related to the method developed
by Ellner et al. [178], when the exponent in eq. (1) in Ref. [178] is set to α = 1.
Figure 5.4 shows the redistribution of the electron density of a CO molecule that
was calculated with VASP to represent the CO tip apex in the experiment. Here,
redistribution refers to the difference in electron density between the CO molecule
after forming the chemical bond and two isolated carbon and oxygen atoms. Hence,
a more positive value corresponds to a larger electron density (red areas): when the
carbon and oxygen atoms form a covalent bond, the electron density between the two
atoms increases leading to more positive values. The image in Fig. 5.4(a) presents a
vertical cut through the data grid at y = 0Å and the positions of the C and O atoms
are marked black and red, respectively. To illustrate the rotational symmetry of the
CO electron density, a three-dimensional representation is shown in Fig. 5.4(b).
The calculation of the CO electron density shows that a strongly spatially localized

negative charge density is present in front of the O atom around z = −0.3Å =
−30 pm. This localized negative charge density has been identified to dominate the
electrostatic tip-sample interaction when probing ionic lattices with CO-terminated
tips [35, 137]. On the contrary, the background metal tip dipole (see also chapter 4)
dominates the electrostatic interaction when imaging an isolated charged feature on a
surface such as Cl vacancies in a NaCl thin film with CO tips [35], similar to the case
when imaging the atomic lattice of hexagonal boron nitride [36]. The CO electron
densities shown in Fig. 5.4 were calculated without considering an influence of the
background metal tip dipole, which can strongly alter the overall tip dipole depending
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Figure 5.4.: Calculated redistribution of electron density on a CO molecule.
(a) Vertical cut through the CO electron density data grid at y = 0Å. The positions
of the C and O atoms are marked black and red, respectively. (b) Three-dimensional
representation of the CO electron density showing its rotational symmetry. The iso-
surfaces were extracted for isosurface values of −0.02 e/Å3 (blue) and 0.3 e/Å3 (green).
Note that a more positive value corresponds to an increase in the electron density.

on the geometry of the metal slab [36]. However, as the defect-free CaF2(111) lattice
has been probed with CO tips in this chapter, only the contribution of the CO
molecule at the tip apex has been considered in the PPM calculation.

Figure 5.5 shows calculated constant-height ∆f images obtained with the modified
PPM as a function of tip-sample distance over a similar range as the experimental
images shown in Fig. 5.3. The tip-sample distance z is defined as the vertical distance
between the F−top and the tip apex oxygen nuclei. While the experimental images in
Fig. 5.3 show continuous transitions as the distance is reduced in steps of ∆z = 25 pm
from the deep non-contact regime to close contact where significant bending occurs,
the calculated data are shown in heights so that the calculated images present an
optimized match to the experimental images [e.g. ∆zexp = 25 pm between Fig. 5.3(j)
and (k) compared to ∆z = 50 pm between Fig. 5.5(j) and (k)]. For better com-
parison, the experimental and the calculated images are shown as a single figure in
appendix A.3. The model reproduces the experimentally observed contrast patterns
in good agreement. When approaching the surface the contrast first starts to increase
[Fig. 5.5(a)–(f)] monotonically. By further approaching the surface [Fig. 5.5(g)–(i)]
a sharpening of features is observed above the F−top ions that are imaged bright. At
the smallest tip-sample distances, the strong contrast variations that are observed
in the experiment [Fig. 5.3(j),(k)] are reproduced by the PPM [Fig. 5.5(j),(k)], in-
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Figure 5.5.: Calculated constant-height images of CaF2(111). Constant-height
∆f images of the CaF2(111) surface calculated with the PPM code that calculates Pauli
repulsion via the overlap of the electron densities of tip and sample over a similar z
range as the experimental images shown in Fig. 5.3. The tip-sample distance z is defined
as the vertical distance between the F−top and the tip apex oxygen nuclei. The unit cell
defined in Fig. 4.1(b) is drawn in all images. Figure partly adapted from Ref. [139].

cluding the appearance of the surface as a hexagonal arrangement of bright spheres
[Fig. 5.3(l) and Fig. 5.5(l)]. A slight difference between the experimental and the cal-
culated images is the shrinking of the bright triangular features in the experimental
constant-height images at closest tip-sample distances, located in the left halves of the
unit cells in Fig. 5.3(j)–(l). This shrinking is visible in the simulation only at smaller
tip-sample distances. Additional calculated images at smaller z values that show this
shrinking are shown in appendix A.4. Note that the overall ∆f values obtained from
the PPM are offset to more positive values as compared to the experimental values.
This can be attributed to the attractive offset that is added in the experiment due
to the long-range van der Waals interaction which is not included in the simulation.
Furthermore, the PPM calculation slightly underestimates the ∆f contrast in the
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experimental images. For example, while the experimental image in Fig. 5.3(j) shows
a ∆f contrast of 12.2 Hz, the corresponding calculated image shown in Fig. 5.5(j)
has a ∆f contrast of only 5.7 Hz. A possible explanation for this discrepancy is the
fact that in the DFT calculation an isolated CO molecule was considered, which is
a simplification of the experimental conditions with the CO adsorbed on a metal tip
apex. This could potentially affect the electron density of the CO molecule shown in
Fig. 5.4, which was used in the simulation to calculate both the contribution from
Pauli repulsion as well as the electrostatic interaction.
To determine which tip-sample interaction dominates the AFM contrast, the in-

dividual contributions to the overall tip-sample force can be decomposed from the
PPM data. Figure 5.6 shows the contributions of electrostatic interaction, van der
Waals attraction and Pauli repulsion to the total force [Fig. 5.6(a)–(c)] at a tip-sample
distance of z = 451 pm, i.e. at a tip-sample distance regime where the ∆f contrast
in the simulated constant-height images increases monotonically and no sharpening
is observed [Fig. 5.5(a)–(f)]. The total force shown in Fig. 5.6(d) is obtained by
summing the three individual contributions and closely resembles the pattern that is
obtained by short-range electrostatics. Above the atoms of the surface F−-layer the
electrostatic repulsion between the ions and the negative charge density in front of
the CO tip apex leads to a decrease of the overall attractive tip-sample interaction.
The strong height differences between the atoms in the surface triple layer are

key to understanding why the AFM contrast in this regime is explained solely by
short-range electrostatics. The individual contributions of van der Waals attraction,
Pauli repulsion and electrostatic interaction as a function of tip-sample distance are
shown in Fig. 5.6(e),(f). The force contributions from atomic van der Waals attrac-
tion (green) and Pauli repulsion (blue) decay faster than the electrostatic interaction
(red). Therefore, in this tip-sample distance regime, a sizable contribution to the
overall interaction due to these two components is obtained only above the atoms in
the surface F−-layer that are approximately 79 pm closer to the tip than the Ca2+

atoms in the second layer [Fig. 5.6(b),(c)]. Additionally, the opposite nature of the
two forces leads to a cancellation effect: the attractive van der Waals interaction
is partly compensated by Pauli repulsion, which further contributes to the fact that
short-range electrostatics dominate the atomic-scale AFM contrast at large tip-sample
separations. Note that the decomposition of the individual force components was per-
formed for a rigid probe particle, because CO bending has only a negligible influence
on the measured contrast at this tip-sample distance regime.
If the tip-sample distance is decreased, the lateral component in the tip-sample force

is increased. Therefore, the probe particle starts to deflect laterally, which results in
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Figure 5.6.: Comparison of force contributions obtained from the PPM
in the electrostatic imaging regime. (a)–(c) Interaction decomposed images of
a CaF2(111) supercell at a tip-sample distance of z = 451 pm, and (d) the total force
obtained by summing all three contributions obtained with the PPM. (e), (f) Individual
contributions to the atomic force contrasts ∆F as a function of tip-sample distance z.
The dashed line marks the tip-sample distance at which the images in (a)–(d) were
extracted. Colors match the frames in (a)–(d). Figure adapted from Ref. [139].

the already discussed sharpening of the atomic features in the constant-height images
[Fig. 5.5(g)–(i)] as also seen in the experimental images shown in Fig. 5.3(g)–(i). Upon
further approach, the probe particle model [Fig. 5.5(j)–(l)] correctly reproduces the
experimentally observed contrast patterns [Fig. 5.3(j)–(l)]. To determine the domi-
nant interaction at this tip-sample distance regime the individual force components
are decomposed from the PPM data. Figure 5.7 shows the individual force com-
ponents [5.7(a)–(c)] that add to the total force [5.7(d)] at a tip-sample distance of
z = 272 pm, revealing that Pauli repulsion is the dominant contribution to the total
AFM contrast with strong repulsive features above the surface F−top ions [Fig. 5.7(c)].
This is further illustrated by the individual force contrast versus distance plots shown
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Figure 5.7.: Comparison of force contributions obtained from the PPM at
closest approach. (a)–(c) Interaction decomposed images of a CaF2(111) supercell
at a tip-sample distance of z = 272 pm, and (d) the total force obtained by summing
all three contributions obtained with the PPM. (e), (f) Individual contributions to the
atomic force contrasts ∆F as a function of tip-sample distance z. The dashed line
marks the tip-sample distance at which the images in (a)–(d) were extracted. Colors
match the frames in (a)–(d). Figure adapted from Ref. [139].

in Fig. 5.7(e),(f). The contrast caused by Pauli repulsion above the F−top ions [blue
curve in Fig. 5.7(e)] is largest in magnitude.
Having addressed the relevant physics at this tip-sample distance regime, the in-

fluence of CO bending on the AFM contrast can be discussed. In the image recorded
at the smallest tip-sample separation shown in Fig. 5.3(l), the AFM contrast pattern
resembles a hexagonal arrangement of bright spheres. This pattern would not be
obtained by simply adding the three interactions obtained for a rigid probe particle
[Fig. 5.7(a)–(c)], which would yield a strongly repulsive feature above the surface F−

atoms as shown in Fig. 5.7(d). If the probe particle is allowed to relax, it will slide
around the exposed atoms of the surface F− layer, which completely alters the pre-
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dicted AFM contrast. This mechanism leads to the above-mentioned appearance of
bright, repulsive sphere-like features at the positions of the Ca2+ atoms and triangu-
lar features at the positions of the F−bot ions in the AFM images. Above the surface
F−top ions CO bending causes the occurrence of sharp attractive ridges [see Fig. 5.3(l)
and Fig. 5.5(l), the corners of the unit cell are at the F−top positions].
Based on this z-dependent analysis of the decomposed interactions the AFM con-

trast formation of CO tips on the CaF2(111) surface can now be discussed as a func-
tion of tip-sample distance. At large tip-sample distances, short-range electrostatics
dominate the AFM contrast, while Pauli repulsion and van der Waals attraction com-
pensate each other. If the tip-sample distance is decreased to about z = 300 pm, Pauli
repulsion starts to overcome the electrostatic interaction. The strongest repulsion is
observed above the protruding F−top ions for a rigid probe particle. At this point, CO
bending has additional influence on the images, as this leads first to a sharpening of
features and then, at even closer distances, to a contrast inversion [18]. The obser-
vation of a transition from an electrostatic imaging regime to a regime where Pauli
repulsion dominates the AFM contrast is in agreement with the findings of Ellner
et al. [35]. This suggests that the interaction of a CO tip with an ionic crystal is gen-
erally dominated by short-range electrostatics at larger tip-sample distances where
the negative charge density at the tip apex is responsible for the atomic contrast and
Pauli repulsion at close tip-sample distances.

5.2.2. Probe particle model simulations using Lennard-Jones
potentials to describe Pauli repulsion

In the PPM calculations presented in section 5.2.1 a modified version of the PPM
was used, where Pauli repulsion was calculated using the overlap of the electron den-
sities of tip and sample. For comparison, additional calculations using the standard
PPM method that is based on Lennard-Jones potentials as formulated in Ref. [22] to
describe van der Waals attraction and Pauli repulsion were performed. As described
above, the ionic radii of the sample ions were modified from the default values by
analyzing the DFT-obtained sample electron density. The electrostatic interaction is
added as a convolution of the sample electrostatic potential obtained from density
functional theory and a quadrupole-type charge distribution modeling the CO tip.
The tip’s charge distribution was set to the dz2-orbital as defined in Ref. [73, 167],
normalized to a quadrupole of −0.1 eÅ2. A quadrupole-like charge distribution rep-
resenting the CO tip has been previously employed by Schulz et al. in Ref. [36] to
simulate images of a chlorine vacancy in a flat NaCl lattice. The calculations in
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Figure 5.8.: Calculated constant-height images of CaF2(111) using the stan-
dard PPM approach. Constant-height ∆f images of the CaF2(111) surface calcu-
lated with the PPM using the standard choice of Lennard-Jones potentials to describe
van der Waals attraction and Pauli repulsion as a function of tip-sample distance z.
The unit cell defined in Fig. 4.1(b) is drawn in all images. Figure partly adapted from
Ref. [139].

Ref. [36] are in good agreement to the work of Ellner et al. on the same sample sys-
tem [35]. Hence, the calculations in this section should be directly comparable to
the calculations presented in section 5.2.1, where the DFT-calculated electron charge
redistribution at the CO tip apex is used to determine the electrostatic tip-sample
interaction.
Figure 5.8 shows constant-height ∆f images of the CaF2(111) calculated with this

standard PPM approach over a similar z range as the experimental and calculated
images in Figs. 5.3 and 5.5. For better comparison, both series of calculated im-
ages are shown in one figure in appendix A.5. Both simulations give similar results
that reproduce the experimental images well especially at larger tip-sample distances.
Strong discrepancies between both simulations occur only at smallest tip-sample dis-
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tances: in the density overlap simulation [Fig. 5.5(j),(k)] the experimentally observed
appearance of a bright triangular feature in the left half of the unit cell [Fig. 5.3(j),(k)]
is nicely reproduced. In contrast, in the images created from the simulation using
Lennard-Jones potentials [Fig. 5.8(j),(k)] these features appear with a dark center
and bright ridges instead of a triangular feature with a bright center. On the con-
trary, the shrinking of this bright triangle observed in the experimental data at the
smallest tip-sample distance [Fig. 5.3(l)] is better reproduced by the standard PPM
approach [Fig. 5.8(l)] as compared to the density overlap simulation [Fig. 5.5(l)],
where this shrinking is observed at slightly smaller tip-sample separations, as shown
in appendix A.4. Note that the overall ∆f contrast is slightly overestimated in the
simulation incorporating Lennard-Jones potentials as compared to the experimental
contrast. A potential reason for this is the simplification made in the second simu-
lation in order to estimate the contribution from Pauli repulsion, which is described
by the empirical 1/z12 law, see eq. (2.13). From the large positive ∆f values in the
closest simulated image shown in Fig. 5.8(l) it follows that the Lennard-Jones po-
tentials used here overestimate Pauli repulsion. It can be therefore concluded that
the density overlap simulation provides a more realistic description of the tip-sample
interaction compared to the original PPM approach based on Lennard-Jones poten-
tials. Nonetheless, also the latter can qualitatively reproduce the experimental AFM
images.

5.3. Electrostatic imaging regime
By comparing the experimental data to the PPM calculations all physical mecha-
nisms that are relevant in the contrast formation are identified. At small tip-sample
distances below z = 300 pm Pauli repulsion dominates the contrast and this contribu-
tion has been calculated using two different approaches in the PPM, as described in
detail in section 5.2. This section discusses the electrostatic imaging regime in more
detail, i.e. the AFM contrast for tip-sample distances larger than z = 400 pm, where
the electrostatic tip-sample interaction dominates the AFM contrast (see Fig. 5.6).
In the PPM calculations the electrostatic tip-sample interaction is included by a con-
volution of the electrostatic potential of the sample and the tip’s electron density.
Previous works incorporating electrostatic tip-sample interactions successfully used
a single negative point charge to represent the CO tip apex [137, 172]. This sec-
tion compares the experimental data recorded of CaF2(111) with the CO tip to the
electrostatic point charge calculation that is presented in section 4.2 in context of
experimental data recorded of the same surface with a single-atom metal tip. While
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Figure 5.9.: Comparison of the vertical distances in the different models.
(a) In the PPM the distance z is defined as the vertical distance between the F−top and
the tip apex oxygen nuclei. (b) In the electrostatic point charge calculation the distance
zes is defined as the vertical distance between the point charge q representing the tip
apex (blue) and the F−top nucleus. To align both simulations, an offset of zoff = 80 pm
needs to be added to zes.

the metal tip apex is represented by a positive point charge q = +0.13 e, the CO
tip will be modeled as a single negative point charge of q = −0.03 e as estimated by
Schneiderbauer et al. in Ref. [137].

Whereas in the PPM the tip-sample distance z is defined as the vertical distance
between the F−top and the tip apex oxygen nuclei, the distance zes is defined as the
vertical distance between the point charge q representing the tip apex and the F−top

nucleus in the electrostatic calculation as illustrated in Fig. 5.9. As shown in Fig. 5.4,
the negative charge density responsible for the electrostatic tip-sample interaction
on CaF2(111) is located slightly in front of the oxygen nucleus. Hence, the z axes of
both models are aligned by adding an offset of zoff = 80 pm to the tip-sample distance
obtained from the electrostatic calculation as shown in Fig. 5.9. The offset zoff is de-
termined by comparing the electrostatic force contrast ∆Fes that is obtained from the
PPM calculation presented in section 5.2.1 to the force contrast obtained from the
electrostatic point charge calculation. Figure 5.10 shows the electrostatic force con-
trast obtained from the PPM (red) as well as the electrostatic point charge calculation
(blue) as a function of tip-sample distance z after aligning both calculations. The
contrast is calculated by subtracting the force determined above the Ca2+ atom from
the force determined above surface F−top atom. Indeed, for tip-sample distances larger
than z = 400 pm, where short-range electrostatics dominate the AFM contrast, both
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Figure 5.10.: Comparison of the calculated electrostatic force contrast in
the different models. The electrostatic (e.s.) force contrast ∆Fes is calculating by
subtracting the force determined above the Ca2+ atom from the force determined above
surface F−top. An offset of zoff = 80 pm has been added to the tip-sample distance zes in
the electrostatic point charge calculation.

calculations show an exponential decay as expected due the electric field outside the
CaF2(111) surface and match each other. For smaller tip-sample distances the PPM
slightly deviates from the exponentially-decaying electrostatic calculation. Overall,
this illustrates that representing the CO tip apex with a single negative point charge
is a reasonable approximation to estimate the short-range electrostatic tip-sample
interaction between CO tips and an ionic lattice.
Figure 5.11(a) shows an experimental constant-height ∆f image of the CaF2(111)

surface recorded at a tip-sample distance of z = 430 pm, i.e. at a tip-sample distance
regime where short-range electrostatics dominate the AFM contrast. As discussed
in section 5.2.1, images recorded of the surface at this distance regime present three
prominent sites that corresponds to the atomic positions of the surface CaF2(111)
triple layer. Figure 5.11(b) shows frequency shift versus distance ∆f(z) spectra
recorded on the three prominent sites. The constant-height image shown in Fig. 5.11(a)
has been recorded at the tip-sample distance zimg, indicating that the overall tip-
sample interaction is attractive in this z range, as approaching the surface from large
tip-sample separations yields entirely negative ∆f values. Figure 5.11(c) shows a cal-
culated constant-height ∆f image obtained from the electrostatic point charge model.
Similar to the experimental constant-height image and the simulated images obtained
from the PPM in this regime [Fig. 5.5(a)–(f)], the image presents three prominent
sites that correspond to the atoms in the surface CaF2(111) triple layer: the Ca2+

atoms are imaged dark, i.e. most attractive, the atoms of the surface F− layer are
imaged bright, i.e. least attractive, and the sites of intermediate contrast correspond
to the atoms of the lower F− layer.
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Figure 5.11.: Experimental and calculated data of the CO tip on CaF2(111)
in the electrostatic imaging regime. (a) Experimental constant-height ∆f image
of the CaF2(111) surface recorded with the CO tip at a tip-sample distance of z =
430 pm. The image is processed with a 78 pm × 78 pm Gaussian low-pass filter [157].
The unit cell defined in Fig. 4.1(b) is drawn black in the image. (b) Experimental ∆f(z)
curves recorded above the three high-symmetry sites marked in (a). The constant-
height image in (a) has been recorded at a tip-sample distance zimg. (c) Calculated
constant-height ∆f image for a negatively-terminated tip using the electrostatic point
charge calculation. (d) Comparison of experimental (purple) and calculated (orange)
line profiles following the traces in the respective images (a) and (c). To align the
experimental to the calculated data, the average over one period of the profile has been
subtracted from each curve. (e) Comparison of experimental and calculated ∆f(z)
contrasts, together with the calculated electrostatic force contrast ∆Fes. Figure adapted
from Ref. [139].

In order to quantify the success of the electrostatic point charge calculation, the
relative quadratic deviation (RQD) and from that the accuracy are calculated accord-
ing to eqs. (4.22) and (4.23). This is done analogously to the experiment with the
single-atom metal tip presented in chapter 4. For this purpose, line profiles are ex-
tracted from the experimental and calculated images as shown in Fig. 5.11(d). As the
experimental images are offset with respect to the calculation due to the contribution
of long-range van der Waals background forces, the experimental and calculated line
profiles are aligned by subtracting the average over one surface period of the respec-
tive profile from each curve. For the line profiles depicted in Fig. 5.11(d) one obtains
RQD = 0.4 % resulting in an accuracy of 99.6%, which illustrates that approximat-
ing the electric field of CO tips with a single negative point charge is sufficient to
reproduce the electrostatic interaction of CO tips with ionic lattices.
Furthermore, in order to compare also the z-dependence of the AFM contrast in this
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regime the difference between two ∆f(z) curves, in particular between spectra mea-
sured on the F−top and the Ca2+ sites, can be considered [159] as shown in Fig. 5.11(e).
The calculated ∆f contrast (orange curve) decays exponentially with z with the ex-
pected decay length λ = 53.2 pm of the electric field of CaF2(111) as described in
section 4.1.2. For z values larger than 450 pm also the experimental ∆f contrast de-
cays exponentially with distance, where the decay length λexp = (53 ± 3) pm matches
the calculated decay rate. The ∆f contrast at these tip-sample distance lies in the
millihertz regime, which corresponds to an electrostatic force contrast in the fem-
tonewton regime as determined from the point charge calculation [Fig. 5.11(e)]. At
closer tip-sample distances (z < 450 pm) the experimental spectrum deviates from
the exponential behavior and the electrostatic calculation can no longer reproduce
the measured contrast.

5.4. Discussion
The experimental data presented in chapter 4 and in chapter 5 have been recorded
with two tip apices that present an opposite charge polarity at the tip apex. This
indeed influences the AFM contrast recorded on the CaF2(111) surface. As illus-
trated in Fig. 5.12, when comparing the data recorded with the positively-terminated
metal tip [Fig. 5.12(a)] to the data recorded with the negatively-terminated CO tip
[Fig. 5.12(b)], the contrast is inverted at a distance where electrostatics dominate
the imaging mechanism. While the surface F−top atoms (marked by the red dots in
Fig. 5.12) are imaged dark, which means more attractive with the single-atom metal
tip, they are imaged bright (less attractive) with the CO tip. Additionally, the Ca2+

atoms (blue dots) are imaged bright (less attractive) with the metal tip and dark
(more attractive) with the CO tip. In agreement to previous studies [35, 137], this
contrast inversion is a result of the opposite effective tip apex polarities when imaging
an ionic lattice. Metal tips present a positive pole at the tip apex due to the Smolu-
chovski effect [35, 36, 130, 136–138], while the negative charge density in front of the
oxygen atom at the CO tip apex is relevant when imaging an ionic lattice [35, 36, 137].
At the largest tip-sample distances where the surface is resolved with atomic reso-

lution, a single negative point charge is sufficient to reproduce the short-range electro-
static interaction of the CO tip with the defect-free ionic lattice. Upon approaching
the surface the atomic contrast is governed by Pauli repulsion and the CO molecule
at the tip apex is subject to strong lateral deflections around the exposed F−top atoms,
which completely changes the AFM contrast. The PPM successfully reproduced the
unique contrast patterns observed in the tip-sample distance regime. This illustrates
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Figure 5.12.: Comparison of experimental constant-height images of
CaF2(111) measured with metal and CO tips. (a) Experimental constant-height
∆f image of the CaF2(111) surface recorded with the metal tip, as shown already
in Fig. 4.5(a). (b) Experimental constant-height ∆f image of the CaF2(111) surface
recorded with the CO tip, as shown already in Fig. 5.11(a). The unit cell defined in
Fig. 4.1(b) is drawn in both images, showing that the contrast is inverted between the
two images. Equivalent high-symmetry sites are marked by the colored dots.

that the treatment of the CO bending mechanism in the PPM model is valid also for
a corrugated ionic crystal surface like CaF2(111).
In this chapter, two different PPM calculations were presented yielding similar

results. Hence, this approach allows to compare the degree of correspondence between
the standard approach based on Lennard-Jones interaction potentials and the density
overlap method developed by Ellner et al. [178]. Overall, the calculation based on
the overlap of electron densities yields a better agreement to the experimental data,
reproducing the experimentally observed contrast pattern in good agreement at all
accessible tip-sample distances. Moreover, in common classical force fields there are
no good estimates of Lennard-Jones radii valid for ionic crystal surfaces. Hence, the
ionic radii of the sample atoms need to be modified in the Lennard-Jones-potential-
based calculation as previously performed by Peng et al. in case of sodium cations
hydrated by water on a NaCl surface [125]. In the calculation that relies on the
overlap of the electron densities of tip and sample the ionic radii are obtained ab
initio. Therefore, the approach of combining high-resolution AFM imaging with
detailed DFT simulations presented in this chapter can be employed to validate ionic
radii that are used in classical force field simulations. This could be interesting for the
development of biochemical simulations of processes like the interactions of proteins
or DNA with ions on surfaces and in solution that can be performed with molecular
force field simulations like AMBER [179].
In the experiment with the single-atom metal tip presented in chapter 4 it was

possible to stably record images only in the attractive regime. Terminating the tip
with a CO molecule effectively passivates the tip apex and enables data acquisition
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also in the repulsive imaging regime at smaller tip-sample distances as discussed
in this chapter. At closest tip-sample distances, the CO molecule at the tip apex
is subject to strong lateral deflections due to lateral components in the tip-sample
interactions, which drastically alters the appearance of the surface in constant-height
∆f images. Recently, Mönig et al. showed that O-terminated Cu tips provide a
similar spatial resolution as CO tip but possess a much higher lateral stiffness [38,
180]. Characterization of successful tip functionalization with oxygen relies on the
theoretical and experimental analysis of STM and AFM images of oxidized copper
surfaces. Chapter 6 introduces a straightforward characterization of the tip apex
of O-terminated Cu tips using the COFI method that has been successfully applied
already for the characterization of metal and CO tips.
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6. In-situ characterization of
O-terminated Cu tips based on the
COFI method

Most of the work presented in this chapter has been published in Applied Physics
Letters [169].1 Parts of the text, figures and interpretations are identical to the pub-
lication. The author performed all experiments and carried out the complete data
analysis.

The previous chapters reported on AFM measurements on CaF2(111) with single-
atom metal and CO-terminated tips. The use of metal tips allows imaging of the
surface only in the attractive regime. On the contrary, terminating the tip apex
with CO effectively passivates the tip apex, which allows data acquisition also in
the repulsive imaging regime closer to the surface. Although functionalizing the tip
with a CO molecule yields an increase in spatial resolution, interpretation of atomic-
scale contrast with these tips is highly nontrivial: when the tip interacts with the
sample, lateral forces cause lateral deflection of the CO molecule that can create
artifacts in the images and, hence, inhibit a direct interpretation of data [16, 18, 21–
23]. Recently, Mönig et al. proposed using oxygen-terminated Cu tips (CuOx tips)
that show a comparable spatial resolution and much higher lateral stiffness of the
tip apex [38, 180]. With such CuOx tips it is for example possible to quantitatively
measure intramolecular bond lengths [180], which appear elongated when using CO
tips [18] and, theoretically, to scan with video rate imaging velocities [181]. Recently,
Yesilpinar et al. showed that CuOx tips are stable also at liquid nitrogen tempera-
tures (T ≈ 78 K) where CO would desorb from the tip apex, yielding intramolecular
resolution on organic molecules [182].
While the functionalization of a metal tip with a CO molecule is a well-controlled

process [113], CuOx tips are prepared by repeated collisions of the tip with an oxi-
1A. Liebig and F. J. Giessibl, In-situ characterization of O-terminated Cu tips for high-resolution
atomic force microscopy, Appl. Phys. Lett. 114, 143103 (2019).
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6 In-situ characterization of O-terminated Cu tips based on the COFI method

dized Cu surface [38]. This is a random process involving many atoms of both tip
and sample, which means that the exact atomic structure and the chemical species
of the atoms composing the tip apex after the collision are unknown. Knowledge
of the chemical and structural identities of the tip is of crucial importance, espe-
cially when experiments are accompanied by calculations involving the tip structure
and its chemical composition. In existing literature, characterization of successful
tip functionalization with oxygen relies on the theoretical and experimental analysis
fo STM and AFM images of oxidized copper surfaces, which serve as a tip finger-
print [183–186]. A description of the atomic tip apex structure requires a large tip
model database obtained after extensive and time-consuming simulations, and precise
determination of the structural apex composition is not always possible [186].
This chapter presents experimental characterization of CuOx tips by a combina-

tion of COFI and force spectroscopy on a Cu(110) surface to determine both the
structural and the chemical compositions of the tip apices in-situ. First, the prepara-
tion of CuOx tips on a partially oxidized Cu(110) surface is introduced (section 6.1).
Second, COFI and force spectroscopy data of CuOx tips terminated by a single O
atom are presented (section 6.2). The data recorded with CuOx tips is compared
to data recorded with CO-terminated tips. For comparison to existing literature
tip fingerprinting experiments conducted with CuOx tips that have been previously
characterized with COFI and force spectroscopy are presented. Finally, the experi-
mental characterization of CuOx tips with multiple oxygen atoms at the tip apex is
introduced in section 6.3.

6.1. Oxygen tip functionalization on the
Cu(110)-(2×1)O surface

Functionalizing a single-atom metal tip with a single CO molecule is a well-controlled
process, as CO-terminated tips can be prepared by picking up a CO molecule from a
copper surface (see section 3.3) [113]. On the contrary, single oxygen atoms cannot
be picked up from a surface in a similarly controlled way so far and preparation
of O-terminated tips relies on repeated collisions of the tip with an oxidized Cu
surface [38]. This section briefly explains how CuOx tips can be prepared on a partly
oxidized Cu(110) surface and how the geometric tip apex structure is determined in
existing literature.
All experimental data presented in this chapter have been, except when men-

tioned otherwise, recorded with a qPlus sensor (type qPlus M4 [54]) equipped with
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Figure 6.1.: Partly oxidized Cu(110) surface used for CuOx tip preparation.
(a) Top view schematic of the Cu(110)-(2× 1)O added-row reconstruction. Additional
Cu atoms (AR-Cu) align directly on top of Cu atoms in the second layer, forming rows
with oxygen atoms (AR-O) along the [001] direction. The green rectangle marks the
unit cell of the (2× 1) reconstruction and the blue dashed rectangle marks the Cu(110)
surface unit cell. (b) STM overview image of the partly oxidized Cu(110) surface. Dark,
striped regions represent the copper oxide domains on Cu(110). Single, dark points are
individual CO molecules adsorbed on the bare Cu(110) surface. Imaging parameters:
sample bias Vb = −100 mV, tunneling current setpoint 〈I〉 = −100 pA. Inset: Zoom
into the area marked by the gray square. Figure adapted from Ref. [169].

an electrochemically-etched tungsten tip, showing a resonance frequency of f0 =
46 597 Hz, a stiffness of k = 1800 Nm−1, and a quality factor of Q = 482 321. The
CuOx tips presented in this chapter have been prepared on a partly oxidized copper
surface following the procedure described by Mönig et al. [38]. Upon low oxygen
coverages, Cu(110) undergoes a (2× 1)–O added-row (AR) reconstruction forming
striped copper oxide domains along the [001] directions as shown in Fig. 6.1 [38, 187–
190]. The copper oxide domains consist of additional copper atoms (AR-Cu) forming
a (2× 1) reconstruction on top of the regular Cu(110) surface with oxygen atoms
(AR-O) between the AR-Cu atoms as sketched in Fig. 6.1(a). For comparison, the
unit cell of the (2× 1) reconstruction is marked by the green rectangle and the regular
Cu(110) surface unit cell is marked by the blue dashed rectangle in Fig. 6.1(a).
For sample preparation, first, a clean Cu(110) surface is prepared using standard

sputtering and annealing cycles as described in section 3.3. After the last anneal-
ing step the sample temperature is regulated between 200 °C and 250 °C using the
boron-nitride heater at the manipulator in the preparation chamber. Then, molecular
oxygen is dosed to the chamber to a pressure of about 3× 10−8 mbar for 30 seconds
via the gas line system followed by an additional annealing cycle at a temperature
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6 In-situ characterization of O-terminated Cu tips based on the COFI method

of about 410 °C. This results in the formation of the Cu(110)-(2× 1)O-AR recon-
struction. The lateral size of the copper oxide domains, i.e. the average number of
rows that form one copper oxide stripe, can be regulated by changing the oxygen
dosage pressure and time. In order to characterize the tips using the COFI method,
carbon-monoxide has been dosed to the analysis chamber after the sample was cooled
to 4.4 K at the microscope stage to cover the surface with approximately 0.005ML of
CO. It is noteworthy that the COFI method exploits the vertical on-top adsorption
configuration of individual CO molecules on Cu(111) with the O atom pointing away
from the surface. Here, the COFI method is used on Cu(110) where CO also adsorbs
in this vertical on-top configuration as determined by photo-electron diffraction [191].
Figure 6.1(b) shows an STM feedback image recorded with a metal tip of the sample
as it is used for tip preparation. Although topographically higher, the striped copper
oxide domains are imaged as darker regions in the STM image. The single dark spots
in Fig. 6.1(b) correspond to CO molecules adsorbed on the surface.
As stated above, CuOx tips are prepared by repeated indentations of the tip into

the copper oxide domains following the procedure described in Ref. [38]. The following
paragraph briefly summarizes the tip preparation protocol. First, a reasonably sharp
tip needs to be prepared by poking into the bare Cu surface as explained in section 3.3
for the Cu(111) surface. Experiments showed that the poking parameters can be
directly transferred to the Cu(110) surface to generate a sharp metal tip apex. The
macroscopic sharpness of the tips can be judged from the frequency shift signal in
STM feedback [38]. In the experiments it turned out that if the frequency shift is
greater (more positive) than a threshold value of ∆f = −12 Hz for a bias voltage of
Vb = −100 mV and a tunneling current setpoint of 〈I〉 = −100 pA, the tip can be
assumed to be sufficiently sharp to continue the preparation. The tip is then poked
into the copper oxide domains with poking depths between 400 pm and 900 pm from
the above-mentioned STM setpoint settings and bias voltages during the poking below
1 V. This process is repeated until a notable enhancement in corrugation within the
copper oxide domains is observed in STM images. Figure 6.2(a) shows an STM image
recorded of the copper oxide domain with a bare metal tip and the corresponding line
profile extracted along the green line in the image shows only a slight corrugation
of less than 10 pm within the Cu(110)-(2× 1)O-AR reconstruction. On the contrary,
STM images recorded of copper oxide domains after successfully functionalizing the
tip apex with oxygen show an enhanced corrugation of up to 30 pm as shown in
Fig. 6.2(b). The contrast enhancement is an indication of a change in the chemical
species of the tip terminating atom [186].
This concept of repeated collisions between tip and sample in order to functionalize
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Figure 6.2.: Contrast enhancement on the copper oxide domain upon tip
apex oxidation. (a) STM feedback image of the Cu(110)-(2× 1)O-AR reconstruction
recorded with a bare metal tip. The line profile extracted along the green line in the
image shows that the corrugation in the image is less than 10 pm within the copper
oxide domain. (b) STM feedback image of the Cu(110)-(2× 1)O-AR reconstruction
recorded with a CuOx tip. The corrugation within the copper oxide domain is up to
30 pm in the STM image, as shown in the corresponding line profile. Note that the
images show two different oxide domains with different lateral size [4 added rows in (a)
versus 6 rows in (b)]. Figure adapted from Ref. [169].

the tip with oxygen is a random process involving many tip and surface atoms. As a
result, the exact atomic structure and chemical species of the atoms composing the
tip apex after the collision are unknown. Knowledge of the chemical and structural
identities of the tip is of crucial importance especially when experiments are accompa-
nied by calculations involving the tip structure and its chemical composition. Hence,
these properties should be well-characterized in the experiment. In existing literature,
the chemical species of the tip-terminating atom is determined by using the imaging
contrast of oxidized copper surfaces as a tip fingerprint by comparing the contrast in
experimental STM and AFM images to DFT-based calculations [38, 180, 183–186].
This comparison is, however, generally based on idealized tip structures and hence,
only the chemical species of the tip apex atom can be determined but not the exact
tip apex structure. A complete description of the tip apex would therefore require a
large tip model database, which is obtained only after extensive and time-consuming
simulations. As a consequence, a precise determination of the structural composition
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is not always possible [186] and the tip apex can be characterized only after the exper-
imental data has been acquired by comparison to the simulations. In the next section,
the COFI method is established as an efficient method to in-situ characterize the tip
apex of O-terminated Cu tips during the experimental tip preparation procedure.

6.2. COFI characterization of O-terminated Cu tips
As explained in section 6.1, in order to functionalize the tip with oxygen it is repeat-
edly poked into the copper oxide domains until a change in the STM contrast within
the Cu(110)-(2× 1)O-AR reconstruction is noticed, which indicates a change of the
chemical species of the tip-terminating atom. This section describes the subsequent
characterization of the tip apex by a combination of COFI and force spectroscopy on
the Cu(110) surface.
As illustrated in Fig. 6.3(a) and explained in section 3.3, in COFI the tip is scanned

at a constant height above a CO molecule adsorbed on a copper surface. The CO
acts as a probe and the resulting images reveal the atomic configuration of the tip
apex [30–32]. Additionally, the chemical species of atoms can be distinguished by
force spectroscopy. Sugimoto et al. showed that the chemical species of different
surface atoms can be determined by analyzing the minimum in short-range force
versus distance FSR(z) spectra measured above individual surface atoms [192]. This
discrimination is possible if it can be ensured that all FSR(z) spectra have been
measured with the same tip apex. From the analysis of the relative shift of the short-
range force minima different chemical species of surface atoms could be distinguished.
By knowing the chemical species on the surface this concept can be transferred to
determine the chemical species of the tip apex atom. Hofmann et al. distinguished
between the chemical species of the front-most atom of different single-atom metal
tips using force spectroscopy above the same chemical species on the surface, i.e. a
single CO molecule adsorbed on Cu(111) [29]. Depending on the metal atom that
terminates the tip apex different short-range force minima are measured by force
spectroscopy, which allows to distinguish between different chemical species.
The interaction of a CuOx tip with a CO molecule adsorbed on the Cu(110) surface

is comparable to the findings of Sun et al., who investigated the interaction of a
CO tip with CO/Cu(111) both experimentally and theoretically [16]. Figure 6.3(c)
shows frequency shift versus distance ∆f(z) spectra recorded with a CuOx tip above
the CO molecule (blue curve) and above the bare Cu(110) surface (black curve),
respectively. The zero point of the experimental z axis defines the closest tip-sample
approach in the measurements with this tip. Approaching the surface from z = 1 nm,
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Figure 6.3.: COFI characterization of O-terminated Cu tips. (a) Schematic of
the COFI method: an AFM tip, in this case a CuOx tip, is scanned at relatively close
distance at constant height above a CO molecule adsorbed on the Cu(110) surface. (b)
COFI image of a CuOx tip as sketched in (a). (c) ∆f(z) spectra recorded above the
CO molecule (blue curve) and the bare Cu surface (black curve), positions marked in
(b). The zero point of the z axis defines the closest approach in the measurement.
z = 100 pm corresponds to the STM setpoint Vb = −100 mV, 〈I〉 = −100 pA above
the bare Cu surface. The COFI image shown in (b) has been recorded at zCOFI. (c)
Short-range force versus distance FSR(z) spectrum obtained by subtracting the ∆f(z)
spectrum acquired above the Cu(110) surface [black in (c)] from the spectrum acquired
in the center of the CO molecule [blue in (c)] and subsequent force deconvolution [78].
Figure adapted from Ref. [169].

the ∆f values are initially less above the CO molecule compared to the bare Cu
surface, which can be attributed to van der Waals attraction between the tip and
the CO molecule [16]. Upon further approach, the spectrum above the CO reaches
a minimum and starts to increase, which can be assigned to stronger contribution
of short-range Pauli repulsion between the tip and the CO molecule [16]. If the
tip-sample distance is further reduced, the curve recorded above the CO reaches a
maximum and starts to decrease again. This can be attributed to the lateral deflection
of the CO on the surface, which leads to an increase in the nominal distance between
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the tip apex and the adsorbate’s oxygen atom resulting in a decreased contribution
of Pauli repulsion [16]. A constant-height ∆f image (a COFI image) recorded of the
CuOx tip at the tip-sample distance, where the spectrum recorded above the CO
molecule reaches a maximum, zCOFI, is shown in Fig. 6.3(b). The tip apex is resolved
as a single bright, circularly-symmetric feature with a dark ring around it. In analogy
to the ∆f(z) spectra, the bright feature in the center of the COFI image is a result of
Pauli repulsion between the tip and the CO, which leads to a shift of the ∆f signal to
larger values. The dark ring stems from the contribution of van der Waals attraction
that dominates the interaction at slightly larger separations between the tip apex and
the CO. The positions at which the two ∆f(z) spectra shown in Fig. 6.3(c) have been
recorded are marked by the colored dots in Fig. 6.3(b).
Figure 6.4 shows COFI images of this CuOx tip as a function of tip-sample distance

z to further illustrate the AFM contrast evolution. Far from the surface the contrast
is initially governed by long-range van der Waals attraction between the tip and the
CO molecule, which results in lower ∆f values above the CO, as can be seen in
Fig. 6.4(a)–(c). The contrast in the COFI images inverts upon approach due to the
onset of short-range Pauli repulsion between the CO molecule and the O atom at the
tip apex, which leads to larger ∆f values above the CO [Fig. 6.4(d)–(f)]. At close
distances [Fig. 6.4(g),(h)], the above-mentioned CO bending leads to artifacts in the
center of the images.
To isolate the interaction between the tip and the CO molecule, the short-range

component needs to be extracted from the total tip-sample interaction. For a single
adsorbate like CO/Cu(110), the short-range interaction component can be obtained
by performing the “on - off” subtraction method [16, 17, 29]. If the AFM contrast
measured above the bare surface shows no atomic corrugation, as it is the case for the
COFI images shown in Fig. 6.4, one can assume that the tip-surface interaction on the
bare surface is purely long-range. Hence, by subtracting a spectrum recorded above
the bare Cu(110) surface, ∆foff(z), from a spectrum recorded above the CO molecule,
∆fon(z), one obtains the short-range interaction between the tip and the molecule
∆fSR(z) = ∆fon(z)−∆foff(z). The short-range force FSR(z) can then be calculated
from ∆fSR(z) via the Sader-Jarvis force deconvolution method [78]. Figure 6.3(d)
shows the short-range force obtained after subtracting the spectrum recorded above
the Cu(110) surface [black curve in Fig. 6.3(c)] from the spectrum recorded above the
CO molecule [blue curve in Fig. 6.3(c)] and subsequent force deconvolution. The force
deconvolution has been explicitly checked for well-posed behavior in the displayed z
range using the inflection point test developed in Refs. [80, 81] (see section 2.2.3).
For smaller tip-sample distances, the lateral deflection of the CO adsorbate leads
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Figure 6.4.: Height-dependent COFI images of a CuOx tip. COFI images of
the CuOx tip shown in Fig. 6.3 as a function of tip-sample distance z, which is defined
according to Fig. 6.3(c). z = 0 pm defines the closest approach in the measurement
with this CuOx tip, which is 100 pm closer from the STM setpoint above the bare Cu
surface (Vb = −100 mV, 〈I〉 = −100 pA). The images have been recorded with zero bias
voltage. All scale bars are 300 pm long. Figure adapted from Ref. [169].

to the occurrence of multiple inflection points and the force deconvolution turns ill-
posed, which leads to unreliable force values. Hence, Fig. 6.3(d) shows FSR(z) only
in the well-posed tip-sample distance regime. The short-range force curve exhibits a
minimum of about FSR,min = −15 pN. Figure 6.5 presents short-range force versus
distance curves FSR(z) measured for twelve different CuOx tips on CO/Cu(110) that
all presented similar COFI portraits, all exhibiting short-range force minima between
FSR,min = −15 pN and FSR,min = −30 pN. In order to align the curves with respect
to the tip-sample distance z the zero point of the z axis in Fig. 6.5 is set to the
short-range force minimum.
A possible explanation for the spread in the short-range force minima could be

attributed to different configurations of the tip background, i.e. the atomic configu-
ration behind the O atom at the tip apex. Whereas CO-terminated tips are prepared
by first shaping a metal tip to end in a single atom which is followed by the controlled
pick-up of a single CO molecule from the surface, CuOx tips are prepared by repeated
indentations of the tip into copper oxide domains as described in section 6.1. Hence,
the macroscopic shape of the tip close to the apex cannot be controlled in the ex-
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Figure 6.5.: Short-range force versus distance curves for different CuOx
tips. Short-range force versus distance FSR(z) curves for twelve different CuOx tips
recorded above a CO molecule adsorbed on a Cu(110) surface. The spectra have been
aligned by setting the short-range force minimum to z = 0 pm. Figure adapted from
Ref. [169].

periment and, according to eq. (2.10), blunter tips yield an increased van der Waals
attraction between the tip and the CO adsorbate compared to sharper tips. A second
factor could be tiny offsets in the lateral tip position above the CO molecule for the
individual spectra. The tip is positioned laterally at the point of maximum attraction
above the CO molecule for the ∆fon(z) spectrum. If the tip position is slightly shifted
laterally from that point, this will reduce the attractive interaction and hence also
the short-range force minimum. This should, however, only slightly affect the FSR,min

values and cannot explain the factor of two difference as it is the case for the data
shown in Fig. 6.5. Therefore, uncertainties arising from the lateral tip positioning
can be ruled out as the main reason for the spread of the FSR,min values.

6.2.1. Comparison to COFI data of CO-terminated tips

As stated above, the interaction of CuOx tips with a CO molecule adsorbed on
Cu(110) is comparable to the findings of Sun et al. for the interaction of a CO tip
with a CO molecule adsorbed on Cu(111) [16]. For comparison, this section presents
AFM measurements with a CO tip on CO/Cu(110). The experiments with the CO tip
have been performed by Dr. Florian Pielmeier in the group of the author on the same
low-temperature microscope in 2013 and were analyzed by the author for publication
in Ref. [169]. The data has been recorded with a qPlus sensor (type qPlus S1.0d [54])
with a stiffness of k = 1800 Nm−1, a resonance frequency of f0 = 27.846 kHz and a
quality factor of Q = 39 034 that was operated at a constant amplitude of A = 50 pm
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Figure 6.6.: COFI data of a CO tip on Cu(110). (a)–(g) COFI images as a
function of tip-sample distance z recorded with a CO-terminated tip on Cu(110). (h)
Short-range force versus distance curves FSR(z) recorded above a CO molecule with the
CO tip shown in (a)–(g) (red curve) and a CuOx tip (blue curve). The spectra have
been aligned by setting the short-range force minimum to z = 0 pm. The positions at
which the ∆fon(z) and ∆foff(z) spectra have been extracted for the short-range force
determination are marked in (a). All scale bars are 300 pm long. Figure partly adapted
from Ref. [169].

in the FM-AFM mode.

Figure 6.6(a)–(g) shows COFI images of a CO tip recorded on a Cu(110) surface
as a function of tip-sample distance z. Analogous to Fig. 6.5, the zero point of the z
axis has been aligned with the position of the short-range force minimum as shown in
Fig. 6.6(h). The CO-CO interaction measured on Cu(110) shows a similar tip-sample
distance dependence to the CO-CO interaction on Cu(111) [16] and the interaction
of a CuOx tip with CO/Cu(110) that is presented in the previous section. Initially
[Fig. 6.6(a),(b)] the interaction of the CO tip with the CO adsorbate is governed by
van der Waals attraction according to Ref. [16], which leads to a more negative ∆f
signal above the molecule. When the tip approaches the surface short-range Pauli
repulsion starts to dominate the tip-molecule interaction, which leads to an increase of
the ∆f values above the adsorbate as shown in Fig. 6.6(c),(d). At smaller tip-sample
distances, both the molecule adsorbed on the surface as well as the CO on the tip
apex start to deflect laterally, which leads to artifacts in the images seen as regions
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of more negative ∆f in the center of the repulsive feature [dark in Fig. 6.6(e)–(g)].
In the image at smallest tip-sample distance z, Fig. 6.6(g), the atomic rows of the
Cu(110) lattice can be already recognized as lines in the constant-height ∆f image.
The overall frequency shift values in the COFI images of the CO tip are higher than
those recorded of the CuOx tip shown in Fig. 6.4. This can be attributed to a decrease
of the van der Waals attraction between tip and sample in case of the CO tip: the
molecule adsorbed on the tip apex acts as a spacer between the background metal
tip and the surface. Hence, the interaction of the bulk tip with the surface is reduced
in case of a CO tip as compared to a CuOx tip.
Figure 6.6(h) shows a short-range force versus distance curve FSR(z) determined

with the “on - off” subtraction method for the CO-CO interaction on Cu(110) (red
curve) in a similar way as for the spectra determined for CuOx tips in Figs. 6.3(d)
and 6.5. In this case, the ∆fon(z) spectrum has been extracted in the center of the
CO molecule from the three-dimensional data set of COFI images as marked by the
white dot in Fig. 6.6(a). The background ∆foff(z) spectrum has been determined
by averaging the ∆f values in the Cu(110) surface area marked by the gray square
in Fig. 6.6(a) for each COFI image. The FSR(z) spectrum exhibits a minimum of
FSR,min = −16 pN, which is in the same range as for the curves recorded with CuOx
tips shown in Fig. 6.5. For direct comparison, an additional FSR(z) spectrum recorded
with a CuOx tip is shown Fig. 6.6(h) (blue curve). The values obtained for both the
CuOx and CO tips are close to the value obtained by Sun et al. with a CO tip on
Cu(111) [16] and show that oxidizing the tip apex effectively reduces the chemical
reactivity of the tip apex [38, 184, 186]: short-range force minima of single-atom
metal tips on CO/Cu(111) are typically lower than FSR,min = −130 pN [29], which is
almost a factor of ten difference as compared to CO and CuOx tips.

6.2.2. Comparison to tip fingerprinting

In the next step the Cu(110)–(2× 1)O reconstruction was imaged with CuOx tips
after characterizing them with COFI and force spectroscopy. The copper oxide do-
mains were imaged in previous studies to obtain a tip fingerprint, which was used to
determine the chemical species of the tip-terminating atom by comparing the experi-
mental images to DFT-based calculations [38, 180] as explained in section 6.1. While
the atomic contrast in AFM images recorded at larger tip-sample distances is equal
for all CuOx tips, two different types of atomic-scale contrast were observed in AFM
images at closest tip-sample distances with different CuOx tips.
Figure 6.7 shows STM and AFM images of a copper oxide domain recorded with
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Figure 6.7.: STM and AFM images recorded of a copper oxide domain with
a CuOx tip. (a) STM image recorded of a Cu(110)–(2× 1)O domain with a CuOx tip
that has been characterized with COFI and force spectroscopy, see Fig. 6.3 and Fig. 6.4.
Imaging parameters: Vb = −100 mV, 〈I〉 = −100 pA. The image has been processed
with a 2× 2 Gaussian low-pass filter [155]. (b) and (c) Constant-height ∆f images of
the same area as in (a), recorded 50 pm (b) and 100 pm (c) closer than the STM image
in (a), corresponding to a distance z = 50 pm (b) and z = 0 pm (c), respectively. Far
away (b), the AR-Cu atoms are imaged dark, and at closer distance (c), AR-O atoms
are imaged bright. The overlaid structure marks positions of AR-Cu and AR-O atoms.
All scale bars are 1 nm long. Figure adapted from Ref. [169].

the CuOx tip, whose COFI and force spectroscopy data is shown in Fig. 6.3 and
Fig. 6.4. In the STM topography image shown in Fig. 6.7(a), the maxima within
the oxide domain coincide with the AR positions in good agreement with Ref. [180].
Interestingly, the maxima in STM images were found between the added rows in
Ref. [38]. This discrepancy can be possibly attributed to different STM imaging
heights, which has been found to drastically affect STM images recorded with CuOx
tips [186]. While the STM images reported in Ref. [180] and the data reported here
were recorded at similar STM setpoints (Vb = 100 mV, 〈I〉 = 50 pA in Ref. [180]
and Vb = −100 mV, 〈I〉 = −100 pA in this work), the images reported in Ref. [38]
were recorded at ten times larger conductance, implying that the tip-sample distance
is approximately 100 pm smaller. Additionally, not only the tip apex atom but the
atomic configuration near the tip apex can influence the appearance of surface features
in STM images with CuOx tips [186]. As the second layer of tip atoms cannot be
easily accessed experimentally, an influence of second layer atoms cannot be ruled
out.
To obtain significant contrast in constant-height AFM images the tip was then

approached to the sample from the STM imaging height. The atomic features that
are resolved first are depressions [Fig. 6.7(b)], which can be attributed to the AR-Cu
atoms in excellent agreement with previously reported AFM images of the Cu(110)–
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(2× 1)O reconstruction with CuOx tips [38, 180]. Further approaching the surface
leads to the emergence of increasing ∆f [bright features in Fig. 6.7(c)] above the AR-
O atomic sites, which dominate the image contrast within the copper oxide domain.
The increasing ∆f values above the AR-O atoms can be expected from short-range
Pauli repulsion between the tip and the surface oxygen atoms as evident from calcu-
lated force versus distance curves shown in Ref. [38]. In a recent study by Yesilpinar
et al. with CuOx tips at liquid nitrogen temperatures (T ≈ 78 K) [182] the tip was ap-
proached to the Cu(110)–(2× 1)O surface until repulsive features were observed also
at AR-Cu sites. Here, it was not possible to further approach the tip to tip-sample
distances where a comparable AFM contrast could be observed without risking the
occurrence of tip instabilities indicated by an increased dissipation signal. Addition-
ally, the AFM image shown in Fig. 6.7 differs from the images shown in the work
of Yesilpinar et al. While the shape of atomic-scale features is not altered upon ap-
proaching the tip to the surface in Ref. [182], the contrast deviates strongly between
the constant-height ∆f images shown in Fig. 6.7(b) and (c). A possible explanation
for this discrepancy could be a weaker bond between the oxygen atom at the tip
apex and the second layer tip atoms in the present work as compared to Ref. [182].
This would result in a decreased lateral stiffness of the tip apex and, hence, could
cause similar imaging artifacts as previously observed in case of CO-terminated tips
(compare chapter 5).
Interestingly, some CuOx tips showed different atomic-scale contrast in constant-

height AFM images at smallest tip-sample distances than it is the case in Fig. 6.7(c).
Figure 6.8(a) shows a COFI image of one of these CuOx tips, exhibiting the expected
COFI portrait of an O-terminated Cu tip as shown e.g. in Fig. 6.4. To determine the
chemical species of the tip-terminating atom a FSR(z) spectrum has been measured
in the center of a CO molecule adsorbed on Cu(110) as shown in Fig. 6.8(b). The
FSR(z) spectrum exhibits a minimum of FSR,min = −29 pN, which is slightly lower
than the spectrum shown in Fig. 6.3(d).
This tip was again used to record STM and AFM data of a copper oxide domain

in order to compare the imaging contrast to previous tip fingerprinting work [38, 180,
182]. Figure 6.8(c) shows an STM image recorded of the Cu(110)–(2× 1)O reconstruc-
tion with the CuOx tip at an STM setpoint of Vb = −100 mV, 〈I〉 = −100 pA, which
corresponds to z = 120 pm above the bare Cu(110) surface. The image presents the
same pattern as the STM image recorded with the first CuOx tip [Fig. 6.7(a)] as can
be seen by the similarities between Fig. 6.7(a) and Fig. 6.8(c), shown in more detail
with line profiles in appendix A.6. To obtain significant contrast in constant-height
AFM images the tip was again approached to the sample from the STM imaging
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Figure 6.8.: STM and AFM data recorded on Cu(110) with a differ-
ent CuOx tip. (a) COFI image recorded with the CuOx tip on Cu(110), 120 pm
closer from the STM setpoint height (Vb = −100 mV, 〈I〉 = −100 pA) on the bare
Cu(110) surface, corresponding to z = 0 pm in (b). (b) Short-range force versus dis-
tance spectrum FSR(z) recorded above the center of a CO molecule. (c) STM im-
age recorded of a Cu(110)–(2× 1)O domain with this CuOx tip. Imaging parameters:
Vb = −100 mV, 〈I〉 = −100 pA. The image has been processed with a 2× 2 Gaussian
low-pass filter [155]. (d)–(f) Constant-height ∆f images of the same area as in (c),
recorded at tip-sample distances of z = −30 pm (d), z = −60 pm (e) and z = −100 pm
(f), respectively. Scale bars in (d)–(f) are 800 pm long.

height. Figure 6.8(d)–(f) shows constant-height images of the same surface area as
the STM image in Fig. 6.8(c) at different tip-sample distances. At distances where
atomic resolution is first observed in the AFM data [Fig. 6.8(d)], the constant-height
images are comparable to the data recorded with the first CuOx tip presented in
Fig. 6.7(b) and the images shown in Ref. [38, 180, 182], and the contrast increases
upon approach [Fig. 6.8(e)]. In this regime, the atomic features that are resolved as
depressions (dark) correspond to the AR-Cu atoms [38]. When the tip-sample dis-
tance is further reduced, short-range Pauli repulsion between the tip apex and AR-O
sites leads to the emergence of increased ∆f (bright) at the AR-O positions, analo-
gous to the data recorded with the first CuOx tip, Fig. 6.7(c). The constant-height
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image recorded with both tips present, however, drastically different contrast patterns
within the oxide domain. While the AR-O atoms appear round in Fig. 6.7(c), su-
perimposing the contributions of AR-Cu atoms, the appearance of the AR-Cu atoms
is not altered due to the more localized, repulsive interaction between the tip apex
and the AR-O atoms in Fig. 6.8(f). Hence, no signatures of a flexible tip apex like
e.g. distortions of the image contrast or a sharpening of features can be identified in
the data set recorded with the second CuOx tip. The constant-height image shown
in Fig. 6.8(f) closely resembles the images shown in Ref. [182]. On the contrary, it
was not possible to further approach the tip to tip-sample distances where a repulsive
interaction above the AR-Cu atoms was observed [182].
We conclude that some CuOx tips have a lower lateral stiffness compared to others.

This is an unexpected result as O-terminated Cu tips have been generally assumed to
be very rigid [38, 180]. A possible explanation for the strong differences in the imaging
mechanisms of different CuOx tips could be the atomic composition of the tip apex.
While CO-terminated tips are engineered by preparing a single-atom metal tip and
controlled pick-up of a CO molecule from a Cu surface (see section 3.3), O-terminated
Cu tips (section 6.1) are prepared by poking into copper oxide domains, which leaves
the exact geometric and chemical composition unknown. This could result in different
bonding strengths and, hence, different lateral stiffnesses between the oxygen atom at
the tip apex and the second layer tip atoms. As a consequence, the lateral stiffness of a
CuOx tip apex cannot be directly obtained by characterizing the tip apex with COFI
and force spectroscopy but needs to be determined by additional tip fingerprinting
measurements on copper oxide domains at small tip-sample distances.

6.3. Geometric structure of CuOx tip apices with
multiple oxygen atoms

The previous section (section 6.2) showcases the direct experimental determination of
the geometric structure of O-terminated Cu tips with COFI and force spectroscopy.
In previous works that utilized the tip fingerprinting protocol the accompanying cal-
culations of AFM images focused on ideal tip apex structures, where the first atomic
layer consists only of single O or Cu atoms [38, 183–186]. Hence, knowledge of tip
fingerprinting signatures with CuOx tips with apices consisting of more than one oxy-
gen atom is lacking. This section describes the structural characterization of CuOx
tips with multiple O atoms at the tip apex on the example of a two-O-atom tip apex
(“dimer” CuOx tip) and its implications for the image contrast in tip fingerprinting
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Figure 6.9.: Height-dependent COFI images of a CuOx tip with multiple
oxygen atoms at the tip apex. COFI images of a CuOx tip with two oxygen
atoms at the tip apex as a function of tip-sample distance z. z = 0 pm defines the
closest approach in the COFI measurement with this tip, which is 150 pm closer from
the STM setpoint above the bare Cu(110) surface (Vb = −100 mV, 〈I〉 = −100 pA).
The images have been recorded with zero bias voltage. All scale bars are 300 pm long.
Figure adapted from Ref. [169].

experiments on copper oxide domains.

Figure 6.9 shows COFI images as a function of tip-sample distance z of the “dimer”
CuOx tip. The height z = 0 pm defines the height at which the closest COFI image
has been recorded, which is 150 pm closer from the STM setpoint above the bare
Cu(110) surface (Vb = −100 mV, 〈I〉 = −100 pA). Analogous to the COFI images
recorded of CuOx tips that have a single O atom at the tip apex, far away from
the surface the contrast is governed by long-range van der Waals interaction between
the tip and the surface CO molecule, leading to a more negative ∆f as seen in
Fig. 6.9(a),(b). Upon approach, short-range Pauli repulsion between the CO molecule
and each O atom at the tip apex leads to more positive ∆f values at the positions of
the tip apex atoms resulting in a contrast inversion of the COFI images [Fig. 6.9(c)–
(f)]. The COFI images show two bright, repulsive features, which can be interpreted
as two individual oxygen atoms at the tip apex. Since the repulsion starts first above
the lower O atom, this apex atom is closer to the surface than the upper O atom,
which leads to an associated tilt asymmetry of the COFI images. At close distances,
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the CO molecule on the surface bends away, which results in mushroom-like COFI
images of the “dimer” CuOx tip, as seen in Fig. 6.9(g),(h). Note that the attractive
van der Waals background is increased in case of the blunter “dimer” CuOx tip apex:
the COFI images in Fig. 6.4(d) and Fig. 6.9(d) show a similar contrast, but the ∆f
values are more negative in the case of the blunter “dimer” CuOx tip as compared to
the CuOx tip that has a single O atom at the tip apex.
In the following, COFI and force spectroscopy data will be used to determine the

geometric structure of the “dimer” CuOx tip apex, i.e. the lateral ∆x′ and vertical ∆z
offsets between the tip apex oxygen atoms as sketched in Fig. 6.10(a). As shown in
the COFI image in Fig. 6.10(b) the lower oxygen atom is defined as OA and the upper
atom is defined as OB. Figure 6.10(c) displays a vertical cut ∆f(x′, z) extracted along
the dashed line in Fig. 6.10(b) from a three-dimensional set of COFI images recorded
with this tip. From this vertical cut the lateral distance between the two O atoms
at the tip apex has been determined to be ∆x′ ≈ 250 pm. However, since the lateral
deflection of the CO molecule leads to an increased lateral size of atomic features in
AFM images [18], the value of ∆x′ determined here defines an upper boundary for
the lateral offset between the two tip apex oxygen atoms.
Figure 6.10(d) shows FSR(z) spectra recorded above the two O atoms, respec-

tively. The short-range force was obtained by subtracting a background ∆f(z) curve
recorded above the bare Cu(110) surface from the spectra recorded above the two
tip apex atoms and subsequent force deconvolution [78]. From the two spectra short-
range force minima of FSR,min = −45 pN (atom OA) and FSR,min = −32 pN (atom
OB) were obtained. These values are lower compared to the values for CuOx tips
that have a single O atom at the tip apex (Fig. 6.5), which can be attributed to the
combined interaction of the two apex atoms with the CO molecule that cannot be
separated using the “on - off” subtraction method. To estimate the vertical offset
between the two tip apex oxygen atoms the relative z positions of the short-range
force minima FSR,min can be compared. A similar concept was previously used by
Schuler et al. in Ref. [82] to determine the adsorption geometry of organic molecules
on Cu(111). It is assumed that the interaction of the tip with different adsorbate
atoms shows a similar distance dependence. Hence, a two-dimensional map of the
relative adsorption height can be determined by extracting for different lateral posi-
tions (x, y) the height z∗(x, y) where the short-range frequency shift ∆fSR(x, y, z) is
minimal (z∗ method, see section 2.2.3) [82]. Based on this method, the vertical offset
between the two oxygen atoms was extracted from the FSR(z) spectra in Fig. 6.10(d)
to be ∆z = 35 pm. From the values obtained for ∆x′ and ∆z the distance between
the two O atoms is found to be d = 252 pm, which is close to the nearest-neighbor
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Figure 6.10.: Atomic structure determination of the “dimer” CuOx tip
apex. (a) Schematic of the “dimer” CuOx tip apex with definitions of lateral ∆x′ and
vertical offsets ∆z between the two oxygen atoms at the tip apex. (b) COFI image of
the “dimer” CuOx tip, recorded at a tip-sample distance of z = 25 pm. (c) ∆f(x′, z)
extracted along the dashed line in (b) from a three-dimensional data set of COFI images
of the “dimer” CuOx tip. Vertical, dashed lines mark the positions of the two O atoms
(OA and OB) at the tip apex. The COFI image in (a) has been recorded at zCOFI.
(d) Short-range force vs. distance FSR(z) spectra recorded above the two O atoms,
positions marked in (b) and (c), respectively. Figure partly adapted from Ref. [169].

distance of Cu, dnn = 255 pm [107].

After the tip was characterized with COFI and force spectroscopy, STM and AFM
images of the Cu(110)-(2× 1)O added-row reconstruction were recorded for tip finger-
printing as done in Ref. [38]. The STM feedback image shown in Fig. 6.11(a) is similar
to images recorded with CuOx tips that have a single O atom at the tip apex as shown
e.g. in Fig. 6.2(b). Interestingly, the features in the STM image recorded with the
“dimer” CuOx tip appear with a slightly lower corrugation of about 20 pm compared
to the corrugation of 30 pm in the STM image recorded with the single-atom CuOx
tip [Fig. 6.2(b)], which could be possibly caused by the blunter apex of the “dimer”
CuOx tip. To obtain significant AFM contrast the tip was again approached towards
the surface from the STM imaging height. Note that the tip had to be moved closer
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Figure 6.11.: STM and AFM images recorded of a copper oxide domain with
the “dimer” CuOx tip. (a) STM image recorded of a Cu(110)-(2× 1)O domain with
the “dimer” CuOx tip that has been characterized with COFI and force spectroscopy,
see Fig. 6.9 and Fig. 6.10. Imaging parameters: Vb = −100 mV, 〈I〉 = −100 pA. The im-
age has been processed with a 2× 2 Gaussian low-pass filter and z-drift corrected [155].
(b) Line profile extracted along the blue line in (a). (c) and (d) Constant-height ∆f
images of the same area as in (a), recorded 190 pm (c) and 240 pm (d) closer than the
STM image in (a), corresponding to a distance z = −40 pm (c) and z = −90 pm (d),
respectively. Dashed lines in (f) mark atomic rows of the Cu(110) surface lattice. All
scale bars are 700 pm long. Figure adapted from Ref. [169].

to the surface than the single O atom tip. This can be attributed to the additional
tunneling current contribution from the second O atom at the tip apex, which leads
to a greater tip-sample distance at the same STM feedback settings [93, 184, 186].

Interestingly, the atomic features that are resolved first are emerging depressions
within the copper oxide domain as shown in Fig. 6.11(c), which can be attributed to
attractive interaction between the tip and the AR-Cu atoms [38]. This appearance
of the Cu(110)-(2× 1)O added-row reconstruction is very similar to images that were
recorded with tips that had a single O atom at the apex shown e.g. in Fig. 6.8(d),(e).
Only when the tip further approaches the sample, Fig. 6.11(d), the images exhibit
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an asymmetry due to the multi-atom tip apex that is clearly distinct from images
recorded with single-atom CuOx tips. As compared to Fig. 6.8(f) the bright fea-
tures that arise from Pauli repulsion between the tip and the AR-O atoms show a
clear asymmetry. Analogously, a similar asymmetry was recently reproduced also by
Yesilpinar et al. in Ref. [182] on the same sample system at tip-sample distances,
where Pauli repulsion dominates the tip-sample interaction. However, the determi-
nation of the exact tip structure based on the tip fingerprinting images of the copper
oxide domain would require theoretical modeling of such a “dimer” CuOx tip, which
has so far not been pursued. Note that in Fig. 6.11(d) the atomic rows of the Cu(110)
surface, highlighted by the dashed lines, are already resolved as dark lines meeting
the copper oxide domain at the AR-O sites [38].

6.4. Discussion
The above findings illustrate possible complications in tip characterization with im-
ages of the copper oxide domains which show atomic resolution: simply because
individual atoms of the oxide can be resolved does not mean that the tip apex can
be accurately determined even when compared to simulated data. One attribute of
the COFI method is to acquire data at a tip-sample distance at which there is sig-
nificant repulsive interaction between the tip and the adsorbate. This results in a
very detailed and complete picture of the apex atoms responsible for AFM imaging.
Of course, the effect of multiple atoms at the tip apex will also be seen on the oxide
domain when acquiring data at smaller tip-sample distances [182]. However, it is
more straightforward to directly determine the geometric positions of the apex atoms
with an image of a point-like feature (in this case, a single CO molecule) versus that
of a lattice. This is especially true for instances in which the spacing between apex
atoms on the tip is comparable to that of the lattice as in the example of the “dimer”
CuOx tip discussed in section 6.3.
This chapter presented an efficient in-situ characterization of CuOx tips via the

COFI technique and force spectroscopy. COFI images of CuOx tips terminating in a
single O atom exhibit a circularly-symmetric repulsive feature very similar to images
of CO-terminated tips on Cu(111) [16] and Cu(110). Via force spectroscopy curves
recorded with these single-atom CuOx tips on CO/Cu(110) short-range force minima
ranging from −15 pN to −30 pN were measured. These are similar to data obtained
for CO tips, which illustrates the decreased reactivity of these tips as compared
to bare metal tips [16, 29]. While AFM images of the Cu(110)-(2× 1)O added-
row reconstruction recorded with a tip terminating in two O atoms at tip-sample

99



6 In-situ characterization of O-terminated Cu tips based on the COFI method

distances at which atomic resolution appears first in constant-height images showed
similar features as tips terminating in only one O atom, the COFI image directly
resolved the two-atom tip apex.
Although tip characterization with COFI and force spectroscopy provides detailed

information about the geometric configuration and chemical species of the tip apex
atoms, this approach does not allow determination of the lateral stiffness of the tip
apex. In existing literature it is assumed that CuOx tips present a much stiffer
tip apex than CO-terminated tips [38, 180]. As shown in section 6.2.2 signatures
of a flexible tip apex have been identified in tip fingerprinting images recorded with
certain single-atom CuOx tips at tip-sample distances, where Pauli repulsion between
the AR-O atoms and the tip apex dominates the AFM contrast. The image features
recorded with these tips are clearly different from images recorded with potentially
stiffer CuOx tips, which allows qualitative determination of the lateral stiffness of
single-atom CuOx tips. A quantitative determination of the lateral stiffness of CuOx
tip apices would require additional extensive simulations of the imaging contrast
on copper oxide domains with varying lateral stiffnesses of the tip apex, which is
possible with mechanical models to simulate AFM images such as the probe particle
method introduced in chapter 5. In context of this observation, CuOx tips should
be characterized by a combination of COFI, force spectroscopy and tip fingerprinting
experiments to unambiguously determine the chemical and structural composition as
well as the lateral stiffness of the tip apex. Knowledge of these properties is of crucial
importance especially if the tips are used for experiments that are accompanied by
theory. In conclusion, the approach suggested here provides an efficient way of CuOx
tip characterization.
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This thesis presents high-precision atomic force microscopy experiments with differ-
ent types of atomically-characterized tips. The atomic interaction mechanisms that
are relevant for the AFM contrast in measurements with each tip apex termination
have been analyzed in detail as a function of the tip-sample distance.

In chapter 4, experiments with a single-atom metal tip on the ionic CaF2(111)
surface were presented. Previous AFM experiments were conducted at tip-sample
separations where the tip interacts strongly with the surface with poorly-characterized
tips, leading to strong sample perturbations [14, 15, 19, 20, 24]. Non-invasive imaging
of a surface requires data acquisition in a weak tip-sample interaction regime, or in
other words detection of piconewton and sub-piconewton forces. We chose the ionic
CaF2(111) surface as a reference system as it is a well-known sample that lacks charge
inversion symmetry, making it ideal to study the electrostatic tip-sample interaction.
Additionally, by characterizing the atomic configuration of single-atom metal tips
with the COFI method, the tip apex termination can be determined and controlled
at the atomic scale. This has clear advantages when imaging in a regime where
electrostatic interaction dominates, as single-atom metal tips present a well-defined
electric field configuration. Due to the Smoluchovski effect [138], a metal tip presents
an electric dipole with its positive pole pointing towards the surface. This tip-sample
system has allowed for successful benchmarking of high-precision AFM measurements
at sub-piconewton force contrasts in a deep non-contact regime.
Following the considerations of Lennard-Jones and Dent [149], the distance de-

pendence of the electric field outside an ionic crystal was derived. The electric field
decays exponentially with distance, where the decay length depends only on the crys-
tal lattice constant. In case of the CaF2(111) surface this results in a decay length
of λ = 53.2 pm. A calculation to simulate the electrostatic tip-sample interaction
between the single-atom metal tip and the CaF2(111) surface was developed. The
sample atoms were represented by single, fixed point charges and the tip apex was
represented by a single, positive point charge.
The calculation was compared to atomically-resolved experimental data of CaF2(111)

101



7 Summary and outlook

recorded with the single-atom metal tip. In this way, atomic species could be assigned
to high-symmetry sites in the experimental images based on the electrostatic interac-
tion of the charged tip apex and the surface ions. The atoms of the surface F− layer
appear most attractive and the Ca2+ atoms appear least attractive in the constant-
height images. The atoms of the lower F− layer correspond to the sites of intermediate
contrast. The agreement between the electrostatic calculation and the experimental
data was quantified via the relative quadratic deviation over one surface period be-
tween the measured and calculated line profiles. This method has yielded an accuracy
of 98.1%, which demonstrates that the short-range interaction of a single-atom metal
tip with the CaF2(111) is determined almost entirely by the electrostatic tip-sample
interaction. Moreover, the atomic AFM contrast was found to decay exponentially
with distance with a decay length λexp = (53 ± 3) pm, in good agreement to the
predicted decay length of the electric field of λ = 53.2 pm.
For tip-sample distances larger than z = 500 pm atomic contrasts in the mHz

regime, corresponding to fN electrostatic force contrasts, were observed in the exper-
imental data. This atomic contrast could not be observed in unprocessed constant-
height ∆f images. A precise calculation of the experimental noise contributions
identified the detector noise as the dominant contribution in the measurements. The
detector noise can be effectively diminished by a reduction of the acquisition band-
width or by low-pass filtering in real space after data acquisition. In this way, mHz
atomic contrast, corresponding to sub-piconewton force contrasts, could be made
visible also in the experimental constant-height images.
Furthermore, due to the high precision in the ∆f measurement small but mea-

surable asymmetries could be identified in the experimental constant-height images.
These asymmetries were reproduced by the electrostatic calculation when considering
second layer tip atoms. The relative magnitude of the additional contributions and
their lateral shifts were directly obtained from the experimental COFI image. In this
way, the theoretical description of the tip apex was optimized and the agreement
between the electrostatic calculation and the experimental data improved to 99.5%.
With increased sensitivity to sub-piconewton forces, further effects such as a po-

larization of the tip apex in the electric field of the sample or tip-induced relaxations
of sample atoms could eventually affect the measured signal. The additional force on
the metal tip due to a polarization of the front atom has been found to be negligible
compared to the electrostatic force. Furthermore, the relaxation of a surface F− ion
due to the attractive force caused by the charged tip apex has been calculated as a
function of tip-sample distance. At the closest tip-sample approach the relaxation
was found to be the very small magnitude of 1.5 pm.
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Due to their chemical reactivity single-atom metal tips cannot be approached to a
tip-sample distance regime where the tip interacts with the sample via short-range
Pauli repulsion. In chapter 5, measurements on the CaF2(111) sample performed with
a CO-terminated tip were presented. It was previously found that the tip-sample in-
teraction of a CO tip with a NaCl surface is dominated by the electrostatic interaction
for distances larger than 500 pm and Pauli repulsion at closer separations [35]. In-
deed, when probing the CaF2(111) surface as a function of tip-sample distance, strong
variations in the AFM contrast patterns were observed. At large tip-sample distances
the images present three high-symmetry sites analogously to the constant-height im-
ages recorded with the single-atom metal tip that are presented in chapter 4. When
approaching to the surface, the contrast changes drastically. First, a sharpening of
features can be observed, which is followed by a complete change of the contrast. At
closest tip-sample distance the surface appears as a hexagonal arrangement of bright
spheres.
In order to obtain a quantitative understanding of the tip-sample interactions that

result in the rich contrast features observed experimentally, simulations with the
probe particle model were performed. The PPM is a mechanical model to calculate
AFM images with functionalized tips, which considers the lateral deflection of the
tip apex in the tip-sample force field [22]. A modified version of the PPM was
introduced, where the contribution of Pauli repulsion is obtained by calculating the
overlap of the electron densities of tip and sample as obtained from DFT. Additionally,
the electrostatic interaction is obtained by a convolution between the electrostatic
sample potential and the tip’s electron density that were obtained independently
from DFT calculations. The images calculated with this model could reproduce the
experimentally observed contrast patterns at all accessed tip-sample distances.
Moreover, to deduce which tip-sample interaction dominates the AFM contrast the

individual contributions to the total tip-sample force were decomposed from the PPM
data. It was found that the contrast can be explained almost entirely by the electro-
static interaction for tip-sample distances larger than z = 400 pm. In this distance
regime, van der Waals attraction and Pauli repulsion effectively cancel out each other.
Additionally, these two contributions decay faster than the electrostatic interaction,
which leaves the latter as the dominant contribution. If the tip-sample distance is
reduced, Pauli repulsion eventually becomes the dominant tip-sample interaction.
Furthermore, the increased lateral component in the tip-sample force results in siz-
able CO bending effects, which results in the above-mentioned strong variations in
the AFM contrast patterns. For comparison, the modified PPM calculation was com-
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pared to the standard PPM approach that is based on Lennard-Jones potentials [22].
This calculation yielded similar results but reproduced the experimental contrast with
less precision.
Furthermore, the electrostatic imaging regime was analyzed in more detail. The

experimental data obtained with the CO tip was compared to the electrostatic cal-
culation that was developed in context of chapter 4. The calculation reproduces the
experimental contrast with an accuracy of 99.6% in this regime. This agreement il-
lustrates that the electric field of CO tips can be approximated with a single negative
point charge when the electrostatic interaction between a CO tip and a defect-free
ionic lattice is considered. Additionally, when comparing the data recorded with the
positively-terminated metal tip presented in chapter 4 to the data collected with the
negatively-terminated CO tip, one finds a contrast inversion due to the opposite ef-
fective apex charges of the two tip terminations.

In chapter 6, the characterization of O-terminated Cu tips based on the COFI
method and force spectroscopy was presented. These CuOx tips show comparable
spatial resolution to CO tips, but have a much higher lateral stiffness of the tip apex.
The interaction of CuOx tips with individual CO molecules adsorbed on Cu(110)
during COFI analysis was discussed in detail. Approaching the surface, the tip inter-
acts with the CO adsorbate mainly via van der Waals attraction. If the tip-sample
distance is reduced, the contrast inverts due to Pauli repulsion between the tip and
the CO molecule. At closest approach, the lateral deflection of the CO molecule leads
to artifacts expressed as discontinuities in the center of the COFI images. The tip-CO
interaction was further characterized by analyzing the short-range force minima mea-
sured above the CO adsorbate [29]. Short-range force minima ranging from −15 pN
to −30 pN were observed, which illustrates the reduced reactivity as compared to
single-atom metal tips that generally show force minima lower than −130 pN. Fur-
thermore, the interaction of CuOx tips was compared to the interaction of CO tips
with CO/Cu(110). It was found that both types of tip terminations show a compa-
rable interaction with the CO adsorbates.
Next, the CuOx tips were used to image the Cu(110)–(2× 1)O reconstruction.

The imaging contrast on these copper oxide domains was used as a tip fingerprint
in existing literature [38]. All tips have shown comparable AFM contrast at tip-
sample distances where the short-range interaction is purely attractive. Interestingly,
it was found that some tips show signatures of a flexible tip apex at close tip-sample
distances, where the tip interacts via Pauli repulsion with the surface oxygen atoms.
This information is not accessible directly from the COFI characterization.
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Finally, the characterization of a CuOx tip with two oxygen atoms at the tip apex
was reported. The two atoms were observed as two bright features in COFI images of
this “dimer” CuOx tip at close tip-sample distances. The structural composition of
the tip apex was determined from the COFI and force spectroscopy data. A lateral
offset of ∆x′ = 250 pm and a vertical offset of ∆z = 35 pm between the two O atoms
was determined. To characterize the imaging properties with this tip the Cu(110)–
(2× 1)O reconstruction was imaged for tip fingerprinting. When approaching the
surface it was found that the surface is imaged with a symmetric AFM contrast pat-
tern, very similar to images recorded with CuOx tips that have a single O apex atom.
Only when approaching the surface to a distance where the tip interacts with the
surface O atoms via Pauli repulsion was the inherent tip apex asymmetry visible in
the AFM images. Based on the experimental observations presented within chapter
6 it was proposed that the CuOx tips should be characterized by a combination of
COFI, force spectroscopy and tip fingerprinting measurements.

Recapitulating the findings within this thesis it can be clearly stated that the pre-
cision of AFM experiments strongly benefits from the use of atomically-characterized
tips. On the one hand, these tips are a prerequisite for conducting high-precision
experiments in a well-controlled manner, which eventually allows for atomic resolu-
tion in a deep non-contact regime with sub-piconewton force contrasts. Specifically,
experimentally characterizing the tip apex has opened the possibility to atomically
resolve the electrostatic signature of a metal tip apex. In future studies, this concept
could be potentially transferred to probe the electrostatic properties of metal clus-
ters or nanoparticles with atomic precision [127]. For example, these properties have
been shown to affect the toxicity of gold nanoparticles [193], as well as the delivery
efficiency of mRNA-based vaccines in case of lipid nanoparticles [3, 194].
On the other hand, usage of atomically-characterized and functionalized tips en-

sures repeatability and significantly facilitates a quantitative theoretical description
of physical mechanisms observed in AFM experiments. The AFM’s capability of
sensing a single electric charge [195–201] was recently applied in studies of previously
inaccessible nanoscale processes like the measurement of charge transfer between two
molecules [202], determination of the reorganization energy upon charging [203] and
imaging of molecular orbitals with sub-molecular resolution on a bulk insulator sur-
face [204, 205]. Furthermore, the sub-molecular imaging capabilities of AFM using
functionalized tips were lately combined with the ability to control the charge state of
an isolated molecular adsorbate on an insulator surface [206]. In this context, the de-
termination of adsorption geometries of molecules on insulator surfaces by AFM using
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7 Summary and outlook

functionalized tips requires a thorough characterization of the atomic-scale imaging
mechanisms of these tips on bulk insulators [139]. In particular the CaF2(111) sur-
face, which was studied in detail within this thesis, is a promising substrate candidate
for room-temperature molecular anchoring required for future applications of nano-
electronic devices [207–209].
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A. Appendix

A.1. MATLAB code of the electrostatic simulation
introduced in chapter 4

This section shows the MATLAB code of the electrostatic model employed for the
calculation of the electrostatic tip-sample interaction on CaF2(111). As the calcu-
lation of the electrostatic potential of the model crystal is computational-intensive,
the model is split into two parts. The first part calculates the electrostatic potential
V (r) as defined in eq. (4.11), which can then be saved for later re-use in order to save
computing time. In the second part, the force acting on a charged tip apex and the
resulting frequency shift values are calculated from the potential obtained in part 1.

A.1.1. Calculation part 1

1 % Simulation of the Electrostatic interaction between a tip

2 % and the CaF2(111) surface:

3 %

4 % define the CaF2 lattice:

5 %

6 % lattice constant:

7 a0 = 0.5463e=9;

8 % net charges of the surface atoms:

9 qCa = 1.73;

10 qF = =0.865;

11 % basis vectors in the standard system:

12 BCa = [0; 0; 0];

13 BF1 = [a0/4; a0/4; a0/4];

14 BF2 = =BF1;

15 % surface unit cell vectors in the standard coordinate system:

16 A1 = [a0/2; a0/2; 0];

17 A2 = [0; a0/2; a0/2];
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18 % displacement to the next layer in standard system:

19 A3 = [a0/2; 0; a0/2];

20 % unit cell vectors in standard system:

21 e1 = [1; 0; 0];

22 e2 = [0; 1; 0];

23 e3 = [0; 0; 1];

24 % matrices for rotating the coordinate system:

25 RotZ = [cos(pi/4) =sin(pi/4) 0; sin(pi/4) cos(pi/4) 0; 0 0 1];

26 alpha = pi / 2 = atan(1 / sqrt(2));

27 RotXnew = [(0.5 * (1 = cos(alpha)) + cos(alpha)) (0.5 * (1 = cos(alpha))) (1/

sqrt(2) * sin(alpha));

28 (0.5 * (1 = cos(alpha))) (0.5 * (1 = cos(alpha)) + cos(alpha))

(=1/sqrt(2) * sin(alpha));

29 (=1/sqrt(2) * sin(alpha)) (1/sqrt(2) * sin(alpha)) cos(alpha)];

30 % total rotation:

31 Rot111 = RotXnew * RotZ;

32 % new unit cell vectors:

33 E1 = Rot111 * e1;

34 E2 = Rot111 * e2;

35 E3 = Rot111 * e3;

36 % matrix for coordinate transformation:

37 Mtrans = [E1(1) E1(2) E1(3); E2(1) E2(2) E2(3); E3(1) E3(2) E3(3)];

38 % surface unit cell vectors in the new coordinate system:

39 a1 = Mtrans * A1;

40 a2 = Mtrans * A2;

41 a3 = Mtrans * A3;

42 % basis vectors in the rotated coordinate system:

43 bCa = Mtrans * BCa;

44 bF1 = Mtrans * BF1;

45 bF2 = Mtrans * BF2;

46 % In order to obtain a finite crystal that shows the full symmetry of the

47 % lattice, we use a different basis than the original three atomic basis.

48 % We now use 1 Ca atom surrounded by 6 F atoms. The F atoms are shared by

49 % three unit cells. Therefore they have only 1/3 of their original charge

50 % (see the factor when the potential is calculated). In this way we end up

51 % again with a charge=neutral CaF2 "molecule" that also has the full

52 % symmetry of the lattice.

53 bF3 = bF1;

54 bF3(1) = =bF3(1);
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55 bF4 = =bF3;

56 bF5 = 1/3 .* (a1 = 2 .* a2);

57 bF5(3) = bF1(3);

58 bF6 = =bF5;

59 %

60 % calculate the electrostatic potential:

61 %

62 % number of unit cells:

63 % choose mod(Ncells=1, 3) = 0 to have a Ca in the middle of the crystal.

64 Ncells = 511;

65 % number of layers:

66 NL = 1;

67 % define the positions of the surface atoms:

68 positionCa = zeros(NL * (Ncells * Ncells + Ncells) / 2, 3);

69 positionF1 = zeros(NL * (Ncells * Ncells + Ncells) / 2, 3);

70 positionF2 = zeros(NL * (Ncells * Ncells + Ncells) / 2, 3);

71 positionF3 = zeros(NL * (Ncells * Ncells + Ncells) / 2, 3);

72 positionF4 = zeros(NL * (Ncells * Ncells + Ncells) / 2, 3);

73 positionF5 = zeros(NL * (Ncells * Ncells + Ncells) / 2, 3);

74 positionF6 = zeros(NL * (Ncells * Ncells + Ncells) / 2, 3);

75 % counter to fill the position vectors:

76 count = 1;

77 % calculate the atomic positions for a triangular crystal, which has the

78 % same symmetry as the crystal:

79 for lay = 1 : NL

80 for L = 1 : Ncells

81 for m = 1 : (Ncells = L) + 1

82 for K = 1 : 3

83 positionCa(count, K) = bCa(K) + (L=1) * a1(K) + (m=1) * a2(K)

= (lay=1) * a3(K);

84 positionF1(count, K) = bF1(K) + (L=1) * a1(K) + (m=1) * a2(K)

= (lay=1) * a3(K);

85 positionF2(count, K) = bF2(K) + (L=1) * a1(K) + (m=1) * a2(K)

= (lay=1) * a3(K);

86 positionF3(count, K) = bF3(K) + (L=1) * a1(K) + (m=1) * a2(K)

= (lay=1) * a3(K);

87 positionF4(count, K) = bF4(K) + (L=1) * a1(K) + (m=1) * a2(K)

= (lay=1) * a3(K);
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88 positionF5(count, K) = bF5(K) + (L=1) * a1(K) + (m=1) * a2(K)

= (lay=1) * a3(K);

89 positionF6(count, K) = bF6(K) + (L=1) * a1(K) + (m=1) * a2(K)

= (lay=1) * a3(K);

90 end

91 count = count + 1;

92 end

93 end

94 end

95 clear count L lay

96 % We want a circular crystal. For this we calculate the radius of the inner

97 % circle of a triangle with equal side lengths. This is the maximum radius

98 % of our circular crystal 'Rmax'. We set our potential cube around the

99 % center of the model crystal 'Center'.

100 % the maximum threshold distance is the radius of the inner circle of the

101 % triangle with side length Ncells * a1:

102 Rmax = sqrt(3)/6 * Ncells * a1(1);

103 % The center of the crystal is defined by:

104 Center = ((Ncells = 1) / 3 .* (a1 + a2))';

105 % Calculate a Matrix 'distanceCa' in which each row contains the distance

106 % vector between the center and each Ca atom:

107 % https://stackoverflow.com/questions/5342857/how=to=subtract=a=vector=from=

each=row=of=a=matrix

108 distanceCa = zeros(size(positionCa));

109 distanceCa(:, 1) = positionCa(:, 1) = Center(1);

110 distanceCa(:, 2) = positionCa(:, 2) = Center(2);

111 distanceCa(:, 3) = positionCa(:, 3) = Center(3);

112 % Calculate the square of the distance, i.e. the square of the norm of each

113 % row of 'distanceCa':

114 % https://stackoverflow.com/questions/7209521/vector=norm=of=an=array=of=

vectors=in=matlab

115 distSquare = sum(distanceCa.^2, 2);

116 % Delete the position of every corresponding basis atom, if distSquare is

117 % larger than the square of the threshold 'Rmax'. Use logical indexing to

118 % access the correct rows of the matrix:

119 % https://de.mathworks.com/matlabcentral/answers/105768=how=can=i=delete=

certain=rows=of=a=matrix=based=on=specific=column=values

120 RmaxSquare = Rmax^2;

121 Condition = distSquare = RmaxSquare > 0;
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122 positionCa(Condition, :) = [];

123 positionF1(Condition, :) = [];

124 positionF2(Condition, :) = [];

125 positionF3(Condition, :) = [];

126 positionF4(Condition, :) = [];

127 positionF5(Condition, :) = [];

128 positionF6(Condition, :) = [];

129 clear RmaxSquare distSquare distanceCa Condition

130 % calculate the Coulomb potential in a certain area defined by Nx, Ny, Nz and

'stepsize':

131 Nx = 200;

132 Ny = Nx;

133 Nz = 200;

134 Vc = zeros(Nx, Ny, Nz);

135 % set the stepsize for calculation:

136 stepsize = 5E=12;

137 qe = 1.6022e=19;

138 epsilon0 = 8.85e=12;

139 % Calculate the offset vector 'rOff' to center the frame on the model crystal

:

140 % The center of a triangular crystal is given as:

141 rOff = (Ncells = 1) / 3 .* (a1 + a2);

142 % set the zero=point of the calculation to the top F= layer, which is 79pm

above the Ca layer:

143 rOff(3) = bF1(3);

144 % We calculate the potential in a (Nx*stepsize) x (Ny*stepsize) frame

centered on the crystal.

145 % Therefore we need to subtract half of the length of the frame in x and y

146 % direction respecitvely:

147 rOff(1) = rOff(1) = (Nx * stepsize / 2);

148 rOff(2) = rOff(2) = (Ny * stepsize / 2);

149 % Calculation of the Coulomb potential 'Vc':

150 for K = 1 : Nx + 1

151 for l = 1 : Ny + 1

152 for m = 1 : Nz + 1

153 % calculate the position vector r around the center of the model

crystal surface:

154 r = stepsize * [K=1 l=1 m=1] + rOff';

155 % calculate the distance between r and each atom and from that
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156 % the electrostatic potential:

157 RCa = sqrt( (positionCa(:, 1) = r(1)).^2 + (positionCa(:, 2) = r

(2)).^2 + (positionCa(:, 3) = r(3)).^2 );

158 RF1 = sqrt( (positionF1(:, 1) = r(1)).^2 + (positionF1(:, 2) = r

(2)).^2 + (positionF1(:, 3) = r(3)).^2 );

159 RF2 = sqrt( (positionF2(:, 1) = r(1)).^2 + (positionF2(:, 2) = r

(2)).^2 + (positionF2(:, 3) = r(3)).^2 );

160 RF3 = sqrt( (positionF3(:, 1) = r(1)).^2 + (positionF3(:, 2) = r

(2)).^2 + (positionF3(:, 3) = r(3)).^2 );

161 RF4 = sqrt( (positionF4(:, 1) = r(1)).^2 + (positionF4(:, 2) = r

(2)).^2 + (positionF4(:, 3) = r(3)).^2 );

162 RF5 = sqrt( (positionF5(:, 1) = r(1)).^2 + (positionF5(:, 2) = r

(2)).^2 + (positionF5(:, 3) = r(3)).^2 );

163 RF6 = sqrt( (positionF6(:, 1) = r(1)).^2 + (positionF6(:, 2) = r

(2)).^2 + (positionF6(:, 3) = r(3)).^2 );

164 Vvec = (qe /(4 * pi * epsilon0)) .* ((qCa ./ RCa) + 1/3 .* ((qF

./ RF1) + (qF ./ RF2) + (qF ./ RF3) + (qF ./ RF4) + (qF ./ RF5

) + (qF ./ RF6)));

165 Vc(K, l, m) = sum(Vvec);

166 end

167 end

168 dummy = K

169 end

170 clear dummy Vvec RCa RF1 RF2 r K l m

171 clear RF3 RF4 RF5 RF6

172 SimZpotential = stepsize * (0 : Nz);

173 SimZpotential = SimZpotential';

174 % constant height slice of the Coulomb potential:

175 figure;

176 imagesc(Vc(:, :, 100));

177 axis equal tight xy; colorbar
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A.1.2. Calculation part 2

1 %

2 %

3 %

4 %%%%%%%%%%%%%%%%%%% part II of the simulation, taking into account the

oscillation amplitude:

5 %

6 %

7 %

8 %%%%% calculate the force and frequency shift of the tips in the electric

9 %%%%% field of the sample crystal:

10 %

11 %

12 %

13 % calculate the electric field:

14 Efield = (=1) .* diff(Vc, 1, 3) / stepsize;

15 % define the coordinates of the three atomic positions of the top triple

16 % layer. Attention: When plotting the image with the command 'axis equal

17 % tight xy', the coordinates are switched! I.e. the

18 % coordinates (X,Y) in the image that are found with the data cursor need

19 % to be switched!

20 xF1 = 140;

21 yF1 = 124;

22 xCa = 101;

23 yCa = 101;

24 xF2 = 101;

25 yF2 = 147;

26 %

27 %

28 %

29 %%%%%%%%%%%%%%% for the Cu tip:

30 %

31 %

32 %

33 % sensor parameters:

34 f0Cu = 55051.4;

35 k = 1800;

36 A = 50e=12;

37 % define the charge of the Cu tip:
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38 qCu = 0.13 * qe;

39 % calculate the force:

40 FelCu = qCu .* Efield;

41 % save force spectra on the three atomic sites:

42 SimCuFR = squeeze(FelCu(xCa, yCa, :));

43 SimCuFA = squeeze(FelCu(xF1, yF1, :));

44 SimCuFI = squeeze(FelCu(xF2, yF2, :));

45 % The z=axis of the force data is calculated. Due to the fact that one

46 % starts at 0, the stepsize needs to be subtracted and due to the

47 % differentiation, half of the stepsize needs to be added to the vector

48 % again, resulting in a subtraction of half the stepsize:

49 SimZForce = 1 : size(FelCu, 3);

50 SimZForce = SimZForce' .* stepsize = stepsize/2;

51 % calculate df data with amplitude weight:

52 %

53 % the df values are calculated in 5 pm steps around dz, therefore a vector

54 % to access the data in this range needs to be defined from the oscillation

55 % amplitude:

56 lambdaA = round(=A / stepsize : A / stepsize);

57 % the data point of maximal displacement from dz is defined by dA:

58 dA = round(A / stepsize);

59 sqrt(A^2 = (lambdaA*stepsize).^2)

60 % the prefactor of the integral:

61 prefactorCu = f0Cu ./ (2 * k) .* 2 ./ (pi * A.^2);

62 % calculate the force gradient:

63 kTSCu = (=1) .* diff(FelCu, 1, 3) / stepsize;

64 % preallocate the data matrix for the df data:

65 dfCu = zeros(size(FelCu, 1), size(FelCu, 2), size(FelCu, 3) = 2 * dA = 1);

66 % calculate the df data for every (x,y):

67 for dx = 1 : size(FelCu, 1)

68 for dy = 1 : size(FelCu, 2)

69 % the df data is averaged around dz, depending on A, therefore

70 % points need to be cut away:

71 for dz = (1 + dA) : (size(kTSCu, 3) = dA )

72 % for dz = 104

73 kTSdummy = squeeze(kTSCu(dx, dy, dz + lambdaA));

74 integrand = prefactorCu .* kTSdummy' .* sqrt(A^2 = (lambdaA*

stepsize).^2);

75 % integrate the data along the range reached by the oscillation,
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76 % defined by lamdaA * stepsize:

77 dfCu(dx, dy, dz = dA) = trapz(lambdaA * stepsize, integrand); %

just the index is set to 1 instead of 11, A is not subtracted

78 %%%%%%%%%IMPORTANT:

79 % df is calculated at the base point of the oscillation!

80 end

81 end

82 dummyCu = dx

83 end

84 % The z=axis of the simulated df data needs to be saved at the correct

85 % positions. A needs to be cut away at the beginning and at the end of the

86 % z vector. Due to the differentiation in order to get kTS, half the

87 % stepsize needs to be added to the new z=axis:

88 SimZ = SimZForce((1 + dA) : (size(kTSCu, 3) = dA )) + stepsize/2;

89 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

90 %

91 %

92 %

93 %%%%%%%%%%%%%%% for the CO tip:

94 %

95 %

96 %

97 % sensor parameters:

98 f0CO = 55.0514065E+3;

99 % define the charge of the CO tip:

100 qCO = =0.03 * qe;

101 % calculate the force:

102 FelCO = qCO .* Efield;

103 % save force spectra on the three atomic positions:

104 SimCOFA = squeeze(FelCO(xCa, yCa, :));

105 SimCOFR = squeeze(FelCO(xF1, yF1, :));

106 SimCOFI = squeeze(FelCO(xF2, yF2, :));

107 % constant=height slice:

108 figure;

109 imagesc(FelCO(:, :, 83))

110 axis equal tight xy; colorbar

111 %

112 % calculate df data:

113 %
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114 % explanation see calculation for Cu above.

115 prefactorCO = f0CO ./ (2 * k) .* 2 ./ (pi * A.^2);

116 kTSCO = (=1) .* diff(FelCO, 1, 3) / stepsize;

117 dfCO = zeros(size(FelCO, 1), size(FelCO, 2), size(FelCO, 3) = 2 * dA = 1);

118 for dx = 1 : size(FelCO, 1)

119 for dy = 1 : size(FelCO, 2)

120 for dz = (1 + dA) : (size(kTSCO, 3) = dA )

121 kTSdummy = squeeze(kTSCO(dx, dy, dz + lambdaA));

122 integrand = prefactorCO .* kTSdummy' .* sqrt(A^2 = (lambdaA*

stepsize).^2);

123 dfCO(dx, dy, dz = dA) = trapz(lambdaA * stepsize, integrand);

124 %%%%%%%%%IMPORTANT:

125 % df is calculated at the base point of oscillation! %

126 end

127 end

128 dummy = dx

129 end

130 clear kTSdummy

131 clear integrand

132 clear dummyCu

133 clear dummy

134 clear lambdaA dA prefactorCu prefactorCO
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A.2. Line profiles used to calculate the accuracy
values given in table 4.3

Figure A.1 shows the experimental and simulated line profiles used to calculate the
accuracy of the model incorporating second tip layer atoms shown in table 4.3.
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Figure A.1.: Line profiles along high-symmetry directions at different tip-
sample separations. Experimental and calculated line profiles extracted along the
three high-symmetry directions of the CaF2(111) surface at different tip-sample dis-
tances. The calculation incorporating second layer tip atoms (solid) better reproduces
the experimental data (dotted) than the calculation incorporating only a single point
charge (dashed). The accuracy is given as a function of tip-sample distance in table 4.3
in chapter 4. Figure adapted from Ref. [132].
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A.3. Experimental and calculated constant-height
images of CaF2(111) obtained with the CO tip as
a function of tip-sample distance

For better comparison, Fig. A.2 shows the experimental and calculated images of
CaF2(111) depicted in Fig. 5.3 and Fig. 5.5 as a single figure.
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Figure A.2.: Comparison of experimental and calculated constant-height
images of CaF2(111) obtained with a CO tip. (a)–(d), (i)–(l) Experimental
constant-height images, as shown in Fig. 5.3. (e)–(h), (m)–(p) Calculated constant-
height images, as shown in Fig. 5.5. Figure adapted from Ref. [132].
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A.4 Additional images at smaller z values calculated with the PPM using the
electron density overlap method

A.4. Additional images at smaller z values calculated
with the PPM using the electron density overlap
method

Experimental constant-height images of CaF2(111) recorded with a CO tip show
a shrinking of the bright triangular features corresponding to the F−bot sites, located
in the left halves of the unit cells in Fig. 5.3(j)–(l). The PPM using the overlap of
the electron densities of tip and sample reproduces this shrinking only at smaller
tip-sample distances. Figure A.3 shows additional calculated constant-height images
at smaller tip-sample distances compared to the images shown in Fig. 5.5.

6.3 97.9 Hz7.3 79.5 Hz4.6 63.3 Hz2.5 49.0 Hz

(b)(a) (d)(c)z = 233 pm z = 223 pm z = 213 pm z = 203 pm

300 pm

Figure A.3.: Additional approach images created with the PPM at smaller
distances. The images have been calculated with the density overlap method employed
for simulating the images in Fig. 5.5. Approaching closer to the surface, the bright
triangular features in the left halves of the unit cells shrink, as seen in the experiment.
Figure adapted from Ref. [139].
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A.5. Comparison of calculated constant-height images
of CaF2(111) using both PPM methods

For better comparison, Fig. A.4 shows the calculated constant-height images of the
CaF2(111) surface that have been created with the two different versions of the PPM.
The images are already shown in Fig. 5.5 and Fig. 5.8, respectively.
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Figure A.4.: Comparison of constant-height images created with the two
different versions of the probe particle model. (a)–(h) Images created with the
modified density overlap version of the PPM, as shown in Fig. 5.5. (i)–(p) Images
created with the standard model using Lennard-Jones potentials to calculate the con-
tribution of Pauli repulsion, as shown in Fig. 5.8. Figure adapted from Ref. [132].
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A.6 Line profiles extracted from STM images of the Cu(110)-(2× 1)O AR
reconstruction with different CuOx tips

A.6. Line profiles extracted from STM images of the
Cu(110)-(2× 1)O AR reconstruction with
different CuOx tips

In chapter 6, experimental data recorded with two different CuOx tips with a single
oxygen atom at the tip apex is discussed. For direct comparison, the STM images
of the Cu(110)-(2× 1)O AR reconstruction recorded with the two single-atom CuOx
tips are shown in Fig. A.5 together with line profiles across the copper oxide domain.
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Figure A.5.: STM images and corresponding line profiles of the Cu(110)-
(2× 1)O added-row reconstruction. Both data sets were recorded with single-atom
CuOx tips. (a) Corresponding data from Fig 6.7. (b) Corresponding data from Fig 6.8.
Figure partly adapted from Ref. [169].
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