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Chapter 1

Introduction

”For those who are not shocked when they first come across quantum

theory cannot possibly have understood it.”

”Denn wenn man nicht zunächst über die Quantentheorie entsetzt

ist, kann man sie doch unmöglich verstanden haben.”

— Niels Bohr [Hei69, Hei71]

The quantum nature of the world around us manifests in many nonclassical and

therefore unintuitive phenomena including particle wave dualism, quantum entan-

glement or the uncertainty principle. The implications of quantum mechanics chal-

lenged some of the most famous physicists of all time [Bac09] and have been found

to be crucial for fundamental properties and processes in nature [Gri18], biological

mechanisms [Sch92, Abb08] and countless prospects of modern technology [Ngô14].

In particular, tunneling is one of the most fundamental manifestations of quan-

tum mechanics and is a central process determining chemical reaction pathways

[Bel80, Ley12, Sch17] and shaping life as we know it [Bro17, Mar18]. First pro-

posed in the 1920s describing the ground state of molecules [Hun27] and the ra-

dioactive α-decay [Gam28], the fundamental process of tunneling is still investi-

gated [Ram20, Jia21], is utilized in modern data storage [Kah67] and electronics

[Esa73, Sea13], and is essential for highly efficient solar technology [Phi14]. Us-
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1 Introduction

ing tunneling as the probing mechanism in scanning tunneling microscopy achieved

surface imaging with atomic resolution [Bin82, Bin83] and just recently, light-wave

driven scanning tunneling microscopy revolutionized ultrafast nanoscience by ac-

cessing the motion of a single molecule in space and time [Coc16, Pel20]. Therefore,

as an omnipresent process ranging from fundamental atomic dynamics to complex

biological systems as well as the use in modern applications and measurement tech-

niques, tunneling has to be well understood to reveal the biological mechanisms in

nature, refine current technology and harvest its full potential in future applications.

In the last decades, two-dimensional van der Waals materials have become one of the

most intriguing topics in condensed matter physics featuring extraordinary physi-

cal properties due to quantum confinement and provide an exciting playground to

explore exotic quantum phenomena [Li21, Zhe21, Ken21]. After single layers of

graphite, called graphene, were first fabricated [Nov04], the field of two-dimensional

crystals was born and now includes insulating, semiconducting, conducting and

even superconducting material sheets [Nov16, Uge16]. Thereby, a whole class of

semiconducting materials, transition metal dichalcogenides (TMDCs), were redis-

covered featuring dramatically different material properties in their two-dimensional

limit. Remarkably, in contrast to graphene, TMDC monolayers exhibit a finite

and direct bandgap foreshadowing their potential for modern semiconductor tech-

nology [Ahm17]. In addition, due to the confinement into two dimensions and

reduced screening, they exhibit uniquely strong Coulomb correlations between elec-

trons and holes binding into a hydrogen-like state, called exciton, which forms

on ultrafast timescales after photoexcitation [Poe15] and is even stable at room

temperature [Che14b]. In combination with their strong interaction with light

despite their atomic-scale thickness [Wur17] this makes them a promising candi-

date for future applications at the interface between electronic and optical sig-

nals. Moreover, the strong spin-orbit coupling in these material sheets leads to

spin dependent splitting of valence and conduction band. Thereby, it allows for

fully spin-polarized bands in the monolayer limit supporting the promising next

generation of integrated circuitry and memory technology by utilizing spintronics

[Žut04, Gmi15, Jun16, Wun17, Hir20] and paving the way for the novel field of

valleytronics [Ple16, Sch16a, Ple17, Mak18].
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The already rich physics of two-dimensional materials and the potential for future

applications is only the tip of the iceberg, since the van der Waals nature can not

only be used to isolate single atomically thin sheets, but also to stack them in ways

nature never intended to. Due to their van der Waals bond, conventional processing

limitations, like crystal lattice matching, do not apply [Liu19] allowing for countless

novel artificial material combinations, so called heterostructures, with unique phys-

ical properties. Despite being only van der Waals bound, the interlayer interaction

shapes the physical properties of the heterostructure depending on the monolayer

material [Nov16] and the relative angle of the stacked sheets [Zol19a, Mer19, Mer20].

New exotic phenomena emerge, such as superconductivity and highly correlated

states in magic-angle graphene [Cao18a, Cao18b, Che19a] and Mott transitions in

TMDC bilayers [Reg20, Tan20].

One of the fascinating interactions between the sheets is ultrafast interlayer tunnel-

ing, where electrons and holes overcome the van der Waals gap. Thereby, leading to

charge separation on atomic lengthscales, a prerequisite for nanoscale magnetoresis-

tive devices [Kle18, Son18] as well as atomically thin optoelectronic signal processing

[Che14a, Lee14, Mas16, Lor20] and solar technology [Fur14]. Moreover, ultrafast in-

terlayer tunneling is at the heart of interlayer exciton formation [Hon14, Pen16,

Nag17, Ma19, Mer19, Zim21], which are bound electron-hole pairs that are spatially

separated and reside in adjacent monolayers. In contrast to their intralayer coun-

terpart, where electron and hole are located in the same layer, interlayer excitons

feature at least one order of magnitude longer lifetimes [Riv15, Wan21] providing

a framework for future high-temperature Bose-Einstein condensation phenomena

[Su08, Fog14] and complex optoelectronic computing units [Ma16, Unu18, Jau19].

Understanding this interlayer interaction on the relevant length- and timescales is

crucial to design novel atomic-scale devices to optimize current processing circuitry

and take the step towards light-driven electronics as well as tackle the energy chal-

lenge generating clean energy with new solar technologies.

A valuable tool to investigate the fundamental electronic properties and dynamics

of such materials, especially focusing on the behavior of excitons, is time-resolved

optical spectroscopy. In particular, the terahertz (THz = 1012 Hz, 0.1 − 10 THz or

3 mm−30 µm) and mid-infrared (10−100 THz or 30−3 µm) spectral ranges include
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1 Introduction

internal excitonic transitions and span fascinating low-energy excitations including

crystal lattice vibrations (phonons) [Gun00], collective oscillations of charge carri-

ers (plasmons) [Hub01] or spin-waves (magnons) describing the collective motion of

magnetic moments [Pas13, Qin15, Bai16, Sch19]. In particular, using field-resolved

detection to record the electromagnetic waveform in the time domain allows for

direct access to the full complex dielectric function of the sample system. In combi-

nation with ultrafast photoexcitation, the ultrafast formation and recombination of

intralayer excitons in TMDC monolayers have been observed [Poe15, Ste17b, Ste18]

and the ultrafast phase transition from intralayer to interlayer excitons in TMDC

heterostructures mediated by interlayer tunneling has been resolved [Mer19]. How-

ever, accessing low-energy excitations on their respective energy scale leads to large

probing wavelengths, which are fundamentally limited by diffraction [Abb73] and

unable to spatially resolve local differences in modern nanoscale electronic and op-

toelectronic devices.

Near-field microscopy has become a well-established technique to overcome the

diffraction limit and achieve nanoscale spatial resolution independently of the prob-

ing wavelength [Poh84, Dür86, Bet86, Kno99, Kno00, Hil00]. Here, the probe light

is focused onto a sharp metallic tip and the evanescent electric field is used to probe

the local properties of the sample system with spatial resolution largely determined

by the radius of curvature at the apex. Near-field microscopy provides a versatile

platform for spectroscopy spanning from visible to microwave radiation [Che19b].

In particular, it has been used to resolve phase transitions [Qaz07, Liu13b, Hub16,

McL17, Pos18] and magnetic domain switching [Pfi18, Jan20], and can even access

ultrafast dynamics [Wag14, Eis14, Hub17]. In two-dimensional materials, it has been

employed to resolve the linear and nonlinear optical response of van der Waals sys-

tems [Bao15, Par18, Zha18a] and visualize moiré superlattices [Sun18, Jia19, Sun20].

Nevertheless, spatiotemporal access to the interlayer dynamics of van der Waals het-

erostructures has been elusive.

While light-wave driven scanning tunneling microscopy provides suitable tempo-

ral and spatial resolution to investigate such van der Waals devices, the technique

requires electrically conducting samples and the external electric current in the scan-

ning tunneling microscope junction may perturb intrinsic tunneling processes of the
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heterostructure. In this work, we introduce a complementary, non-invasive concept

to resolve electron tunneling on the relevant length- and timescales that even works

on insulators. The central idea is to monitor the evolution of the local polarizability

of electron-hole pairs during the interlayer tunneling with evanescent terahertz near-

fields, which we detect with subcycle temporal resolution [Pla21]. Such contact-free

nanoscopy of tunneling-induced dynamics should be universally applicable to con-

ducting and non-conducting samples and reveal how ultrafast transport processes

shape functionalities in a wide range of condensed matter systems.

Therefore, we pioneer a novel combination of ultrafast nanoscopy with a high-power,

ultrastable thin-disk oscillator operating at high repetition rates to implement a new

THz nanoscopy experiment with subcycle temporal resolution. The new experiment

is capable of accessing the local optical conductivity, resolving the THz emission

signatures and monitoring the ultrafast evolution of the local polarizability after

photoexcitation using visible pump/terahertz probe time-domain spectroscopy. In

a proof of concept, we resolve the ultrafast interlayer dynamics in van der Waals

heterobilayers utilizing the new concept of subcycle contact-free nanoscopy to access

the full life cycle of photo-induced spatially separated interlayer electron-hole pairs.

Our approach builds on the drastic change of the polarizability of the electron-

hole pairs during interlayer tunneling as explained by ab initio density functional

theory calculations performed by Dr. Paulo Faria Junior, Dr. Martin Gmitra and

Prof. Dr. Jaroslav Fabian. We confirm the temporal dynamics using a terahertz

emission experiment that is directly linked to the ultrafast charge separation. More-

over, we reveal pronounced variations of the local formation and annihilation of

interlayer excitons on deeply subwavelength, nanometer lengthscales.

In the last part of this thesis, we explore new high-power mid-infrared sources with

dramatically increased average-power to extend the spectral range of future nano-

scopy studies, where we can resonantly probe phonons and plasmons and access

internal excitonic transitions. Furthermore, the substantially increased signal-to-

noise ratio should allow for practical field-resolved ultrafast mid-infrared nanoscopy

with simultaneous temporal resolution of 10 fs and spatial resolution of 10 nm, while

driving nonlinear phenomena. Therefore, we collaborate with Prof. Dr. Oleg Pronin

from the Helmut-Schmidt-Universität in Hamburg and Dr. Francesco Tani from the
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Max Planck Institute for the Science of Light in Erlangen to implement state-of-the-

art high-average power broadening schemes for mid-infrared generation, resulting in

ultrashort few-cycle mid-infrared waveforms with peak fields that should even reach

into the strong-field limit.

This work is structured as follows: Chapter 2 focuses on the extraordinary elec-

tronic and optical properties of TMDC materials in their monolayer limit and the

great potential and versatility of van der Waals heterostructures. In Chapter 3,

the basic concept and theoretical modeling of near-field microscopy is introduced

followed by an overview of the new nanoscopy experiment including the high-power

thin-disk laser system, THz generation and field-resolved detection. The fabrication

of TMDC heterostructures and their pre-characterization as well as the THz emission

experiment is discussed in Chapter 4. Using THz emission nanoscopy, we identify

ultrafast interlayer tunneling in our sample system and by numerically modeling the

tip-sample interaction, we retrieve the ultrafast interlayer current. In Chapter 5,

we focus on the new concept of subcycle contact-free nanoscopy to access the in-

terlayer dynamics, in particular the formation of spatially separated electron-hole

pairs mediated by interlayer tunneling and their long lived recombination dynamics.

We discuss the substantial change in electron-hole pair polarizability using density

functional theory and confirm the new technique using THz emission nanoscopy,

which is directly linked to the interlayer tunneling current. Investigating a rep-

resentative region of the heterostructure with this new near-field concept reveals

substantial differences in formation and recombination dynamics on the nanoscale.

Additionally, we show first results of modified recombination dynamics depending

on the photo-induced carrier density, possibly modifying the band alignment of the

heterostructure. Looking towards prospective experiments, we present exploratory

steps towards high-power sources for ultrafast field-resolved mid-infrared nanoscopy

even reaching the strong-field limit in Chapter 6. Finally, the experimental findings

are concluded and an outlook towards future experiments is given in Chapter 7.
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Chapter 2

Transition metal dichalcogenides as

versatile platform for future atomically

thin applications

With the discovery of graphene [Nov04] and its fascinating mechanical, optical and

electronic properties when reducing graphite to an atomically thin sheet, scientists

started searching for other materials featuring a similar transformation – the field

of two-dimensional materials was born.

Naturally, graphene is the first and most known member of the family of two-

dimensional crystals, so called van der Waals materials, but many others followed

soon including insulators (e. g. hBN), semiconductors (e. g. MoSe2) or metals (e. g.

NbSe2) [Nov16], that can even exhibit superconducting behavior [Uge16, Wan17].

The class of transition metal dichalcogenides (TMDCs) was found to host many

van der Waals materials that were already long and well known in their bulk form

[Dic23, Wil69]. Like in graphene, their physical properties exhibit a drastic change

when reduced to their monolayer limit with a thickness of only a few atoms. In par-

ticular, semiconducting TMDCs feature an indirect bandgap that transforms into a

direct one in the monolayer case [Leb09], providing a versatile platform for future

nanoscale optoelectronic applications [Tha20]. Moreover, these materials feature

strongly bound excitons with up to hundreds of meV in binding energy dominating

their optical properties even at room temperature [Che14b].
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2 TMDCs as versatile platform for atomically thin optoelectronic applications

Furthermore, the layered nature of van der Waals materials allows not only to reduce

them to an atomically thin monolayer, but provides the means for engineering novel

artificial materials with no practical constraints like crystal lattice matching or pro-

cessing compatibilities [Liu19]. The variety of TMDC materials in combination with

other van der Waals systems allows for virtually endless combinations only bound

by van der Waals forces, so called heterostructures, which still feature interlayer

interaction and exhibit fascinating behavior ranging from correlated phenomena

[Cao18a, Reg20, Tan20] and superconducting phases [Cao18b, Che19a, Lu19a] to

promising atomically thin magnetic [Son18, Kle18], electronic [Yu13, Wan19] and

optoelectronic [Fur14, Che14a, Lee14, Mas16, Lor20] devices.

In the following, an overview of the many fascinating properties of TMDC mate-

rials is given, covering the most relevant characteristics for this work, including

the crystal structure, electronic and optical properties, and their unique, strongly

bound excitons. Furthermore, the concept of combining van der Waals materials to

two-dimensional heterostructures is introduced.

2.1. Crystal structure

Generally, TMDCs form in the chemical structure of MX2, whereby M is a transition

metal from subgroup IV, V or VI of the periodic table, for example molybdenum

(Mo), tungsten (W) or niobium (Nb), and X is a chalcogen, for instance sulfur (S),

selenium (Se) and tellurium (Te). TMDCs in their bulk form like molybdenum

disulfide (MoS2) were already studied as early as 1923 [Dic23] and include insu-

lators, semiconductors, semimetals and metals [Wil69]. Since the crystallographic

properties vary for the different subgroups, we focus on the semiconducting materials

that are investigated in this work, namely molybdenum diselenide (MoSe2), tungsten

diselenide (WSe2) and tungsten disulfide (WS2). They are all layered undistorted

semiconductors that feature a trigonal prismatic crystal structure. The transition

metal in the center is surrounded by six covalently bound chalcogen atoms at each

corner (Figure 2.1a). The length and angles of the covalent bonds vary depending

on the exact material combination. As an example, in MoS2 the distance between

the chalcogen atoms is d1 = 3.16 Å. A spacing of d2 = 2.41 Å is found between the
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2.1. Crystal structure

Figure 2.1 | Crystal structure of layered transition metal dichalcogenides
(TMDCs). a, Trigonal prismatic shape of the crystal structure depicting the tran-
sition metal in red and the chalcogen atoms in yellow. b, Top view of a displaying
the hexagonal structure of one layer. The unit cell (blue dashed frame) consists of
one prismatic cell with a transition metal (red) and one without. On the right part
of the image, the transition metals of the next layer are indicated by the faint red
circles below the chalcogen atoms. c, Side view of a showing the most common
2H stacking order for layered TMDCs. Adjacent layers are rotated by 60° and the
chalcogen atoms are located directly on top of the transition metals and vice versa.

sulfur atoms and the center molybdenum resulting in a layer thickness of about 6.1 Å

[Wil69]. Each layer forms a hexagonal lattice structure (Figure 2.1b), similar to the

honeycomb structure of graphene. The unit cell is marked with the blue dashed

frame consisting of one prismatic cell with a centered transition metal (red) and one

prismatic cell without one. In the bulk crystal, these layers are stacked on top of one

another. The natural stacking for the materials used in this thesis shows the most

common 2H stacking, where every other layer is rotated by 60° and the chalcogen

atoms are located on top of the transition metal atoms of the next layer (vertical

dashed lines, Figure 2.1c). The individual layers are bound by the weak van der

Waals force, which allows for mechanical exfoliation, where the crystal is reduced

to only one single layer. Due to the broken inversion symmetry for one monolayer,

these exhibit nonlinear phenomena, e. g. allowing for second harmonic generation to

9



2 TMDCs as versatile platform for atomically thin optoelectronic applications

determine the orientation of the crystal axis [Kun18]. Moreover, reducing TMDCs

to only one layer leads to critical changes in their electronic and optical properties.

2.2. Band structure and electronic properties

Since the optical properties of semiconductors are strongly tied to the energetic

configuration in momentum space, understanding the electronic band structure of

the material system is crucial. In particular, the transition from an indirect to a

direct bandgap in TMDC monolayers generated a strong scientific interest in the

last decade [Wan18].

The Brillouin zones of the TMDCs investigated in this work feature a hexagonal

shape due to the crystal structure, whereby the Γ point in the center and K point

on the edge are the most important positions (Figure 2.2a, top). The band struc-

ture between Γ, M and K (orange line) is shown in Figure 2.2b for different crystal

thicknesses of WSe2. As early as 1972, first calculations were performed for the

bulk crystals, finding the valence band maximum at the Γ point and the conduc-

tion band minimum between Γ and K, classifying the materials as indirect semi-

conductors [Bro72, Mat73]. Only after atomically thin carbon films, i. e. graphene,

with their unprecedented physical properties were experimentally accessible [Nov04],

TMDCs were investigated for a similar behavior. First band structure calculations

for multilayer and monolayer TMDCs were performed [Leb09], showing a transition

of the indirect bandgap to a direct one in the monolayer limit (purple arrows in

Figure 2.2b). These findings were quickly confirmed theoretically [Kuc11, Kum12]

and experimentally [Mak10, Spl10, Zha13] reporting a drastic increase in photolu-

minescence for the monolayer identifying the direct bandgap, which makes them the

ideal building block for future atomically thin optoelectronic technology [Tha20].

Qualitatively, this transition towards a direct bandgap is caused by the reduced

overlap of electronic orbitals in the monolayer case. For example in MoS2, the

band states at the K point are mostly composed of strongly localized d-orbitals

at the molybdenum atoms. These have minimal interlayer coupling since they are

located in the center of the unit cell. In contrast, at the Γ point the d-orbitals of

molybdenum and the pz-orbitals of the sulfur atoms are mostly contributing to the
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2.2. Band structure and electronic properties

Figure 2.2 | Brillouin zone and band structure of WSe2. a, Hexagonal Bril-
louin zone of the bulk crystal featuring the most important symmetry points (top).
The Brillouin zone in the two-dimensional limit exhibits the inequivalent K+ and
K− points (bottom). b, Band structures of WSe2 bulk, bilayer and monolayer are
shown. The conduction (red) and valence band (blue) change for decreasing crystal
thicknesses until the direct bandgap emerges (purple arrows). The band structures
are reproduced from [Kum12].

band energy. The pz-orbitals are highly sensitive to their surrounding and hence

also to adjacent layers. When the crystal thickness is reduced, the indirect bandgap

energy increases more strongly than the gap at the K point, leading to the formation

of a direct bandgap [Spl10, Kuc11].

Furthermore, TMDCs feature strong spin-orbit interaction due to their heavy el-

ements, causing spin splitting of conduction and valence band. Due to the addi-

tionally broken inversion symmetry in the monolayer (Figure 2.2a, bottom), new

optical selection rules arise between completely spin polarized bands at K+ and K−

[Xia12, Xu14] and pave the way for new fields such as spintronics [Žut04, Gmi15,

Jun16, Wun17, Hir20] and valleytronics [Ple16, Sch16a, Ple17, Lan18, Mak18].
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2 TMDCs as versatile platform for atomically thin optoelectronic applications

2.3. Excitons in two dimensions

Besides the emerging direct bandgap in the monolayer, the confinement into two

dimensions has a profound influence on the behavior of photo-induced electron-

hole pairs. For typical semiconductors, we only expect absorption for radiation

with photon energies larger then the bandgap energy Egap. Only then, electrons

can be excited from the valence to the conduction band. Experimentally, however,

absorption is even observed for photon energies smaller than the bandgap. This is

caused by excitons: bound states of the photoexcited electrons in the conduction

band and the remaining holes in the valence band due to Coulomb correlations.

Since a positive charge is attributed to the hole, electron and hole are attracting

each other and form a bond (Figure 2.3a). The binding energy of the exciton thereby

reduces the bandgap for absorption of the semiconductor to Egap −Eex (Figure 2.3b,

c, top) [Hun09, Rud18].

Generally, there are two limiting cases to describe excitons: strongly bound Frenkel

excitons [Fre31] and weakly bound Wannier-Mott excitons [Wan37]. Strongly bound

Frenkel excitons mostly occur in molecules and ion crystals with binding energies up

to 1 eV and small electron-hole separation on the order of the lattice constant. Gen-

erally, the electron-hole pair is located on the same lattice site and can move through

the crystal by tunneling to neighboring lattice atoms. Wannier-Mott excitons are

typically found in inorganic semiconductors and exhibit an electron-hole distance of

multiple lattice constants in their ground state and typical binding energies below

10 meV, due to the strong dielectric screening. They are not bound to the lattice

sites, allowing for quasi-free movement in the crystal and their energy levels can be

described with a modified hydrogen model [Hun09, Rud18].

Thus, Wannier-Mott excitons are found in conventional semiconductors, but are

mostly neglected at room temperature since they are not stable or observable due to

their low binding energy, for example in GaAs ∼ 4 meV [Nam76]. In contrast, TMDC

monolayers exhibit exceptionally high binding energies which reach hundreds of meV

[Che12, MS13, Qiu13, Che14b, Ye14, He14, Uge14, Poe15, Sti16, Tru16], caused by

the unique properties of the two-dimensional material sheet and dominating the

electronic and optical properties even at room temperature, which will be explained
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2.3. Excitons in two dimensions

Figure 2.3 | Electronic and optical properties of excitons. a, Schematic rep-
resentation of a bound electron-hole pair, so called exciton, within a crystal lattice.
In this case, a Wannier-Mott-type exciton is depicted displaying electron-hole sepa-
ration of multiple unit cells. b, Simplified band structure of a direct semiconductor
with bandgap energy Egap between the valence band (EV(k)) maximum and the con-
duction band (EC(k)) minimum. The bound state of the electron-hole pair reduces
the optical bandgap energy (purple arrow), leads to the emergence of exciton states
below the conduction band (gray lines) and modifies the optical bandgap Egap −Eex.
c, Simplified absorption spectra of a semiconductor in three dimensions (top), show-
ing a peak in the absorption α at the optical bandgap energy (purple arrow) and
hydrogen-like exciton states with energies below the bandgap (gray lines). For ener-
gies higher than Egap, the dispersion relation of the material sets in (dashed line). In
the two-dimensional limit (bottom) the bandgap and binding energy are increased.
The dashed lines indicate higher hydrogen-like exciton states clearly separated from
the free-particle bandgap [Che14b, Wan18].

in detail in the next paragraph. The experimental techniques used to determine the

binding energies include, among others, linear reflectance [Che14b] and magneto

reflectance measurements [Sti16]. Direct access to the energy states is achieved

by probing the 1s-2p-transition of the exciton [Poe15]. These findings were also

confirmed by various theoretical calculations [Che12, MS13, Qiu13, Tru16].

When the TMDC crystal is reduced to the monolayer, there are three main con-

tributions, increasing the binding energy drastically. By confining the exciton into

a two-dimensional plane, the binding energy is increased up to a factor of 4 (Fig-

ure 2.3c, bottom) [Kli07, Che14b]. In addition, the effective masses of electron

and hole at the K-point are quite large (∼ 0.5 m0) and directly contribute to the

binding energy [Liu13a, Kor14, Wan18]. At last, the strongly reduced screening
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2 TMDCs as versatile platform for atomically thin optoelectronic applications

Figure 2.4 | Exciton screening effects in three and two dimensions. a, Exci-
tons in a bulk TMDC. The dielectric environment screens the Coulomb interaction.
b, TMDC monolayer on a substrate. While the monolayer (ǫ) and substrate (ǫs)
significantly screen the Coulomb interaction, vacuum or air (ǫair) have almost no
effect on the interaction between electron and hole, leading to the strong increase in
exciton binding energies for TMDC monolayers which is indicated by the field lines
with increased thickness.

of the Coulomb interaction between electron and hole increases the binding en-

ergy additionally. Since the monolayer is freestanding or deposited on a substrate,

strong screening effects like in the bulk crystal are avoided (Figure 2.4a). The high

dielectric permittivity of TMDCs (ǫ ∼ 10) only acts within the atomically thin

monolayer, while most field lines experience substrate, air or vacuum, which have

significantly smaller dielectric constants and lead to a strongly reduced screening of

the Coulomb interaction in comparison to the bulk TMDC (Figure 2.4b). Despite

the high binding energy, the exciton wavefunctions were found to extend over several

lattice constants [Sti16, Sti18a], the effective mass approximation is applicable and

a hydrogen-like behavior is observed. Therefore, the excitons in TMDC monolayers

can be adequately described by the Wannier-Mott picture [Wan18].

In summary, similar to graphene, as an atomically thin metal, TMDC monolay-

ers can be used as a complementary two-dimensional semiconductor in the future.

Their strong interaction with light, particularly absorption [Li14, LS13] and emission

[Spl10, Mak10] as well as their large exciton binding energy and ultrafast dynamics

[Poe15, Moo16, Ste17b, Ste18, Mer19] make them promising ingredients for future

information technology. Moreover, in contrast to graphene, these semiconducting

monolayers exhibit a finite, direct bandgap making them ideally suited for prospec-

tive electronic and optoelectronic applications [Fio14, Jar14, Xia14].
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2.4. Van der Waals heterostructures

2.4. Van der Waals heterostructures

In addition to the already rich physics of these two-dimensional sheets, the na-

ture of van der Waals bound, layered crystals allows one to engineer novel arti-

ficial materials. In contrast to conventional semiconductors, van der Waals het-

erostructures can be fabricated irrespective of limited lattice matching and process-

ing compatibilities [Liu19]. Building blocks range from insulating hexagonal boron

nitride (hBN) over semiconducting materials, like phosphorene and TMDC mono-

layers, all the way to fully metallic graphene (Figure 2.5a) that can be combined

to achieve the desired material properties [Nov16, Lia19]. The newest additions

include superconducting NbSe2 [Uge16, Wan17] and two-dimensional ferromagnets

[Hua17, Gon17]. Complex nanoscale devices can be constructed and due to an-

gle dependent interaction of the constituent layers (Figure 2.5b), an additional de-

gree of freedom emerges that allows for tailoring the resulting physical properties

[Ni15, Cao18a, Cao18b, Lu19a, Lia19, Che19a, Reg20, Tan20, Mer20].

In the last decade, scientist and engineers around the globe explored the vast amount

of possibilities and already achieved promising and wide-ranging breakthroughs from

fundamental science to modern applications. Structures made of graphene, with fine

control of the stacking angle show Mott insulating [Cao18a] and superconducting

[Cao18b, Che19a] behavior in so called magic-angle graphene bilayers and trilayers

depending on the carrier density [Lu19a], while the twist angle in TMDCs provides a

tuning knob for the internal Coulomb correlations [Mer20]. Moiré superlattices have

been visualized [Ni15] and used to access correlated phenomena like Mott insulating

states [Reg20, Tan20]. Significant magnetic and spin-filtering effects were found,

allowing for future atomically thin magnetic information storage and spintronic de-

vices [Son18, Kle18]. Additionally, field-effect transistors consisting of only a few

atomic layers were designed, tackling the modern challenge of producing electronics

with higher and higher densities of logical elements to achieve more powerful fu-

ture computing devices [Yu13, Wan19]. Few-layer monochromatic emitters [Lor20]

and ultrafast photodetectors [Mas16] lay the foundations for nanoscale interfaces

to connect electronic and optical signal processing in prospective optoelectronic

applications. Furthermore, the global energy challenge of generating more renew-

able energy can be met with atomically thin solar cells [Fur14] and p-n-junctions

[Che14a, Lee14], proposing a new and versatile material for future solar technology.
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2 TMDCs as versatile platform for atomically thin optoelectronic applications

Figure 2.5 | Van der Waals heterostructures. a, Overview of the crystal struc-
ture of several van der Waals materials from different material classes, that can
be used to produce heterostructures. b, TMDC heterobilayer showing the addi-
tional degree of freedom by rotating one of the layers during the fabrication process.
c, Type-II band alignment for a WSe2/WS2 heterostructure. Due to the staggered
band alignment, electrons move into the WS2 and holes transfer in the WSe2 layer,
but still interact to form interlayer excitons (gray ellipse).

Most of the phenomena found and applications developed are based on the in-

terlayer interaction between the constituents of the heterostructures. Specifically,

interlayer carrier tunneling [Hon14, Pen16, Ma19] is crucial for light harvesting and

emitting devices and is at the heart of interlayer exciton formation [Riv15, Ceb14,

Nag17, Mer19, Wan21, Zim21]. In contrast to the excitons discussed before (see Sec-

tion 2.3.), where the bound electron-hole pair is located in the same layer resulting

in so called intralayer excitons, interlayer excitons consist of spatially separated elec-

trons and holes, that reside in adjacent van der Waals layers leading to profoundly

different behavior.

In TMDC heterostructures with type-II band alignment, for example WSe2/WS2,

photogenerated electrons and holes form intralayer excitons, but will quickly sepa-

rate into the energetically more favorable layers. The staggered band alignment of

valence and conduction band (Figure 2.5c) leads to interlayer tunneling of the photo-

induced charge carriers (arrows) into the adjacent layer. However, these spatially

separated electron-hole pairs still interact and form interlayer excitons. This phase

transition from intralayer to interlayer electron-hole pairs happens on the order of

hundreds of femtoseconds [Hon14, Mer19, Ma19, Wan21]. Due to the spatial sepa-
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ration, their wavefunction overlap is strongly reduced leading to extended lifetimes

up to nanoseconds, at least one order of magnitude longer than their intralayer

counterpart [Riv15], while still maintaining a large binding energy of ∼126 meV

[Mer19]. These long lifetimes also make interlayer excitons an ideal candidate to

observe exciton condensation [Jau19] or superfluidity [Su08, Fog14, Li17], as well as

making valleytronics [Sch16a, Riv16, Bar17, Jin18] possible at room temperature.

The strong interaction with light and long lifetimes in combination with electronic

control of the interlayer excitons makes them a promising platform for future op-

toelectronic information technology [Ma16, Unu18, Jau19], potentially bridging the

gap between optical data transmission and electronic processing systems.

To fully profit from interlayer excitons and the interlayer charge transfer, a funda-

mental understanding of these processes on the relevant length and timescales is

necessary. The interlayer charge transfer has been investigated by transient absorp-

tion and two-color pump-probe spectroscopy to find ultrafast tunneling times of 50 fs

[Hon14] and 200 fs [Wan21], respectively. By monitoring the 1s-2p-resonance of the

interlayer exciton, the intralayer to interlayer transition (Figure 2.6a, c) was directly

observed, finding a transformation of the exciton population within 200 fs, that can

be strongly influenced by the twist angle [Mer19]. Focusing on the motion of the

charge carriers, THz emission has been used to investigate the interlayer tunneling.

Due to the ultrafast nature of the interlayer current, the acceleration of charge car-

riers leads to the emission of electromagnetic radiation in the THz spectral range

(Figure 2.6b). The emitted field is thereby directly proportional to the derivative

of the current allowing for direct access to the tunneling dynamics finding transfer

times below 100 fs [Ma19].

However, most optical techniques cannot couple efficiently to the out-of-plane dy-

namics of the interlayer tunneling and due to diffraction, the spatial resolution is

strongly limited. Meanwhile, the bandgap and exciton binding energies of TMDC

monolayers were found to be extremely sensitive to the dielectric environment [Ste18].

Even local fluctuations including nanoscale height variations, roughness and impu-

rities of the substrate as well as background doping and adsorbates on top of the

monolayer influence their electronic and optical properties significantly [Raj19]. In

addition, stacking similar monolayers on top of each other can cause the emergence
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2 TMDCs as versatile platform for atomically thin optoelectronic applications

Figure 2.6 | Simplified representation of intralayer and interlayer excitons
and the interlayer charge transfer. a, Directly after photoexcitation, electrons
and holes interact within the monolayers to form intralayer excitons. b, The inter-
layer tunneling and emission of an electromagnetic wave in the THz spectral range
is shown. c, After spatial separation, electron and hole still interact and form inter-
layer excitons. For clarity the carriers are shown in between the layers.

of moiré superlattices, large scale interference patterns, that can reach up to tens of

nanometers and should strongly influence the local physical properties and electronic

dynamics of the heterostructure [Sey19, Tan20, Reg20].

To provide further insights into the vast variety of new physics of these materials,

a tool is needed to observe interlayer tunneling and interlayer exciton dynamics on

the relevant nanoscale length and ultrafast timescales without altering or perturbing

these interlayer dynamics. Therefore, we combine visible pump/THz probe time-

domain spectroscopy with near-field microscopy to obtain unprecedented insights

into the nanoscale interlayer dynamics in van der Waals heterostructures by THz

emission nanoscopy and subcycle contact-free polarization nanoscopy.

18



Chapter 3

Field-resolved ultrafast terahertz

nanoscopy

Already during the time of the ancient Greeks, philosophers tried to understand

light and optical principles including magnification of objects behind spherical glass

or globes of water. Over a millennium later, the first modern application of optics

occurred in the form of eyeglasses to ease everyday life [Cro04]. With the first

microscopes consisting of multiple lenses in 1600, finally, studying nature with far

better resolution than the human eye was possible. Within the next century, the

resolution was improved drastically by refining lens quality and overcoming spherical

and chromatic aberrations allowing microscopy to resolve micron-sized objects and

structures [Cro04].

However, soon after, optical microscopy found its limits due to the physical nature

of light. As summarized by Ernst Abbé in 1873, diffraction phenomena obscure the

details of objects on the order of the wavelength of the light used, known as the

diffraction limit [Abb73]. For typical optical microscopes, the resolution is thereby

fundamentally restricted to several hundred nanometers.

Since then, scientists found various ways to investigate nature with far better res-

olution. Using the implications of the diffraction limit, the resolution is improved

by using shorter wavelengths. By replacing photons with accelerated electrons, the
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foundation for modern scanning transmission electron microscopy was laid, making

sub-angstrom spatial resolution possible [Kno32]. Scanning probe techniques like

scanning tunneling microscopy and atomic-force microscopy (AFM) allowed for sur-

face imaging down to atomic resolution in 1985 [Bin85]. Here, no light is required

and a sharp needle is scanned across the surface using the tunneling current or force

between needle and sample to retrieve the topography.

Nonetheless, characterizing materials in a specific wavelength range (energy scale)

is crucial. In particular, THz time-domain spectroscopy has proven a valuable tool

to investigate electrical and optical properties of a plethora of novel material sys-

tems. Characteristic electrical properties like doping density, charge carrier mobility

and ultrafast dynamics can be investigated in a non-invasive and contact-free man-

ner [Hub01, Ulb11, Dhi17]. However, the spatial resolution of THz spectroscopy

is strongly impacted by the diffraction limit due to the employed long wavelength.

Therefore, an approach is needed to not only bypass the diffraction limit with alter-

native measurement techniques, but to overcome the constraints set by diffraction

to perform spectroscopy experiments with sub-wavelength spatial resolution.

As early as 1928, first theories have been proposed, using near-field properties of

light propagating through a sub-wavelength aperture, to achieve spatial resolutions

better than 100 nm [Syn28]. With the advances in scanning probe techniques in the

1970s and 1980s, further improvements in near-field microscopy have been possible

[Hec00]. Ash and Nichols have been the first to overcome the diffraction limit [Ash72]

and shortly after, the first near-field microscope was built by Pohl et. al. [Poh84].

Others followed soon [Dür86, Bet86] relying on aperture-probes confining the light

and reaching spatial resolutions down to 20 nm [Lah96]. However, the aperture-

type near-field probes have only efficiently worked for visible and near-infrared light,

whereas in the mid-infrared and far-infrared spectral region the fibers show strong

attenuation and the metalized waveguides feature a severe cut off [Lah96].

A new concept was proposed using a metalized AFM tip, which scatters the radiation

within nanometers of the sample surface. This new technique, called scattering-

type scanning near-field optical microscopy (s-SNOM) was rapidly developed in

the last decades [Kno99, Kno00, Hil00] and is now able to cover the spectral range

from visible to microwave wavelengths with spatial resolutions reaching below 10 nm
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[Che19b]. In particular, in the mid-infrared spectrum, ultrafast studies in novel

materials were performed [Wag14, Hub17] and even field-resolved experiments with

a spatial resolution of 10 nm and simultaneously a subcycle temporal resolution of

10 fs were achieved [Eis14].

In the following, the concept of s-SNOM is discussed and several theoretical descrip-

tions for the tip-sample interaction are introduced including analytical and numerical

modeling. Moreover, a novel experimental setup is presented, combining THz time-

domain spectroscopy with near-field microscopy allowing for ultrafast subcycle THz

near-field spectroscopy to provide an unprecedented perspective on the interlayer

dynamics of TMDC heterostructures.

3.1. Concept of scattering-type scanning

near-field optical microscopy

Near-field microscopy employs the near-field properties of light to overcome the

diffraction limit. Electromagnetic radiation is focused onto an oscillating AFM tip

(Figure 3.1a) and couples to the metallic probe leading to a strong field confinement

and enhancement at the tip apex. The evanescent fields interact with the sample and

lead to the emission of radiation encoding the nanoscale optical properties which are

detected in the far field. Due to its evanescent nature, the tip-sample interaction,

nonlinearly depends on the tip-sample distance (Figure 3.1b, left). The tapping

amplitude (TA) leads to a drastic modulation in the scattered near-field intensity,

transforming the sinusoidal mechanical motion into bursts of near-field intensity at

the minimum tip-sample separation (Figure 3.1b, bottom right). The recorded far-

field signal is still dominated by reflections off the sample surface and cantilever

providing no enhanced spatial resolution. Only when demodulating the measured

signal at harmonics n of the tip oscillation frequency using a lock-in amplifier, the

radiation originating only from the volume just below the tip (En) is extracted.

As a result, s-SNOM allows for spatial resolution far better than the diffraction

limit, depending only on the radius of curvature of the tip and independent of the

wavelength of the probe radiation [Hil00, Hil02, vdV02, Ras03, Qaz07, Che19b].
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Figure 3.1 | Basic principle of scattering-type scanning near-field optical
microscopy (s-SNOM). a, Sketch of tip-sample system showing an incoming elec-
tromagnetic wave (red, left) coupling to the tip and sample. The interaction (blue)
leads to the emission of a scattered near-field signal (red, right) encoding the lo-
cal sample properties. The tip is oscillating at a frequency Ωtip and an oscillation
amplitude indicated by TA. b, Origin of additional harmonic components in the
near-field signal used for background suppression. The scattered intensity (bottom
left) nonlinearly depends on the tip-sample distance z calculated with the point-
dipole model for simplicity. Note that z is given in units of the tip radius atip. The
sinusoidal motion of the tip leads to short burst of intensity (bottom right) at times
of minimal tip-sample separation. Using the Fourier transform, the the modulated
spectral components are analyzed (top right) featuring signals En at harmonics of
the original tip oscillation frequency Ωtip that are used to separate the signal from
the nanoscopic volume below the tip and far-field contributions.

Understanding the scattering process is crucial for data interpretation and improve-

ments of near-field experiments. Sample properties and dynamics are encoded in

the near-field signal, nonetheless they are nontrivial to extract [Che19b]. While re-

flective optical spectroscopy is well understood, the influences of the probe geometry

on the light-matter interaction of tip and sample are more complex [Sid17, Mas17],

hence coupling strength, spectral response and field confinement can vary drastically

depending on the employed wavelength and tip shape. In addition, due to the strong

interaction, tip and sample cannot be treated as individual entities, but have to be

modeled as one system [Che19b]. Thereby, due to the tip shape converging from a

microscopic volume towards nanometer scale apex, analytical modeling and numeri-
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cal simulations have to tackle the challenge of capturing the relevant physics, without

running into calculation divergences or reaching computational limits. Nonetheless,

during the last decades scientists have achieved significant advances in the predictive

power and accuracy of analytical and numerical modeling of the complex tip-sample

interaction. In the following, representative models are presented, highlighting key

steps in increasing complexity to achieve more accurate predictions.

Point-dipole model

The point-dipole model proposed in the 1990s was the first approach to understand

the near-field interaction [Zen95, Kno99, Che19b]. It treats the tip-sample system

very intuitively as an interaction of two point dipoles (Figure 3.2a). The metallic

probe is approximated by a polarizable sphere with radius atip and is reduced to

a point dipole with distance z + atip above the sample surface with z being the

tip-sample separation. The sample is treated as infinite half space with dielectric

function ǫsample. When radiation couples to the tip apex, an electric field is applied,

polarizing the tip dipole according to p = αE. The induced dipole influences the

dielectric sample, which is described by an image dipole within the sample with a

polarizability α × β and β = ǫsample−1

ǫsample+1
. The interaction of the image dipole and the

tip modifies its polarizability significantly. The resulting effective polarizability:

αeff =
α

1 − αβ

16π(atip+z)3

(3.1)

contains the original polarizability α = 4πa3
tip

ǫtip−1
ǫtip+2

, the tip-sample distance z, the

tip radius atip and the dielectric constant of the sample within β.

The scattered signal Escat is proportional to the induced dipole peff. Therefore, it is

proportional to the effective polarizability αeff and electric field at the tip apex E0

(Escat ∝ peff = αeffE0). The Fresnel reflections need to be accounted for to determine

the field E0 at the tip apex as well as the scattered electric field Escat, as indicated

in Figure 3.2a. Using the Fresnel reflection coefficient rp for p-polarized light we

find:
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Escat ∝ (1 + rp)2αeffEin . (3.2)

The point-dipole model was modified and extended to improve its accuracy for

specific experiments, amongst others for anisotropic [Sch05] and layered structures

[Aiz08]. Additionally, more complex scattering effects have been taken into account

[Por03]. However, since the model only considers vertical electric fields, the quasi-

electrostatic approximation is used and field retardation is ignored, mostly qualita-

tive agreement with experiments is found [Che19b]. Quantitative predictions of the

near-field contrast, approach curves [Ste03] and spectral features [Oce04, Hub06] in

the experiment were still elusive.

Finite-dipole model

The poor quantitative agreement of the point-dipole model led to new approaches

with fewer approximations needed. The finite-dipole model [Cvi07] considers the tip

as an isolated prolate spheroid to analytically tackle the tip-sample interaction and

approximate the metallic probe more accurately. The incident electric field polarizes

the spheroid and the resulting electric field is simplified to two monopoles Q0 and

−Q0 at either end of the spheroid (Figure 3.2b). The lower monopole interacts with

the sample, described by the mirror charge Q0’. In turn, Q0’ acts back onto the

spheroid and induces a charge density, which is adequately summarized by charges

Qi and -Qi within the tip. Due to the larger distance of -Qi to the sample surface,

only weak interaction is expected and it is distributed uniformly across the spheroid

to ensure charge neutrality. At last, the influence of Qi on itself, mediated by the

mirror charge in the sample Qi’, is also captured. Thereby, the resulting Qi in

combination with the polarized tip can be described by an effective polarizability

capturing the tip-sample interaction. The exact derivation is discussed in detail in

Reference [Cvi07].

Using the finite-dipole model, approach curves and spectral features on silicon

carbide are well reproduced [Cvi07]. Further extensions allow for quantitative

predictions of layered structures [Hau12, Moo18] and are used in inversion algo-

rithms to accurately retrieve the full dielectric function in near-field experiments

[Gov13, Moo18].
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Figure 3.2 | Point-dipole model, finite-dipole model and lightning rod
model side by side. a, In the point-dipole model the tip is approximated as
a polarizable sphere with radius atip at the tip apex and the tip-sample distance z.
The electric field induces a polarization of the tip apex, which is in turn effecting the
sample, captured in an image dipole. The overall polarizability of the two dipoles
is used as a measure for the expected near-field signal. b, The finite-dipole model
simplifies the tip to an elongated spheroid to approximate the tip geometry more ac-
curately. The incident electric field polarizes the spheroid, which is captured in the
two monopoles Q0 and −Q0. The lower monopole interacts with the sample, causing
a mirror charge Q0’. The influence of Q0’ on the tip is captured in Qi and −Qi. Since
Qi is closer to the sample, it induces another mirror charge Qi’ also acting back on
the tip and itself (arrows). −Qi does not interact with the surface due its larger
distance and is distributed uniformly to ensure charge neutrality. c, In the light-
ning rod model, the incident radiation also causes a polarization of the tip, which
is approximated by more complex probe shapes, here radial symmetric, leading to
a realistic charge distribution. For all charge elements dQ(z), evanescent electric
fields propagate to the surface ΓdQ→s (q) and back Γs→t (q). The key observable is
the charge distribution in the polarized probe that is modified by the interaction.
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Lightning rod model

While the theoretical advances above can already qualitatively and quantitatively

describe many near-field experiments, they still feature drastic simplifications and

approximations. Electrodynamic effects like field retardation and antenna reso-

nances due to the tip geometry as well as strong coupling between tip and sample

cannot be captured accurately. In addition, most approaches feature a multitude of

tunable parameters making predictive modeling unreliable [McL14].

These shortcomings are addressed in the lightning rod model, allowing for explo-

ration of the influence of probe geometry and electromagnetic effects. The exact

derivation can be found in [McL14] and only a quick overview is given here (Fig-

ure 3.2c). Again, the key observable is the charge distribution in the polarized probe,

which is strongly influenced by the tip-sample interaction. The incident electric field

causes an instantaneously induced charge distribution within the metal probe. De-

pending on the probe shape, here a radially symmetric one, the charge distribution

is calculated analytically and each ring-shaped charge element dQ(z) interacts with

the sample surface by emitting an evanescent field that propagates to the sample

(ΓdQ→s (q)). The reflection rp(q) depends on the in-plane momentum q of the near

fields emitted by the polarized probe. In turn, the charge distribution on the surface

emits evanescent fields that influence the tip polarization (Γs→t (q)). The resulting

modified tip polarization then emits radiation into the far field.

Within the model, field retardation, the probe geometry and surface dispersion are

included providing a powerful tool for quantitative predictions. Furthermore, the

model can be inverted to accurately extract dielectric constants [McL14].
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Numerical finite-element method simulations

The analytical solutions discussed above already deliver qualitative and semi-quan-

titative results, accurately reproducing key experimental findings. However, details

of the nanoscale evanescent fields emerging from the probe are still elusive. To access

the field distribution in the vicinity of the metal probe, microscopic electrodynamical

treatment is necessary, including the propagation and confinement of the electric

field within the complete tip-sample system ranging from near to far field.

Thereby, quantitative information about the field distribution of the evanescent

fields in the vicinity of the tip as well as within the sample are of particular inter-

est. Only then, we can understand and optimize the spatial resolution and surface

sensitivity, and verify commonly accepted empirical knowledge like the influence of

the oscillation amplitude and higher demodulation orders on the probing volume.

Finite element and finite difference method simulations of the field distribution of a

metallic tip have been used to understand the coupling of light to the tip-sample sys-

tem [Est07, Bre08, Bab17] and optimize the probe geometry for specific wavelengths

[Mas17, Sid17].

However, typically the oscillation of the tip is not included, neglecting the effects of

tapping amplitude and higher order demodulation for background suppression. To

uncover the full tip-sample interaction, we implement finite element method simu-

lations capturing the full motion of the tip [Moo20]. The field distribution in the

vicinity of the tip is calculated for different tip-sample distances (Figure 3.3a), show-

ing the highly nonlinear tip-sample interaction. By considering the full oscillation

cycle of the tip, the field distribution can be separated into its Fourier components

and visualized (Figure 3.3b, c, d). The Fourier spatial maps of the field distribu-

tion in the vicinity of the tip apex (b) and the evanescent field penetrating into

the sample surface (c) are analyzed and a strong increase in confinement is found

for higher demodulation orders, a direct proof for increased spatial resolution and

surface sensitivity of higher demodulation orders. In the vicinity of the tip above

the surface (Figure 3.3d), the first demodulation order shows asymmetric behavior

caused by the far-field background (left), whereas the second order exhibits an al-

most point-like emission source. It is clearly visible that details in tip geometry are

tracked, like additional enhanced fields at the top corners providing access to the
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Figure 3.3 | Finite element method simulations of the tip-sample system.
a, Magnitude of the electric field |Ez| confined at the tip apex for a tip height h
from 50 to 0 nm. b, Fourier analysis of the electric field distribution in the vicinity
of the probing tip with a tapping amplitude of 50 nm (white arrow). The minimal
tip-sample separation is 20 nm. The solid white lines indicate the outline of the
tip at the upper and lower points of inflection and the sample surface. The field
confinement of the first demodulation order |Ẽ1| and the fourth demodulation order
|Ẽ4| are compared. The region of interest shown in c is indicated by the dashed
frame. c, Fourier analysis of the surface sensitivity comparing the field confinement
of the first demodulation order |Ẽ1| and the fourth demodulation order |Ẽ4|. d, Field
distribution for a frequency ν = 30 THz at a tip-sample separation of h = 0 nm. Note
that the values close to the tip apex strongly exceed the employed color scale. The
data is reproduced from [Moo20].
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behavior of arbitrarily shaped tips in the future. Being able to accurately simulate

the electric field distribution allows for full quantitative understanding of the tip-

sample interaction, and can be used to directly extract the influence of the tip shape

on the experimental results [Moo20].

Since this concept is independent of the wavelength, we use the knowledge of the

tip-sample interaction and extend it to the THz spectral domain for realistic probe

geometries. Therefore, these numerical simulations provide the necessary means to

link the far-field observables to near-field quantities and understand the nanoscale

dynamics.
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3.2. Visible pump/terahertz probe nanoscopy

experiment

To investigate the interlayer dynamics of TMDC heterostructures, we use s-SNOM

at THz frequencies [Hub08, Moo15, Kus16, Mas17, Sti18b, Zha18a, Yao19, Che19b,

Sid20] combined with field-resolved electro-optic detection [Che03, Che04, Eis14,

Kla17, Piz20] to be able to record the emission signatures of the ultrafast interlayer

tunneling (see Chapter 4) and to be especially sensitive to the local electron-hole pair

polarizability (see Chapter 5), with a probe frequency below all relevant electronic

resonances of the system.

Near-field microscopy experiments, in particular for such long wavelengths, often

suffer from low signal strengths due to the nature of the small probing volume, or-

ders of magnitude smaller the the diffraction limit. For example in the mid-infrared

spectral range employing radiation centered at a wavelength λ = 8.5 µm and a

demonstrated spatial resolution of 10 nm [Eis14], the near-field probing volume is

more than seven orders of magnitude smaller than the diffraction limited far-field

counterpart with an approximated volume of (λ
2
)3 and getting even smaller for longer

wavelengths [Moo15, Kus16, Mas17]. To overcome this challenge and achieve a supe-

rior signal-to-noise ratio even on atomically thin van der Waals materials, our near-

field experiment setup consists of a low-noise, high-power ytterbium-doped yttrium

aluminum garnet (Yb:YAG) thin-disk oscillator in combination with a commercial

fully non-dispersive s-SNOM.

The experimental setup is sketched in Figure 3.4. The Yb:YAG thin-disk oscillator

provides 200-fs-long pulses at a center wavelength of 1030 nm and a pulse energy of

up to 3.75 µJ at a repetition rate of 24 MHz, corresponding to an output power of up

to 90 W (Section 3.2.1.). For the THz generation process (I) the pulses are focused

into a gallium phosphide (GaP) crystal generating phase-stable THz pulses with

100 µW average power (Section 3.2.2.). The radiation is collimated using a parabolic

mirror and filtered by passing through a Germanium wafer under the Brewster

angle. Germanium is only transmissive for wavelengths larger than 1.8 µm. The

THz probe pulses, which are polarized parallel to the tip to ensure efficient coupling,

are then focused onto the tip apex in the near-field microscope with the internal,
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3.2. Visible pump/terahertz probe nanoscopy experiment

Figure 3.4 | Sketch of the implementation of the ultrafast THz nanoscopy
experiment. The optical setup is based on a high-average power low-noise thin-disk
oscillator. Its output (I) is directly optically rectified in a gallium phosphide (GaP)
crystal to generate phase-stable THz pulses (red), which are transmitted through
a germanium wafer (Ge) and focused onto the tip of the near-field microscope.
The residual generation light is reflected by the germanium wafer into a beam dump
(BD). In addition, a second pulse train (II) is used for photoexcitation of the sample
(green). To perform differential measurements the pulses pass through an acousto-
optic modulator (AOM, here for example at a modulation rate of 116 kHz and a duty
cycle of 50 %). Second harmonic generation in a β-barium-borate (BBO) crystal is
employed to provide an excitation wavelength of 515 nm, before being superimposed
with the THz probe pulses. The scattered radiation from the tip is collimated and
any residual photoexcitation is blocked using a second germanium wafer. The near-
field THz waveform is detected using electro-optic sampling (EOS) in combination
with a gate pulse directly from the oscillator (III). In addition, the delay times of all
beam lines are adjusted using linear stages (tTHz, tpump, tgate). The microscope and
whole beam path of the THz probe is purged with dry nitrogen (N2).
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3 Field-resolved ultrafast terahertz nanoscopy

high-numerical aperture parabolic mirror (NA = 0.46). The near-field microscope

is based on an atomic-force microscope, providing motorized sample positioning in

three dimensions and allowing for imaging the topography of the sample with 1 nm

lateral and 0.1 nm vertical precision. After interacting with the tip-sample system

the scattered radiation is collected and collimated by the same parabolic, before

being routed to the electro-optic sampling setup (EOS). The whole beam path of

the THz probe pulses is purged with dry nitrogen gas (N2) to avoid water vapor

absorption lines.

Photoexcitation is provided by the second arm of the setup (II), which is modulated

by an acousto-optic modulator (AOM) and frequency doubled in a β-barium-borate

(BBO) crystal. The AOM thereby reduces the overall thermal load on the sample

by modulating the pump pulse train at frequencies up to 2 MHz with adjustable

duty cycle. Moreover, using the acousto-optic modulation we perform differential

measurements, comparing the recorded signal with and without the influence of

the photoexcitation to directly resolve the pump-induced change of our system.

The 515-nm pulses with a pulse duration of 140 fs are superimposed with the THz

radiation by reflection of the backside of the germanium wafer and are also focused

onto the tip, whereby the polarization is perpendicular to the tip shaft to reduce the

interaction with the tip and guarantee a homogeneous photoexciation of the sample.

Since scattered pump radiation can disrupt the detection, the outgoing radiation is

filtered by an additional germanium wafer.

The third arm (III) directly provides gate pulses for EOS allowing for field-resolved

detection accessing spectral amplitude and absolute spectral phase of the scattered

THz radiation (Section 3.2.3.).

The THz probe pulses (tTHz), pump pulses (tpump) and EOS gate pulses (tgate) can

be delayed in time to allow for specific types of measurements. For example in this

work, we change the delay time between THz and gate pulses tTHz − tgate to access

the time-dependent electric field and hence the spectral amplitude and absolute

phase of the scattered THz waveform (Figure 3.5a). Changing the pump delay

time tpump relative to the THz probe pulses, while tracking the peak electric field

(vertical arrow in a, tTHz − tgate = 0 ps) is used to investigate the pump-induced

dynamics (Figure 3.5b). By modifying two of the three delay times, two-dimensional
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3.2. Visible pump/terahertz probe nanoscopy experiment

Figure 3.5 | Schematic of possible measurement modes. a, By changing
the relative delay time between THz probe and gate pulse shifting tgate the time
dependent electric field and spectral amplitude (inset, red) and absolute phase (black
dashed line) are retrieved. b, Varying the pump delay time tpump, while recording
the peak electric field (vertical arrow in a, tTHz −tgate = 0 ps) allows for access to the
pump-induced dynamics, e.g. free carrier generation in semiconductors leading to an
increase in conductivity and scattered signal. c, Combining both measurement types
is called two-dimensional THz time-domain spectroscopy resolving the evolution of
the scattered THz waveform (red) after photoexcitation by scanning tTHz − tgate

for several pump-gate delay times (tpg = tgate − tpump). The schematic assumes a
pump-induced change in conductivity without a resonance in the probe spectrum
leading only to an overall sharp increase and exponential decay in the electric-field
amplitude. Resonant behavior leads to more complex changes to the waveform, as
presented for example in the References [Hub01, Hal20].

THz time-domain spectroscopy is achieved to spectrally resolve the time-dependent

pump-induced change of the sample in the frequency domain. In this work, we

access the time-dependent change to the waveform by setting a certain pump-gate

delay time tpg = tgate − tpump and scanning the THz delay stage tTHz as seen in

the schematic in Figure 3.5c. As a result, we record THz waveforms for different

delay times after photoexcitation encoding the spectral response of the sample.

Employing the Fourier transform on the individual waveforms the time-dependent

pump-induced change of the spectral amplitude and absolute phase can be accessed.

Two-dimensional THz time-domain spectroscopy has proven itself especially useful

to investigate the ultrafast dynamics of photo-induced carriers [Hub01, Eis14] or

monitor the subcycle non-adiabatic switching of deep strong coupling [Hal20].
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3 Field-resolved ultrafast terahertz nanoscopy

3.2.1. Ultrafast thin-disk oscillator

Near-field microscopy is commonly understood and modeled (see Section 3.1.) as

the interaction of light with an oscillating metallic tip close to a sample surface

assuming continuous wave (CW) illumination, while ultrafast studies of matter are

only possible using ultrashort light pulses interacting with the near-field probe for

only a fraction of its mechanical oscillation. To avoid artifacts due to undersampling,

ultrafast lasers with repetition rates far greater than the tip oscillation frequency

are used to capture the full motion of the near-field probe. In addition, due to the

nanoscopic probing volume in the near-field, a high power probe beam is needed

to investigate the sample systems with superior signal-to-noise ratio. Therefore,

we chose a thin-disk oscillator as the centerpiece of the experiment. It provides

ultrashort near-infrared pulses at a repetition rate of 24 MHz to ensure that multiple

pulses are focused onto the near-field microscope tip during one oscillation cycle

(< 500 kHz), while maintaining sufficient pulse energy to custom-tailor the oscillator

output using nonlinear optical effects.

The main advantage of thin-disk oscillators is their very high and scalable optical

intensity without damaging the active medium or experiencing undesirable thermal

effects. By employing an active medium with a thickness on the order of 100 to

200 µm, directly connected to a heat sink, the thin-disk is efficiently cooled and

allows for large pump powers [Mül04]. Thereby, the heat flux is perpendicular to

the surface reducing unwanted thermal effects like thermal lensing or phase and

polarization distortion that reduce the beam quality [Gie94]. The active medium

disk acts as a mirror in the laser cavity featuring an anti-reflection coating at the

front side and a highly reflective coating on the backside, which is mounted to the

heat sink. To ensure sufficient absorption of the pump radiation in the crystal disk

despite the low thickness, the pump light must propagate parallel to the surface

guided by total internal reflection (side pumping), or pass through the thin disk

multiple times (multipass pumping) [Mül04]. Additionally, the thin-disk concept can

be combined with passive mode locking to achieve high powers in the femtosecond

regime [Mül04, Pro11, Sar12, Sal19] providing a clean temporal and spectral shape,

which is important for many applications in particular those involving frequency

conversion [Aus00, Mül04]. Recent results include high power CW operation up to
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10 kW from a single disk [Got12] and sources up to 350 W in the femtosecond regime

[Pro11, Sar12, Sal19] allowing for high power frequency conversion to generate THz

[Mey20] and mid-infrared radiation [Pup15, Zha18b, Sei18]. Thereby, the pulses are

intense enough for extreme ultraviolet generation [Kel03, Süd08, Gra19] and many

industrial applications [Sar19]. Thin-disk oscillators can provide ultrashort high-

average power pulses at the noise level of an oscillator, without additional external

amplification and are therefore ideally suited for our experiment.

Our oscillator consists of the typical elements of a laser cavity seen in Figure 3.6a:

two end mirrors (EM) and an active medium (Yb:YAG disk), which is pumped by

radiation from fiber-coupled laser diodes centered at a wavelength of 940 nm (purple)

that passes multiple times through the disk. For pulsed operation, chirped mirrors

(CM) are added to counteract dispersion caused by air or transmissive optics in the

oscillator. In general, the refractive index experienced during transmission through

matter is frequency dependent leading to a stretching of the near-infrared pulse and

can be counteracted by a specific kind of dielectric mirrors, so called dispersive or

chirped mirrors (see also Section 6.2.). To allow for Kerr-lens mode locking, a Kerr

aperture (KA) is incorporated into the beam path and the beam is focused through a

Kerr material (KM) using two spherical mirrors (SM1, SM2). All optics mounts and

the monolithic aluminum housing are water-cooled to provide long term stability.

To generate ultrashort laser pulses, the oscillator is Kerr-lens mode locked. Kerr

lens mode locking is based on the nonlinear optical Kerr effect, that describes an

intensity dependent refractive index within the medium (Figure 3.6b). The concept

relies on the drastic difference in the peak intensities of CW and pulsed operation

mode. Within the Kerr medium the intensity dependent refractive index combined

with the Gaussian mode profile leads to a lensing behavior, called self-focusing,

which is much stronger for light pulses compared to CW radiation [Sal91, Pas09].

By limiting the spatial mode diameter using a metal aperture (KA), the oscillator

design favors the modes with the highest intensities i. e. shortest pulses. Hence,

CW as well as broadband modes with random phases are suppressed, while the gain

is maximized for broadband emission with the correct constructive phase relation,

providing ultrashort mode-locked laser pulses [Sal91].
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Figure 3.6 | Thin-disk oscillator. a, Simplified schematic of the oscillator setup
consisting of an active medium (Yb:YAG disk) and two end mirrors (EM), form-
ing the cavity. The active medium is pumped by radiation from fiber-coupled
laser diodes centered at a wavelength of 940 nm (purple) that passes multiple times
through the disk. In addition, chirped mirrors (CM) are added for dispersion con-
trol. To allow for mode locking, the beam is focused into a Kerr medium (KM)
by two spherical mirrors (SM1, SM2) and a Kerr aperture (KA) is implemented.
b, The basic concept of Kerr lens mode locking is shown. The laser radiation is
focused into the Kerr medium by spherical mirrors (here represented by lenses for
clarity). The CW radiation (blue) is collimated featuring the same mode size as
before. The pulsed operation mode (red) is additionally focused within the Kerr
medium due to the Kerr effect (self focusing) and ends up with a smaller mode size.
Therefore, the cavity favors the pulsed mode by inducing losses for the CW mode
by blocking larger beam diameters using the Kerr aperture. c, Simplified spectra of
different operation modes. The vertical dashed lines represent the cavity-supported
modes and the black curve the emission spectrum of the active medium. In CW
operation mode, only a narrowband spectrum is emitted (blue, left). By triggering
the mode locking, a broadband mode emerges (red, center). The design of the laser
cavity favors the pulsed operation mode, and suppresses the residual CW (right)
resulting in a stable femtosecond pulse train. For clarity, very few cavity modes are
shown and a continuous spectrum is drawn.
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Generally, lasing is an interplay of the allowed modes within the cavity (Figure 3.6c,

left, vertical lines) and the emission spectrum of the active medium (black line).

When sufficient energy is transferred to the active medium to achieve population

inversion [Koe06] and the gain within the laser cavity overcomes the cavity losses,

the oscillator starts to emit laser radiation at the most favorable allowed mode (left,

blue) resulting in stable CW emission. To trigger the mode locking, the cavity needs

to be perturbed e.g. with a movable mirror, causing many modes to be populated

(center, red). Due to the higher gain of the mode-locked pulses, they are amplified

with every additional pass through the cavity, eventually suppressing the CW mode

completely.

Finally, the output of the laser in pulsed operation mode is 90 W at 24 MHz, deliv-

ering a high-power low-noise pulse train with 3.75 µJ in pulse energy and a pulse

duration of 200 fs, ideally suited for our near-field microscopy experiments.
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3.2.2. Terahertz generation

In linear optics the interaction of light with matter leads to a polarization of the

medium directly proportional to the external electric field. Thereby, the propagation

of light is described by the complex-valued refractive index n(ω), which is largely

determined by its frequency ω and can be used to accurately predict reflection,

transmission or refraction at interfaces. Although the linear-response approximation

is valid in the special case of small electric field amplitudes, it must be adapted for

high field strengths that can be easily reached with pulsed laser radiation, where

nonlinear effects contribute significantly to the light-matter interaction, modifying

the refractive index n(ω) dramatically.

The polarization þP (t) of a material depends on the incident electric field þE(t) and

is given by:

þP (t) = ǫ0χ
(1) þE(t)

︸ ︷︷ ︸

þP (1)(t)

+ ǫ0χ
(2) þE2(t)

︸ ︷︷ ︸

þP (2)(t)

+ ǫ0χ
(3) þE3(t)

︸ ︷︷ ︸

þP (3)(t)

+... . (3.3)

χ(i) are linear and nonlinear optical susceptibilities of the material and ǫ0 is the

permittivity of free space [Boy08]. Thereby, the linear optical susceptibility χ(1) is

closely related to the refractive index n(ω) =
√

1 − χ(1)(ω) and prominently used for

example in ray and wave optics [Sal91]. In contrast, as a consequence of the nonlinear

optical susceptibilities the light-matter interaction is not only frequency dependent,

but also crucially influenced by the external electric field amplitude þE(t) causing a

plethora of fascinating phenomena [Boy08] that can be used to custom tailor the

properties of light, for example second-harmonic generation, sum- and difference-

frequency mixing and parametric amplification, as well self-phase modulation, self-

focusing and four-wave mixing [Sal91, Boy08].

In this work, difference frequency generation (DFG) is employed to generate ultra-

short phase-stable THz pulses. DFG is a second order nonlinear effect, captured in
þP (2)(t). When mixing two driving fields þEDFG(t) = þE1e

−iω1t + þE2e
−iω2t + c.c., where

c.c. is the complex conjugate, the second order polarizability þP (2)(t) leads to the

generation of new frequencies:
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þP (2)(t) = ǫ0χ
(2) þE2

DFG(t)

= ǫ0χ
(2)

(

þE1e
−iω1t + þE2e

−iω2t + c.c.
)2

= ǫ0χ
(2)

(

þE1
þE∗

1 + þE2
þE∗

2 + þE1
þE1e

−2iω1t + þE2
þE2e

−2iω2t (3.4)

+ 2 þE1
þE2e

−i(ω1+ω2)t + 2 þE1
þE∗

2e−i(ω1−ω2)t + c.c.

)

.

In particular, the second harmonic 2ω1/2, the sum frequency ω1 + ω2 and difference

frequency ω1 − ω2 emerge [Boy08]. In terms of a photon energy-level diagram (Fig-

ure 3.7a), DFG can be understood as the excitation of a virtual energy level by

ω1 followed by a two-photon emission process that is stimulated by ω2 generating

radiation at frequency ω3 = ω1 − ω2 [Boy08].

To ensure efficient generation of ω3 along the full length of the nonlinear crystal, the

polarization of the nonlinear medium caused by the frequencies ω1 and ω2 and the

generated electric field at frequency ω3 need to be in phase leading to constructive

interference [Boy08]. This is achieved when the so called phase-matching condition

is met:

k(ω1) = k(ω2) + k(ω3) (3.5)

with k(ωi) = ωi n(ωi)
c

. Alternatively, phase matching can be understood as momentum

conservation in the photon picture: a photon at ω1 is annihilated, creating a photon

at ω2 and a photon at ω3. In isotropic normal dispersive media the refractive index

n(ω) increases with higher frequencies ω leading to n(ω1) being larger than n(ω2)

and n(ω3). Since ω1 = ω2 +ω3 the phase-matching condition (3.5) cannot be fulfilled

[Boy08]. Therefore, typical difference frequency generation schemes use more com-

plex nonlinear crystals featuring birefringence to achieve critical phase matching or

artificially constructed materials to allow for quasi-phase matching [Boy08].
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For the near-field experiment, we generate the THz radiation using the broadband

pulses of the thin-disk oscillator output. In the theoretical description above, the

involved frequencies ω1 and ω2 are treated as independent beams or pulses, but can

also be part of the same ultrashort laser pulse with sufficient bandwidth of several

THz. Figure 3.7b sketches the mixing process in frequency space. Two frequencies

ω1 and ω2 of the same pulse in the near infrared at a frequency of ∼ 290 THz generate

a phase-stable THz pulse at ωTHz between 0 and 5 THz. This process is called intra-

pulse DFG or optical rectification. A phase-stable pulse train features waveforms

with the same shape of the electric field in the time domain from laser shot to laser

shot. By using difference-frequency mixing in combination with only a single laser

source, any phase fluctuations in the generation light are canceled during the mixing

process resulting in the generation of phase-stable THz pulses.

Similar to before, phase matching needs to be considered. In this case not only for

two distinct frequencies but a continuous spectrum mixing with itself [Sal91]. The

phase-matching condition k(ω1) = k(ω2) + k(ωTHz) can be rewritten as the phase

mismatch ∆k = k(ω1) − k(ω2) − k(ωTHz). For the case of zero phase mismatch

∆k = 0, the phase-matching condition of Equation (3.5) is fulfilled. We can further

simplify:

∆k = k(ω1) − k(ω2) − k(ωTHz) (3.6)

= k(ω2 + ωTHz) − k(ω2) − k(ωTHz) (3.7)

using ω1 = ω2 + ωTHz. Due to the fact, that the bandwidth of the near-infrared

pulse is far smaller than its center frequency, we can assume ωTHz ≪ ω1, ω2, and

approximate

k(ω2 + ωTHz) ≈ k(ω2) + ωTHz

dk

dω

∣
∣
∣
∣
ω2

+ ... . (3.8)

Using this Taylor series expansion, we simplify the expression (3.7) to
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∆k ≈ ωTHz

dk

dω

∣
∣
∣
∣
ω2

− k(ωTHz) = ωTHz

(

1
vgroup(ω2)

−
n(ωTHz)

c

)

(3.9)

with k(ωi) = ωi n(ωi)
c

and the group velocity of the light pulse vgroup(ω2) = dω
dk

∣
∣
∣
ω2

.

Finally, using c phase

THz
(ωTHz) = c

n(ωTHz)
, the phase velocity in the material at frequency

ωTHz, we get:

∆k ≈ ωTHz

(

1
vgroup(ω2)

−
1

c phase

THz (ωTHz)

)

. (3.10)

The mixing process is most efficient when the THz phase velocity c phase

THz
(ωTHz) is equal

to the group velocity vgroup(ω2) of the near-infrared pulse. This can be qualitatively

understood as the mixing pulses propagating through the crystal as fast as the THz

phase to add more and more generated light constructively.

By modeling the mixing process starting with the nonlinear wave equation, the

expected generated radiation can be predicted by the following relation1 [Hub00]:

∣
∣
∣ẼTHz(L, ωTHz)

∣
∣
∣ =

∣
∣
∣
∣
∣

2deffω2
THz

k(ωTHz)c2

∫

dω

(

Ẽ(ω)Ẽ∗(ω − ωTHz)
ei∆k(ω,ωTHz)L − 1

∆k(ω, ωTHz)

)∣
∣
∣
∣
∣

(3.11)

describing the generated THz amplitude spectrum |ẼTHz| at the end of the genera-

tion crystal for arbitrary complex electric field amplitudes Ẽ(ω) of the generation

pulse. Here, ω is integrated over the whole near-infrared spectrum and L describes

the crystal thickness [Hub00]. The nonlinear coefficient deff is proportional to the

second-order nonlinear susceptibility χ(2), which depends on the specific crystal axis

and frequency of the radiation [Boy08]. Since we implement the DFG with a GaP

crystal, that exhibits optimal phase matching close to normal incidence, we neglect

angle dependence of deff and ∆k(ω, ωTHz) as well as the frequency-dependent Fresnel

reflection at the crystal facets.

More intuitively, the generated intensity spectrum ITHz =
∣
∣
∣ẼTHz(L, ωTHz)

∣
∣
∣

2
is consid-

ered. The fraction within the integral can be reduced to [Boy08]:

1Similar forms of the equation can be found in [Boy08] and [Gal99].
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∣
∣
∣
∣
∣

ei∆kL − 1
∆k

∣
∣
∣
∣
∣

2

= L2 sinc2

(

∆k L

2

)

(3.12)

where sinc(x) is the sinus cardinalis. Note that the frequency dependence of

∆k(ω, ωTHz) was dropped for clarity. With this simplification and by representing

|Ẽ(ω)|2 ≡ INIR, the key parameters for THz generation can be identified:

ITHz ∝ I2
NIR

d2
eff L2 sinc2

(

∆k L

2

)

. (3.13)

The generated intensity ITHz depends quadratically on the near-infrared intensity INIR

of the generation pulse, the nonlinear coefficient deff and the thickness of the non-

linear mixing crystal L [Boy08]. The phase mismatch ∆k will lead to the main

maximum for ∆k = 0 describing constructive interference of the constituent fre-

quencies along the whole length of the crystal.

In our experiment, we chose a GaP crystal due to its advantageous properties at the

output wavelength of the thin-disk oscillator of 1030 nm: it has a sufficiently large

nonlinear coefficient deff and supports a large bandwidth due to very similar group

and phase velocity of the near-infrared pulses and the THz radiation, respectively

[Neg11]. In addition, GaP crystals feature a very high damage threshold, ideally

suited to withstand high near-infrared intensities [Xu18, Mey18] and generate THz

radiation with high-average powers (compare Equation 3.13). In Figure 3.7c, the

near-infrared group velocity for a frequency of 290 THz (vgroup

NIR
) and the frequency

dependent THz phase velocity c phase

THz
(ω) are shown [Bar68]. Since there is very little

difference up to 3 THz, good phase matching is expected. For even higher frequencies

the deviation increases due to the transversal optical phonon resonance of GaP at

11 THz.

Using Equation (3.11), the generated THz spectral amplitude can be calculated for

the near-infrared pulses of the thin-disk oscillator for different crystal thicknesses

(Figure 3.7d). The result shows very broadband generation for thin crystals and

more narrowband, but more intense, spectra for longer crystal thicknesses. Ad-

ditionally, the phase matching in longer crystals results in an oscillatory behavior

in the electric field amplitude for different frequencies (top right) caused by the

secondary maxima of the sinc function.
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Figure 3.7 | THz generation using difference-frequency mixing. a, Energy
diagram for difference-frequency generation (DFG). A virtual energy level is excited
by ω1 followed by a two-photon emission process that is stimulated by ω2 generating
radiation at frequency ω3 = ω1 − ω2. b, The mixed frequencies ω1 and ω2 are not
part of separate pulses, but located at the spectral wings of a single ultrashort laser
pulse and are used to generate THz radiation by intra-pulse DFG. c, Frequency
dependent THz phase velocity c phase

THz
(ω) (red) and near-infrared group velocity vgroup

NIR

for 290 THz (dashed blue line) in GaP [Bar68]. d, Two-dimensional phase-matching
plot for GaP providing the calculated spectral amplitudes |ẼTHz| of the generated
THz radiation for different crystal thicknesses L as a function of THz frequency.
A bandwidth of 2 THz full width at half maximum (FWHM) is predicted for the
2-mm-thick crystal employed in the experiment.

To generate the THz probe pulses in the experiment, we use a 2-mm-thick GaP crys-

tal, to achieve the optimal balance between bandwidth and field strength. We focus

up to 20 W of average optical power (corresponding to a pulse energy of ∼ 0.85 µJ)

with a beam diameter of 70 µm into the crystal. The peak intensity within the focus

is 110 GW/cm2, which is high enough to drive the nonlinear mixing process, but still

low enough to avoid unstable behavior or damage of the GaP crystal. As a result,

we generate phase-stable broadband THz pulses at an average power of 100 µW that

are used as the probe in the near-field experiment.
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3.2.3. Field-resolved detection

The technique of electro-optic sampling (EOS), which is often described as an ”os-

cilloscope for light”, is employed to trace the oscillating electric field of the THz

radiation with subcycle temporal resolution and thereby reconstruct the waveform

of our THz pulses. From this information the spectral amplitude and absolute spec-

tral phase can be retrieved.

The detection mechanism of EOS relies on the Pockels effect. External electric fields

applied to an electro-optic crystal induce a birefringence depending on the electric

field strength [Boy08] and thereby, encoding the properties of the applied electric

field into the optical properties of the detection crystal. The induced birefringence

can be monitored by its influence on the polarization state of probe light passing

through the crystal. By using an ultrashort light pulse for the readout, the so called

gate pulse, that is even shorter than one oscillation period of the THz radiation, the

THz waveform can be considered a static external electric field applied to the crystal

lattice [Mit03]. Therefore, the instantaneous THz electric field is encoded into the

crystal properties and modifies the polarization of the ultrashort gate pulse.

In the experiment, THz and gate pulses are superimposed and focused into the

electro-optic crystal (GaP, I, Figure 3.8a). The instantaneous electric field of the

THz pulse induces a birefringence within the electro-optic crystal, which modifies

the linearly polarized gate light (blue) by phase retardation and polarization rota-

tion, resulting in elliptical polarized light [Mit03]. Alternatively, this process can

be understood as sum- and difference-frequency generation of gate and THz light,

resulting in frequencies close to the gate spectrum with perpendicular polarization,

effectively leading to an elliptical polarized gate pulse [Gal99]. Therefore, the THz

field strength is imprinted onto the polarization state of the gate pulse (II) and is

analyzed using a quarter-wave plate (λ/4), a Wollaston prism and a balanced pho-

todiode circuit. When no THz field is present, the quarter-wave plate is oriented

to transform the linearly polarized gate pulse into purely circular polarized light.

The Wollaston prism separates horizontal and vertical polarized radiation, leading

to the same power on both photodiodes and no signal (∆I = 0) is detected by the

balanced circuit. When the THz field is non-zero (blue arrows, Figure 3.8b), it leads

to elliptical polarization of the gate pulse after the electro-optic crystal and deviates
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3.2. Visible pump/terahertz probe nanoscopy experiment

Figure 3.8 | Experimental setup of the electro-optic sampling. a, THz and
gate pulse are overlapped spatially and focused into the GaP crystal (I). The instan-
taneous electric field of the THz pulse induces a birefringence causing a change in
the gate polarization from linear to elliptical (II). After passing a quarter waveplate
(III) the beam is split by a Wollaston prism to separate vertically and horizontally
polarized light (IV) and detected by a photodiode circuit. For no incident electric
field, the quarter wave plate is aligned so that perfectly circular polarized light is
split equally by the Wollaston prism and the balanced diodes show no signal. b, The
various polarization states after each optical component are shown. By varying the
time difference ∆t between THz and gate pulse, consecutive pulses can stroboscop-
ically sample the full waveform (right).

from circular polarization after the quarter-wave plate (III). This small imbalance

(IV) on the photodiodes ∆I is in first approximation linear to the THz electric field

and is sensitively detected down to the shot noise limit using lock-in amplification,

whereby the THz pulse train is typically modulated by an optical chopper or in

the near-field experiment by the oscillation of the near-field tip. To reconstruct

the THz waveform, the delay time between THz and gate pulse is scanned in order

to stroboscopically sample the whole transient (Figure 3.8b, right). Thereby, the

phase-stability of the THz pulses is essential, since each interaction of THz and gate

pulse only captures a single point of the time-dependent THz electric field. As a

result, the THz waveform is resolved with a time resolution only limited by the gate

pulse duration of 200 fs.
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3 Field-resolved ultrafast terahertz nanoscopy

However, while this is true in theory, real crystals in the experiment exhibit frequency

dependent detection sensitivity due to the following effects.

High-pass filtering due to focusing

In the experiment, THz and gate beam are overlapped using an off-axis parabolic

mirror focusing the THz radiation tightly (focal length: 25 mm), while the gate

pulses are passing through the hole perpendicular to its optical axis (Figure 3.9a,

inset). Considering THz frequencies at 1 and 2 THz, the drastically different wave-

lengths (150 and 300 µm) in combination with diffraction lead to large differences

in their respective focal spot sizes (Figure 3.9a). Lower frequencies or longer wave-

lengths (red) lead to weaker focusing and therefore less confined, less intense electric

fields that are detected by the gate pulse (blue). To estimate the difference in de-

tection sensitivity depending on the THz frequency, which is caused by the imaging

optics in the experiment, we integrate the field strength of the THz radiation within

the interaction volume with the gate beam, which is set by the gate beam diameter

and the crystal length of 4 mm. We assume equal field strengths and collimated
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Figure 3.9 | Geometrical detector correction due to focusing. a, Spatially
overlapping THz (red) and gate (blue) pulse using a parabolic mirror with a through
hole. The beam sizes of focused radiation at 1 and 2 THz (red, black) and the colli-
mated gate pulse (blue) are plotted along the optical axis. b, Normalized response
function calculated using the spatial overlap of gate pulse and different THz fre-
quencies in a 4-mm-long crystal.

46



3.2. Visible pump/terahertz probe nanoscopy experiment

beam diameters of 12.5 mm FWHM for all THz frequencies before the parabolic

mirror, similar to the experimental geometry, and employ Gaussian beam propaga-

tion to compute the focusing. A constant beam size of 100 µm is set for the gate

beam within the crystal, reflecting the weak focusing in the experiment. As a re-

sult, we find an increased detection sensitivity for higher THz frequencies leading

to a high-pass filtering of the detected spectrum (Figure 3.9b), that is also observed

experimentally.

Detection crystal response

Similar to the generation process, sensitive and efficient detection is only achieved,

when THz and gate pulse co-propagate and the nonlinear detection mechanism stays

in phase along the crystal length. Therefore, phase matching between both pulses

and dispersion effects, that lead to stretching and deformation of the THz pulse in

the time domain, have to be accounted for [Küb04, Kam07].

The resulting detector response function for amplitude and phase is shown in Fig-

ure 3.10a. In the experiment, we use a 3-mm and a 4-mm-thick GaP crystal. The

thinner one to resolve the full spectrum of our generated THz radiation, since the

detection is more broadband for shorter crystals. The longer one is employed to

be extremely sensitive for the minuscule emission signals in the experiment trad-

ing bandwidth for signal strength. Both show a detection bandwidth larger than

3 THz (top), whereby the 3-mm-thick crystal features a slightly more broadband

phase matching (dashed lines). Similar to the generation process, we see an addi-

tional contribution to the detected spectral phase for frequencies higher than 2 THz

(bottom), due to mismatched phase and group velocity of the THz and gate pulse,

respectively.

We combine the geometrical high-pass filtering and the detector crystal effects to one

complete detector transfer function, which is shown in Figure 3.10b describing the

frequency sensitivity and phase shift due to the detection process for the 3-mm-thick

(4-mm-thick) detector crystal. The detection scheme is sensitive to frequencies from

0.1 to 3.5 THz (3.2 THz), with an increasing added phase for higher frequencies. For

even higher frequencies, we observe oscillatory behavior of amplitude and phase due

to the phase mismatch.
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Figure 3.10 | Detector response of the electro-optic detection crystal.
a, Amplitude and phase response function calculated for a GaP crystal with a
thickness of 3 mm and 4 mm. b, Full detector response combining the geometri-
cal high-pass filtering and the crystal frequency response for the GaP crystals.

Corrected THz waveform

Having understood the generation and detection process, we can finally show the

real THz waveform used in our experiments, generated by intra-pulse DFG in a

2-mm-thick GaP crystal. In Figure 3.11a the field-resolved THz pulse detected with

a 3-mm-thick GaP crystal is shown (red). The transient consists of an asymmetric

single cycle, followed by a few small oscillations. The gray curve shows the corrected

waveform, which is calculated by dividing the recorded spectrum by the detector

transfer function. In addition, frequencies below 0.15 THz and higher than 3.1 THz

are filtered to avoid divergences. The corrected transient mainly differs in the first

negative half cycle and shows reduced trailing oscillations. Considering the spectral

amplitude and phase in Figure 3.11b and c, we see generated THz frequencies from

0.2 to almost 3 THz and only a slight increase in spectral phase for higher frequencies

(Figure 3.11c, red). The detector correction mainly impacts the spectral phase

leading to an almost flat phase along the whole spectrum (gray). Compared to

the predicted electric fields in Figure 3.7d, we find a reduced bandwidth of 1.6 THz

full width at half maximum and a shift towards lower frequencies, which could be

caused by the hole in the parabolic, used for superimposing THz and gate pulses,

influencing higher frequencies more strongly and leading to an additional low-pass

filtering in the detection.
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Figure 3.11 | Generated THz probe pulse for the near-field experiment.
a, Field-resolved THz waveform as detected with EOS (red). By accounting for the
detector response function the actual generated waveform is reconstructed (gray).
b, Detected (red) and corrected (gray) THz spectral amplitude. c, Detected (red)
and corrected (gray) spectral phase. The dashed line represent the corrected spec-
trum (b) as reference.

In this chapter, we discussed the experimental foundations and the theoretical back-

ground of near-field microscopy, to precisely understand the light-matter interaction

in the vicinity of the sharp metallic tip. Furthermore, a novel experimental setup

has been introduced providing high repetition rate and high average power phase-

stable THz probe pulses in combination with field-resolved detection of the scattered

near fields. In the next chapters, we use these ideal prerequisites to investigate the

interlayer dynamics of TMDC heterostructures on nanometer length- and ultrafast

timescales.
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Chapter 4

THz time-domain spectroscopy and THz

emission nanoscopy of transition metal

dichalcogenide heterostructures

4.1. Sample fabrication and characterization

The TMDC heterostructures are produced using an all-dry viscoelastic stamping

method [CG14]. First, monolayers of sufficient size have to be exfoliated, which will

be combined to the heterostructure afterwards. For different materials, the steps are

modified empirically to achieve better quality or larger samples, but the key steps

are listed in the following:

So called Nitto tape, featuring a very low adhesive force, is brought into contact

with the mm-sized bulk single crystal (see Figure 4.1, I) to peel off thin flakes of

the material. The flakes can be additionally thinned down and cleaned of debris

by repeatedly pushing a second piece of Nitto tape onto the surface and peeling

it off. The sufficiently thinned down crystal is pushed onto a viscoelastic poly-

dimethyl-siloxane (PDMS) film on a microscope slide (II). By gently lifting the tape,

monolayer flakes can remain on the PDMS. Using an optical microscope, these are

identified and pre-characterized. A typical area (II, bottom) contains remaining

bulk material, but also shows few-layer, bilayer (BL) and monolayer (ML) regions
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4 THz-TD spectroscopy and THz emission nanoscopy of TMDC heterostructures

Figure 4.1 | Fabrication of the heterostructures. Thin flakes of the material
are exfoliated with Nitto tape from a bulk single crystal (I, orange) and placed on a
viscoelastic poly-dimethyl-siloxane (PDMS) film (II). After gently lifting the tape,
single monolayers of the TMDC are left on the PDMS and are pre-characterized
using an optical microscope. Thereby, monolayer (ML), bilayer (BL) and bulk re-
gions can be distinguished by the optical contrast. Afterwards, the monolayer is
stamped onto a silicon wafer covered by a 300-nm-thick thermal oxide layer using a
3D micro-positioning stage (III). By repeating the procedure single monolayers can
be stacked to form a heterostructure.

with high optical contrast due to thin-film interference. This step is repeated until

a monolayer with the intended size and quality is exfoliated. In the last step (III),

the PDMS with the monolayer is aligned above the desired substrate, in our case a

silicon substrate covered by a 300-nm-thick thermal oxide layer (SiO2) and stamped

onto the surface using a three-dimensional micro-positioning stage. Repeating this

process, carefully aligning subsequent monolayers to the already transferred one with

the micro-positioning stage, a heterostructure is produced.

The fabrication of a WSe2 on WS2 (WSe2/WS2) heterostructure is shown in Fig-

ure 4.2. Thereby, the notation will always list the layers from top to bottom, here a

WSe2 monolayer on top of a WS2 monolayer. We start out with a WS2 monolayer

(optical microscopy image in Figure 4.1, II) and a WSe2 monolayer (Figure 4.2a).

The WSe2 monolayer (orange) has an adjacent bilayer (blue) and bulk residues in
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4.1. Sample fabrication and characterization

Figure 4.2 | Optical characterization of the WSe2 and WS2 monolayers,
and the WSe2/WS2 heterostructure. a, Optical microscope image of exfoliated
monolayer of WSe2 on a PDMS film. WSe2 monolayer (ML, orange) and bilayer (BL,
blue) as well as bulk regions can be easily distinguished in the optical image due to
thin-film interference. b, Optical image of the WS2 flake from Figure 4.1 stamped
onto the substrate (SiO2). The gold markers are spaced by 50 µm and facilitate the
positioning during measurements. c, The heterostructure produced from the WS2

monolayer (b) and the WSe2 monolayer (from a indicated by the dashed black line)
is shown. Well contacted heterostructure regions are visible (white framed areas,
HS), featuring the typical flat areas with darker color and inclusions due to clustered
particles between the layers.

its vicinity (top right and bottom). Even the difference between mono- and bilayer

is clearly visible, allowing for easy identification of monolayer regions in the optical

image. The WS2 monolayer is stamped onto the SiO2 (Figure 4.2b) showing a large

homogeneous area on the left and smaller regions on the right. After stamping the

WSe2 on top (Figure 4.2c, dashed outline), we obtain a large heterostructure area

(white frame), featuring regions slightly darker than the monolayer including small

bumps due to particles in between the layers. These emerge in the annealing pro-

cess, where the sample is heated to 150 ◦C in high vacuum for two hours, to remove

residue of the transfer procedure on the surface. Additionally, the contact between

the layers is increased due to the fact that particles between the layers cluster to-

gether, forming small inclusions surrounded by flat and well contacted monolayers

[Hon14, Yu15]. This fabrication process allows for easy production of heterostruc-

tures with tens or even hundreds of micrometers in size [Mer19]. While these large

area samples are practical to perform optical measurements employing visible, near-

infrared or even mid-infrared radiation, conventional THz time-domain spectroscopy

requires yet larger samples and inevitably averages over large areas of the TMDC
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4 THz-TD spectroscopy and THz emission nanoscopy of TMDC heterostructures

heterostructure. Therefore, THz nanoscopy is crucial to investigate these materials

in the THz spectral range. In the following, the local conductivity of representative

TMDC heterostructures will be investigated.

Performing THz time-domain spectroscopy on the sample allows us to obtain its

frequency dependent polarization response to light and provides access to the local

conductivity of the heterostructure. We focus THz probe pulses onto the tip-sample

system, depicted in Figure 4.3a. The electromagnetic interaction with the tip and

sample leads to a scattered THz waveform encoding the local electronic and optical

properties. An optical microscope image of the investigated area on another het-

erostructure is shown in Figure 4.3b. We investigate the transition from the WS2

monolayer region (black frame, left) to the WSe2/WS2 heterostructure (black frame,

Figure 4.3 | Steady-state THz nanoscopy of a WSe2/WS2 heterostructure.
a, Schematic of the experiment. A THz pulse is focused onto the tip-sample sys-
tem. After the interaction, the modified THz waveform is recorded by field-resolved
detection. The black arrow indicates the peak electric field that is mapped in d.
b, Optical image of the investigated area. The black frame indicates the region
imaged in c and d. c, Atomic-force microscopy (AFM) map of a region contain-
ing a monolayer (left) and the heterostructure (right) separated by a step on the
order of 1 nm (dashed line). To visualize the small step compared to the height
of the inclusions of ∼ 10 − 100 nm, the color scale is oversaturated. d, Map of the
scattered peak electric field Ê3 (arrow in a) on the same area, showing no visible
difference between monolayer and heterostructure region. The inclusions and folds
are prominent features with a strongly reduced signal.
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4.1. Sample fabrication and characterization

right). During the near-field measurement, the height profile and scattered near-

field signal are obtained simultaneously. In Figure 4.3c, the nanoscale topography of

the sample is displayed. The monolayer (left) consists of a mostly flat area featuring

the typical single nm-scale surface roughness and only few larger inclusions, most

likely caused by particles on the substrate before stamping. The heterostructure

(right) shows flat areas separated by more topographic irregularities like inclusions

and folds (∼ 10 − 100 nm in height) originating from particles on the substrate and

PDMS residue on the WS2 monolayer stemming from the stamping process. The

step edge between monolayer and heterostructure is visible in the center (dashed

line). Note that in order to visualize the 1-nm-high step edge, the colorscale is over-

saturated. To investigate the scattered near-field signal, the peak electric field Ê3

(black arrow in Figure 4.3a) of the third-harmonic of the tip oscillation frequency

is plotted in a two-dimensional false-color map as a function of the position on the

sample. The notation Êi refers always to the peak electric field of the full wave-

form Ei. Clear correlations between the topography and the scattered electric field

are observed. The folds and inclusions exhibit only weak scattering signals, while

flat regions of the heterostructure and the monolayer show a much stronger scatter-

ing response. The monolayer and heterostructure cannot be distinguished by their

scattering efficiency indicating a very similar conductivity for our probe spectrum.

In contrast, some heterostructures show a drastically different behavior. The WSe2/

MoSe2 heterostructure depicted in Figure 4.4a was fabricated in the same way, dis-

playing a large overlap area in the center. When performing the near-field experi-

ment in the region marked by the white frame, we find the typical surface structure

in the AFM scan (Figure 4.4b). Four areas can be identified: the substrate on the top

(SiO2), the monolayer regions left (WSe2) and right (MoSe2) and the heterostruc-

ture on the bottom (HS). There seem to be more topographic irregularities on the

monolayers and the heterostructure compared to the other sample (Figure 4.3b),

most likely originating from a less fortunate transfer process. Most importantly,

when looking at the peak electric field Ê2 of the second order scattered near-field

signal (Figure 4.4c), we observe a clear contrast between the heterostructure and

monolayer or substrate regions. The scan shows a higher overall scattered signal on

the heterostructure, while the monolayers and substrate exhibit only minute differ-

55



4 THz-TD spectroscopy and THz emission nanoscopy of TMDC heterostructures

0 40

Height (nm)

2 µm
a b c

MoSe2

WSe2 SiO2

HS

64 0.3 1.0

Ê2 (norm.)

2 µm

Figure 4.4 | Steady-state THz nanoscopy of a WSe2/MoSe2 heterostruc-
ture. a, Optical microscopy image of a WSe2/MoSe2 heterostructure. The orange
and green lines mark the constituent monolayers. The white square shows the scan
area for the AFM and near-field measurements. b, AFM false-color plot of an area
featuring substrate (SiO2), WSe2 (orange) and MoSe2 (green) monolayer as well
as WSe2/MoSe2 heterostructure (HS). c, THz nanoscopy map showing the peak
electric field Ê2 of the second demodulation order of the same region featuring a
clear contrast between substrate or monolayers and the heterostructure most likely
caused by doping during the fabrication procedure. The heterostructure features
darker and brighter regions. Note that the signal on the uppermost horizontal lines
of the scan increases suddenly most likely caused by the tip deforming on a surface
impurity. Since the scan is recorded in horizontal lines from top to bottom, it has
no effect on the data recorded on the heterostructure.

ences. This shows a completely different behavior compared to the heterostructure

before, where not even the third demodulation order Ê3, which is more surface sensi-

tive, could resolve any difference between monolayer and heterostructure areas. We

attribute the high scattering signal of the heterostructure to local doping increasing

the optical conductivity. The doping is most likely induced during the annealing

process [Bau13, McD14] at the end of the fabrication procedure. While similar ef-

fects could originate from an already doped bulk crystal, this can be excluded since

we observe no increased signal on the isolated monolayers. In addition, significant

differences of the local conductivity are observed within the heterostructure, showing

especially high doping at the folds within the investigated area. Therefore, our new

experiment allows us to identify local changes in the dielectric function on nanoscale

areas, six orders of magnitude smaller than diffraction limited THz spot sizes.
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Figure 4.5 | THz time domain spectroscopy of the WSe2 and MoSe2 mono-
layers and the WSe2/MoSe2 heterostructure. a, Field-resolved near-field THz
waveform (E1, E2, E3) taken on the monolayer and heterostructure areas for first,
second and third demodulation order. The electric field strength is normalized to
the peak electric field amplitude recorded on the substrate. The inset indicates the
reduction of the probing volume (cyan) for higher demodulation orders, increasing
in surface sensitivity and leading to larger relative contributions of the atomically
thin layers to the signal compared to the substrate (purple). b, The differential
spectra, which are obtained by dividing the recorded spectra Ẽ1, Ẽ2, Ẽ3 by the spec-
tral response of the substrate (Ẽsubs

i ), are shown. The frequency window is chosen
to avoid low signal-to-noise ratios at the edges of our detection bandwidth. Higher
demodulation orders show stronger differences due to increased near-field confine-
ment and surface sensitivity.

Until now, mainly the peak electric field was investigated, which is a measure of

the local conductivity and directly reflects the spectrally integrated response of the

sample if the system exhibits no clear resonance within the probe spectrum [Ste17b].

To understand the origin of the observed contrast, we investigate the frequency de-

pendent light-matter interaction. By recording full THz waveforms and using the

Fourier transform, we obtain the spectral response of the system. To this end, we

record full traces on the substrate, the WSe2 and MoSe2 monolayers and on differ-

ent areas of the heterostructure (dark/bright). As a result, we can plot the THz
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transients for the first, second and third harmonic of the tip oscillation frequency

(Figure 4.5a, E1, E2, E3). For all orders, we observe a THz waveform followed by

a reflection at 2 ps and 4 ps. From first to third demodulation order, the difference

of the detected electric field strength between the monolayers and heterostructure

increases, while mostly preserving the shape of the waveform. To remove the ef-

fect of the probe spectrum and the tip-sample interaction, we normalize the mea-

sured spectra using the signal recorded on the SiO2 substrate (Ẽsubs
i ) accessing in

a first approximation the pure frequency dependent sample response. The result-

ing spectra (Figure 4.5b) show a broadband response, hosting no sharp features,

which is expected since increased doping should manifest in an overall broadband

increase in reflectivity and hence, scattering signal. Generally, lower frequencies are

more enhanced on the heterostructure compared to higher frequencies. With higher

demodulation order, we also find an increase of the differences in the normalized

spectra between the monolayers and the heterostructure. This is explained by the

stronger field confinement and increased surface sensitivity of higher demodulation

orders (Figure 4.5a, inset) [Eis14, Gov14, Moo20] resulting in a larger contribution

of the atomically thin sample compared to the SiO2 substrate to the overall scattered

radiation.

It has to be pointed out that the fabricated samples rarely showed similar doping ef-

fects and typically feature a uniform scattering response. In summary, steady-state

measurements are a key tool to pre-characterize the samples and avoid irregular dop-

ing effects influencing the dielectric function or carrier dynamics. In this section, the

sample fabrication, pre-characterization and steady-state behavior was introduced.

In particular, THz nanoscopy allows us to investigate these typically rather small

samples in the first place and even resolves nanoscale inhomogeneities providing a

valuable tool to investigate the native properties and behavior of heterostructures in

a non-averaged manner. In the following, we take the experiment a step further, not

only accessing the steady-state properties, but focus on the interlayer charge trans-

fer, and investigate the electron-hole pair tunneling dynamics using THz emission

nanoscopy.
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4.2. Characteristic fingerprint of the interlayer

tunneling

To directly access the out-of-plane interlayer charge transfer in the WSe2/WS2 het-

erostructure focusing on the motion of the carriers between the layers, we employ

laser THz emission nanoscopy (Figure 4.6a), also called LTEN [Kla17, Yao19, Piz20].

When photoexciting electron-hole pairs in a heterostructure with type-II band align-

ment (Figure 4.6b), electrons and holes favor to reside in different layers. Therefore,

negative charges in the WSe2 and positive charges in the WS2 tunnel into their ad-

jacent layer shortly after photoexcitation (Figure 4.6b, right), leading to a current

pointing towards the WSe2 monolayer. The ultrafast time-dependent out-of-plane

current leads to a time-dependent dipole moment causing the emission of an elec-

tromagnetic wave [Ma19]. Using a sharp metallic tip (Figure 4.6a), we can directly

couple to the out-of-plane dipole moment and facilitate the emission into the far

field. By employing field-resolved detection, we record the emission transient (red

waveform) and gain insight into the charge transfer process with nanoscale precision.

Figure 4.6 | THz emission nanoscopy. a, A schematic of the emission experi-
ment is shown. The near-field probe is approached to the sample and electron-hole
pairs are photoexcited by the pump pulse (green). The time-dependent interlayer
tunneling current leads to a time-dependent dipole moment. Using a sharp metallic
tip, we can directly couple to the out-of-plane dipole moment facilitating the emis-
sion process and allowing for field-resolved detection of the emitted waveform with
nanoscale resolution. b, Type-II band alignment of the WSe2/WS2 heterostruc-
ture. After photoexcitation (green pulse, left), electrons energetically favor WS2,
and holes the WSe2 layer, and tunnel accordingly. The ultrafast time-dependent
out-of-plane current leads to the emission of an electromagnetic wave.
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4.2.1. Recording THz emission waveforms

In the experiment, we replace the THz probe pulse by an ultrashort pump pulse

with a pulse duration of 140 fs and a center wavelength of 515 nm, which is enough

photon energy to overcome the bandgap in WSe2 (bandgap: ∼ 730 nm, ∼ 1.7 eV)

and WS2 (bandgap: ∼ 590 − 620 nm, ∼ 2.0 − 2.1 eV) [Low17]. Due to the type-II

band alignment, an interlayer current emerges pointing towards the WSe2 monolayer

(Figure 4.6a). The time-dependent out-of-plane current leads to a dipole moment

that couples to the near-field probe and emits into the far field, where we use EOS

employing a 4-mm-thick GaP crystal to record the emitted waveform. To put the

magnitude of the signal into perspective, one should consider that the emitted wave-

form is generated in a volume that is given by the height of the heterostructure of

roughly 1 nm and the spatial resolution of our tip, which is typically similar to its

radius of curvature of 40 nm. The probing volume of 40 nm×40 nm×1 nm is there-

fore 12 orders of magnitude smaller than what the diffraction limit allows for THz

frequencies. Hence, excellent sensitivity is required to resolve the emitted radiation.

Nevertheless, we record a clear single cycle emission waveform (Figure 4.7, blue) on

a WSe2/WS2 heterostructure. The symbols show the measured data, and the line

represents a running average over 3 data points. The polarity of the detected wave-

form is referenced to the emission peak field of an indium arsenide (InAs) sample,

where highly mobile electrons diffuse into the bulk material faster than the holes,

leading to an effective net current towards the surface, the so called photo-Dember

effect [Joh02, Kla17, Ma19]. Due to the bulk nature of this effect, InAs is an ideal

reference sample providing at least one order of magnitude larger signals compared

to the atomically thin TMDC samples. On the WSe2/WS2 heterostructure, we find

the same field polarity, thus the same direction of the current from WS2 to WSe2,

exactly what the type-II band alignment predicts. No emission is found on the sub-

strate (gray) or monolayers. To corroborate that the emission signal is exclusively

caused by the interlayer charge transfer, the emission experiment is performed on a

heterostructure fabricated with an inverted stacking order. We observe the emission

with negative peak field polarity (red) featuring the same shape and spectral ampli-

tude (inset). The inverted field polarity originates from an inverse current direction

and unambiguously verifies the interlayer charge transfer as the origin of the emitted

waveforms.
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Furthermore, we can estimate the number of charge carriers that are involved in the

emission process. Due to the high spatial resolution, only the peak pump fluence

in the center of the photoexcitation spot is probed, which in our case is 30 µJ/cm2.

Even though the typical absorption of the monolayers on SiO2 is ∼ 6 − 7 % [Li14],

thin-film interference with the 300-nm-thick SiO2 layer can increase this value up

to ∼ 30 % [Ans18]. Therefore, we find an upper limit of the photo-induced charge

carrier density of 2.3 × 1013 cm−2 in the monolayers. Due to the spatial resolution

given by the tip radius of 40 nm and a carrier tunneling efficiency of 70 % [Ma19],

we estimate that fewer than 1000 carriers per monolayer moving less than 1 nm lead

to the detected emission waveform.

In order to verify the nanoscale origin of the THz emission experimentally, we go

back to the region investigated in Figure 4.3. We raster scan over the monolayer-

heterostructure step marked by the orange frame (Figure 4.8a), while recording

the peak electric field Ê1 of the emission transient modulated at the tip oscilla-

tion frequency. The step edge in the center of the AFM image can be identified

(Figure 4.8b). More importantly, strong contrast is observed in the emission signal

(Figure 4.8c). No emitted field is expected or measured on the monolayer (left),

while a uniform emission signal is detected on the heterostructure (right). A slight
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4 THz-TD spectroscopy and THz emission nanoscopy of TMDC heterostructures

Figure 4.8 | Nanoscale origin of the THz emission. a, AFM overview scan
of the region from Figure 4.3. b, Magnified AFM map of the step edge between
monolayer (left) and heterostructure (right). c, Spatially resolved peak electric
field Ê1 of the emission waveform showing a clear contrast between monolayer and
heterostructure.

shift to the right is observed for the near-field emission signal compared to the step

edge (dashed lines), which is attributed to the long integration time in combination

with the scan direction from left to right leading to a delayed rise of the signal. Addi-

tionally, we cannot exclude artifacts at the edges of the top monolayers changing its

physical integrity and the quality of the contact between the layers, hence blurring

the theoretically expected step-like emission signal. We also observe a clear reduc-

tion of the signal at the inclusion on the top right corner, verifying the assumption

that particles between the layers reduce the interlayer tunneling.

In summary, we are now able to record the characteristic fingerprint of the inter-

layer tunneling process in atomically thin heterostructures with subcycle temporal

resolution and spatial precision orders of magnitude below the diffraction limit.

4.2.2. Modeling the interlayer tunneling

To deepen our understanding of the tunneling process, we model the interlayer

current and emission waveform in a quantitative manner. While the experimental

parameters like pump pulse and detector response are clear, the exact effect of the

tip-sample interaction on the detected waveform is unknown. As summarized in
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4.2. Characteristic fingerprint of the interlayer tunneling

Section 3.1., the exact description of the tip-sample interaction is non-trivial and

depends on the probe geometry influencing coupling strength and field confinement.

Especially in the THz regime the realistic experimental setup needs to be included

as detailed as possible, since the tip and cantilever dimensions are similar to the

wavelength (∼ 100 µm), which significantly influences the light-matter interaction.

Therefore, we model the emission process fully numerically [Moo21] to obtain the

influence of the near-field probe, before extracting the interlayer current.

Simulation of the tip-sample interaction

In the experiment (Section 3.2.), the near-field tip is mounted to the probe holder on

the AFM head (Figure 4.9a, red circle). When the microscope is approached to the

sample surface, only the near-field probe, consisting of a ceramic chip, cantilever and

tip, is close to the sample. Scanning electron microscopy images of the commercial

near-field probes are shown in Figure 4.9b. The tip and cantilever are made of solid

platinum iridium. While we find only slight differences in tip length for different

probes, the tip shape features more variations (inset).

To simulate the emission process, a commercial finite element method (FEM) soft-

ware (COMSOL Multiphysics) is used, allowing us to numerically solve Maxwell’s

equations for arbitrary geometries. A spherical simulation volume with a diameter

of 1.2 mm was chosen to accommodate the long wavelengths in the THz spectral

range. In addition to these macroscopic dimensions, the resolution needs to be fine

enough to accurately capture the nanoscale confinement of the electric field at the tip

apex, which renders these realistic simulations of THz nanoscopy computationally

demanding. In contrast to the mid-infrared spectral range, where the tip is often

reduced to a simple sphere representing the apex, we need to include the tip shaft

and cantilever to capture possible antenna resonances that can strongly influence

the interaction. Despite the challenge of including a large simulation volume while

maintaining nanoscale resolution at the tip apex, we implement the full near-field

probe geometry with a fine mesh with up to one million individual elements. Using

scanning electron microscopy (Figure 4.9b), realistic tip, shaft and cantilever dimen-

sions of representative probes are extracted, which are similar to the specifications

of the supplier (25PtIr200B-H40 by Rocky Mountain Nanotechnology LLC, radius
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4 THz-TD spectroscopy and THz emission nanoscopy of TMDC heterostructures

Figure 4.9 | Finite element method (FEM) simulation geometry to model
the near-field interaction. a, Schematic of the near-field microscope layout con-
sisting of an AFM-head (top) and the sample positioning table (bottom). The AFM
probes are glued to the chip holder on the AFM head (red circle). b, Scanning elec-
tron microscopy (SEM) images of the AFM probes. A mm-scale ceramic chip (top
left) holds the tip in place, allowing for quick tip replacements and ease to use. The
probe is made of solid platin iridium forming a cantilever and tip at the end. The
cantilever length and exact tip shape may vary (see inset). c, Geometry of the tip in
the FEM simulations. The complicated interface of the cantilever and the ceramic
chip is simplified to a cantilever with an effective length of 325 µm. The tip is mod-
eled by a 80 µm-long tip shaft and the sample is reduced to a silicon-air interface.
The emitting point-dipole is placed below the tip 1 nm above the substrate (red
circle). Top inset: The emitted radiation is collected in a quarter of the full solid
angle represented by the blue dome in front of the tip.
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4.2. Characteristic fingerprint of the interlayer tunneling

of curvature < 40 nm). In particular, the tip is modeled with a conical shaft with

a length of ∼ 80 µm (Figure 4.9c) and a radius of curvature of 40 nm at the apex.

To simplify the complex geometry at the end of the cantilever, where it is mounted

to the support chip, we employ an effective cantilever length of 325 µm. The dielec-

tric function of the metallic tip and cantilever is implemented by a Drude model

using the parameters for platinum [Rak98]. The lower half space of the simulation

is set to the dielectric constant of a silicon substrate (ǫSi
1 = 11.7, [Zha12]), where

we neglect the influence of the thin SiO2 cover layer and the heterostructure. The

upper half space is air with ǫair
1 = 1. Perfectly matched layers surround the simu-

lation volume on all sides and dampen the outgoing radiation. Thereby, reflections

from the boundaries, which typically lead to artifacts in the simulation results, are

avoided. The tip-sample distance describing the separation of the lowest point of

the tip apex and the surface is set to 5 nm. We implement the emission due to the

interlayer tunneling by a point-dipole placed 1 nm above the surface at the center of

the simulation volume (Figure 4.9c, inset bottom). The field distribution in the sim-

ulation volume is calculated for frequencies up to 3 THz in steps of 0.1 THz emitted

by the point dipole.

As a result, the complex-valued field distribution of each frequency within the sim-

ulation volume is obtained. We superimpose the calculated frequency-domain field

amplitude according to the spectral weight set by the ultrafast temporal evolution

of the interlayer tunneling1 and additionally account for the detector response of the

EOS (see Section 3.2.3.). In the end, a time-domain movie of the emission process is

computed by systematically evolving the phase of the complex-valued electric field

for each frequency component (Figure 4.10).

For the bare emission process (Figure 4.10a), we observe a clear symmetric wavefront

emitting from the point-dipole after 1 ps. Negligible emission in the out-of-plane di-

rection like expected from a vertically oriented dipole emitter is found. Nevertheless,

strong electric fields along the dipole axis are observed in the near-field and exploited

in the experiment, using the near-field tip to locally enhance the vertical electrical

fields. The tip-assisted emission in Figure 4.10b shows a similar wavefront, how-

ever, the presence of the tip increases the field strength and out-coupling of the

1The tunneling time is determined in the last part of this section (Figure 4.13).
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4 THz-TD spectroscopy and THz emission nanoscopy of TMDC heterostructures

Figure 4.10 | Snapshots of the bare and tip-assisted THz emission.
a and b, Snapshots of the THz emitted by the point dipole after 1 ps. The field
distributions obtained by the FEM simulation are superimposed and weighted by
the emission spectrum obtained from the theoretical prediction. c, Image series of
the tip assisted emission capturing the strongly modified field distribution. Addi-
tionally, a second emission wavefront can be seen after 3.5 ps (black arrow bottom)
that is also observed in the experiment originating from the electromagnetic wave
coupling to the tip and cantilever. The mode travels along the cantilever (white
arrow), gets reflected at the end and is reemitted at the tip apex.

dipole by more than a factor of 5000. This drastic enhancement is crucial for the

experiment, since without it, detection of the THz emission originating from the

interlayer tunneling within the nanoscale probing volume would be virtually impos-

sible. In addition, we observe a strong coupling of the electric field to the tip shaft

and cantilever leading to a very asymmetric field distribution and a slightly delayed

wavefront in the tip-assisted case. Interestingly, a second emission wavefront oc-

curs at later times. When following the time evolution after 1 ps and focusing on

the right part of the simulation, a wavefront is moving along the cantilever (Fig-
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4.2. Characteristic fingerprint of the interlayer tunneling

ure 4.10c, white arrow). It is reflected at the end of the cantilever and travels towards

the tip shaft (t = 2.5 ps). When reaching the tip apex it gets reemitted leading to

an echo of the original emission at t = 3.5 ps. We directly identify the echo due

to the propagation along the tip shaft and cantilever as the reflection observed in

the emission waveform in Figure 4.7, which is very prominent in the top waveform

and also ∼ 2.6 ps delayed relative to the first emission peak. By avoiding significant

approximations in modeling the realistic geometry in the experiment numerically,

this reflection is captured in the simulation and provides detailed understanding of

the experimentally observed signatures.

The radiated far fields are calculated by employing the Stratton-Chu formalism

[Str39] for the volume surrounding the dipole emitter (implemented in COMSOL

Multiphysics as far-field domain option). As a result, the electric far fields Efar
z can

be integrated over the outer spherical surface of the simulation volume. Thereby, we

mimic the geometry of the parabolic mirror in the experiment by including only the

radiation integrated over a spherical segment that corresponds to a quarter of the

full solid angle and does not contain the cantilever or the sample (see blue region in

Figure 4.9c, inset, top right). In addition, only vertically polarized electric fields are

analyzed, since the EOS detection scheme is sensitive to vertical polarization only.

By comparing the emitted far fields in the presence of the tip E(far,tip)
z with the ones

emitted by the bare dipole E(far,bare)
z , the entire tip scattering response is captured

in a complex-valued transfer function Ωtransfer = E(far,tip)
z /E(far,bare)

z (Figure 4.11,

red). The spectral amplitude follows a 1/f trend (Figure 4.11a, gray), which was

observed before [Wan04]. However, it features additional structure, specifically, pe-

riodic minima of the amplitude caused by the reflection after t = 3.5 ps. The phase

of Ωtransfer (Figure 4.11b) shows slight oscillations and an overall linear slope, which

corresponds to a delay of the emitted radiation when interacting with the tip com-

pared to the bare emitter case.

Complementarily, we also perform a reference experiment to verify the theoreti-

cal transfer function. To this end, we detect the THz waveform emitted from a

photoexcited InAs surface caused by the photo-Dember effect with and without a

scanning probe tip, while maintaining all other experimental parameters, especially
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4 THz-TD spectroscopy and THz emission nanoscopy of TMDC heterostructures

the total beam path and focus of the pump beam. The resulting complex transfer

function is shown in blue in Figure 4.11. We find good agreement in the shape of the

spectral amplitude of the transfer function even matching the periodic local minima

(Figure 4.11a, blue). The slight variations in periodicity are most likely caused by

varying cantilever lengths in the experiment or the simplification in the simulation,

where the cantilever is mounted to the ceramic chip. For low and high frequen-

cies stronger deviations between experiment and simulation are observed, which are

caused by our limited detection bandwidth. The phase of the transfer function (Fig-

ure 4.11b, blue) is similar to the simulation, but had to be modified by a linear slope,

corresponding to an additional delay between tip-assisted and bare emission. This

shift in time was already observed before [Kla17] and is caused most likely by the fi-

nite size of the pump spot and the bulk character of the photo-Dember effect, which

is only confined to the surface in the tip-assisted case, leading to different centers

of emission with and without the tip, thus a significant difference in beam path. In
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Figure 4.11 | Tip-sample interaction transfer function. a, The spectral am-
plitude of the transfer functions of the FEM simulation (red line) and the reference
experiment on InAs (blue line) are shown. Both follow a 1/f -behavior (gray line),
but exhibit additional structure due to the echo in the simulation and the measure-
ment. Since the probing volume of near and far field differ and the shape of the
transfer function is more important than its absolute value, the transfer function
recorded on InAs is scaled vertically. b, Spectral phase of the transfer functions
showing good agreement for the main part and increasing deviations at the edges of
the experimental detector bandwidth.
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4.2. Characteristic fingerprint of the interlayer tunneling

contrast, the emitting dipole is fixed at the surface for both cases in the simulation.

Deviations between simulation and experiment are noticeable above 2.5 THz due to

the reduced signal-to-noise ratio at the higher edge of our detector bandwidth. In

summary, the experimental and theoretical tip transfer function reveal two dominant

contributions: a 1/f low-pass filtering and an echo of the main emission transient

leading to the periodic structure in the retrieved transfer functions.

Modeling the interlayer tunneling and emission process

With the additional knowledge about the tip-sample transfer function, it is now

possible to theoretically describe the emission experiment. To do so, we adapt the

three-state model from Ma et al. [Ma19], where two main processes are expected

to determine the interlayer current: intralayer relaxation and interlayer tunneling.

After the nonresonant photoexcitation at 2.4 eV, the hot electron-hole pairs most

efficiently tunnel at the points of intersection of intra- and interlayer electron-hole

pair dispersion relations, due to energy and momentum conservation [Mer19]. This

process is accounted for by an additional term with the rate 1/τrelax delaying the

efficient tunneling into the adjacent layer at a rate of 1/τtunnel and lead to the time

dependent out-of-plane tunnel current jz(t). The current is described by:

jz(t) =
1

τtunnel − τrelax

(e−t/τtunnel − e−t/τrelax) (4.1)

We found the best agreement with our experiment for assuming τtunnel ≈ τrelax ≡ τ ,

which can be simplified using L’Hôpital’s rule to

jz(t) =
t

τ 2
e−t/τ (4.2)

described by only one parameter τ with a characteristic duration of ∼ 2τ , capturing

the effects of relaxation and tunneling, since they cannot be distinguished in this

experiment. To simulate the emitted waveform a few intermediate steps are neces-

sary (Figure 4.12). First, to account for the finite pulse duration, the theoretical

interlayer current is convoluted with a Gaussian function with a full width at half

maximum of 140 fs (Figure 4.12a). The difference for typical tunneling times τ in

69



4 THz-TD spectroscopy and THz emission nanoscopy of TMDC heterostructures

Figure 4.12 | Modeling of the emission waveform. a, Time-dependent cur-
rent featuring a sharp onset due to photoexcitation and an exponential tail due
to relaxation of the hot carriers and interlayer tunneling. b, Emitted-electric field
determined by the time derivative of the current. The corresponding spectral am-
plitude is shown in the inset. c, Predicted experimentally observed waveform by
taking detector and tip response function into account. The corresponding spec-
trum is shown in the inset. The arrows indicate the operation to obtain b and c.

our experiment is only noticeable at the otherwise infinitely fast onset of the bare

current (black, 0 ps) compared to the convoluted one (red). To obtain the emitted

waveform, we use Maxwell’s equations. Whereas the electric near-field is propor-

tional to the current, the emitted radiation in the far field corresponds to the time

derivative of the current [Sha04] (Figure 4.12b). The complex-valued spectrum is

accessed by performing the Fourier transform (inset). In the frequency domain,

we account for our detector response (Detector) and the influence of the simulated

tip transfer function (Tip). In the end, we compute the inverse Fourier transform

of the resulting spectrum (Figure 4.12c, inset) and obtain the emitted waveform

(Figure 4.12c), which depends only on the parameter τ .

Fitting our experimental results by varying τ and comparing theoretical and ex-

perimentally retrieved emission waveform (Figure 4.13), we find best agreement for

70



4.2. Characteristic fingerprint of the interlayer tunneling

Figure 4.13 | Extracting the interlayer current from the experimental
waveforms. a, Recorded waveform E1 (blue spheres) and fit (red line) in the time
and frequency domain (inset) are depicted. b, Corresponding current (black line)
and tunneled electron-hole (e–h) pair density obtained by numerical integration (red
line) are shown. The inset indicates the initial state (t = 0 ps) after photoexcitation
and the charge separation after the interlayer tunneling (t > 1 ps).

τ = 200 fs, which is compatible with spatially averaged results [Hon14, Mer19, Ma19,

Wan21]. We plot the experimental data points (Figure 4.13a, blue spheres) and the

modeled emission (red line). Overall, the theory reproduces the experiment very

well, capturing the first single cycle oscillation and the reflection ∼ 2.5 ps after the

peak electric field. The only significant deviation is found after the main peak and

could be caused by an additional reflection that is not captured in the FEM simula-

tion, for example, originating from sharp edges at the bend between tip and shaft of

the near-field probes in the experiment. Similarly, the experimental spectrum is well

reproduced (Figure 4.13a, inset). The theory only overestimates the low frequency

components smaller than 0.5 THz as seen in the comparison of the theoretical and

the experimental transfer function.

The interlayer current is extracted (Figure 4.13b, black) and by numerical inte-

gration we obtain the tunneled electron-hole pair density depending on time after

photoexcitation (red). The resulting step-like function shows that almost all carriers

have separated within 1 ps after photoexcitation (inset).
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4 THz-TD spectroscopy and THz emission nanoscopy of TMDC heterostructures

In this section, THz emission nanoscopy has proven itself to be a valuable tool to

investigate the interlayer tunneling in TMDC heterostructures on the nanoscale.

The recorded characteristic fingerprint of the charge carriers tunneling between the

atomically thin layers provides insight into the quality of contact between the layers

as a measure of the tunneling efficiency. By understanding the influence of the tip

in the vicinity of the emitting surface, even a quantitative understanding of the

tunneling process is possible, extracting a characteristic tunneling time of 200 fs.
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Chapter 5

Subcycle polarization nanoscopy of

ultrafast interlayer dynamics

Figure 5.1 | Intra- and inter-
layer electron-hole pair po-
larizability. Steady-state (rims)
and by ETHz deflected carrier po-
sitions (spheres) are depicted.

Even though THz emission nanoscopy can be

used to quantitatively investigate the interlayer

tunneling on the nanoscale, it is fundamentally

limited by the inefficient spontaneous emission

of photons due to charge carrier acceleration

and insensitive to interlayer carrier dynamics af-

ter the charge separation. In the following, a

novel concept is introduced, focusing on the po-

larizability of the photogenerated electron-hole

pairs, strongly up-scaling the signal-to-noise ra-

tio. This approach builds on the critical change of the polarizability of electron-hole

pairs during the interlayer tunneling. To probe this change, ultrafast THz pulses

can be used to apply an instantaneous electric field on the sample. Electron-hole

pairs confined to a single monolayer are only weakly susceptible to the electric near

fields (Figure 5.1, left side), whereas the finite extension of the wavefunction of in-

terlayer electron-hole pairs in the heterostructure drastically increases their charge

deflection, hence their polarizability (right side). In turn, the polarizability is di-

rectly reflected in the strength of the scattered THz electric field, which is detected

in our experiment. Therefore, the new technique allows for practical, ultrafast and

contact-free nanoscopy of interlayer tunneling as well as providing access to the

subsequent ultrafast interlayer carrier dynamics.
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5 Subcycle polarization nanoscopy of ultrafast interlayer dynamics

5.1. Subcycle polarization nanoscopy

To probe the polarizability, a THz probe field is needed. In the experiment, an

additional THz pulse ETHz is focused onto the tip besides the femtosecond light

pulses used to photogenerate electron-hole pairs and delayed in time by tpump (Fig-

ure 5.2a). The electric fields below the tip apex interrogate the local polarizability,

which is encoded into the scattered waveform Escat and analyzed by EOS in the

far field (see Section 3.2.3.). Thereby, increased polarizability manifests in stronger

interaction between tip and sample, increasing the effective polarizability of the

tip-sample system and therefore leading to a stronger scattering response. Since

the detected polarization signal scales with the probe electric field, we exploit the

high-power output of the Yb:YAG thin-disk laser to generate THz probe pulses with

average powers of 100 µW and observe the nanoscopic pump-probe signals with su-

perior signal-to-noise ratio. At the same time, the THz electric fields are not strong

enough to significantly influence the type-II band alignment of the heterostructure

or the tunneling process.
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Figure 5.2 | Polarization nanoscopy. a, The pump pulse (green) photogenerates
electron-hole pairs, that are probed by the electric field of the THz pulse ETHz (red).
Electron-hole pairs within a single monolayer (left) should react significantly differ-
ently to the electric near-field (cyan), compared to spatially separated electron-hole
pairs (right). This local polarizability is encoded in the scattered electric field Escat.
b, Steady-state (E1, black) and pump-induced (∆E1) THz waveforms scattered off a
WSe2/WS2 heterostructure (HS, blue, tpump = 1.25 ps) and a WSe2 monolayer (ML,
orange, tpump = 0.55 ps). c, Relative photo-induced change to amplitude ∆E1/E1

and phase spectra ∆φ1 − φ1 recorded on the heterostructure and the WSe2 mono-
layer.
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5.1. Subcycle polarization nanoscopy

In Figure 5.2b, a typical scattered waveform E1 (black curve) recorded on the equi-

librium WSe2/WS2 heterostructure is displayed together with the maximum differ-

ential change ∆E1 (blue curve) induced by the visible pump pulse. The differential

signal is isolated using the additional modulation of the pump light by the AOM

(see Section 3.2.), allowing for lock-in detection to suppress any background noise or

power fluctuations in the probing field. In the following, these pump-induced signals

are labeled with an additional ∆. The differential waveform ∆E1 displays a phase

shift of π/2 with respect to E1, while the overall shape remains very similar. The

signal ∆E1 obtained on a WSe2 monolayer shows the same behavior (orange curve).

To isolate the photo-induced spectral change and remove any features of the probe

spectrum or tip response, we divide the pump-induced spectrum by the steady-state

spectral response. The relative photo-induced amplitude (∆E1/E1) of the mono-

layer shows an increase up to 1 %, while on the heterostructure an up to 4 % higher

signal is observed. Generally, pump-induced amplitude and phase (∆φ1 − φ1) of

the monolayer and heterostructure exhibit no distinct signatures within our spec-

tral range (Figure 5.2c), but a broadband overall change. No sharp features and

resonances are expected, since even low-energy electronic quantum transitions such

as Lyman-like 1s-2p resonances of excitons lie more than an order of magnitude

above our probing frequency [Mer19]. Remarkably, the pump-induced signal from

the heterostructure exceeds twice the monolayer response.

To corroborate the pure polarization response of the system and exclude any reso-

nances emerging at later times, we also record pump-induced waveforms for different

pump-probe delay times tpump. Therefore, we set the delay time between pump and

gate pulse tpg = tgate − tpump and use the THz delay stage tTHz to record the effect

of the pump pulse on the whole waveform (compare to Figure 3.5c). In Figure 5.3a,

the steady-state (black curve, top) and the pump induced waveform (blue curve,

tpg = 1 ps, top) are shown. Additionally, the electric field of the waveform is color-

coded in the bottom panel to show the overall trends for later pump-probe delay

times. We do not observe any phase shifts or changes of the shape of the transients

within 180 ps, which would be clearly visible in the two-dimensional map as shifts of

the zero crossing (dashed lines in the white areas) or significant changes in the rel-

ative strength of the field crests (see inset for normalized field strength). Note that
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Figure 5.3 | Time evolution of the scattered THz waveform on the hetero-
structure. a, Steady-state (black) and pump-induced transient (blue) recorded on
the heterostructure (top panel). The lower panel shows the time dependent electric
field of the pump-induced waveform for various delay times tpg up to 180 ps normal-
ized to the peak field at tpg = 1 ps. The inset shows the same data normalized to the
peak field of each row. b, Corresponding normalized spectra of the pump-induced
signal in a.

even though the signal-to-noise ratio is reduced, we still record clear pump-induced

features related to the electron-hole pair formation after almost 200 ps (inset and

main panel). This is also reflected in the normalized pump-induced spectral ampli-

tude, shown in Figure 5.3b. The spectral maximum is located at 1.4 THz, which

typically varies slightly for different near-field tips used in the experiment. The

spectrum does not change within the 180 ps, confirming the absence of any distinct

electronic resonance. Hence, the broadband spectral response is the result of the

nonresonant subcycle polarization of electron-hole pairs [Wan06] by the THz near

fields.

In order to monitor the ultrafast photo-carrier dynamics, we trace the peak of the

photo-induced waveform, ∆Ê1 (tTHz = 0 ps, red arrow in Figure 5.3a), which yields

the spectrally integrated response as a function of the pump delay time tpump (Fig-

ure 5.4a). Interestingly, there are significant differences in the ultrafast charge carrier

dynamics in monolayer and heterostructure areas. The pump-probe signal of the

monolayers (orange and green curves) shows a rapid onset within the response time
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5.1. Subcycle polarization nanoscopy

of our setup as unbound electron-hole pairs are generated and intralayer excitons

are expected to form [Ste17b]. Subsequently, the signal ∆Ê1 decays within ∼ 2 ps,

which is consistent with spatially averaged lifetimes determined in far-field experi-

ments [Ste17b, Mer19]. We find that while WSe2 and WS2 feature qualitatively the

same temporal dynamics, the signal strength differs by a factor of 2.

In contrast, a profoundly different behavior is observed for the heterostructure. The

magnitude of ∆Ê1 is increased by up to a factor of 8, while the decay dynamics are

drastically slowed down to ∼ 100 ps, indicating the formation of long-lived interlayer

excitons [Riv15, Mer19, Wan21]. A clear contrast in the lifetimes of the signal

is found in the inset, showing the behavior for a longer time window. The long-

lived nature of interlayer excitons is caused by the reduced spatial overlap of their
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Figure 5.4 | Pump-probe dynamics of monolayers and the heterostruc-
ture. a, For both monolayers (orange, green) and the heterostructure (blue) the
peak electric field ∆Ê1 as function of the pump delay time tpump is depicted. The
density of tunneled electron-hole pairs, corresponding to the build-up of the dipole
moment (red, compare to Figure 4.13b), matches the temporal evolution of the
pump-probe signal on the HS. Inset: Additional data plotted for a larger range of
delay times tpump. b, Height profile (top) and emission signal Ê1 (center, reproduced
from Figure 4.8) are compared to the spatially-resolved pump-induced signal ∆Ê1

(tpump = 1 ps, bottom).
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5 Subcycle polarization nanoscopy of ultrafast interlayer dynamics

electron and hole wavefunctions. Moreover, the maximum of ∆Ê1 is significantly

delayed (vertical dashed lines). This characteristic delay of the maximum of the

pump-probe trace perfectly matches the build-up of spatially separated electron-

hole pairs after interlayer tunneling (red dashed line) extracted independently from

the emission experiment in Figure 4.13b (see Section 4.2.2.). Thus, we attribute the

strong increase in the pump-probe signal to the charge separation and subsequent

slow recombination of highly polarizable interlayer electron-hole pairs.

The emission signal also spatially coincides with the pump-induced signal (Fig-

ure 5.4b). Comparing the newly acquired data to the emission at the step edge

interface between monolayer (ML) and heterostructure (HS) shows a clear correla-

tion of both signals. However, the acquisition time is reduced drastically by a factor

of 15 for the pump-probe measurement and the signal-to-noise ratio and spatial

resolution are significantly better compared to the emission signal.

Therefore, the onset of the heterostructure polarization signal directly reflects the

ultrafast interlayer tunneling process, correlating in space and time with the emis-

sion experiment with significantly lower acquisition time and up to 25 times larger

detected field amplitudes. Furthermore, the new technique provides access to the

slow recombination of highly polarizable electron-hole pairs, which we identify as

spatially separated, interlayer electron-hole pairs. In the next step, we corroborate

this hypothesis by analyzing the polarizabilities of intralayer and interlayer electron-

hole pairs in TMDC monolayers and heterostructures.
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5.2. Polarizability of intra- and interlayer electron-hole pairs

5.2. Polarizability of intra- and interlayer

electron-hole pairs

The signal recorded on the heterostructure, especially the delayed onset and dras-

tically slower decay dynamics, points to the formation and subsequent decay of

interlayer excitons. To test this hypothesis, we investigate the polarizability of

intralayer and interlayer electron-hole pairs. Careful analysis is required, since two-

dimensional materials feature a strong confinement in the out-of-plane direction and

hence a diminished polarizability [Tia20], while near-field nanoscopy is known to be

most sensitive in this direction [Kim12]. Therefore, we quantify the sensitivity of our

experiment to in-plane and out-of-plane polarization, followed by a detailed analysis

of the in-plane and out-of-plane polarizability of intra- and interlayer electron-hole

pairs to identify the origin of the observed signal.

5.2.1. Experimental sensitivity to in- and out-of-plane

polarization

The relative sensitivity of the near-field experiment to in-plane and out-of-plane

polarization can be approximated by evaluating the contributions to the scattered

signal from electric fields polarized parallel (E‖) and perpendicular (E⊥) to the

surface of the sample in the vicinity of the tip apex. Therefore, we adapt the FEM

simulations in Section 4.2.2. . Using the same tip geometry without the point dipole

emitter, p-polarized radiation with a frequency of 1.5 THz is coupled to the tip apex

at an incidence angle of 60◦ relative to the surface normal and 45◦ relative to the

tip-cantilever axis (Figure 5.5a), mimicking the optical setup in the experiment. A

planar section of the resulting electric field distribution at the tip apex is shown in

Figure 5.5b, where the logarithm of the magnitude of the electric field is represented

in the color code and the arrow length, and the field polarization is reflected in the

arrow direction. We identify a predominant vertical field direction below the tip

apex, where field enhancement has the strongest effect. The field strength drops off

exponentially when moving away from the apex and the field orientation features

stronger horizontal components.
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5 Subcycle polarization nanoscopy of ultrafast interlayer dynamics

Figure 5.5 | Relative polarization sensitivity of the scattering process. a,
The realistic geometry of the experiment is shown. P-polarized THz radiation is
focused onto a tip under an angle of incidence of 60◦ relative to the surface normal
and 45◦ from the tip-cantilever axis. The exact geometry of the tip and the cantilever
is depicted in Figure 4.9. b, Electric-field distribution of the simulated geometry
close to the tip apex, showing the color-coded field amplitude and field direction
(arrow length and orientation) on a logarithmic scale for a tip-sample distance of
10 nm. c, Top-down view of the out-of-plane (E⊥) and in-plane (E‖) electric fields
on the sample surface for a tip-sample separation of 5 nm and 50 nm, normalized
to the maximum field strength of E⊥ for d = 5 nm. The orientation of the tip
shaft is marked by the dashed line. d, Tip-sample distance d dependent scattering
sensitivity Sin computed from the ratio of E⊥/E‖ (see main text). The dashed
line represents the weighted average S̄in during a full tip oscillation with a tapping
amplitude of 75 nm. For very small tip-sample distances (< 5 nm) the challenging
simulation conditions (Section 4.2.2.) lead to numerical inaccuracies.
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5.2. Polarizability of intra- and interlayer electron-hole pairs

Due to the thickness of the heterostructure being only ∼ 1 nm and the SiO2 substrate

producing no measurable pump-probe response, we consider only electric fields at

the surface of the sample. The field strengths 1 nm above the surface are depicted in

Figure 5.5c for out-of-plane, i. e. vertical components E⊥, and horizontal or in-plane

components E‖. For small tip-sample distances (d = 5 nm) strong field confinement

and large field enhancement is observed whereas E⊥ shows more than one order of

magnitude larger values. Note that E‖ features no field components in the center,

due to the rotational symmetry of the in-plane fields canceling to zero directly below

the apex. For larger distances (d = 50 nm), we find a significant reduction of E⊥ and

E‖ as well as substantially weaker field confinement. In addition, a slight asymmetry

occurs due to the tilted tip geometry and the tip-cantilever axis originating in the

top left corner (dashed line).

To quantify the dominantly out-of-plane electric field, the mean of the ratios between

E⊥and E‖ is computed, weighted by their respective field strength |E|. Thus, the

field orientation below the tip is obtained and hence, the relative polarization sensi-

tivity of the incoupling process Sin, which determined by the coupling of propagating

far fields to the evanescent near fields at the tip apex:

Sin(d) =
1

∫

A |Ei(d)| dA

∫

A

Ei,⊥(d)
Ei,‖(d)

|Ei(d)| dA (5.1)

|Ei(d)| =
√

Ei,⊥(d)2 + Ei,‖(d)2 ,

where A represents the sample surface containing the mesh-grid elements Ei(d) for

a given tip-sample distance d. As a result, a tip-sample distance dependent Sin

(Figure 5.5d) that ranges from 8 to 17.5 is found. The overall ratio E⊥/E‖ in the

experiment can be estimated by simulating a sinusoidal motion of the tip. Using a

realistic tapping amplitude of 75 nm, we include tip-sample distances up to 150 nm.

By calculating the weighted mean of all tip-sample distances during one oscillation

cycle, the overall E⊥/E‖ incoupling-ratio S̄in is determined.

In this geometry, a ratio S̄in = 13.4 (dashed line) is found. Therefore, the fields

perpendicular to the sample surface dominate in-plane fields by more than one order
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5 Subcycle polarization nanoscopy of ultrafast interlayer dynamics

of magnitude. Assuming time reversal symmetry, the scattering of near fields to the

far field is expected to feature the same efficiency, leading to an estimated overall

experimental E⊥/E‖ ratio Sscat ∼ S̄in
2 ∼ 180, including in- and outcoupling. Even

though, the simulation only provides an approximation of the real geometry, the

results should already capture the main influence of the probing tip in the vicinity

of the sample surface in the experiment.

To confirm these predictions and the assumption of similar efficiencies of in- and

outcoupling, we also evaluate the coupling of the near fields at the tip apex to the

far field. To this end, we set up the simulation with a point dipole featuring out-of-

plane (p⊥) or in-plane polarization (p‖) 1 nm above the sample surface. The tip apex

is located 5 nm above the surface. Fields radiated by the dipole couple to the tip

apex and are scattered to the far field for detection (compare Section 4.2.2.). Only

vertically polarized light is detected in the far field to mimic the detection scheme

in the experiment (Section 3.2.3.). Due to the sharp tip apex, the coupling strongly
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Figure 5.6 | Tip-assisted coupling of radiation to the far field. a, Geometry
to simulate the outcoupling process (see also Section 4.2.2.). Point dipoles with out-
of-plane (p⊥) and in-plane orientation (p‖) are placed 1 nm above the surface close to
the tip apex and couple to the far field mediated by the tip. The dipoles are placed on
the surface at a distance x perpendicular to the tip-cantilever axis while monitoring
their scattering efficiency to the far field. The distance between tip apex and sample
d was kept at 5 nm. b, Tip-enhanced coupling efficiency of out-of-plane (blue) and
in-plane (red) dipoles for different lateral distances x. c, Total vertically polarized far
field originating from out-of-plane (p⊥) and in-plane (p‖) oriented dipoles normalized
to the in-plane value. The data was obtained by numerical integration of the graphs
in b assuming rotational symmetry.
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5.2. Polarizability of intra- and interlayer electron-hole pairs

depends on the dipole’s position below the tip. To include this in the simulation,

we translate its position x along the surface perpendicular to the tip-cantilever axis

(Figure 5.6a). As measure for the local outcoupling efficiency, the far-field electric

field strength is shown in Figure 5.6b for each polarization p⊥ and p‖ for a range of

lateral tip-dipole distances x up to 100 nm.

The total outcoupling efficiency Efar-field for each polarization is determined by nu-

merical integration of each dipole direction assuming rotational symmetry around

the tip apex (Figure 5.6c). For this geometry mimicking our experimental setup, the

ratio between out-of-plane and in-plane sensitivity S̄out = Ēfar-field,p⊥
/Ēfar-field,p‖

=

14.2 . Like shown for the incoupled fields, the outcoupling process dramatically fa-

vors out-of-plane fields by more than an order of magnitude. Using the coupling

to the far field, we determine an overall sensitivity E⊥/E‖ of the experiment in a

similar manner resulting in Sscat ∼ Sout
2 ∼ 202, confirming very similar sensitivities

of the incoupling and outcoupling process. Note that the first simulation modeling

the incoupling process, was performed in greater computational detail including the

three-dimensional field distribution for many tip-sample distances, and the second

one mainly as verification of the assumption that the in- and outcoupling processes

behave similarly.

In summary, the relative polarization sensitivity of the experiment favors out-of-

plane electric fields by more than two orders of magnitude with a factor of 180

to 202. The exact value will naturally depend on the exact geometry of the tip

used in the experiment and might vary for different probing frequencies, however,

the simulation provides a good estimate of the experimental sensitivity to in- and

out-of-plane polarizabilities.

To understand the observed differences in the monolayer and heterostructure po-

larization response in the near-field experiment, which mainly features out-of-plane

electric fields, we investigate the out-of-plane polarizability of electron-hole pairs

within van der Waals layers using density functional theory calculations.
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5 Subcycle polarization nanoscopy of ultrafast interlayer dynamics

5.2.2. Out-of-plane polarizability of intra- and interlayer

electron-hole pairs

In order to determine the difference in out-of-plane polarizability of electron-hole

pairs located in a monolayer or spatially separated in the heterostructure, density

functional theory (DFT) calculations were performed by Dr. Paulo Faria Junior,

Dr. Martin Gmitra and Prof. Dr. Jaroslav Fabian.

In general, DFT has proven to be a valuable tool to access the electronic and op-

tical properties of atoms, molecules and solids [Sho09]. In particular, the quantum

mechanical many-body problem is reduced to considerations of an overall electron

density by encoding the individual potential each electron feels, including the effects

of the crystal lattice, the screening of surrounding electrons and Pauli exchange in-

teraction to an overall functional acting on the electron density [Sho09]. This leads

to drastically lower computational costs and makes the simulation of systems with

more than tens of electrons possible in the first place [Sho09]. Since its first steps in

the 1960s, when DFT was only used by a small number of physicists and chemists, it

is now a widely known technique to tackle problems in chemistry, physics, material

science, chemical engineering and many other fields [Sho09]. In TMDC materials

DFT has been successfully employed to compute accurate bulk band structures as

early as 1972 [Bro72, Mat73] and predicted the indirect to direct bandgap transi-

tion [Leb09, Mak10, Kuc11]. Concerning van der Waals heterostructures, DFT has

unraveled many fascinating phenomena in graphene [Gmi09, Gmi13, Irm15] and

a variety of intriguing proximity effects in combinations of graphene and TMDCs

[Gmi15, Gmi17] as well as heterostructures formed by TMDCs and ferromagnetic

materials [Zol19a, Zol20]. Therefore, DFT simulations are ideally suited to calculate

the electronic and optical properties of the TMDC materials investigated in this the-

sis, accessing the band structure and wavefunctions, while allowing one to include

external electric fields to investigate the polarizability of these two-dimensional sys-

tems. The probe frequency in the experiment is chosen to remain below all relevant

electronic resonances, such that the polarization of the electron-hole pairs can follow

the external field quasi-instantaneously. Therefore, applying a static out-of-plane

electric field and tracking the relevant quantities, allow for an excellent approxima-

tion of the out-of-plane polarizability in the experiment.

84



5.2. Polarizability of intra- and interlayer electron-hole pairs

Figure 5.7 | Simulation setup for the
DFT calculations. The underlying crystal
lattice to simulate the band structures of the
monolayers (a) and heterostructure (b) are
shown. The blue rim marks the unit cell for
the calculation with periodic boundary condi-
tions. The vacuum between the layers is cho-
sen to be 20 Å and 20.16 Å to avoid influence
of the layers on themselves. The interlayer
distance in the heterostructure is 3.6389 Å be-
tween the lowest and highest chalcogen atom
of the top and bottom layer, respectively.

In our case, the simulations only consider the single-particle band structure and

neglect the impact of excitonic effects. This assumption is justified since the bind-

ing into excitons plays a negligible role for the out-of-plane polarizability of in-

tralayer and interlayer electron-hole pairs, as relevant quantities such as dipole

strength, gauge factors and exchange valley Zeeman splitting remain nearly un-

affected [Zol19b, Ted19, Far19, Zol19a, Zol20, Woź20]. Any field-induced changes

to the exciton binding energy contributing to the polarizability manifest in changes

of the effective masses of electron and hole in the relevant bands. In the calculation,

relative variations of band curvatures are less than 10−3 for realistic electric field

strengths of 1 V/nm. Hence, the energetic shifts of the bands are the dominant

contribution to the electron-hole pair polarization, which are fully captured in the

single-particle picture.

The heterostructure is implemented with Rhh stacking, where the transition metal

and the chalcogen atoms of one layer are perfectly aligned with the same atom

type of the other layer (Figure 5.7). The lattice mismatch in the heterostructure is

accounted for by straining the WS2 and WSe2 layers by 1.81 % and -1.74 %, respec-

tively. The strained lattice parameters were taken from Zollner et al. [Zol19b]. The

optimized interlayer distance including spin-orbit coupling was found to be 3.6389 Å,

consistent with recent calculations [Yua20]. A vacuum space of ∼ 20 Å was imple-

mented to avoid the influence of the layers with themselves caused by the periodic

boundary conditions (see Figure 5.7, blue unit cells). The exact computational

details and simulation parameters can be found in Appendix A.

85



5 Subcycle polarization nanoscopy of ultrafast interlayer dynamics

Γ K M

-1

0

1

2

Strained

E
n
e
rg
y
(e
V
)

W S W Se WS2WSe2

Γ K M

-1

0

1

2

Strained

Γ K M

-1

0

1

2

a b c

Figure 5.8 | Calculated band structures of WS2 and WSe2 monolayers and
WSe2/WS2 heterostructure. a and b, Band structure for the WS2 (a) and WSe2

monolayer (b). The color code represents the atomic composition of the bands. The
black curves show the band structures of the strained monolayers required to form
the heterostructure. c, Band structure of the WSe2/WS2 heterostructure. The color
code indicates the layer composition of the bands. The arrows show the energetically
most favorable transitions including both conduction bands (CB+, CB-) considered
for the calculations of the polarizabilities. The inset shows the band structures
without spin-orbit coupling.

The resulting electronic properties of the monolayers and the heterostructure are

shown in Figure 5.8. The band structure of the individual pristine monolayers (col-

ored lines) as well as strained ones (black line), are summarized in Figure 5.8a and

b. Since the strain causes visible changes in the band structures, the polarizability

of the monolayers with and without strain is also analyzed. The colors represent the

atomic composition of the electronic states, indicating the tungsten atom as the main

contribution at the K point. The band structure for the WSe2/WS2 heterostructure

is shown in Figure 5.8c. Here, the color code represents the layer composition of the

energy bands. Particularly, the minimum of the conduction band at the K point

is localized in the WS2 layer while the maximum of the valence band is localized

in the WSe2 layer, revealing the staggered type-II band alignment of this hetero-

structure. The band structures without spin-orbit coupling (inset) exhibit similar

behavior and show comparable atomic or layer compositions for the monolayers and
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5.2. Polarizability of intra- and interlayer electron-hole pairs

the heterostructure, respectively.

To investigate the polarizabilities of different types of electron-hole pairs, an out-of-

plane electric field of 1 V/nm is implemented in the DFT calculations. Considering

the wavefunctions at the K point, the charge density of the relevant orbitals of the

conduction and valence band

ρ(ETHz = 0) = e × (|ΨVB|2 − |ΨCB|2)

is visualized in Figure 5.9, where ΨVB and ΨCB are the wavefunctions of the va-

lence and conduction band at the K point, and e is the elementary charge. The

photo-induced electrons contributing to the polarizability reside in the conduction

band and are labeled as negative, whereas holes are located in the valence band

Figure 5.9 | Charge density with and without applied electric field. The left
panels depict the charge density ρ(ETHz = 0) = e× (|ΨVB|2 −|ΨCB|2) of the relevant
valence (VB) and conduction band (CB) at the K point of a WS2 monolayer (a) and
a WSe2/WS2 heterostructure (b) calculated by density functional theory in units of
the elementary charge e. Photo-induced mobile holes (electrons) contributing to the
polarizability are located in the valence (conduction) band and hence are labeled
as positive (negative) charge density. On the right panels, the redistribution of the
charge density ∆ρ = ρ(ETHz = 1 V/nm) − ρ(ETHz = 0 V/nm) upon application of a
quasi-static out-of-plane electric field ETHz is visualized. For clarity, the data shown
do not include spin-orbit coupling.
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and show a positive contribution. For the monolayer (Figure 5.9a, left), elec-

trons and holes are in the same layer leading to overlapping wavefunctions. In

contrast, the heterostructure (Figure 5.9b, left) features full charge separation re-

flected by the electrons in the conduction band of WS2 (Figure 5.9b, left, bottom)

and the holes in the valence band of the WSe2 (top). The out-of-plane electric

field leads to a deflection of the charge distribution. The field induced change

∆ρ = ρ(ETHz = 1 V/nm) − ρ(ETHz = 0 V/nm) is shown in the right panels of

Figure 5.9a and b. In the monolayer (Figure 5.9a, right), the electric field shows

a significant redistribution, which is almost mirror-symmetric in the out-of-plane

direction, whereas the heterostructure features a clear asymmetry in the WSe2 layer

and a deflection even beyond the chalcogen atoms (Figure 5.9b, right). There-

fore, spatially separated electron-hole pairs are much more susceptible to out-of-

plane electric fields, specifically featuring a much higher polarizability compared to

electron-hole pairs within a single monolayer.

The polarizability is quantified by considering the energy shift of the lowest energy

transitions in the K valley indicated by the vertical arrows and circles in Figure 5.8.

The electric-field dependence of the energies of the electron-hole pairs can be de-

scribed by the Stark shift formula [Roc18, Cha19]:

∆E = −µETHz −
1
2

α⊥(ETHz)2 . (5.2)

Here, ∆E is the energy shift, ETHz the applied out-of-plane electric field ranging -1.5

to 1.5 V/nm, µ is the average induced dipole moment of the transition and α⊥ is the

out-of-plane polarizability. By fitting the field-induced energy shifts of the intra-

and interlayer electron-hole pairs (see inset in Figure 5.10a), the polarizabilities are

extracted. In the main panels of Figure 5.10, the results for the relevant electron-

hole pairs are summarized. The colored bars represent the polarizabilities of the

energetically most favorable intralayer transitions in the monolayers and interlayer

transitions in the heterostructure. The monolayer and heterostructure polarizabil-

ities for the lowest energy transition, valence band VB+ to conduction band CB−

(Figure 5.10a), as well as the second lowest energy transition (Figure 5.10b), VB+

to CB+, also called A-exciton in the monolayer, are shown. The colored frames rep-
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Figure 5.10 | Extracted out-of-plane polarizabilities α⊥ using the second
order Stark shift. a, Polarizabilities of the lowest energy transitions (VB+/CB−)
of WSe2 (orange) and WS2 monolayers (green) and the heterostructure (blue). The
white filled bars represent the strained monolayers. The inset shows the quadratic
energy shifts (symbols) excluding the constant offset and linear energy shift. The
solid lines depict the quadratic fits. b, Same as in a, but corresponding to the
A-exciton transition (VB+/CB+). Inset: Same data without spin-orbit coupling
(SOC). c and d, Analogous to a and b but including atomic relaxation.
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resent the polarizabilities for the strained WSe2 and WS2 monolayers. Comparing

strained and unstrained monolayers, no significant differences are found and confirm

that strain does not drastically modify the polarizabilities of the electron-hole pairs

at the K point. For completeness, the polarizabilities calculated without spin-orbit

coupling are plotted in the inset Figure 5.10b, which exhibit similar trends. The po-

larizabilities are also calculated including atomic relaxation, where the out-of-plane

electric field alters the exact crystal lattice positions within the monolayers and the

heterostructure. The results are shown in Figure 5.10c and d. For the lowest energy

(c) and the A-exciton transition (d), a relative increase of the monolayer polariz-

ability and a decrease of the polarizability of the heterostructure is observed, but

still a strong difference between intralayer and interlayer species is found.

While the polarizabilities of the lowest energy transition including atomic relaxation

in Figure 5.10c should provide the best approximation to the experiment, overall

the polarizability of interlayer electron-hole pairs is always significantly larger com-

pared to the monolayer polarizability. Even though the complex experimental setup

and the coupling effects to the substrate are not accounted for, there is good agree-

ment between the ratios of the theoretical polarizabilities and the measured peak

pump-induced changes in the experiment and even the difference between WSe2

and WS2 monolayer is captured. The absolute values of the out-of-plane polariz-

abilities are calculated for an isolated monolayer or heterostructure in vacuum and

will be influenced strongly by the dielectric environment and substrate material (see

Appendix B).
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5.2. Polarizability of intra- and interlayer electron-hole pairs

5.2.3. In-plane polarizability of intra- and interlayer

excitons

As mentioned before, the experimental sensitivity to in-plane components of the THz

near field is smaller than to its out-of-plane counterpart by more than two orders

of magnitude (see Section 5.2.1.). Yet, due to the strong vertical confinement, the

in-plane polarizability of two-dimensional materials has been reported to exceed

typical values of the out-of-plane polarizability by one to two orders of magnitude

(see Appendix B), at least partially compensating for the relative insensitivity to

in-plane fields.

Therefore, we estimate the in-plane polarizability α‖ of intra- and interlayer ex-

citons by computing the two-dimensional, atom-like excitonic wavefunctions with

established dielectric screening and exciton Bohr radii [Mer19]. The analytic so-

lutions of the two-dimensional hydrogen model [Yan91] are implemented and the

relevant energies and electric fields to mimic the properties of intra- and interlayer

excitons are rescaled. To this end, we use the literature values for the reduced masses

µ and the exciton Bohr radii a0 obtained by solving the Wannier equation with a

generalized Keldysh potential [Mer19]. Table 5.1 summarizes the parameters for our

model, where me is the free electron mass. Based on these data, the influence of

an external electric field ETHz on the wavefunctions of intra- and interlayer excitons

can be visualized by evaluating the perturbative series [Yan91] up to the third order

in ETHz. Due to the large binding energy of the intralayer exciton, the applied field

(ETHz = 0.3 V/nm) has almost no influence on the wavefunction (Figure 5.11a),

while in the interlayer case, the wavefunction is strongly deformed by the applied

electric field (Figure 5.11b), indicating a much higher polarizability of interlayer

excitons.

We quantify the polarizability α‖ by computing the polarizability of the two-dimen-

sional hydrogen atom [Yan91] in atomic units [Kre18] with the respective exciton

parameters outlined above:

α‖ =
µe2a4

0

~2
. (5.3)

Here, e is the elementary charge and ~ is the reduced Planck’s constant. Spatial sep-

aration into different monolayers weakens the Coulomb attraction between electron

and hole, increasing α‖ by one order of magnitude (Figure 5.11c, bars).
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5 Subcycle polarization nanoscopy of ultrafast interlayer dynamics

Interlayer exciton
WSe2/WS2

Intralayer exciton
WSe2

Intralayer exciton
WS2

Reduced mass µ 0.15 me 0.16 me 0.154 me

Bohr radius a0 1.48 nm 0.72 nm 0.66 nm

Table 5.1: Parameters used for the wavefunctions and polarizability of the two-
dimensional hydrogen model [Mer19]. The reduced mass of WS2 was calculated
with the effective masses taken from [Kor15]. Note that the Bohr radius a0 of WS2

was obtained by rescaling a0 of WSe2 according to the ratio of the effective masses
and the in-plane dielectric constants ǫ‖,WSe2/ǫ‖,WS2 = 0.88 [Ols16].

We corroborate this prediction by directly extracting the respective in-plane po-

larizabilities of intralayer and interlayer excitons based on measurements of the

mid-infrared dielectric function in literature [Mer19]. The experiment monitors the

change of the dielectric function ǫexc due to photoexcitation of intra- and interlayer

excitons within an hBN encapsulated WSe2 monolayer and a WSe2/WS2 hetero-

structure. In addition, their respective intralayer and interlayer population densities

n are extracted. We determine the frequency-dependent exciton polarizability by

describing the Polarization þP of the sample with

þP = n α‖
þE and þP = ǫ0 χ þE = ǫ0 (ǫexc − 1) þE (5.4)

using the electric susceptibility χ. Therefore, the polarizability α‖ can be written

as:

α‖ =
ǫ0

n
(ǫexc − 1) . (5.5)

We extrapolate their polarizability to the quasi-static limit (Figure 5.11c, red spheres)

and find polarizabilities of interlayer excitons in the WSe2/WS2 heterostructure of

4.8×104 meVnm2V−2 and the encapsulated WSe2 monolayer of 3.2×103 meVnm2V−2,

in line with theoretical values (Appendix B) [Ped16, Sch16b].
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Figure 5.11 | In-plane polarizability of intra- and interlayer excitons.
a and b, Modulus of the wavefunction |Ψ(r)| of intralayer (a) and interlayer (b) 1s A-
excitons for ETHz = 0 V/nm (top panels) and for an in-plane field ETHz = 0.3 V/nm
(bottom panels) obtained by analytically solving the two-dimensional hydrogen
model [Yan91] with literature values [Mer19]. c, In-plane polarizabilities α‖ of the
intra- and interlayer electron-hole pairs in the monolayers and the heterostructure
calculated with the model parameters from a and b. For comparison, α‖ is extracted
from the dielectric function in [Mer19] and plotted (red spheres). In each case, α‖

is normalized to the respective α‖ of the WSe2/WS2 heterostructure.
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5.2.4. Out-of-plane and in-plane polarizability in

two-dimensional transition metal dichalcogenides
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Figure 5.12 | Overview
of α⊥ (Figure 5.10c)
and α‖ (Figure 5.11c).

In summary, we find a strongly selective sensitivity of

our experiment preferring out-of-plane polarization by

more than two orders of magnitude (Section 5.2.1.).

Investigating the out-of-plane sensitivity using DFT

simulations, a substantially increased out-of-plane po-

larizability for interlayer electron-hole pairs is found.

Additionally, in-plane polarizabilities in TMDC mono-

layers have been reported to exceed typical out-of-

plane polarizabilities by one or two orders of magni-

tude (see Appendix B) at least partially compensating

the selectivity in the near-field experiment and pos-

sibly contributing to the observed signal. Neverthe-

less, similar ratios between intralayer and interlayer

electron-hole pair polarizabilities are found in the in-

plane direction. Thus, independent of the exact contribution of in- and out-of-plane

polarization to the measured signal, a drastic increase of the polarizability of the

electron-hole pairs by up to one order of magnitude is expected during the interlayer

tunneling process (Figure 5.12). Moreover, the experimental findings (Figure 5.4),

in particular the ratio between ∆Ê1 recorded on the monolayers and the heterostruc-

ture are well reproduced by the theoretical polarizabilities in Figure 5.12. Further-

more, the experimentally observed differences between WSe2 and WS2 monolayers

are captured in the theoretical descriptions.

Altogether, photoexcited carriers in the TMDC monolayers and heterostructure fea-

ture a substantially different behavior: In the monolayers, photogenerated carries

immediately form intralayer excitons that exhibit a relatively weak polarizability,

hence, signal strength and recombine within just a few picoseconds. In contrast, pho-

toexcitation of the heterostructure generates electron-hole pairs in the constituent

layers that tunnel into the adjacent monolayers on ultrafast timescales due to the

type-II band alignment. Thereby, they are transformed into interlayer electron-

hole pairs and their polarizability increases dramatically, which manifests in a much
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5.2. Polarizability of intra- and interlayer electron-hole pairs

stronger signal with a delayed onset in time compared to the monolayer response,

due to the duration of the charge separation. Subsequently, the interlayer electron-

hole pairs decay on timescales on the order of ∼ 100 ps. Therefore, the interlayer

tunneling process transforming intralayer electron-hole pairs into interlayer species

and their subsequent recombination dynamics can be traced in the experiment by

monitoring the dramatic change in their polarizability.
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5 Subcycle polarization nanoscopy of ultrafast interlayer dynamics

5.3. Contact-free subcycle nanovideography

5.3.1. Spatial resolution of the nanoscopy experiment

After establishing the polarizability of electron-hole pairs within the atomically thin

layers as the origin of the recorded signal, near-field nanoscopy can be employed to

investigate the formation and recombination dynamics with unprecedented spatial

resolution and unravel previously elusive nanoscale inhomogeneities.

Therefore, we raster scan a flat area of the WSe2/WS2 heterostructure including

nanoscale folds and inclusions. In Figure 5.13a, the height profile recorded by AFM

is shown, where a very flat area is observed apart from nm-scale irregularities. In

addition, a fold and an inclusion with heights of ∼ 15−20 nm are visible. We record

the peak of the photo-induced change in the electric field ∆Ê1 at a delay time of

tpump = 30 ps (Figure 5.13b). The near-field signal reflects many of the small to-

pographic irregularities, while a clear reduction of the signal is visible at the fold

and the inclusion. Furthermore, a clear step edge in the signal strength is visible
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Figure 5.13 | High resolution topography and pump-induced signal map
of the heterostructure. a, Topography map of a sub-micrometer area featuring a
large fold with a height of ∼ 15−20 nm and an otherwise very flat region with few-nm
inhomogeneities. b, False-color plot of the pump-induced signal tpump = 30 ps after
photoexcitation featuring not only clear contrast of the topographically significant
fold, but also traces of the small irregularities. In addition, we find an overall split
between signal strength in the bottom left and top right region.
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5.3. Contact-free subcycle nanovideography

following the fold from bottom right to top left, revealing significant differences

in the interlayer dynamics on the nanoscale. By taking a line cut marked by the

white dashed line, we extract the height profile (Figure 5.14a) and signal change

(Figure 5.14b, red line). The AFM scan reveals the very flat surface of the hetero-

structure, only showing fluctuations smaller than 3 nm over a distance of 900 nm. At

the same time, the signal strength changes rapidly by ∼ 10% in the center of the scan

window. We use the sharp increase in the signal to determine the spatial resolution

of our new technique for typically employed commercial near-field probes featuring a

radius of curvature smaller than 20 nm (25PtIr200B-H, Rocky Mountain Nanotech-

nology LLC). Compared to the probes used in the emission experiment, these tips

feature a sharper apex leading to an increased field confinement, but a decrease in

the overall recorded signal amplitude. By fitting the photo-induced response with

a step function (dashed line), we can extract the distance from 20% to 80% of the

step height to define the spatial resolution [AG17]. As a result, we find 43 ± 5 nm

as the spatial resolution, where the error margins are given by the 95% confidence

interval of the fitting procedure. Therefore, the electric field is strongly confined

to the tip apex, allowing for spatial resolution better than 50 nm even though we

employ radiation with wavelengths of 100 µm − 1 mm. Note that the signal-to-noise

ratio, indicated by the error bar on the left (blue), is more than sufficient to easily

observe and distinguish a 10 % change in the recorded signal amplitude.

Furthermore, retraction scans are used to better understand the near-field signal

recorded on the heterostructure. For the steady-state waveform, we record the peak

electric field Ê2 and for the pump-induced change, we monitor the induced peak

electric field ∆Ê1/2 at tpump = 1 ps (Figure 5.14c). The tip-sample separation is

slowly increased, while the tip is oscillating above the surface with a constant tap-

ping amplitude. Since the commonly accepted method of using the decay length

of the signal as a measure for the spatial resolution or the vertical spatial con-

finement of the electric field is an unjustified approximation for such a complex

measurement consisting of several convoluted effects [Moo20], the retraction scans

are used here to identify background contributions to the near-field signal. For ex-

ample, signals originating from the tip shaft or cantilever will decrease very slowly

or not at all during the retraction scan. The steady-state peak electric field Ê2 (blue
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Figure 5.14 | Determining the spatial resolution of the experimental setup.
a, Topography of the line cut marked in Figure 5.13b showing slight variations on
the few-nm scale. b, Pump-induced signal ∆Ê1 (red) for tpump = 30 ps, featuring
a clear step edge. The dashed line represents the fit with a step function featuring
a characteristic step width of 43 nm defined by the distance from 20 % to 80 % of
the step height (vertical lines) and is commonly used as a measure for the spatial
resolution. The error bar at ∼ 50 nm (left, blue) shows the standard deviation of
∆Ê1 of the flat part before the step edge. c, Retraction scans on the WSe2/WS2

heterostructure monitoring the peak electric field in the steady-state Ê2 and for
the pump-induced case ∆Ê1 and ∆Ê2 after tpump = 1 ps for a tapping amplitude
of 80 nm. The inset shows a schematic of the expected probing volume of the
steady-state signal (cyan ellipse) and the pump-induced response (red area), which
is confined to the heterostructure.

line) and the corresponding pump-induced change ∆Ê1 (red line) and ∆Ê2 (green

line) decrease exponentially, however, they exhibit quite different decay lengths.

Typically, a higher demodulation order features a stronger field confinement (Sec-

tion 3.1.). Nonetheless, we find ∆Ê1 decaying twice as fast as Ê2, reaching its 1/e

value (dashed horizontal line) at 46 nm. As expected, ∆Ê2 decays even faster. This

especially short decay length for the lower demodulation order ∆Ê1 compared to

Ê2 that seemingly contradicts the commonly accepted knowledge of stronger field

confinement for higher demodulation orders [Kno00, Moo20], is attributed to two

factors: First, the relatively small spot size of the pump beam (∼ 1 µm) only pho-

togenerates carriers in the vicinity of the tip apex, preventing contributions to the

scattered signal which originate from regions far away (∼ 100 µm) from the apex
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5.3. Contact-free subcycle nanovideography

such as radiation scattered off the tip shaft or cantilever that are typically present

in the steady-state case Ê1/2 [Mas17]. This is observed in the nonzero signal of Ê2

at the tip-sample distance of 500 nm. Furthermore, in the case of the monolayer

and heterostructure, the probing depth is limited to ∼ 1 nm for all pump-probe

signals ∆Ê1/2 (see inset in Figure 5.14c, red area), in contrast to the total scattered

THz fields Ê2, which probe into the SiO2 substrate below the heterostructure (cyan

ellipse) [Moo20].

Altogether, the near-field experiment is able to investigate the full life cycle of inter-

layer electron-hole pairs, formation and recombination, with true nanoscale resolu-

tion below 50 nm, while providing sufficient signal-to-noise ratio to enable practical

contact-free nanoscopy of the ultrafast interlayer dynamics.

5.3.2. Interlayer formation and recombination dynamics on

the nanoscale

In Figure 5.13, we already found significant differences in the scattered signal, that

may be caused by differences in the local formation or recombination dynamics.

In this part, we investigate this behavior systematically by recording snapshots of

a large area of our heterostructure sample for delay times tpump up to 180 ps. In

Figure 5.15a, the height profile of the sample region is shown. The center of the

false-color plot features a large heterostructure area (HS2), containing many flat

areas separated by folds and inclusions. Above (ML2) and in the top right (ML3),

WSe2 monolayer regions can be identified using the AFM scan and the optical

images recorded during fabrication. The top left corner consists of a smaller WSe2

monolayer (ML1), heterostructure (HS1) and a WS2 monolayer covered by a WSe2

bilayer forming a trilayer heterostructure (TL-HS). The bottom left shows a flat

area with an increased density of inclusions and would be typically identified as a

heterostructure (HS3), however, does not feature the typical behavior as discussed

below. Most likely, this area was damaged or contaminated in between the layers

during the transfer or annealing process.

Using steady-state THz nanoscopy to trace the peak electric field Ê1, we can check for

any unwanted doping and corroborate a homogeneous response of the investigated
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Figure 5.15 | Snapshots of a heterostructure area. a, AFM image of a large
area of the heterostructure featuring regions with different characteristics indicated
by the dashed red lines. The center features a large heterostructure (HS2) with
the characteristic flat areas separated by folds and inclusions. To its left and right,
WSe2 monolayer (ML2, ML3) regions can be identified. In the bottom left corner
is a heterostructure featuring an increased density of inclusions (HS3), which does
not feature the typical heterostructure behavior (see c). The top left corner consists
of smaller regions of monolayer (ML1), heterostructure (HS1) and a WSe2 bilayer
as constituent of a trilayer heterostructure (TL-HS). The circles mark the positions
of fits A to E in Figure 5.16a. Scalebar, 5 µm. b, Steady-state THz map tracking
the peak electric field Ê1 and resolving small differences between monolayer and
heterostructure areas, while showing a drastic difference at folds and inclusions.
Scalebar, 5 µm. c, Snapshots of the pump-induced signal ∆Ê1 of the area from a
and b for delay times tpump up to 180 ps.

area (Figure 5.15b). A strong reduction in the scattered signal is observed at the

inclusions. Otherwise, all areas show a very similar scattering response which is

slightly reduced at monolayer regions in the top center and top right corner. A

slight increase in the scattered electric field is observed in the bottom right corner.

Next, we analyze the pump-induced response of the area. Using the new experimen-

tal setup, subsequent snapshots after photoexcitation are recorded. An overview is

shown in Figure 5.15c, where the delay time increases from top left to bottom right.

Using the first two images (tpump = 1 ps and tpump = 21 ps), we corroborate the
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5.3. Contact-free subcycle nanovideography

identification of the areas seen in Figure 5.15a. Heterostructure areas feature large

signals, which decay on timescales on the order of 100 ps and are visible in all snap-

shots, but exhibit clear differences in signal strength and decay time. In contrast,

monolayer areas show a relatively weak signal, which is not present in the second

image at tpump = 21 ps in agreement with the few-ps decay observed in Figure 5.4a.

The area in the bottom left corner (HS3) shows no pump induced-change at all. We

attribute the absence of any signal to a deficient transfer process or contamination

during fabrication, leading to an exceptionally high density of adsorbates between

the layers and preventing proper contact of the monolayers. Furthermore, one or

both monolayers may have disintegrated during the annealing process. The top

left trilayer heterostructure shows a slightly increased signal and similar decay dy-

namics, however this will not be discussed in detail since the coupling of two WSe2

layers and one WS2 layer leads to convoluted effects including an emerging indirect

bandgap in the type-II band alignment and hybridization of intra- and interlayer

excitons in the homobilayer [Mer20]. Most importantly, we find a small area in the

bottom right corner featuring a drastically increased signal strength and lifetime.

We summarize the whole nanomovie by fitting the signal trace at each pixel of

the snapshots with a monoexponential decay ∆E max
1 × e−t/τ and extracting the

signal amplitude ∆E max
1 and decay time τ . Thereby, ∆E max

1 is a measure of the

tunneling efficiency between the layers, while τ reflects the lifetime of the interlayer

electron-hole pairs. The fitting procedure for representative regions in Figure 5.15a

(colored circles) is shown in Figure 5.16a, reproducing the recorded signal traces

very well. The symbols represent the data from the snapshots and the line shows

the respective monoexponential fit. Obviously, areas with no pump-induced change

(HS3, A) and monolayer regions (ML3, B) can be identified easily. The traces on

the heterostructure (HS2, C, D, E) show a substantially increased signal strength

and a drastically increased lifetime, while featuring significant variations in their

decay dynamics.

The resulting maps of tunneling efficiency ∆E max
1 and lifetime τ are shown in Fig-

ure 5.16b and c, respectively. ∆E max
1 shows clear contrast on inclusions and between

monolayer and heterostructure areas, but features only slight variations in signal

strength between individual heterostructure areas. In order to visualize the decay
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5 Subcycle polarization nanoscopy of ultrafast interlayer dynamics

Figure 5.16 | Extracting tunneling efficiency and lifetime of the interlayer
electron-hole pair formation and recombination. a, Data (spheres) and fits
(lines, areas) of various positions marked in b and in Figure 5.15a. Traces with no
pump-induced change are found on the inclusion rich area (A) and fast dynamics
are observed on the monolayer (B). Even within the heterostructure, significant
differences in the pump-induced change are observed (C, D, E). b and c, Amplitude
∆E max

1 and lifetime τ extracted by fitting a monoexponential decay (∆E max
1 ×e−t/τ )

to the temporal evolution of ∆Ê1 at each pixel. The black dashed frame in c indicates
the investigated area in Figure 5.17.

times, the extracted lifetime is additionally filtered before being plotted in Fig-

ure 5.16c. Thereby, for points in space showing a signal amplitude ∆E max
1 smaller

than 20 % of the maximum signal, the τ values are set to zero (dark blue), since

the fitting of the decay time gets unreliable or even meaningless in the absence of

a pump-induced signal (compare Figure 5.16a, A). Additionally, this allows us to

focus on the differences for heterostructure areas only. The extracted lifetimes of

the interlayer electron-hole pairs on the heterostructure show substantial differences

typically ranging from 100 to 250 ps.

Strikingly, there is an area in the bottom right corner that exhibits a dramatically

increased lifetime τ up to 500 ps, exceeding the typical heterostructure behavior by

far. We zoom into this area (Figure 5.16c, dashed frame) and color-code ∆E max
1

and τ on top of the topography of the region, which is simultaneously acquired by

AFM (Figure 5.17). Thereby, the surface and contour lines, which are spaced by

12 nm, represent the height profile. The tunneling efficiency ∆E max
1 is significantly

reduced at the topographic features, which we attribute to spatial separation of
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5.3. Contact-free subcycle nanovideography

Figure 5.17 | Resolving nanoscale inhomogeneities of tunneling efficiency
and electron-hole pair lifetimes by ultrafast contact-free nanoscopy.
a, Magnitude of the pump-induced changes in scattered electric field ∆E max

1 color-
coded onto the topography. The inset shows the experimental data (symbols) and
fits (solid lines) for two representative flat areas. b, Characteristic lifetime τ of
the photogenerated carriers color-coded onto the topography. The colored frames
indicate the area investigated in Figure 5.18.

the heterostructure into its constituent monolayers. Even on the topographically

flat areas, subtle variations in ∆E max
1 are observed indicating that the formation of

interlayer electron-hole pairs may be modulated by previously undetected nanoscale

differences in charge transfer efficiency. The lifetime τ of the spatially separated

electron-hole pairs varies by as much as a factor of three within the investigated

area. Local regions of extended lifetimes seem to correlate with high photo-induced

pair densities. Remarkably, we observe significant differences in electron-hole pair

lifetimes between topographically similar flat regions (inset in Figure 5.17a and

Figure 5.17b). The areas with extended electron-hole pair lifetime may be free of

any imperfections and defects, which would open additional recombination channels

[Lee14].

Close-up images of the flat regions (blue and green frame in Figure 5.17b, corner

for orientation) are recorded for three respective delay times and are shown in Fig-

ure 5.18 with their respective AFM scan. Both topographies show similar few-nm-

high features. While the decay dynamics are significantly different for the flat areas
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Figure 5.18 | High-resolution images of flat areas of the heterostructure.
AFM maps of the flat areas (see colored frames in Figure 5.17, corner for orientation,
gray scale) and corresponding signal ∆Ê1 (color scale) for different delay times. The
characteristic length scale of the modulation in ∆Ê1 (∼ 400 nm) is significantly larger
than both the spatial resolution of our s-SNOM setup (∼ 50 nm) and the topographic
features in the left panels.

that are a few micrometers apart and substantially influenced by strong topographic

features on the order of 100 nm such as inclusions or folds, the scattering response

seems relatively homogeneous within the flat areas. The signal amplitude varies

only slowly on these regions on length scales ∼ 400 nm, significantly larger than our

spatial resolution smaller than ∼ 50 nm, and appears immune to few-nanometer-tall

topographic folds. Therefore, the heterostructure seems to remain intact on the

nanoscale, with the interlayer exciton likely robust to the subtle changes of the local

dielectric environment. Hence, we propose that the larger area of extended lifetime

shown in Figure 5.17 (blue square) could arise from an advantageous local atomic

registry, through twist angle [Mer19] or strain [Zol19b, Bai20].

In summary, contact-free subcycle nanoscopy allows us to monitor the local polar-

izability of electron-hole pairs in atomically thin van der Waals heterostructures

accessing the interlayer tunneling dynamics during the formation of spatially sep-
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arated electron-hole pairs in a non-invasive manner and without driving external

currents. Therefore, the new technique should readily lend itself to the observa-

tion of tunneling in insulating, conducting or superconducting systems on subcycle

timescales and with nanoscale precision. Moreover, the new concept can explore the

recombination dynamics of these indirect, optically dark interlayer species [Mer19]

and therefore provides a novel tool to investigate interlayer excitons during their

full life cycle. By exploiting the subcycle temporal and nanoscale spatial resolu-

tion of our new nanoscopy experiment, we can already identify significant variations

in the formation efficiency and lifetime in a representative heterobilayer. Further-

more, we found that the interlayer exciton formation is robust to few-nanometer-tall

impurities and its formation and recombination dynamics vary on length scales of

400 nm most likely caused by the local twist angle or strain. In the future, the

new technique can be used to investigate two-dimensional materials and devices

on the relevant nanoscale length- and ultrashort timescales to understand the role

of interlayer tunneling in phase transitions or energy harvesting and light emitting

processes. Looking forward, the new concept may even facilitate the visualization

of photo-carrier trapping in moiré potentials in future experiments under low tem-

peratures and ultra high vacuum including even higher quality samples, which our

research group is working on right now.

As an outlook to ongoing experiments, in the following the interlayer dynamics of

the WSe2/WS2 heterostructure are investigated for different photo-induced carrier

densities.
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5 Subcycle polarization nanoscopy of ultrafast interlayer dynamics

5.4. Saturation of the type-II band alignment

In excitonic systems, the density of charge carriers is of particular interest and

crucially influences whether electron-hole pairs are present in their bound exciton

form or in an ionized electron-hole plasma. Sufficiently high carrier densities lead

to efficient screening of the strong Coulomb interaction and prevent the formation

of bound electron-hole pairs, which is called Mott transition [Che15, Ste17a]. In

systems like the WSe2/WS2 heterostructure, featuring a staggered type-II band

alignment with a band offset of hundreds of meV [Kan13, Gon13, Hil16, Zha16],

the density of tunneled carriers has additional effects, applying a reverse field that

counteracts the type-II band offset. A sufficient reversed field will even prevent

further carriers to tunnel like observed in the saturation effects in THz emission

experiments [Ma19], critically limiting the yield in light harvesting devices. However,

insights on interlayer formation and recombination dynamics in this limiting case

have still been elusive.

Therefore, we perform preliminary experiments monitoring the formation and re-

combination dynamics in our WSe2/WS2 system for different pump fluences at

a center wavelength of 515 nm, i.e. photogenerated charge carrier densities. The

pump-induced peak electric field ∆Ê1 is measured for delay times tpump up to 170 ps

while varying the fluence from 5 to 60 µJ cm−2. The result is plotted in Figure 5.19a,

where each curve is the average of three consecutive scans and a running average

over three data points is applied. For the measurement with 60 µJ cm−2 only one

trace was recorded, since the pump fluence is above the damage threshold, where the

heterostructure degrades over time and hence a quick acquisition time was essential

causing a decreased signal-to-noise ratio.

As a result, we find very similar pump-induced signal traces as seen before in Fig-

ure 5.4a. As expected, higher pump fluences, hence higher carrier densities, lead to

an increased signal (Figure 5.19a), however, the maximum peak electric field does

not increase proportionally to the pump fluence. When looking at the trace with the

lowest (5 µJ cm−2) and highest fluence (60 µJ cm−2), the photoexcitation is twelve

times stronger, while not even a factor four is found between the respective peak

electric fields ∆Ê1. We quantify this behavior by extracting the peak signal at 1.5 ps
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5.4. Saturation of the type-II band alignment

after photoexcitation for each fluence (dashed line in the inset of Figure 5.19a) re-

sulting in the graph in Figure 5.19b. Despite having difficulties to determine the

exact average power of the pump beam for the low fluence values (see first two data

points) due to the low optical power on the order of 150 − 300 µW, a clear linear

behavior for pump fluences up to 22 µJ cm−2 is found. For higher fluences the signal

shows a significant deviation from the linear scaling, indicating the saturation effect

that was observed before in far-field experiments [Ma19]. The carriers tunneling

into the adjacent layer lead to a reverse electric field, that counteracts the type-II

band alignment and thereby prevents further efficient tunneling.

Moreover, we find an obvious difference in the recombination dynamics. For low

pump fluences, a pure monoexponential decay is observed, while an additional fast

decay emerges for fluences higher than 15 µJ cm−2 (light blue curve in Figure 5.19a).

To systematically investigate the additional decay, the data is fitted with a biex-

ponential decay A1e
−t/τ1 + A2e

−t/τ2 with the amplitudes A1/2 and the decay times

τ1/2. Thereby, we analyze only the decay starting from the dashed line in the inset

of Figure 5.19a on the modified time axis tp,mod = tpump − 1.5 ps. Additionally, the

fitting was constraint to extract a slow (τ1 > 100 ps ) and a fast decay constant

(τ2 < 100 ps). In Figure 5.19c, the signal from three different pump fluences and

their respective fits are shown. For low fluences (gray), there is only a monoexpo-

nential decay (A2 = 0) while the blue and yellow curve feature an additional fast

decay (A2 > 0). Thereby, the dashed lines indicate the slow decay (A1e
−t/τ1), while

the solid lines show the full biexponential fit.

The amplitudes A1/2 and decay times τ1/2 are extracted, and plotted separately in

Figure 5.19d and e. For the slow decay (blue symbols and line), there is an over-

all similar decay rate represented by the average value of 168 ps (dashed line in

Figure 5.19d), not changing significantly with increased pump power. For fluences

higher than 10 µJ cm−2, the fast decay sets in with decay times below 40 ps decreas-

ing even more for higher fluences. The extracted amplitude A1 of the slow decay

shows a quick saturation for values higher than 20 µJ cm−2 (Figure 5.19e). Account-

ing for the upper limit of the absorption of the heterostructure of 30 %, this corre-

sponds to a photogenerated carrier density of 3.1 × 1013 cm−2 in the heterobilayer,
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5 Subcycle polarization nanoscopy of ultrafast interlayer dynamics

Figure 5.19 | Saturation of the interlayer charge transfer. a, Pump-induced
change ∆Ê1 for several pump fluences as a function of the pump-probe delay time
tpump. Inset: Onset of the pump induced signal ∆Ê1. b, Maximum of ∆Ê1 extracted
from the vertical dashed line in the inset in a, showing a saturation behavior for
pump fluences larger than 22 µJ cm−2. c, Three representative pump-probe traces
measured with different pump fluences. Biexponential fit function (black line) and
slow decay component (black dashed line) are shown. Note that tp,mod is zero at the
vertical dashed line in the inset in a (tp,mod = tpump − 1.5 ps) to isolate the decay
dynamics. d, Decay constants τ1 and τ2 from the fitting procedure. τ1 exhibits
similar values for all fluences with an average value of 168 ps (dashed line). In
contrast, τ2 emerges with a value of 37 ps at 15 µJ cm−2 and reduces further for
increasing fluences. e, Extracted amplitudes A1 and A2. A1 increases linearly
with increasing pump fluence until saturating for values larger than 22 µJ cm−2.
The amplitude A2 of the faster decaying term only contributes for pump fluences
larger than 15 µJ cm−2 and increases linearly with increasing pump power. Both
amplitudes A1 and A2 show saturation behavior for pump fluences higher than
20 µJ cm−2 and 30 µJ cm−2, respectively. The error bars in d and e represent the
95% confidence interval of the fitting procedure.
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5.4. Saturation of the type-II band alignment

comparable to the value 1.9 × 1013 cm−2 observed before on similar heterostruc-

tures1 [Ma19]. In contrast, the amplitude A2 of the fast decay only contributes for

pump fluences higher than 10 µJ cm−2 and increases roughly linearly up to almost

30 µJ cm−2 (dashed line as guide to the eye) before starting to saturate.

We attribute the more complex decay dynamics to the reverse field of the transferred

charge carriers competing with the type-II band alignment. When a sufficient den-

sity of carriers has transferred, they prevent additional highly polarizable interlayer

electron-hole pairs to form. The absence of charge separation and hence higher spa-

tial overlap of electron and hole wavefunctions leads to a fast decay within tens of

picoseconds, which is still slower than the decay of pure intralayer population indi-

cating a remaining significant effect of the neighboring monolayer. Possibly, electron

tunneling is hindered more quickly in the conduction bands due to the smaller band

offset [Kan13, Zha16] causing only a partial charge separation, and more intralayer

like electron-hole pairs. After an initial fast decay, the slow monoexponential decay

attributed to interlayer electron-hole pairs remains.

The preliminary data set already reveals fascinating behavior. However, a more

controlled experiment and systematic analysis are needed to provide a quantitative

interpretation, since the observed signal could originate from a multitude of convo-

luted effects. While no pump fluence dependent absorption was observed in similar

heterostructures [Ma19], the carrier density in a single monolayer influences its car-

rier decay time due to Auger recombination [Poe15] and a reduced exciton lifetime

due to the increased confinement of electron and hole within the same layer of a

WSe2 homobilayer was observed [Mer20]. The additional Auger recombination or

fluence dependence of the pump light absorption may also explain the saturation of

the amplitude A2 of the fast decay for the largest fluences.

This complex behavior will be analyzed in more detail in future experiments on

heterostructure and homobilayer systems. Moreover, the nanoscale spatial resolu-

tion of the new technique cannot only provide fascinating insights on formation and

1The stated threshold carrier density in Ma et. al. [Ma19] is 1.3 × 10
13 cm−2, which includes a

transfer efficiency between the layers of 70 %. The transfer efficiency is removed to compare only
the photoexcited carriers leading to the value 1.9 × 10

13 cm−2 in the text above.
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5 Subcycle polarization nanoscopy of ultrafast interlayer dynamics

recombination of interlayer electron-hole pairs, but may be used to find local dif-

ferences in these high-pump-fluence dynamics to further the understanding of the

relevant decay channels or even resolve nanoscopic inhomogeneities in the type-II

band alignment.
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Chapter 6

High-power mid-infrared sources for next

generation subcycle near-field microscopy

In the last chapter, subcycle THz near-field nanoscopy has proven itself a valu-

able tool to nonresonantly investigate the local polarizability of electron-hole pairs

in van der Waals heterostructures revealing significant differences in the forma-

tion and recombination dynamics of interlayer excitons on the nanoscale. How-

ever, many fascinating phenomena in condensed matter physics can be addressed

selectively using their resonance energies of 10 to 100 THz in the mid-infrared

spectral range. These low-energy excitations include internal transitions of ex-

citons in van der Waals Systems [Poe15, Ste17b, Ste18, Mer19, Mer20, Mer21],

collective oscillations of charge carriers, called plasmons [Hub01, Tal19], as well

as vibrations of the crystal lattice, called phonons [Gun00]. In particular, ultra-

fast field-resolved mid-infrared spectroscopy provides direct access to the spectral

amplitude and absolute phase response of the sample system allowing for the re-

trieval of the dielectric function with extreme temporal precision down to 10 fs

[Hub01, Poe15, Ste17b, Ste18, Mer19, Mer20, Mer21].

In near-field microscopy, mid-infrared radiation is already widely employed with

numerous applications in physics, chemistry and biology [Che19b]. In particular,

the linear [Bao15, Par18, Zha18a] and nonlinear [Jia19] optical response of van der

Waals systems has been explored and even moiré superlattices have been visual-
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6 High-power MIR sources for next generation subcycle near-field microscopy

ized [Sun18, Sun20]. Strongly confined mid-infrared radiation has resolved phase

transitions with high spatial resolution [Qaz07, Liu13b, Hub16, McL17, Pos18]

and investigated magnetic domain switching [Jan20]. Additionally, the nanoscale

dielectric functions of liquids [Lu19b] and layered materials have been accessed

[Gov14, Moo18]. Moreover, surface polaritons, describing the coupling of light to

elementary excitations of matter interfaces allow for control and confinement of

light on the nanoscale forming for example low-loss, hyperbolic phonon polaritons

in hexagonal boron nitride [Dai14]. These polaritons are promising candidates for

future information technology, due to the ability of controlling and tuning their opto-

electronic properties, like in highly-tunable surface plasmon polaritons on graphene

[Fei12] or fully switchable interface polaritons in black phosphorus silicon dioxide

heterostructures [Hub17].

However, so far most near-field experiments have relied on intensity-resolved de-

tection or Fourier transform spectroscopy schemes, therefore limiting the temporal

resolution to a single oscillation cycle of the mid-infrared probe radiation. In order

to achieve even better temporal resolution and get the full benefit out of the detected

scattered light, the waveform originating from the near-field tip needs to be resolved

in the time domain analogous to the field-resolved detection used in the previous

chapters. As a result, access to the spectral amplitude and absolute phase are pos-

sible. In a proof of concept, the ultrafast response of indium arsenide nanowires has

been explored employing field-resolved detection allowing for simultaneous temporal

resolution of 10 fs and spatial resolution of 10 nm [Eis14]. Nevertheless, due to the

extremely small probing volume in the near-field and the relatively low-power mid-

infrared sources used in previous field-resolving near-field experiments, only about

50 photons per probe pulse contributed to the recorded signal [Eis14] limiting the

applicability of the technique.

To achieve practical ultrafast field-resolved near-field microscopy, high-average power

mid-infrared sources featuring high-repetition rates sufficient for near-field micro-

scopy are required. Typically, ultrashort mid-infrared pulses are generated by non-

linear frequency mixing of broadband near-infrared or visible pulses. Nonlinear

mixing and broadening schemes need high pulse energies to be efficient and in com-

bination with the necessary repetition rates for s-SNOM experiments, this leads to
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high-average powers, that are incompatible with conventional broadening schemes

and can cause catastrophic damage in bulk crystals or fibers. We want to tackle this

problem aiming for a high-power mid-infrared source using our thin-disk oscillator

in combination with state-of-the-art high-power broadening schemes and intra-pulse

difference frequency generation. In collaboration with Prof. Dr. Oleg Pronin from

the Helmut-Schmidt-Universität in Hamburg, we implement a bulk crystal broad-

ening scheme based on self-defocusing χ(2)-nonlinearities before generating tunable

high-power mid-infrared pulses. By collaborating with Dr. Francesco Tani from the

Max Planck Institute for the Science of Light in Erlangen, photonic crystal fibers are

employed to push the broadening even further increasing bandwidth and pulse en-

ergy of the mid-infrared probe pulses. In the following, we discuss both approaches

to generate high-power few-cycle mid-infrared pulses ideally suited for field-resolved

near-field microscopy.
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6 High-power MIR sources for next generation subcycle near-field microscopy

6.1. Mid-infrared generation using pulse

compression in self-defocusing bulk media

To generate femtosecond phase-stable mid-infrared pulses, the oscillator output

needs to be broadened sufficiently to support frequencies that are separated by

more than 20 − 30 THz. Spectral broadening is often achieved by self-phase modu-

lation, which is a consequence of the optical Kerr effect [Boy08]. Thereby, the time

dependent intensity I(t) leads to an additional contribution to the refractive index:

n = n0 + n2I(t) (6.1)

where n0 is the usual weak-field refractive index and n2 the second-order index of

refraction [Boy08].

An electromagnetic pulse can be described by a frequency dependent amplitude Ẽ(ω)

and corresponding phase ϕ̃(ω) in the frequency domain or by using the intensity

envelope I(t) = E(t)2 and the instantaneous phase ϕ(t) in the time domain . More

intuitively, we consider the instantaneous frequency ωinst = d
dt

ϕ(t), which describes

which oscillation frequency arrives at each point in time. For a compressed pulse,

originating for example from a laser oscillator, it is constant and reflects the center

frequency ω0 of the pulse. The intensity dependent refractive index leads to:

ωinst = ω0 −
ω0

c
n2L

∂I(t)
∂t

(6.2)

where L is the length of the nonlinear medium and c is the speed of light [Boy08].

Therefore, the modified instantaneous frequency ωinst features new frequencies at the

rising and falling edge of the intensity envelope of the pulse leading to a broadening

of the frequency spectrum [Boy08].

We collaborate with Prof. Dr. Oleg Pronin, Dr. Marcus Seidel1 and Dr. Jonathan

Brons1 to implement a highly efficient bulk crystal broadening scheme for mid-

infrared generation. When employing conventional self-phase modulation, the in-

tensity dependent refractive index also gives rise to self-focusing in the crystal lead-

1Max Planck Institute for Quantum Optics in Munich
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6.1. Mid-infrared generation using pulse compression in self-defocusing bulk media

ing to an additional reduction of the beam size causing large losses in the material,

promoting the excitation of higher order spatial modes, which leads to lower effi-

ciencies [Sei17] or even damaging the crystal. The key difference in the compression

scheme set up by Seidel et. al. [Sei17] is using the nonlinear refractive index, caused

by cascaded phase-mismatched χ(2)-nonlinearities in BBO crystals, to counteract

the self-focusing of the Kerr effect allowing for thicker crystals and longer strongly

confined propagation, and thus providing efficient broadening [Sei17]. As a result,

the oscillator output with an average power of 90 W and a pulse duration of 200 fs

is compressed to 30-fs-long pulses at an average power of 70 W by employing three

consecutive broadening and compression stages. The details of the setup can be

found in Reference [Sei17].

The experimental setup to generate mid-infrared radiation is shown in Figure 6.1a.

The oscillator output is broadened and compressed [Sei17] before most of the power

is routed into the generation arm, whereas a small part of the compressed pulse

(∼ 100 mW) is split off to be used as the gate pulse for electro-optic detection.

The corresponding spectrum is shown in Figure 6.1b. The dashed line displays the

fundamental spectrum of the oscillator output, while the colored line indicates the

spectral intensity after the compression. To ensure efficient mid-infrared generation

by intra-pulse difference frequency mixing (see also Section 3.2.2.), the frequency

components need to be broadened accordingly by 20 − 30 THz. Therefore, only

small contributions are expected from the central peak of the spectrum. To optimize

the generation process, we implement a modified prism compressor allowing for

frequency filtering and fine tuning of the spectral phase of the generation pulse.

Two D-shaped mirrors in the Fourier plane of the prism compressor reflect the low

and high frequencies selectively (blue areas in Figure 6.1b), while maintaining a

shared beam path of both frequency wings leading to a high phase stability in the

mixing process. Additionally, the polarization of the low frequencies is rotated by

90◦ using two passes through a quarter-wave plate (λ/4). Therefore, the low and

high frequency spectral wings are perpendicularly polarized to meet the polarization

requirements for critical phase matching [Boy08] and optimize the efficiency of the

mixing process. By reducing the overall power of the generation beam (∼ 70 W) to

only the frequencies that contribute most to the mixing process (∼ 5 W), the focus
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Figure 6.1 | Mid-infrared generation using bulk crystal broadening. a, In
the experiment, the output of the oscillator is broadened and compressed, before
being split into the generation and detection arm. The spectrum of the generation
pulse is filtered (see blue areas in b) using a modified prism compressor with D-
shaped end mirrors to choose the contributing frequency components. Additionally,
the polarization of the low frequency wing is rotated by 90◦ using two passes through
a quarter-wave plate (λ/4). The generation light is focused into a nonlinear crystal
(GaSe/LGS) and the resulting mid-infrared radiation is collimated and overlapped
with the detection gate pulse to be recorded by EOS after passing through a ger-
manium wafer. b, Intensity spectrum of the oscillator (dashed black line) as well
as the broadened and compressed pulse (blue). The blue shaded areas indicate the
filtered frequencies to optimize the mid-infrared generation using the modified prism
compressor (here shown for a frequency separation of 20 THz). c, Recorded mid-
infrared waveforms for LiGaS2 (LGS, gray) and gallium selenide (GaSe, red orange
and yellow) with different crystal thicknesses. d, Corresponding amplitude spectra.
The dashed line represents the phonons below 26 THz within the LGS crystal, lim-
iting the bandwidth of the generated spectrum.
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6.1. Mid-infrared generation using pulse compression in self-defocusing bulk media

spot size can be chosen significantly smaller without damaging the crystal, increasing

the peak intensity and hence mixing efficiency of the relevant frequency components.

After the prism compressor, the generation beam is focused into a nonlinear crystal

and the generated radiation is collimated with a parabolic mirror. At last, EOS is

used to analyze the mid-infrared pulses after passing through a germanium wafer to

remove the residual generation light. In our experiments, we employ LiGaS2 (LGS)

and gallium selenide (GaSe) for generation, due to their large nonlinear coefficients,

broadband infrared transparency and strong birefringence that allows for tunable

phase matching [Kno17]. A 60-µm-long GaSe crystal is used for EOS in combination

with the detection arm providing gate pulses with a pulse duration of 30 fs.

We first optimize the system for highest average power and use ∼ 3 W in each fre-

quency wing. The LGS crystal with a thickness of 1 mm is chosen due to its higher

damage threshold and favorable phase matching around 30 THz compared to GaSe

[Kno17]. We generate and record a mid-infrared waveform (Figure 6.1c, gray) and

record an average power of up to 12 mW, which is more than 20 times the power

that was used before for field-resolved near-field microscopy. The transient seems

to have a small pre-pulse and features many oscillation cycles. This is attributed

to the strong cutoff due to phonons in LGS below 26 THz (specified by the sup-

plier ASCUT) indicated in the corresponding spectrum by the black dashed line in

Figure 6.1d.

Using GaSe crystals with different thicknesses, we avoid phonon absorption and can

generate lower frequencies. In order to achieve broadband mid-infrared spectra, we

employ GaSe crystals with 400 µm (red), 150 µm (orange) and 50 µm (yellow) in

thickness. These lead to few-cycle pulses with few mW in power and can even reach

a single-cycle waveform. Note that thinner crystals lead to broader spectra (red →

orange → yellow) and lower generated average power, but the center frequency is

determined by the phase-matching angle.

Therefore, the thin-disk oscillator in combination with the broadening and com-

pression stage provides high-average power mid-infrared pulse trains for near-field

microscopy, which should allow for experiments with subcycle temporal resolution

and simultaneous spatial resolution of 10 nm in the mid-infrared spectral range with

dramatically increased field amplitudes and signal-to-noise ratio.
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6.2. Mid-infrared generation using spectral

broadening in photonic crystal fibers

To improve the spectral broadening even more and increase the generation efficiency,

we collaborate with Dr. Francesco Tani, Dr. Felix Köttig and Daniel Schade from

the group of Prof. Dr. Philip Russell at the Max Planck Institute for Science of Light

in Erlangen, who are experts in photonic crystal fibers. Together, we successfully

implemented a yet more impressive mid-infrared generation source. In contrast to

conventional fibers, which rely on total internal reflection in the solid fiber core,

photonic crystal fibers are employed [Erm19, Köt20a, Köt20b]. Particularly, we

employ a gas-filled single-ring hollow-core photonic crystal fiber (HCPCF) [Köt20a],

where the photonic bandgap effect [Rus03] confines the light in the gas-filled center

of the fiber leading to its extremely high damage threshold.

Broadening and compression

Similarly to before, we use self-phase modulation inside the HCPCF. Fibers in gen-

eral allow for strongly confined light, similar to the focus of a beam, but over large

distances. The pressurized gas inside the fiber acts as the nonlinear medium ex-

hibiting a relatively low nonlinearity compared to bulk crystals [Leh85, Boy08], but

features field confinement and broadening along the full length of the fiber, and an

extremely high damage threshold. Since gases are inversion symmetric and therefore

have no second-order nonlinear susceptibility [Boy08], the third-order optical Kerr

effect is the dominant nonlinearity leading to self-phase modulation. The resulting

broadening depends on the pulse energy, the nonlinearity and pressure of the gas,

and the length and core diameter of the photonic crystal fiber.

In our experiment, we employ a 3.2-m-long single-ring HCPCF with 12-thin-walled

capillaries filled with krypton gas at a moderate pressure of 15 bar and a relatively

large core diameter of 86 µm to reduce the peak intensities and increase stability

allowing for efficient broadening even at high repetition rates in the MHz range

[Köt20a]. First, we study the spectral broadening as a function of the average input

power (Figure 6.2a). The output of the oscillator is coupled into the fiber and the

resulting spectra are recorded. For small powers up to 2 W the original spectrum
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Figure 6.2 | Spectral broadening in a gas-filled photonic crystal fiber. a, In-
tensity spectra after transmission through a single-ring hollow core photonic crystal
fiber (HCPCF) filled with krypton gas for input powers up to 50 W. The spectral
broadening depends linearly on the input power indicated by the dashed lines and
the inset, showing the full width at 10 % of the maximum bandwidth ∆f for increas-
ing input powers. b, Comparison of the fully broadened spectrum after the bulk
crystal compression (black dashed line) and after the HCPCF (blue). The intensity
spectrum of the HCPCF features a lot more spectral power in the outer spectral
wings indicated by the blue areas that are spaced 20 THz apart.

of the oscillator remains (dark blue). Starting at 5 W of input power, there is

a significant broadening of the spectrum. The typical broadening caused by self-

phase modulation in HCPCF features the characteristic symmetric splitting of the

spectral peak starting at 10 W. Further increasing the power leads to a linear increase

in bandwidth (see inset), which is indicated by the black dashed lines as guide to

the eye for the bandwidth at 10 % of the maximum spectral peak2. While more

central peaks emerge, the lowest and highest frequency peaks remain the dominant

spectral features with an increased broadening efficiency for the low frequencies.

When reaching an input power of 50 W, corresponding to a pulse energy of 2.1 µJ, a

dramatically broadened spectrum spanning almost 40 THz is recorded , with clearly

visible spectral maxima at 278 THz and 304 THz. For even higher powers, the

2Here, the unconventional bandwidth defined by the full width at a tenth of the maximum spectral
intensity is used due to the complex shape of the broadened near-infrared spectrum.
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6 High-power MIR sources for next generation subcycle near-field microscopy

broadening gets unstable due to high intensities at the fiber incoupling facet [Köt20a]

and overall high-average power, heating fiber and gas. An average power of 42 W of

the broadened radiation is measured after the fiber corresponding to a broadening

efficiency of 85 % including losses at windows and lenses. The spectrum is shown

in Figure 6.2b, where the blue filled areas indicate a clear increase of the power in

the spectral wings compared to the bulk crystal compression scheme before (black

dashed line).

During the broadening process, dispersion caused by transmission through the gas-

filled fiber as well as self-phase modulation lead to a relative delay between con-

stituent frequencies of the pulse, so called chirp, which stretches the pulse in time.

To analyze the fiber output, we employ the well-established technique of frequency-

resolved optical gating (FROG), which is typically used to characterize ultrashort

laser pulses [Tre97]. Thereby, the pulse is split into two identical copies and non-

collinearly overlapped in a thin BBO crystal to generate the sum frequency, which

is analyzed by a spectrometer. By varying the delay time between the two pulses,

a two-dimensional map of the sum-frequency spectrum for different delay times is

recorded. Using a numerical algorithm, the spectral amplitude and relative phase3

are iteratively reconstructed [Kan99].

In the top panels of Figure 6.3, the two dimensional FROG measurement (a), its

corresponding reconstructed intensity spectrum and phase (b) and the intensity en-

velope in time (c) are shown. In general, small differences in FROG traces are

difficult to interpret directly, however general trends are rather obvious. In Fig-

ure 6.3a, the sum-frequency (SF) signal is stretched out for more than 1 ps, while in

the compressed case (d) the SF intensity vanishes within 200 fs, indicating a much

shorter pulse. The reconstructed spectrum (Figure 6.3b, blue line and area) shows

a similar spectrum as seen in Figure 6.2b. The phase (red) exhibits a dominating

parabolic shape indicating the aforementioned chirp caused by dispersion within

the fiber. The characteristic measure for the chirp of the pulse is the group de-

lay dispersion (GDD), which is defined by the curvature of the phase at a certain

frequency. Small GDD values represent a flat spectral phase corresponding to com-

3The sign of the spectral phase cannot be determined directly from the measurement, due to the
symmetry in the mixing process, and is conventionally determined by adding a medium with
known dispersion into the beam path to calibrate the measurement.
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Figure 6.3 | Compression of the broadband spectrum after the photonic
crystal fiber. a, Frequency-resolved gating (FROG) map recording the intensity of
the sum-frequency signal (SF Intens.) of two identical copies of the fiber output in
a thin BBO crystal for different delay times. Strong intensities are observed within
a window of more than 1 ps indicating a dramatically stretched pulse. b, Recon-
structed intensity spectrum (blue line and area) and phase (red line) of the fiber
output. The phase shows a dominant parabolic feature caused by dispersion and
self-phase modulation. c, Reconstructed time-domain intensity envelop directly af-
ter the HCPCF. The pulse is stretched out over more than 600 fs (blue), while the
Fourier limited pulse duration is 19 fs (red line). The dashed lines indicate the
window size after compression. d, FROG map of the compressed pulse. e, Re-
constructed intensity spectrum (blue line and area) and phase (red line) after the
compression. f, Reconstructed time-domain intensity envelope after the compression
stage. The retrieved pulse shape (blue) features a pulse duration of 20 fs, which is
very close to the Fourier limited case of 19 fs (red).
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6 High-power MIR sources for next generation subcycle near-field microscopy

pressed pulses, while large GDD values describe pulses that are stretched in time

[Sal91]. We extract the GDD by fitting the spectral phase with a polynomial func-

tion and average the second order parameter between the two outer spectral peaks

resulting in GDD values from 2700 to 2850 fs2 depending on the degree of the poly-

nomial. In Figure 6.3c, the intensity envelope of the fiber output (blue) is shown in

the time domain. The long travel within the gas-filled fiber and the large extracted

GDD value are reflected by the substantial difference in its pulse duration (∼ 600 fs)

compared to the Fourier limited pulse (red), which describes the shortest pulse that

the intensity spectrum can support with a flat phase.

To compress the pulse, we implement dispersion compensation using a pair of chirped

mirrors with a total GDD of −2800 fs2. These mirrors achieve frequency dependent

contributions to the spectral phase using precise dielectric coatings to control the

penetration depths, and thus the length of the beam path of each wavelength. The

FROG data after compressing the pulse is shown in Figure 6.3d, e and f. The

dashed lines indicate the dramatically decreased time window (Figure 6.3d and f).

We find a relatively flat spectral phase (Figure 6.3e, red), which features mostly

residual higher order chirp that should not significantly stretch the pulse. The GDD

is strongly reduced to average values between −35 and −80 fs2 when fitting with

polynomials of higher degree and can be easily removed by adding a few mm of

a transmissive medium into the beam path. The resulting pulse duration of the

compressed near-infrared pulse (Figure 6.3f, blue) is 20 fs, which is defined by the

full width at half maximum (FWHM) of the intensity envelope and is only slightly

longer than the Fourier limit (red, pulse duration: 19 fs). Note that the intensity

spectrum of uncompressed (Figure 6.3b) and compressed pulse (e) differ, which is

caused by a slightly different phase-matching angle of the BBO crystal during the

FROG measurement or inaccuracies of the reconstruction algorithm. To improve the

retrieval of the original spectrum without the influence of the BBO phase matching,

the FROG setup can be calibrated by comparing the FROG results to the intensity

spectrum recorded by the spectrometer. In our case, the effect is negligible, since

the Fourier-limited pulse durations of both spectra are the same.
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6.2. Mid-infrared generation using spectral broadening in photonic crystal fibers

Figure 6.4 | Schematic of the mid-infrared generation setup using the pho-
tonic crystal fiber. An average power of 50 W of the oscillator output (pulse du-
ration: 200 fs) is focused into the 3.2-m-long single-ring HCPCF with 12 thin-walled
capillaries around the core (diameter: 86 µm), which is filled with krypton gas at
a pressure of 15 bar. The fiber output is collimated and compressed by a pair of
chirped mirrors with a total GDD of −2800 fs2 resulting in near-infrared pulses with
a pulse duration of 20 fs and an average power of 42 W. The beam is split into a
generation arm and a low-power gate pulse train for detection. The generation light
is frequency filtered in a modified prism compressor to cut out the central part of
the spectrum and focused into a 1-mm-long LGS crystal. The resulting mid-infrared
radiation is transmitted through a germanium (Ge) wafer to filter the generation
light before being detected by EOS.

High-power mid-infrared generation

The experimental setup to generate the high-power mid-infrared pulses is shown in

Figure 6.4. The oscillator output of 200-fs-long pulses at an average power of 50 W

is broadened in the HCPCF and compressed to a pulse train with a pulse duration

of 20 fs and an average power of 42 W. Similarly to before, we split the beam using

most of the power for the generation. The modified prism compressor is used to

filter the spectrum and rotate the polarization of the lower frequency spectral wing

to increase the efficiency of the mixing process. This time, we only employ a 1-mm-

long LGS crystal, since the broadened frequency wings allow for high spectral power

separated by more than 26 THz (compare Figure 6.2b). The generated mid-infrared

radiation is transmitted through a germanium window to remove the near-infrared

light and recorded by EOS using a contacted GaSe flake with a thickness of less

than 10 µm [Kno18] allowing for an ultrabroadband detection bandwidth.
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6 High-power MIR sources for next generation subcycle near-field microscopy

First, we aim for pulses with maximum bandwidth. Therefore, we employ ∼ 3 W of

each frequency wing and mix them in the LGS crystal. As a result, a few-cycle mid-

infrared pulse is detected (Figure 6.5a, orange) featuring a pulse duration of 80 fs,

defined by the FWHM of the intensity envelope (gray area). The spectrum features

components from 30 to almost 45 THz and a FWHM of the spectral amplitude

of 8.9 THz centered at 35.5 THz (Figure 6.5b, orange line and area) with a flat

spectral phase (black dashed line). An average power of 20 mW is measured after the

germanium wafer ready to be coupled into the s-SNOM experiment. An estimate of

the expected field strengths is calculated by assuming the diffraction limited spot size

in the near-field experiment of 10 µm FWHM. Thus, the high bandwidth pulses reach

peak electric fields of up to 2.5 MV cm−1 (Figure 6.5a, orange). Next, we increased

the generation power to ∼ 5 W in each frequency wing to maximize the mid-infrared

power. The generated pulse (red) features a slightly longer pulse duration of 89 fs

(gray area) and a spectral red shift towards 31.5 THz and a bandwidth of 8.5 THz

FWHM due to the decreased separation of the frequency wings. At the same time,

the average power reaches up to 80 mW, which corresponds to peak fields of up to

4.5 MV cm−1 in the experiment.

By using spectral broadening inside a photonic crystal fiber, we are therefore able

to generate few-cycle mid-infrared pulses that reach peak electric fields of several

MV cm−1. In the near-field experiment, tip enhancement is expected to increase the

electric fields by at least a factor of 5 for free-standing tips [Krü11, Her12]. When the

tip is close to a sample surface, enhancement factors far higher than 15 are reached

depending on tip geometry and tip-sample distance [Boh01, Nee18]. Thus, the

new source reaches field strengths that compete with atomic potential gradients in

solids providing access to nonlinear phenomena. Therefore, future experiments may

explore novel regimes of nonlinear nanooptics [Jia19]. Moreover, previously elusive

strong field physics leading to high harmonic generation by driving Bloch oscillations

[Sch14] or quasi-particle collisions [Lan16] can be probed with nanoscale precision.

In addition, the strong fields may be employed to influence the band alignment in

van der Waals materials such as driving ultrafast currents in homobilayers or even

dramatically reshape the band alignment in heterostructures on subcycle timescales.
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Figure 6.5 | High-power ultrashort mid-infrared pulse generation and
field-resolved detection. a, Field-resolved waveform optimized for bandwidth
(orange) and average power (red). The peak electric field is calibrated to a diffrac-
tion limited spot size of 10 µm accounting for the specifications of the near-field
microscope. The gray areas indicate the intensity envelope with a pulse duration
of 80 fs (orange, top) and 89 fs (red, bottom) b, Corresponding spectral amplitude
(colored lines and areas) and phase (black dashed line). The respective axis are
indicated by the arrows.

In this chapter, promising exploratory steps were made towards a high-power mid-

infrared source for ultrafast near-field microscopy with subcycle temporal resolu-

tion. Combining the thin-disk oscillator with state-of-the-art high-power broaden-

ing and compression schemes, ultrashort mid-infrared pulses were generated rang-

ing from broadband single-cycle waveforms, which may be applicable for light-wave

driven scanning tunneling microscopy [Coc13, Coc16, Yos16, Jel17, Yos18, Gar20,

Yos19, Mül20, Pel20, Pel21], to extremely strong few-cycle pulses protruding into

the strong-field limit, reducing the acquisition time of field-resolved data manyfold

and pushing near-field microscopy to the next level. The many opportunities to

apply the nanoscale spatial and subcycle temporal resolution in the mid-infrared

spectral range such as studies of linear and nonlinear ultrafast interlayer dynam-

ics [Mer19, Mer20] and excitonic transitions in van der Waals materials as well as

pushing conventionally linear systems to their nonlinear limit [Sch14], foreshadow

fascinating future experiments.
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Chapter 7

Conclusion and outlook

In this thesis, a novel concept has been introduced to investigate the interlayer

tunneling in atomically thin van der Waals heterostructures on subcycle timescales

with nanoscale precision in a contact-free manner that even works on insulators. For

this purpose, we have exploited the transient polarizability of electron-hole pairs for

non-invasive THz nanoscopy of the ultrafast interlayer tunneling and recombination

dynamics in WSe2/WS2 heterostructures. Our experiments have not only made

use of the versatile portfolio of near-field microscopy, including laser THz emission

nanoscopy and scattering-type scanning near-field optical microscopy, but also con-

ceptually bridge the gap to lightwave-driven scanning tunneling microscopy.

A novel experimental setup has been designed and implemented pioneering an ultra-

fast high-power thin-disk oscillator in combination with a scattering-type near-field

microscope to perform ultrafast field-resolved THz nanoscopy. Using the thin-disk

oscillator, phase-stable THz pulses with spectral components ranging from 0.5 to

3 THz and average powers of 100 µW have been generated and coupled to the near-

field microscope. Field-resolved detection has been implemented to access the THz

waveform in the time domain with subcycle temporal resolution. As a result, our

experiment can access the local conductivity in the THz spectral range, as well as

ultrafast charge transfer processes using THz emission nanoscopy. Moreover, the

ultrafast evolution of the local polarizability after photoexcitation can be monitored

using ultrafast visible pump/THz probe time-domain spectroscopy.
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7 Conclusion and outlook

As representative samples, WSe2/WS2 and WSe2/MoSe2 heterostructures have been

fabricated with lateral dimensions of tens of micrometers and pre-characterized using

optical microscopy. By employing THz nanoscopy it has been possible to investigate

the local optical THz response of these TMDC heterostructures that are smaller than

the THz diffraction limit at full sample size. Thereby, we have even resolved local

nanoscale inhomogeneities of the optical conductivity caused by trapped particles

and potential variations of the background doping. These pre-characterizations have

already shown that our setup will be a promising tool for future studies of van der

Waals heterostructures as well as novel semiconductor and topological insulator

nanostructures in the THz spectral range.

Moving towards the main goal of this thesis, observing the interlayer dynamics of

van der Waals heterostructures, we have successfully confirmed interlayer tunneling

within the fabricated WSe2/WS2 heterostructures using THz emission nanoscopy.

Due to the type-II band alignment, photo-induced charge carriers favor one or the

other layer and tunnel accordingly. We have been able to resolve the emitted THz

waveform originating from this interlayer tunneling process between two atomically

thin TMDC layers over a distance of less than 1 nm. This corresponds to an emis-

sion volume, which is 12 orders of magnitude smaller than the diffraction limit.

Additionally, local differences in the emission signal and the boundaries of the het-

erostructure have been observed. No emission signal has been found on the substrate

or monolayer. In an inverted WS2/WSe2 heterostructure an emission waveform with

reversed polarity has been recorded, unambiguously verifying the interlayer charge

transfer as the origin of the emitted transients. Employing numerical finite-element

simulations to accurately predict the influence of the experimental probe geometry

and tip dimensions on the near-field interaction has allowed us to extract a charac-

teristic tunneling time of 200 fs for our sample. We have generally found excellent

agreement of the theoretically expected and experimentally observed THz emission

waveforms even reproducing the reflection at the end of the cantilever.

Despite these intriguing results, the signal amplitudes of the emission experiment are

still extremely low and the emission process is insensitive to the decay dynamics fol-

lowing the tunneling process. Therefore, we have employed visible pump/THz probe

time-domain spectroscopy to access the full life cycle of photo-induced electron-hole

pairs including ultrafast interlayer tunneling and recombination dynamics. Dramat-
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ically different behaviors on the TMDC monolayer and heterostructure areas have

been observed. The monolayer signal shows a relatively small photo-induced increase

in scattering response within 500 fs as unbound electron-hole pairs are generated and

intralayer excitons are expected to form. The monolayer scattering response decays

within a few picoseconds similar to findings in far-field measurements. In contrast,

we have found substantially different dynamics on the heterostructure. Firstly, the

heterobilayer signal exhibits a significant delay compared to the monolayer response

reaching the maximum pump-induced signal after 1 ps. Secondly, the signal strength

drastically exceeds the response of its individual constituent monolayers by up to a

factor of 8 and features lifetimes of hundreds of picoseconds indicating the formation

of long-lived spatially separated interlayer excitons. We have identified the delayed

onset of the heterostructure signal as the time the interlayer tunneling needs for

full charge separation almost perfectly agreeing with the tunneling time extracted

from THz emission nanoscopy. The differences in signal strength are attributed to

the dramatically different polarizabilities of electron-hole pairs confined to a mono-

layer or spatially separated over the heterostructure. To verify this hypothesis, we

have first determined the polarization sensitivity of the near-field experiment by

performing finite-element simulations including again the full tip geometry. A dom-

inantly out-of-plane orientation of the electric fields by more than two orders of

magnitude in the near-field experiment has been found. Therefore, our measure-

ment most likely probes the out-of plane polarizabilty. We have used the results of

ab intio density functional theory calculations conducted by Dr. Paulo Faria Junior,

Dr. Martin Gmitra and Prof. Dr. Jaroslav Fabian to predict the out-of-plane po-

larizabilities of intralayer and interlayer electron-hole pairs. The simulations verify

the strong increase in polarizability of interlayer electron-hole pairs in the experi-

ment reaching up to a factor of 12 for the lowest energy transition when including

atomic relaxation. However, for the sake of completeness, it is also known, that the

in-plane polarizability of van der Waals materials can exceed typical values of the

out-of-plane polarizability by one or two orders of magnitude, and could therefore

at least partially compensate for the out-of-plane selectivity of the near-field ex-

periment. Therefore, we have investigated the in-plane polarizability of intra- and

interlayer excitons by theoretically modeling the exciton with a two-dimensional hy-

drogen model and corroborated the prediction by directly extracting the in-plane
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polarizability from measurements of their mid-infrared dielectric function in litera-

ture. There is a similar substantial increase of more than one order of magnitude

in the in-plane polarizability of the interlayer excitons compared to their intralayer

counterpart. So in conclusion, the in-plane and out-of-plane polarizability of the

interlayer electron-hole pairs is greatly increased compared to the intralayer species.

Hence, these results validate our polarization nanoscopy as an ultrafast contact-free

probe of tunneling electron-hole pairs that works by monitoring the population of

the interlayer species.

Extending the measurement from a single point in space to imaging a whole area, we

have performed contact-free nanovideography, investigating the behavior of photo-

induced interlayer electron-hole pairs with a spatial resolution better than 50 nm.

Doing so, we have resolved substantial differences in formation and recombination

dynamics within flat areas of the heterostructure. Variations in interlayer electron-

hole pair lifetimes typically ranging from 100 to 250 ps have been observed and an

area reaching even lifetimes up to 500 ps has been identified. Close-up images of flat

regions of the heterostructure have revealed that even though there are large scale

variations between areas of around 400 nm, the interlayer electron-hole pair dynam-

ics are fairly immune to few-nanometer-high local topographic impurities. There-

fore, the heterostructure seems to remain intact on the nanoscale with the interlayer

formation process likely robust to the subtle changes to the local dielectric envi-

ronment. We attribute areas of extended lifetime to an advantageous local atomic

registry through twist angle or strain. Such hitherto inaccessible local information is

essential for the optimization of van der Waals heterostructures and foreshadows the

power of using ultrafast terahertz nanoscopy as a contact-free probe of tunneling.

To gain even more insights into the formation dynamics, we have also investigated

the interlayer formation and recombination depending on the photo-induced car-

rier density. Thereby, a saturation behavior and an emerging fast decay channel of

the interlayer species have been found for pump fluences higher than 10 µJ cm−2, a

possible indication for the reversed field, which is caused by the tunneled carriers,

competing with the type-II band alignment of the heterostructure resulting in re-

duced charge separation. In combination with the nanoscale spatial resolution, this

behavior in the high carrier-density limit can be used to reveal local inhomogeneities

in the band alignment for different material combinations or stacking angles.
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In summary, our approach offers spatiotemporal access to tunneling processes on the

relevant length- and timescales without driving external currents – a concept that

should readily lend itself to the observation of tunneling in insulating, conducting,

or superconducting systems on subcycle timescales. We have demonstrated that the

interlayer tunneling processes that govern phase transitions, energy harvesting and

light emission in atomically thin heterostructures are now accessible in situ on the

relevant length- and timescales. Looking forward, this new concept should allow

one to investigate and visualize nanoscopic processes in van der Waals heterostruc-

tures and help to improve the performance of future atomically thin optoelectronic

applications.

While our current configuration in the low THz range is perfectly suited to investi-

gate density-dependent and low-frequency dynamics, shifting the frequency higher

into the mid-infrared allows for resonant probing of plasmons and phonons as well

as excitonic transitions in van der Waals heterostructures. Therefore, first steps

have been taken towards the development of high-power sources for field-resolved

mid-infrared nanoscopy. Collaborating with Prof. Dr. Oleg Pronin, a high average-

power mid-infrared source has been implemented to generate ultrashort pulses rang-

ing from broadband single-cycle waveforms, which may be applicable for light-wave

driven scanning tunneling microscopy to few-cycle pulses with average powers up

to 12 mW at a center frequency of 28 THz, which are 20 times more powerful than

the probing power used in previous mid-infrared field-resolved near-field studies and

should reduce the acquisition time of future experiments manyfold. In collaboration

with Dr. Francesco Tani, a novel high-power broadening scheme has been designed

employing photonic crystal fibers and allowing for improved spectral broadening for

mid-infrared generation. As a result, we have generated few-cycle pulses with aver-

age powers of up to 80 mW and pulse durations below 90 fs at a center frequency of

31 to 35 THz that correspond to peak electric fields of several MV/cm in the near-

field experiment without including the field enhancement at the tip apex. These

pulses allow us to push near-field microscopy to the next level and access nonlinear

phenomena [Sch14, Lan16, Sch21]. In addition, the new source could be employed

to resonantly probe the dynamics of intra- and interlayer excitons via their 1s-2p-

transition on the nanoscale and explore the influence of strong mid-infrared electric

fields on the interlayer dynamics, on subcycle timescales.
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In the future, a new cryogenic ultra-high vacuum scattering-type near-field micro-

scope that is currently being set up will allow for precise control of the experimental

conditions down to pressures of 10−11 mbar and temperatures of 5 K combined with

excellent optical access for THz and mid-infrared illumination. The absolute con-

trol over all experimental parameters and custom-tailored near-field probing tips

in combination with high-power mid-infrared and THz radiation will lead to even

higher spatial resolution pushing for the single nanometer range. The results of this

work alongside the constant improvement of our van der Waals sample quality are

the first steps towards exploring the ultrafast interlayer exciton dynamics on het-

erostructures with small stacking angles [Tra19, McG20], where the emerging moiré

patterns shape the potential energy landscape on single nanometer lengthscales.
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Appendix A

Simulation details of the DFT calculation

For the DFT simulations, the electronic structures of the WS2 and WSe2 monolay-

ers, and their heterostructure were obtained via the full-potential linearized aug-

mented plane-wave method as implemented in the Wien2k package [Bla20]. The

Perdew-Burke-Ernzerhof [Per96] exchange-correlation functional was employed and

the D3 correction was used to account for van der Waals interactions in the hetero-

structure [Gri10]. The wavefunctions are expanded in atomic spheres with orbital

quantum numbers up to 10 and the plane-wave cut-off multiplied with the smallest

atomic radii is set to 8. For core electrons, spin-orbit coupling was included fully

relativistically, while valence electrons were treated within a second-variational pro-

cedure with the scalar-relativistic wavefunctions calculated in an energy window up

to 5 Ry. A Monkhorst-Pack k-grid of 15x15x1 with convergence criteria of 10−6 e

for the charge and 10−6 Ry for the energy was used to achieve self-consistency. By

adding a zig-zag potential to the exchange-correlation functional [Sta01] with 40

Fourier coefficients, the out-of-plane electric field was included. For the atomic re-

laxation, the same convergence parameters as discussed before were used combined

with a force convergence threshold of 0.1 mRy/Bohr.
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Appendix B

In-plane and out-of-plane polarizability of

TMDC monolayers in literature

A list of current experimentally determined and theoretically predicted values of

in- and out-of-plane polarizabilities α‖/α⊥ in TMDC monolayers is provided in Ta-

ble B.1. Thereby, the polarizability α is defined by the quadratic energetic shift

∆E ∝ 1
2
αF 2 due to the external electric field F . We include MoS2 and WSe2 mono-

layers, while limiting the polarizabilities to examples with a dielectric environment of

ǫ ≤ 5 and exciton binding energies of the intralayer excitons larger than 200 meV to

reflect the experimental conditions. Additionally, we compute and list the in-plane

polarizability of WSe2 from [Mer19] (Section 5.2.3.).

While the in-plane polarizabilities (left) show good overall agreement and are in

line with the experimental values, the experimentally determined values for the out-

of-plane polarizability span across three orders of magnitude. The small intrinsic

polarizability of the monolayer and the critical dependence on the dielectric environ-

ment as well as the challenging experimental conditions [Roc18, Ver19] are known

reasons for the sensitive nature of the experiments. The results of Verzhbitskiy et

al. [Ver19] are stated as upper limit of the intrinsic polarizability of an isolated

monolayer WSe2, providing values that are comparable to our DFT simulations

modeling a WSe2 monolayer in vacuum for the lowest energy transition and the A-

exciton (0.11 meV nm2V−2 and 0.07 meV nm2V−2, respectively). Accounting for the
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atomic relaxation, these values become 0.25 meV nm2V−2 and 0.35 meV nm2V−2, re-

spectively. This large sensitivity of the polarizability to slight changes in the lattice

order is in line with the overall extreme susceptibility of the optoelectronic proper-

ties of TMDC monolayers to their dielectric environment [Raj19]. Fabrication of a

practical monolayer or heterostructure sample on any substrate should increase the

polarizability even more [Roc18, Cha19, Kle16] (see Table B.1, right).

Assuming moderate values for in- and out-of-plane polarizability, the dominant out-

of-plane sensitivity of near-field microscopy (see Section 5.2.1.) will lead to a con-

tribution of both in- and out-of-plane polarizability to the measured signal. Nev-

ertheless, the drastic increase of the polarizability during the interlayer tunneling

is the key feature observed in our experiment and allows for ultrafast contact-free

probing of tunneling electron-hole pairs that works by monitoring the population of

the interlayer species.

In-plane polarizability Out-of-plane polarizability

References α‖

(
meVnm2

V2

)

References α⊥

(
meVnm2

V2

)

[Sch16b], MoS2, T 8 − 23 · 103 [Kle16], MoS2, E 2.4 · 102

[Ped16], MoS2, T 6 − 21 · 103 [Cha19], WSe2, E 72

[Ped16], WSe2, T 5 − 14 · 103 [Roc18], MoS2, E 30

[Mer19], WSe2, E 3.2 · 103 [Ver19], WSe2, E 0.42

Table B.1: Theoretically predicted (T) and experimentally measured (E) values for
in- and out-of-plane polarizability of excitons in MoS2 and WSe2. For the theoretical
predictions the lower and upper limits correspond to smaller and larger dielectric
constant of the monolayer environment implemented for example by hBN encapsu-
lation.
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Appendix C

Publications

Publications in peer-reviewed journals

• M. Plankl, P. E. Faria Junior, F. Mooshammer, T. Siday, M. Zizlsperger, F. Sand-

ner, F. Schiegl, S. Maier, M. A. Huber, M. Gmitra, J. Fabian, J. L. Boland,

T. L. Cocker, and R. Huber

Subcycle contact-free nanoscopy of ultrafast interlayer transport in

atomically thin heterostructures

Nature Photonics 15, 594–600 (2021)

• F. Mooshammer, M. Plankl, T. Siday, M. Zizlsperger, F. Sandner, R. Vitalone,

R. Jing, M. A. Huber, D. N. Basov, and R. Huber

Quantitative terahertz emission nanoscopy with multi-resonant near-

field probes

Accepted in Optics Letters 46, 3572–3575 (2021)

• F. Mooshammer*, M. A. Huber*, F. Sandner, M. Plankl, M. Zizlsperger, and

R. Huber (*: these authors contributed equally)

Quantifying nanoscale electromagnetic fields in near-field microscopy

by Fourier demodulation analysis

ACS Photonics 7, 344–351 (2020)
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Nano Letters 18, 7515–7523 (2018)

• M. A. Huber, F. Mooshammer, M. Plankl, L. Viti, F. Sandner, L. Z. Kastner,

T. Frank, J. Fabian, M. S. Vitiello, T. L. Cocker, and R. Huber

Femtosecond photo-switching of interface polaritons in black phospho-

rus heterostructures

Nature Nanotechnology 12, 207–211 (2017)

This work has been featured in a News and Views article:

D. N. Basov and M. M. Fogler
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