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1. Abstract 

The cell division cycle is regulated by the timely degradation of cell cycle regulators leading to an abrupt 

and irreversible change of protein concentration. At the centre of this system are E3 ubiquitin ligases 

that mark substrates for degradation by the 26S proteasome at precise time points during cell cycle 

progression. The anaphase promoting complex or cyclosome (APC/C) is a multi-subunit E3 ubiquitin 

ligase that targets a multitude of different proteins during mitosis and G1-phase in a strict order, 

thereby triggering mitotic events. APC/C activity is supressed during S- and G2-phase through inhibi-

tory phosphorylation of the co-activator subunit Cdh1/Fzr and the simultaneous action of potent 

APC/C inhibitor proteins, allowing re-accumulation of mitotic cyclins. In Drosophila, Regulator of Cyclin 

A1 (Rca1) inhibits APC/CFzr in S- and G2-phase, whereas its degradation during G1-phase submits 

APC/CFzr activity required for the establishment and maintenance of G1-phase. This thesis focuses on 

the degradation pathway, inhibitory function, and regulation of Rca1 during cell cycle progression. In-

itially, Rca1 degradation during G1-phase and the involved E3 ubiquitin ligase were investigated. There-

fore, an in vivo high-throughput method to analyze the stability of selected proteins during the cell 

cycle in single cells using flow cytometry of asynchronous cell populations in Drosophila S2R+ cells was 

established and verified using known substrates of the APC/C and CRL4Cdt2 ligases. Using this “relative 

protein stability” (RPS) system, it was shown that Rca1 is degraded with similar kinetics like the APC/C 

target Geminin and that its degradation depends on APC/CFzr activity. Furthermore, several APC/C 

degrons and the C-terminal RL-tail were found to confer Rca1 destruction, demonstrating that Rca1 

also constitutes an APC/C substrate besides being an APC/C inhibitor. Next, the functional domains of 

Rca1 mediating APC/C inhibition were characterized. Rca1 shares a similar arrangement of protein do-

mains like the vertebrate APC/C inhibitor Emi1, which other than canonical pseudosubstrate inhibitors 

supresses APC/C activity mainly through regulation of E2 binding and only to a lesser extent by blocking 

substrate recruitment. Using an in vivo APC/C activity assay, several protein domains including a C-

terminal KEN- and D-box, a ZBR, and a RL-tail that confer APC/C inhibition by Rca1 were identified. The 

requirement of similar protein domains for sufficient APC/C inhibition like Emi1 suggests that Rca1 also 

restricts APC/C activity by a more sophisticated mechanism than just acting as a pseudosubstrate com-

petitive inhibitor. Finally, the molecular mechanisms turning Rca1 from an APC/C inhibitor to substrate 

were explored. It could be demonstrated that phosphorylation of Rca1 at the C-terminal inhibitory 

domains increased its ability to inhibit the APC/C and in parallel phosphorylation of N-terminal residues 

caused a stabilization of Rca1. Just as phosphorylation, nuclear localization of Rca1 was shown to be 

essential for sufficient degradation during G1-phase. Additionally, a phospho-dependent interaction 

with 14-3-3 was discovered that is probably involved in Rca1 sequestration by enhancing its nuclear 

export, thereby providing a first hint linking Rca1 phosphorylation and localization as potential regula-

tory mechanisms converting Rca1 from an APC/C inhibitor to substrate.  



11 |  I n t r o d u c t i o n  

2. Introduction 

2.1. The eukaryotic cell cycle – a fundamental aspect of life 

The cell cycle is a series of highly coordinated events through which a cell duplicates its genome, grows, 

and divides. Cell reproduction constitutes a fundamental aspect of live allowing the formation of highly 

specialized tissues or organs, sexual reproduction, growth, development, and replacement of dead or 

damaged cells. The eukaryotic cell cycle is commonly divided in four phases: G1-, S-, G2- and M-phase. 

After cell division each cell cycle begins with a period of growth, called G1-phase. Cellular macromole-

cules including RNAs, proteins and membranes are synthesized that are required for DNA replication. 

Cells can also enter a transient non-dividing state called G0-phase that is either induced by external 

signalling or unfavourable environmental conditions like low amounts of mitogens or growth factors. 

However, cells can re-enter cell cycle progression out of the quiescence state upon mitogen stimula-

tion (Dong et al., 1997)(Pollard et al., 2017). The genetic material is replicated during S-phase resulting 

in chromosomes that consist of two identical sister chromatids. S-phase is followed by another gap 

phase G2 where cell growth and synthesis of proteins required for M-phase takes place. The first three 

phases (G1-, S-and G2-phase) are also called interphase, as taken together they represent by far the 

longest part of the cell cycle and constitute the period between the M-phase of successive cell cycles. 

The last stage of the cell cycle, M-Phase is divided into mitosis, the nuclear division and separation of 

daughter chromosomes, and cytokinesis the division of the cell into two new cells (Figure 1)(Cooper, 

2000; Morgan, 2007; Walker, 2016).  

Figure 1| The eukaryotic cell cycle 

The standard eukaryotic cell cycle consists of G1-, S-, G2- and M-phase. In S-phase DNA is replicated. During M-
phase, the replicated DNA is equally distributed into two new cells, by a series of highly regulated events. M-
phase is comprised of mitosis (nuclear division and chromosome separation) and cytokinesis (cell division). M- 
and S-phase are separated by two gap phases, G1- and G2-phase that prepare the cell for the upcoming cell cycle 
stages. G1-, S- and G2-phase are collectively called interphase that is by far the longest part of the cell cycle and 
provides time for cell growth. Cells can also remain in a quiescent, non-proliferative state called G0. The cell cycle 
is highly regulated and contains three major transitions: Entry into a new cell cycle is marked by the G1/S transi-
tion that regulates the start of S-phase. Initiation of mitosis is governed by the G2/M transition. After onset of 
mitosis, separation of sister chromatids is halted by the metaphase to anaphase transition until correct spindle 
attachment. (Figure adapted from Hochegger et al., 2008). 
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Mitosis consists of five highly regulated consecutive stages: prophase, prometaphase, metaphase, an-

aphase, and telophase. Prophase begins with initial chromosome condensation followed by centro-

some separation and the initiation of mitotic spindle assembly. During prometaphase, nuclear enve-

lope breakdown takes place allowing attachment of sister chromatids to the mitotic spindle at the 

kinetochore. The attached chromatids begin to move towards the centre of the cell. Prometaphase is 

followed by metaphase, where the sister chromatids completely align at the metaphase plate, the 

centre of the mitotic spindle. In anaphase the cohesion complex of the chromosome is dissolved after 

correct attachment to the spindle and the single chromatids are pulled in opposite directions towards 

the poles of the mitotic spindle. In the last stage of mitosis, telophase, the mitotic spindle is disassem-

bled, chromatids are condensed, and nuclear components are repackaged into two newly formed nu-

clei. M-phase is completed by cytokinesis, the division of the cytoplasm resulting in two daughter cells 

sharing the same genetic information (Cooper, 2000; Morgan, 2007). 

2.2. Cell cycle progression is defined by distinct transitions 

The events of the cell cycle must be tightly controlled in a spatio-temporal manner ensuring the correct 

timing and order of events. Each phase can only occur after successful completion of the preceding 

phase and under advantageous environmental conditions. There are three major switch-like transi-

tions that behave in an all-or-non response. Once activated, irreversible cellular processes are induced 

providing a unidirectionality to the cell cycle. Before entering a new cell cycle, a cell must pass the Start 

(yeast) or restriction point (mammals) in late G1. Once crossed, cells commit to mitogen-independent 

cell cycle progression (Johnson et al., 2013). After the restriction point cells pass the G1-S transition 

and DNA replication is induced. The second, G2-M transition regulates initiation and entry into mitosis. 

The third transition, metaphase to anaphase, monitors sister chromatid segregation and includes com-

pletion of mitosis and cytokinesis (Figure 1). Cell cycle progression is halted at the corresponding tran-

sition if the previous events have not been completed successfully or if inconvenient conditions force 

a cell cycle arrest. This regulatory system is under control of an oscillatory network driven by changes 

in protein phosphorylation and ubiquitin-dependent protein degradation. Central to this system are 

the cyclin-dependent protein kinases (Cdks) and different E3 ubiquitin ligases mediating proteasomal 

protein degradation (Morgan, 2007; Teixeira et al., 2013). 

2.3.  Cyclin dependent kinases, master regulators of the cell cycle 

Cyclin dependent kinases (Cdks) are master regulators of cell division controlling cell cycle progression 

through posttranslational modification of a vast number of key regulatory proteins. Cdks are ser-

ine/threonine kinases that are characterized by a conserved catalytic core comprised of an ATP-binding 

pocket, a PSTAIRE-like cyclin binding domain and the T-loop or activation loop. Cdks alone are inactive 

and are activated by a two-step process. In a first activation step, Cdks interact with their regulatory 
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subunit called cyclins (Cyc). In a second step, full activation is catalyzed through phosphorylation of a 

conserved threonine residue in the T-loop mediated by Cdk-activating kinases (CAKs). Substrate recog-

nition and phosphorylation by activated Cdks is driven by three interactions (Figure 2 A): First, Cdk 

active site recognizes substrates on the minimal consensus motif S/TP with the optimal sequence 

S/TPxR/K (x represent any amino acid) (Suryadinata et al., 2010). Alternative non S/TP motifs with the 

minimal sequence S/TxxR/K and a more favourable (P)xS/Tx[R/K]2-5 are also recognized and phosphor-

ylated by Cdks (Suzuki et al., 2015). Second, cyclins target substrates via short linear motifs (SLiMs). In 

mammals, E- and A-type cyclins interact with a short RxL motif also called the cy motif (cyclin binding 

motif) via a hydrophobic patch (MRAIL). Whereas, D-type cyclins possess a N-terminal LxCxE motif me-

diating interaction with members of the pocket protein family (Dowdy et al., 1993; Ewen et al., 1993; 

Landis et al., 2007; Topacio et al., 2019). Recent studies in S.cerevisiae completed a set of specific in-

teraction motifs for the four classes of major cyclins by discovering the missing M- and G2-Cdk motifs: 

G1 cyclins use a LP motif (Bhaduri et al., 2011) and S-and G2-cyclins share the RxL motif (Kõivomägi et 

al., 2011 a). The recently found PxF (PxxPxF) and LxF (ExLxF) motifs are unique for G2- and M-cyclins, 

respectively (Örd et al., 2019 a, 2020)(Figure 2 B). Third, cyclin dependent kinase subunits (Cks) interact 

with cyclin-Cdk complexes and a phosphorylated TP site in the substrate thereby directing multisite 

phosphorylation (Kõivomägi et al., 2011 b; McGrath et al., 2013). Cks have originally been discovered 

in yeast and are expressed in all eukaryotic lineages (Hayles et al., 1986; Hadwiger et al., 1989). For 

instance, mammals possess two highly conserved Cks proteins Cks1 and Cks2 (Cks85A and Cks30a in 

Drosophila)(Swan et al., 2005). 

 

Figure 2| Cdk substrate recognition mediated by specific docking motifs 

(A) Cdk substrate phosphorylation is mediated by the combination of Cdk, cyclin and Cks interaction with the 
substrate. Cdks recognize specific phosphorylation sites within the substrate and the cyclin interacts with a cyclin 
specific docking motif. The cyclin dependent kinase subunit (Cks) interacts with a phosphorylated TP site pro-
moting multisite phosphorylation of the substrate. (B) The common RxL motif shared by S-, G2-, and M-cyclins is 
complemented by unique interactions motifs for each cyclin class in S.cerevisiae.(Figure adopted from Örd et al., 
2020) 
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Cdk activity oscillates during cell cycle progression due to changes in the concentration of cyclins, 

whereas their own abundance stays relatively constant during the cell cycle. The formation of specific 

cyclin-Cdk complexes at distinct time points is responsible for cell cycle progression by triggering key 

cell cycle events. In yeast, only a single Cdk, Cdc28 (S. pombe) or Cdc2 (S. cerevisiae), drives cell cycle 

progression in combination with different cyclins that are expressed at certain cell cycle stages. During 

evolution, there has been an expansion in the number of Cdks and cyclins. For example, in humans 

there are 20 Cdks and 13 cyclin groups, but only Cdk 2, 4 and 6 (interphase Cdks) and Cdk1 (mitotic 

Cdk) in combination with ten cyclins belonging in four different classes (D‐type: CycD1, D2 and D3; E‐

type: CycE1, E2; A‐type: CycA1, A2; B‐type: CycB1, B2 and B3) are directly involved in control of the cell 

division cycle (Morgan, 2007; Malumbres, 2014; Whittaker et al., 2017; Roskoski, 2019). The number 

of cyclin subtypes varies among species even though cyclins are well conserved in their function among 

eukaryotes. For instance, in Drosophila there is only one version of A-, D-, and E-type cyclins and two 

versions of B-type cyclins (CycB and CycB3).  

Based on their occurrence and function cyclins and Cdks can be divided in four classes: G1-, G1/S-, S-, 

and M-cyclin-Cdk complexes. A classical cyclin specificity model of cell cycle regulation is based on the 

sequential activation of different cyc-Cdk complexes due to oscillating cyclin levels. The G1 cyclin, CycD 

in combination with Cdk4/6 coordinates cell growth and is essential for the entry in a new cell cycle by 

regulation of the restriction point. Initiation of S-phase depends on CycE-Cdk2 activity whereas mainte-

nance and completion of S-phase depend on CycA-Cdk2. Both CycA and CycB can form complexes with 

Cdk1 and are required for mitosis. CycA-Cdk1 is active during G2-phase and early stages of mitosis 

promoting mitotic entry. Whereas CycB-Cdk1 is responsible for different mitotic vents, especially mi-

totic spindle assembly and alignment of sister chromatids at the metaphase plate. The decline of CycB-

Cdk1 activity after anaphase causes mitotic exit and cytokinesis (Figure 3 A).  
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Figure 3| Different models of Cdk function 

(A) The cyclin specificity model explains Cdk function by sequential Cdk activation caused by waves of different 
cyclins. CycD levels rise in response to cell growth and extracellular growth factors during G1 promoting entry 
into a new cell cycle in combination with Cdk4, 6. S-phase entry is initiated by CycE-Cdk2 followed by CycA-Cdk2 
activity maintaining S-phase progression. Cdk1 interacts with CycA and CycB triggering key events of mitosis. (B) 
The quantitative model is based on accumulating Cdk activity resulting in different thresholds triggering stage 
specific events. (C) The quantitative model of specificity combines different Cdk threshold levels and the sequen-
tial occurrence of cyclins resulting in changing specificities but also a common baseline specificity. Specific cyclin 
interaction motifs in combination with the linear encoded multisite phosphorylation code allows a broader dy-
namic range of threshold modulation. As Cdk complexes specificity increases sequentially, the intrinsic CDK ac-
tivity has a delayed response compared to cyclin-Cdk complexes. (Figure B and C adopted from Örd et al., 2019 
b)  

However, a difficulty to this classical model proposing that temporal ordering of the cell cycle depends 

on the formation of distinct cyclin-Cdk complexes at certain time points and their biochemical speci-

ficity towards different substrates arose as different lines of evidence in murine cells (Geng et al., 2003; 

Kozar et al., 2004; Santamaría et al., 2007; Kalaszczynska et al., 2009), Xenopus egg extracts (Moore et 

al., 2003) and fission yeast (Coudreuse et al., 2010) demonstrated that specific cyclin-Cdks can be elim-

inated without major impact on the cell cycle. G1- and S-cyclins are dispensable and can be compen-

sated by mitotic cyclin-Cdk complexes, but not the other way round (reviewed in Uhlmann et al., 2011).  
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An alternative quantitative model, already postulated in 1996 by Nurse and Stern (Stern et al., 1996) 

states that different thresholds of Cdk activity based on increasing cyclin accumulation lead to phos-

phorylation of different targets at individual threshold levels, thereby driving cell cycle progression 

(Figure 3 B). This model is supported by the findings that a single chimeric cyclin-Cdk fusion protein 

can maintain sequential temporal ordering of the cell cycle in fission yeast (Coudreuse et al., 2010). 

Furthermore, it was shown that early and late substrates have different phosphorylation rates in de-

pendence on rising Cdk activity levels (Swaffer et al., 2016). Recently, a mechanistic explanation has 

been postulated how different threshold levels and cell cycle execution time can be encoded into cy-

clin-Cdk complexes and their substrates by a linear multisite phosphorylation code. The rate of multi-

site phosphorylation is influenced by the relative distance of the phosphorylation site to the Cks- and 

cyclin docking sites, the distribution of SP and TP sites within the substrate, consensus motif elements 

around the phosphorylation site and other parameters like dephosphorylation specificity (Kõivomägi 

et al., 2013; Örd et al., 2019 c;  b). This individual barcode determines the sequential ordering of several 

substrates that are phosphorylated by a single cyclin-Cdk complex. 

With the recent discovery of so far missing M- and G2-Cdk specific docking mechanisms in yeast a new 

model was proposed, combining the cyclin specificity and the quantitative model. The unified quanti-

tative model of specificity is based on the findings that each class of M-, G1/S-, S-, and G2- cyclins 

possess a unique linear docking motif in the correlating set of substrates increasing Cdk substrate spec-

ificity. Cdk substrate specificity is also increased by cyclins in the order of their expression during the 

cell cycle (Kõivomägi et al., 2011 a). Taken together cyclin specificity in addition to Cks1 binding pro-

vides a wider range of thresholds and switching orders allowing fine tuning of cell cycle events (Figure 

3 C). Also, the single mitotic cyclin system can be explained as M-cyclins have a key to all threshold 

levels thereby providing a robust and safe system that can maintain cell cycle progression alone. How-

ever, fine tuning of the threshold levels by different cyclins and the multisite phosphorylation code 

would be especially important for competitive fitness (Örd et al., 2019 a;  b). 

Due to their important functions, dysregulation of cyclin-Cdk activity can culminate in severe defects 

ranging from unrestrained proliferation to genomic instability or even cell death. There are several 

regulatory mechanisms ensuring correct Cdk function. Cdk activity can be regulated on the level of 

cyclins by increased cyclin degradation in combination with decreased cyclin gene expression mediated 

by inhibitory gene regulatory proteins. Another regulatory mechanism is the Wee1-Cdc25 circuit. Be-

sides activation promoting phosphorylation in the T-loop, activated cyclin-Cdk complexes can be inac-

tivated by phosphorylation of a tyrosine or threonine residue (Tyr15 in all Cdks, Tyr15 and Thr14 in 

Cdks of higher eukaryotes) within the ATP-binding site mediated by members of the Wee1 kinase fam-

ily. This inhibitory phosphorylation is opposed by dephosphorylation carried out by members of the 

Cdc25 phosphatase family providing a switch like feature of Cdk activation (Morgan, 1997, 2007; 

Pavletich, 1999). A further regulatory mechanism is the inhibition by cyclin dependent kinase inhibitors 
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(CKI). In mammals, there exist several CKIs belonging to either the class of INK4-family or the Cdk in-

teracting protein/kinase inhibitor protein (CIP/KIP) family. The members of the INK4 CKIs (p15, p16, 

p18 and p19) are specific inhibitors for Cdk4 and Cdk6 in G1-phase. In contrast to this, CIP/KIP members 

(p21, p27 and p57) are capable to inhibit all Cdks. They are all characterized by a Cdk inhibitory domain 

(CDI) and a short RxL motif that mediates interactions with both, the cyclin and the Cdk (Morgan, 

2007). In Drosophila, only two CKIs are present, Roughex (Rux) and the CIP/KIP member Dacapo (Dap). 

Rux is important for G1 establishment and maintenance by inhibiting S- and M-Cdk complexes but not 

G1/S-Cdk complexes (Foley et al., 1999; Avedisov et al., 2000). Dap instead was shown to specifically 

inhibit CycE-Cdk2 preventing a premature G1/S transition (De Nooij et al., 1996; Lane et al., 1996). 

2.4.  Protein degradation mediated by the ubiquitin proteasome pathway 

Besides phosphorylation, protein degradation is a further key regulatory mechanism in the course of 

the cell cycle. The fast and irreversible proteolysis of cell cycle regulators in a spatiotemporal manner 

is crucial for proper cell cycle progression and results in a unidirectional order of molecular events 

(Bassermann et al., 2014). In eukaryotes, protein degradation is regulated by a major proteolytic sys-

tem called the ubiquitin proteasome pathway (UPP). The UPP is based on the post-translational mod-

ification called ubiquitination, the attachment of a small protein ubiquitin (Ub) to a substrate (Figure 

4 A). Typically, Ub is linked via a covalent bond between the α-carboxyl group of its C-terminal glycine 

residue to the ε-amino group of an internal lysine residue or the α-amino group of the N-terminal 

residue of the substrate (Ciechanover et al., 2004). Alternative attachment to cysteine, serine and thre-

onine residues have also been discovered, expanding the combinatorial possibilities and biological 

functions even further (McDowell et al., 2016). Ubiquitination can occur in diverse forms with com-

pletely different outcomes, which is usually referred to as “ubiquitin code”. The linkage of a single 

(monoubiquitination) or multiple single Ub molecules (multi-monoubiquitination) are the most abun-

dant modifications that regulate various processes from endocytosis, DNA repair, signal transduction 

to even proteasomal degradation ( Braten et al., 2016; reviewed in Hicke, 2001; Pickart, 2001; Livneh 

et al., 2016). Polyubiquitination, the sequential addition of further Ub molecules to one of the eight 

amino groups (M1, K6, K11, K27, K29, K33, K48, and K63) of the previously attached Ub results in the 

formation of polyubiquitin chains of variable length, linkage type and configuration (homo- and heter-

otypic/branched Ub chains) (Figure 4).  

Depending on the linkage type, polyubiquitination is involved in diverse molecular processes. K11, K29 

and K48 linked chains serve as proteolytic signals, whereas K48 is the most abundant linkage in all 

organisms subjected to proteomics serving as the primary mediator for protein degradation mediated 

by the UPP (Komander et al., 2012). K63-linked chains were initially accounted to “proteasome-inde-

pendent” processes such as inflammatory signal transduction (Ohtake et al., 2016), DNA repair (Spence 

et al., 1995), protein trafficking (reviewed in Erpapazoglou et al., 2014), and selective autophagy (Kirkin 
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et al., 2009). However, K63 linked or mixed chains were also found in the context of proteolytic degra-

dation (Saeki et al., 2009; Ohtake et al., 2016). The function of K6-linked polyUb chains is still elusive 

but they have been found to be indirectly linked to DNA repair (Morris et al., 2004) and mitochondrial 

quality control mechanisms (Ordureau et al., 2015). K27 linkages are involved in DNA damage response 

(Gatti et al., 2015) and innate immunity (Wang et al., 2014). Mixed K29/33 chains are implicated in 

kinase modification (e.g. inhibition of Wnt signalling; T cell receptors)(Huang et al., 2010; Fei et al., 

2013). More recently K33 chains have also been found to be involved in anterograde protein trafficking 

(Yuan et al., 2014) and innate immune response (Liu et al., 2018). PolyUb chains formed via M1 have 

regulatory functions in NF-κB signalling (reviewd in Spit et al., 2019). Finally, Ub molecules themselves 

can be subjected to different forms of posttranslational modifications, including phosphorylation 

(reviewed in Swatek et al., 2016), acetylation (Ohtake et al., 2015), SUMOylation (Hendriks et al., 

2015), Neddylation (Hjerpe et al., 2012), ADP-ribosylation (Yang et al., 2017), phosphoribosylation 

(Bhogaraju et al., 2016), succinylation (Weinert et al., 2013), and deamidation (Cui et al., 2010), yet 

adding another layer of complexity to the ubiquitin code (Figure 4 B). Ubiquitination is carried out by 

the consecutive action of a three-enzyme cascade composed of an E1- (ubiquitin activating), an E2- 

(ubiquitin conjugating), and an E3-enzyme (ubiquitin ligase). In a first step, the C-terminal glycine of 

ubiquitin is activated in an ATP dependent reaction by the E1 enzyme. 

 

Figure 4| The ubiquitin code 

(A) Structure of the 76 amino-acid protein ubiquitin. The seven lysine residues (red, with blue nitrogen atoms) 
and the Met1 (red with green sulfur atom) can be linked to further Ub molecules, creating polyubiquitin chains. 
Depending on the linkage type, polyUb chains are involved in diverse processes. The red numbers represent the 
relative abundance of the linkage type in S. cerevisiae, with K48 being the most abundant linkage form (Xu et al., 
2009) (Figure adopted from Komander, 2009). (B) Different forms of ubiquitination. Substrates can be either 
modified with a single or several single Ub molecules (mono- or multi-monoubiquitination respectively). Elon-
gated polyUb chains can be formed either homotypic with just one linkage type or heterotypic with mixed forms. 
Ub chains can be linked to ubiquitin like proteins (Ubl) such as Small Ubiquitin-Related Modifier (SUMO) or neu-
ral-precursor-cell-expressed developmentally down-regulated 8 (Nedd8). Ubiquitin itself can also be subjected 
to different post-translational modification (PTM).(Figure adopted and modified from Kliza et al., 2020)  
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Adenylation of the carboxy terminal glycine residue results in a ubiquitin adenylate intermediate, re-

leasing pyrophosphate, followed by the formation of a covalent high energy thioester bond (∼) be-

tween Ub and a catalytic cysteine in E1 (E1∼Ub) along with the release of AMP (Haas et al., 1983). 

Most species contain only a single E1 enzyme, for example in Drosophila Uba1 is the sole E1 (Lee et al., 

2007), whereas in humans there are two forms, UBE1 and UBEL2 (Pelzer et al., 2007).  

In a next step, the activated Ub is transferred from the E1 enzyme to a catalytic cysteine residue of the 

E2 enzyme by transthiolation (E2∼Ub) (reviewed in Olsen et al., 2013). Compared to E1 enzymes, E2 

ubiquitin conjugating enzymes comprise a larger superfamily divided in 17 families based on compre-

hensive phylogenetic analysis. All E2s are characterized by conserved ubiquitin conjugating (Ubc) do-

main harbouring the catalytic cysteine residue. In Drosophila 32 members were identified, while in 

humans 37 E2 enzymes exist (Michelle et al., 2009).  

In a last step, an E3 ubiquitin ligase mediates the final step of Ub transfer from a selected E2∼Ub to a 

specific substrate forming an isopeptide bond between the C-terminal Gly76 and the lysine ε-amino 

group carried out by a nucleophilic attack. In contrast to E1 and E2, E3 ligases represent the biggest 

part with more than 600 E3 ligase genes in humans and several hundred in Drosophila. E3 ubiquitin 

ligases are divided into three classes based on different catalytic domains and the ubiquitin transfer 

mechanism: Really Interesting New Gene (RING), Homologous to E6-AP Carboxyl Terminus (HECT), or 

Ring-Between-Ring (RBR). RING E3s are characterized by a RING or U-box-fold catalytic domain. They 

act as scaffolding platforms, binding both the E2 enzyme and the substrate simultaneously, thereby 

promoting direct transfer of the Ub molecule from the E2 onto the substrate via their RING domain 

(reviewed in Deshaies et al., 2009). The class of RING E3s is further divided into single- and multi-sub-

unit E3 ligases based on their structure (reviewed in Hegde, 2010). Distinct from RING E3 ligases, HECT 

E3s ubiquinate their substrates in a two-step reaction. After binding the E2∼Ub complex via the C-

terminal HECT domain, a catalytic cysteine within the domain accepts the Ub molecules, forming an 

E3∼Ub thioester intermediate, before transferring them onto the substrate (reviewed in Rotin et al., 

2009; Zheng et al., 2017). The RBR proteins constitute a unique family of RING-HECT hybrids sharing 

features of both the RING and HECT E3 ligases. RBR E3s are characterized by three domains consisting 

of two RING finger domains, RING1 and RING2, separated by a central in between-RINGs (IBR) zinc 

binding domain. The RING1 domain is responsible for interaction with the Ub-loaded E2 enzyme, 

whereas the RING2 domain catalyzes the transthioesterfication via a catalytic cysteine residue (E3∼Ub 

intermediate) receiving the Ub molecule from RING1 which is then transferred to the target substrate 

(Wenzel et al., 2011; Walden et al., 2018). The ubiquitination cascade has a hierarchical structure with 

only one or very few E1, several E2 and hundreds of E3 enzymes, whereas E2s determine the type of 

Ub linkage and the vast number of E3s is responsible for substrate selection. 
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Figure 5| The ubiquitin proteasome pathway 

The ubiquitin proteasome pathway marks substrates via polyubiquitination (mainly K48 and K11 linked polyub 
chains) for protein degradation by the 26S proteasome. Ubiquitination is carried out by the sequential activity of 
three enzymes: The E1 Ub-activating enzyme, the E2 Ub-conjugating enzyme, and the E3 Ub-protein ligase. Ub 
is activated in an ATP consuming reaction mediated by the E1 enzyme. First an Ub adenylate intermediate (ade-
nylation) is formed which is then transferred to a catalytic cysteine in the E1 creating a high energy thioester 
bond, releasing AMP and pyrophosphate (PPi). The activated Ub is further transferred onto the E2 enzyme. Fi-
nally, the E3 ubiquitin ligase catalyzes the transfer of Ub to the substrate forming an isopeptide bond. Repeated 
addition of Ub molecules to the previously attached Ub results in the formation of poly-Ub chains that are rec-
ognized by the 26S proteasome, marking the substrate for degradation (Maupin-Furlow, 2011).  
 

The substrates marked with polyubiquitin chains, especially K48- and K11- linkages, are recognized and 

degraded by the 26S proteasome, a large protein complex composed of two functionally distinct sub-

complexes: The 20S core particle (CP) that houses peptidase activities and is capped at either one or 

both sides by the 19S regulatory particle (RP) that is responsible for identification, binding, deubiquiti-

nation, unfolding, and translocation of substrates to the CP (Figure 6 A). The CP has a barrel shape 

formed by four axial stacked heteroheptameric rings, two outer α-rings and two inner β-rings, each 

consisting of seven distinct subunits α1-7 and β1-7, respectively. The outer α-rings create opposing pores 

gating the entrance of substrates and the removal of degradation products via N-terminal extensions 

of several α-subunits. The two inner β-rings generate a central chamber containing six catalytic sites 

for peptide bond cleavage, provided by the β1, β2 and β5 subunits. The RP is divided into two sub-com-

plexes the lid and the base. The base directly contacts the CP and is composed of a ring of six AAA-

ATPase subunits, named regulatory particle triple-A protein 1-6 (Rpt1-6) and 4 non ATPase subunits 

Rpn1, Rpn2, Rpn10 and Rpn13 (regulatory particle non-ATPase). The ring of Rpt subunits is required 

for ATP dependent unfolding of the substrate and opening the axial pore by repositioning the exten-

sions of the CP α-subunits. The lid is constituted of 9 non-ATPase subunits (Rpn3, Rpn5-Rpn9, Rpn11, 

Rpn12, and Rpn15) and is required for the de-ubiquitination of the captured substrates (Figure 6 B) 
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(reviewed in Marshall et al., 2019). Rpn11 serves as an integral deubiquitination enzyme (DUB) accom-

panied by transiently associated DUBs, UCH37 and Ubp6, releasing the attached polyUb chains (Verma 

et al., 2002; Hamazaki et al., 2006; Aufderheide et al., 2015). Free polyUb chains are further recycled 

into single Ub moieties by the action of a unique DUB called isopeptidase T (isoT) (Wilkinson et al., 

1995). Recognition and selection of ubiquinated substrates is mediated by either intrinsic receptors of 

the non-ATPase subunits Rpn1, Rpn10, Rpn13, and possibly Rpn15 or extra-proteasomal ubiquitin 

binding proteins (Dsk2, Rad23, and Ddi1) (Marshall et al., 2019). These shuttle proteins bind Ub via one 

or more C-terminal ubiquitin-associated (UBA) domains (Hofmann et al., 1996; Wilkinson et al., 2001) 

coupled to a N-terminal ubiquitin-like (UBL) domain that interacts with the 19S CP ubiquitin receptors 

shuttling the cargo to the proteasome (Elsasser et al., 2002, 2004; Walters et al., 2002; Chen et al., 

2019). Fully assembled 26S proteasomes are spread throughout the nucleus and the cytoplasm, albeit 

often they are predominantly found in the nucleus accumulating especially at the inner nuclear mem-

brane in close proximity to nuclear core complexes (Pack et al., 2014; Albert et al., 2017). Surprisingly, 

proteasome activity in yeast nuclei was drastically reduced compared to cytosolic localized pro-

teasomes (Dang et al., 2016; Enam et al., 2018).Curiously, less proteasomes were detected in the nu-

cleus compared to the cytoplasm in this study, contradicting the observation of enriched nuclear lo-

calization in vivo (reviewed in Chowdhury et al., 2015). Till now proteasome activity measurements in 

the two compartments has varied greatly and the impact of proteasome localization in parallel with its 

activity remains elusive (Dang et al., 2016; Kito et al., 2020). 

  

Figure 6| Structure of the 26S proteasome 

(A) The 26S proteasome is composed of two subcomplexes, the 19S regulatory particle (RP) and the catalytic 20S 
core particle (CP). (B) The RP is divided into lid and base; the lid consists of 9 subunits, Rpn3, 5-9, 11, 12, and 15. 
The base is made up of six AAA-ATPase proteins (Rpt1-6) and four non ATPase subunits Rpn1, 2, 13 and 10. Rpn10 
exist in a proteasome bound and free form, making it unique among the proteasome subunits. The CP is com-
posed of two outer α -rings and two inner β-rings, each consisting of seven distinct subunits (α1-7 and β1-7). (Figure 
adopted from Murata et al., 2009) 
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2.5. The CRL4Cdt2 E3 ubiquitin ligase 

 The CRL4Cdt2 ubiquitin ligase belongs to the E3 cullin RING ligases (CRLs) and functions during S-phase 

and after DNA damage targeting a wide spectrum of proteins that are crucial for cell cycle regulation 

and DNA damage response (reviewed in Panagopoulos et al., 2020). CRL4Cdt2 comprises a cullin scaffold 

(Cul4), an adaptor protein DNA damage-binding protein 1 (DDB1), a RING domain protein Rbx1 that 

recruits the E2 enzyme, and a substrate recognition factor, in this case Cdt2 (Cdc10-dependent tran-

script 2) (Figure 7) (Havens et al., 2011). Substrate recognition by Cdt2 and subsequent ubiquitination 

by CRL4 requires the substrate to be bound to DNA associated proliferating cell nuclear antigen (PCNA) 

trimer. PCNA functions as a processivity factor for DNA polymerases and its requirement limits CRL4Cdt2 

activity to S-phase and DNA damage response (Abbas et al., 2011). CRL4Cdt2 substrates contain a “PIP 

degron” composed of a PCNA interacting protein (PIP) box, an eight amino acid linear motif with four 

essential residues QxxΨxxϑϑ (Ψ is any hydrophobic amino acid L, V, I or M and ϑ is an aromatic residue, 

Y or F) and a basic residue four amino acids downstream of the PIP box, also called “B+4”(Havens et 

al., 2009, 2011, 2012; Abbas et al., 2010; Tsanov et al., 2014). The PIP degron together with an acidic 

residue on PCNA forms a bipartite binding interface that is recognized by Cdt2 ensuring that only PCNA 

associated substrates are ubiquitinated (Havens et al., 2012). Recently, it was shown that Cdt2 itself 

also binds PCNA via a C-terminal PIP box in combination with a DNA binding domain ensuring that only 

substrates bound to DNA associated and not free PCNA are targeted for degradation (Hayashi et al., 

2018; Leng et al., 2018; Mazian et al., 2019).  

 

 

Figure 7| Model of CRL4Cdt2 and Cdt1 bound to 
PCNA 

Illustration of CRL4Cdt2 and its substrate Cdt1 bound 
to DNA associated PCNA. CRL4Cdt2 is composed of the 
scaffold subunit Cul4, the RING domain protein Rbx1, 
and the adaptor protein DDB1. The substrate recog-
nition factor Cdt2 interacts with CRL4 via DDB1. The 
substrates (here Cdt1) interact with PCNA via a PIP 
degron. Cdt2 interacts with DNA bound PCNA via a 
PIP box and a DNA binding domain, ensuring degra-
dation of only substrates associated with DNA bound 
PCNA. (Figure adopted from Hayashi et al., 2018) 
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Different substrates of CRL4Cdt2 haven been identified that are directly linked to cell cycle regulation, 

especially to the G1-S transition. The replication licensing factor Cdt1, responsible for MCM2-7 recruit-

ment to the origin of replication during G1- phase is targeted by CRL4Cdt2 during S-phase. Cdt1 prote-

olysis prevents a de novo licensing of DNA replication and prevents re-replication (Arias et al., 2006; 

Jin et al., 2006; Lovejoy et al., 2006). Further substrates include the Drosophila transcription factor 

E2F1 (Shibutani et al., 2008), the CKI p21 (Abbas et al., 2008; Kim et al., 2008) and the Drosophila CKI 

homologue Dacapo (Swanson et al., 2015). 

2.6.  The Anaphase promoting complex / cyclosome (APC/C) 
2.6.1. APC/C and its role in cell cycle regulation 

The anaphase promoting complex/cyclosome (APC/C) is an E3 ubiquitin ligase that governs cell cycle 

progression by controlling mitotic entry in particular the metaphase to anaphase transition, mitotic 

exit, and establishment and maintenance of G1-phase (reviewed in Castro et al., 2005; Bansal et al., 

2019). APC/C activity depends to a vast extent on the temporal interaction with its two co-activators 

Cdc20 (cell division cycle protein 20 homolog) and Cdh1 (Cdc20-homologue 1), represented by Fizzy 

(Fzy) and Fizzy-related (Fzr) in Drosophila, respectively (Morgan, 2007). The two co-activators have 

opposing activity profiles associating with the APC/C in different cell cycle stages. The switching be-

tween APC/CCdc20 and APC/CCdh1 enables the degradation of different substrates at distinct cell cycle 

stages, even though Cdc20 and Cdh1 have a partially overlapping substrate specificity. Furthermore, 

they provide a broader level of APC/C regulation as they are subjected to different regulatory mecha-

nisms, discussed in more detail later. Cdc20 stimulates APC/C activity during early mitosis when kinase 

activity is high, as APC/C-Cdc20 interaction requires phosphorylation of the APC/C at several sites (Qiao 

et al., 2016). On the contrary, Cdh1 is held in an inactive state during this period, since phosphorylated 

Cdh1 is unable to interact with the APC/C. The main targets of APC/CCdc20 are CycA, Nek2A, CycB, and 

Securin. CycB-Cdk1 activity is required for mitotic spindle assembly and Securin inhibits the enzyme 

separase that cleaves the cohesion complex holding together the sister chromatids. Degradation of 

both proteins must be prevented until all chromatids are correctly attached to the mitotic spindle dur-

ing metaphase, which is achieved through the action of the spindle assembly checkpoint (SAC) 

(reviewed in Lara-Gonzalez et al., 2012). After correct attachment of all chromosomes monitored by 

the SAC, the two targets are degraded, and the cohesion complex is dissolved by separase resulting in 

the transition from metaphase to anaphase. Interestingly, CycA and Nek2A are subjected to proteolysis 

right after nuclear envelope breakdown independent of the SAC. With the Cdc20 dependent destruc-

tion of mitotic cyclins, phosphorylation activity drops resulting in the dephosphorylation of Cdh1. 

APC/CCdh1 is activated and initially ubiquinates Cdc20 followed by Plk1, Aurora kinase A and B after they 

have fulfilled their function during telophase and cytokinesis, leading to mitotic exit. Further degrada-

tion of Securin and the mitotic cyclins is mediated by APC/CCdh1 until the end of G1-phase, ensuring low 
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kinase activity during G1-phase. Premature entry into S-phase is inhibited by the ubiquitination of sev-

eral targets required for the start of DNA replication, for instance Orc1, Cdc6, and Geminin. Once all 

substrates are degraded, APC/C is inactivated through autoubiquitination of the E2 enzymes UbcH10 

and held in an inactive state through Cdh1 phosphorylation and the activity of specific APC/C inhibitor 

proteins during S and G2-phase upon entry into the next mitosis (Figure 8) (reviewed in Zhou et al., 

2016; Bansal et al., 2019). Besides its function in cell cycle regulation, the APC/C is also involved in a 

multitude of cell cycle independent processes including differentiation, developmental processes, 

function of nervous system, genomic stability, tumor suppression, apoptosis, senescence, energy me-

tabolism, and cell motility (reviewed in Zhou et al., 2016; Bansal et al., 2019). 

 

Figure 8| APC/C in cell cycle regulation. 

APC/CCdc20 is activated during early mitosis upon APC/C phosphorylation. The substrates Cyclin A and NIMA-re-
lated kinase 2A (Nek2A) are ubiquinated in prometaphase independent of the spindle assembly checkpoint (SAC). 
Cyclin B and Securin destruction is halted by the SAC until correct attachment of the mitotic spindle in metaphase. 
APC/C mediated proteolysis of Securin and cyclin B after SAC inactivation results in anaphase onset. Cdh1 is 
activated through reduced Cdk activity and Cdc14 dependent dephosphorylation at the end of mitosis. APCCdh1 

targets all APC/CCdc20 targets and an array of further individual targets including Cdc20. During G1-phase, 
APC/CCdh1 degrades mitotic cyclins as well as proteins required for DNA replication (e.g., Geminin, Orc1, Cdc6, 
etc.) preventing premature entry into S-phase. After G1-phase APC/C activity is inhibited through several mech-
anisms including Cdh1 phosphorylation, Cdh1 degradation, and the action of APC/C specific inhibitors, e.g., ver-
tebrate early mitotic inhibitor 1 (Emi1). (Figure adopted and modified from Zhou et al., 2016) 
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Recently, APC/C activity was also found to modulate gene expression and cell identity by an ubiquitin-

mediated mechanism (Oh et al., 2020). Due to its diverse functions, the APC/C was subjected to im-

mense research in the last 25 years since its discovery, regarding its structural composition, catalytic 

activity, substrate recruitment, and the multitude of regulatory mechanisms controlling APC/C activity.  

2.6.2. APC/C structure and subunit composition 

The APC/C is an unusually large multi-subunit cullin-RING E3 ubiquitin ligase with a mass of approxi-

mately 1.2 MDa. The APC/C core complex is composed of 14 individual subunits (13 subunits in yeast) 

with 5 subunits forming homodimers, making a total of 19 subunits (Table S 2). Active APC/C requires 

the interaction with one of its two interchangeable co-activator subunits, Cdc20 or Cdh1. The whole 

complex adopts a triangular or asymmetric heart-shape (V-shape) and is organized in three sub-com-

plexes based on the function and structure of the respective subunits: the catalytic module, the sub-

strate recognition module and the scaffolding module (Figure 9 A)(reviewed in Alfieri et al., 2017).  

The catalytic module consists of the RING domain subunit Apc11 (Apc11RING) and the cullin subunit 

Apc2. An Apc11-Apc2 heterodimer is formed by the interaction of the Apc11 N-terminal β-strand with 

the Apc2 C-terminal domain (CTD). The Apc11RING and Apc2 WHB domain (Apc2WHB), both required for 

interaction with the E2 enzyme, are bound to the Apc2 CTD via flexible linkers. The minimal module of 

Apc11-Apc2 heterodimer is already active but only with poor substrate specificity (Gmachl et al., 2000; 

Leverson et al., 2000; Tang et al., 2001). The substrate recognition module is composed of Apc10 and 

the co-activator subunit (either Cdc20 or Cdh1) (Carroll et al., 2002; Passmore et al., 2003; Fonseca et 

al., 2011). Together, the catalytic and the substrate recognition module represent only 15% of the total 

complex mass, even though they are the key functional subcomplexes. The remaining 85% APC/C mass 

are attributed to the scaffolding module including the seven subunits (Apc1, Apc3, Apc4, Apc5-8) and 

four additional accessory subunits (Apc12, Apc13, Apc15 and Apc16). Particularly, the scaffolding sub-

units are all characterized by multiple repeat motifs. The subunits Apc3, Apc6, Apc7, Apc8 and Apc5 

are tetratricopeptide (TPR) proteins containing 13-14 continuous TPR motifs. Apc4 and Apc1 both con-

tain WD40 β-propeller domains, though Apc1 features a further array of four proteasome-cyclosome 

motifs (PC). The scaffolding module is organized in two substructures, the platform and the TPR lobe, 

forming a lattice like shell surrounding an inner cavity. Homodimers of Apc3, Apc6, Apc7, and Apc8 

together with the TPR accessory subunits Apc12, Apc13 and Apc16 constitute the TPR lobe represent-

ing the back and the top of the structure (reviewed in Alfieri et al., 2017; Yamano, 2019; Barford, 2020). 

The N-terminal TPR helix serves as the homo-dimer interface, while the C-terminal TPR helix creates a 

protein binding groove. The Apc6 dimer interacts with two copies of Apc12 via its protein binding 

groove, stabilizing Apc6 (Wang et al., 2009). Apc3 and Apc8 homodimers use one of their grooves for 

interaction with the co-activator subunits (Cdh1 or Cdc20). The TPR lobe is further stabilized by the 

binding of accessory subunits Apc13 and Apc16 to sites on seven of the eight TPR domains. Besides 
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stabilization these interactions are also crucial in the process of APC/C assembly (reviewed in Chang et 

al., 2014). Interestingly, the APC/C of higher eukaryotes contains an additional TPR subunit Apc7 that 

only interacts with Apc3. The precise function of Apc7 is still ambiguous, as the deletion of Apc7 only 

resulted in a slightly reduction of ubiquitination activity with no major defects in mitotic timing, CycB1 

degradation, and response to spindle assembly defects (Wild et al., 2018). The platform is made up of 

Apc4, Apc5 and two non-PC domains of Apc1. The accessory subunit Apc15 binds the TPR groove of 

Apc5, bridging it to Apc8. Apc1 PC domain extends from the platform interacting with the TPR lobe, 

creating a central cavity (Chang et al., 2014, 2015). The substrate recognition module (Apc10 and 

Cdc20/Cdh1) interacts with the Apc1 PC domain positioning it at the top of the cavity. Furthermore, 

APC10 and the coactivator interact with TPR motif of Apc3 with their C-terminal Ile-Arg residues (IR 

tail). Cdc20 and Cdh1 contain a further N-terminal C-box motif mediating interactions with Apc8. The 

catalytic module (Apc11-Apc2) is situated in the periphery of the platform subcomplex in such a way 

that Apc2 CTD and the associated Apc11 are at the front right below the substrate recognition module 

(Figure 9 B). 

 

Figure 9| Subunit organization of the APC/C 

(A) Schematic of the anaphase promoting complex/cyclosome (APC/C). The APC/C is organized in three modules: 
The catalytic module, the substrate recognition module, and the scaffolding module. The latter is divided into 
the TPR lobe and platform subcomplexes. The substrate recognition module is composed of Apc10 and one of 
the two interchangeable WD40 co-activator subunits, Cdh1 or Cdc20. The catalytic module is represented by a  
heterodimer of Apc11 and Apc2. The scaffolding module consisting of the TPR lobe subcomplex made up of the 
subunits Apc3, Apc6, Apc7, and Apc8 (all forming homodimers; not shown here) with three stabilizing accessory 
subunits (Apc12, Apc13, and Apc16) and the platform subcomplex composed of Apc1, Apc4, and Apc5. The Apc1 
PC domain and the accessory subunit Apc15 connect the platform and the TPR lobe. The substrate recognition 
and the catalytic module interact with the scaffolding module at different sites, positioning them in close prox-
imity for substrate ubiquitination (Figure A adopted and modified from Sivakumar et al., 2015). (B) Overall struc-
ture of an apo-APC/C, without co-activator; APC/C subunits are represented as cartoons. The Apc1 PC, Apc2 CTD, 
Apc10 IR and APC11 RING domain are also shown (Figure B adopted from Barford, 2020). 
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2.6.3. APC/C employs two E2 to catalyze polyubiquitination 

The ubiquitination of a substrate by the APC/C requires the activity of two E2 enzymes that interact at 

different sites within the catalytic module. Their collaborating activities result in either monoubiquiti-

nation, multi-monoubiquitiniation or the assembly of polyubiquitin chains. In case of human APC/C, 

chain formation is initiated by the E2 enzyme UbcH10 (also termed Ube2C) or UbcH5, whereas chain 

elongation is catalyzed by another E2 called Ube2S. In Drosophila, UbcD1/Effete and Vihar represent 

the homologous of UbcH5 and UbcH10, respectively (Treier et al., 1992; Máthé et al., 2004). Interest-

ingly, yeast APC/C uses canonical K48 linked Ub chains as signal for proteolysis, while metazoan APC/C-

Ube2S utilizes atypical K11 linkages (Rodrigo-Brenni et al., 2007). The priming monoubiquitination by 

UbcH10 is mediated by the interaction with the RING domain of Apc11 that is dependent on a confor-

mational change mediated by the co-activator (Brown et al., 2015; Chang et al., 2015). Without co-

activator, Apc11RING is in contact with Apc5 blocking the UbcH10 binding site being in an inactive state 

referred to as “down position”. Co-activator binding leads to a conformational change in the high flex-

ible catalytic module resulting in an active “up position” with the exposure of UbcH10 binding sites on 

Apc11RING-Apc2WHB increasing APC/C-UbcH10 affinity by more than ten-fold (Chang et al., 2014; Li et 

al., 2016; Zhang et al., 2016). The co-activators are therefore not only responsible for substrate recog-

nition but are also important for stimulating APC/C catalytic activity (Kimata et al., 2008). Binding of 

UbcH10 to the RING domain via its Ubc domain leads to a closed E2∼Ub conformation presenting the 

thioester bond for nucleophilic attack by the substrate lysine. A second interaction between Apc2WHB 

and the backside of UbcH10 results in a rigidification of the WHB domain that increases the catalytic 

activity of UbcH10 more than 100-fold and further enhances the APC/C-UbcH10 affinity (Brown et al., 

2015). Interaction with Apc2WHB also promotes closed UbcH10∼Ub conformation, although the mech-

anism behind this is still unknown (Barford, 2020). After the attachment of the priming Ub moiety, 

UbcH10 can further ubiquinate the substrate in a process called processive affinity amplification, 

whereby the attached Ub molecule enhances the substrate-APC/C affinity increasing the rate of ubiq-

uitination (Lu et al., 2015 a). UbcH10 has the capacity to either generate mixed K11-, K48- and K63-

polyubiquitin chains or ubiquitinate a different lysine residue leading to multi-monoubiquitination.  

Alternatively, further assembly of K11-polyubiquitin chains on the previous attached Ub molecules is 

catalyzed by Ube2S. Unusually for an E2 enzyme, Ube2S does not interact with the RING domain of 

Apc11 and is consequently not in competition for binding sites with UbcH10. Instead a C-terminal LRRL 

motif (RL-tail) mediates interaction with the APC/C at a site between Apc2 and Apc4 (Chang et al., 

2015). Ube2S catalytic activity is intensely increased by the APC/C as the already substrate-bound Ub 

molecule engages an exosite on Apc11RING leading to a conformational change of the RING domain 

presenting the K11 residue of the substrates Ub for further linkage with the Ube2S∼Ub (Brown et al., 

2016). Interestingly, the same exosite was also required for multi-ubiquitination events catalyzed by 

UbcH10 (Brown et al., 2015). Ube2S does not simply extend a ubiquitin chain but creates mixed or 
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branched K11/K48-linkages in cooperation with UbcH10, which serve as a more potent degradation 

signal compared to homotypic K11- or K48-linked chains (Meyer et al., 2014; Rana et al., 2017; Yau et 

al., 2017). The underlying mechanisms orchestrating the loading and switching between UbcH10 and 

Ube2S activity are still elusive. However, two recent discoveries provided new insight into possible 

regulatory mechanisms regarding Ube2S and UbcH10 activity. First, Ube2S autoubiquitination of a con-

served lysine, located five residues upstream of the active site of the UBC domain, impaired E1-medi-

ated ubiquitin reloading. This autoinhibitory process controlling Ube2S activity is also regulated in the 

context of the cell cycle, with reduced ubiquitination levels at this site during mitotic exit (Liess et al., 

2019). Second, the discovery of Apc2WHB being also an Ub-binding domain for K48-linked ubiquitin 

chains, gave rise to a possible regulatory mechanism for UbcH10, as binding of K48-linked ubiquitin at 

this site would compete for UbcH10. However, the function is yet unknown and the cryptic K48-linked 

ubiquitin binding site could contribute to switching between the two E2 activities or other processes 

modulating APC/C activity and further studies will be required to definitively determine the basis of E2 

regulation (Watson et al., 2019 a). 

2.6.4. APC/C substrate recognition is mediated by short linear degrons 

The APC/C is responsible for the degradation of over 100 proteins across different eukaryotic species 

and it is of great importance that these targets are recognized with high specificity to assure proper 

proteolysis in a spatio-temporal context (Davey et al., 2016). APC/C substrate recognition is mainly 

mediated by interactions of the seven blade β-propeller WD40 repeat domain in the C-terminal half of 

the co-activator subunits with short degrons (derived from degradation motif) located in unstructured, 

intrinsically disordered regions of the target substrate. Degron localization to these flexible and acces-

sible regions is important to adopt a defined conformation upon binding to the co-activator and for 

efficient interaction of nearby lysines or attached Ub molecules with the E2 enzyme (He et al., 2013; 

Guharoy et al., 2016). The WD40 domains of the co-activator subunits contain different binding pock-

ets for the recognition of APC/C degrons, of which there are three major types: The destruction box 

(D-box) (Glotzer et al., 1991), the KEN-box (Pfleger et al., 2000) and the ABBA motif (Burton et al., 2011; 

DiFiore et al., 2015) (Figure 10 A).  

The D-box was first discovered in B-type cyclins and the majority of characterized D-boxes follows the 

consensus RxxLxx[ILV], although there are variations with strong preferences outside of the consensus. 

Even the +1 arginine and +4 leucine residue are not strictly necessary, for instance Drosophila Pimpels 

lacks arginine at the +1 position (Leismann et al., 2003) and a phenylalanine substitution of the leucine 

residue is found in Drosophila cyclin A and H. sapiens Cyclin B3 (Nguyen et al., 2002; Ramachandran et 

al., 2007). The D-box consensus is a bipartite degron comprised of a N-terminal motif (RxxLx[D/E][Ψ]) 

for co-activator interaction at a site of the β-propeller between β-blades 1 and 7 and a hydrophilic C-

terminal segment for binding Apc10 (Buschhorn et al., 2011; Da Fonseca et al., 2011) (Figure 10 B). 
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Figure 10| APC/C co-activator recognize substrates via APC/C specific degrons 

(A) APC/C co-activators (Cdh1 shown here) interact with Apc1 and Apc3 and provide different binding sites for 
specific APC/C degrons, the D-box, KEN-box, and the ABBA motif (structure based on APC/CCdh1-Emi1 complex 
[PDB 4UI9] with the KEN box and ABBA motif modeled on S. cerevisiae Cdh1-Acm1 complex [PDB: 4BH6])(Chang 
et al., 2015). The D-box binding pocket is comprised of an interaction site between β-sheet blade 1 and 7 together 
with Apc10. The KEN receptor site is situated on the top surface of the WD40 co-activator with the ABBA motif 
binding site on the opposite side in an inter-blade groove between β-blades 2 and 3. (B) The D-box receptor of 
Cdh1 interacts with the D-box peptide together with Apc10. (C) The bound KEN peptide forms a 310 helix with 
the three consecutive KEN residues facing in the same orientation interacting with the KEN receptor. (D) The 
ABBA residues +1 and +3 are deeply buried in the ABBA receptor site, whereas position +4 rests against β-blade 
3. The +6 position contacts the side of the WD 40 domain outside of the binding pocket (He et al., 2013). (B left 
panel, C,D are based on S. cerevisiae Cdh1-Acm1 complex [PDB: 4BH6] ; B right panel is based on APC/CCdh1-Emi1 
complex [PDB 4UI9]) (Figures adopted and modified form Alfieri et al., 2017). 
 

The +1 arginine of the RxxL motif contacts an acidic patch on the activator subunit, whereas +4 leucine 

anchors the D-box within an aliphatic pocket (He et al., 2013). The +3 position has a preference for 

proline and alanine and +5 for small residues, both attributed to a tight turn after the +4 leucine that 

imposes strong constraints. The +6 residue interacts with an invariant arginine residue on the activator 

surface, explaining the preference for acidic amino acids at this position. A hydrophobic residue at +7 

is preferred for the interaction with a non-polar surface on the β-propeller. The C-terminal hydrophilic 

residues mediate interactions with the hydrophilic surface of Apc10 preferring small polar residues at 

this site, with a high preference of serine, threonine, and asparagine at +8 and asparagine at +9 and 

+10 positions (Chang et al., 2015) (Figure 11 A).  

The KEN-box, named after its core consensus sequence [DNE]KENxxP, is commonly present in APC/C 

substrates often in addition to the D-box. Degradation and efficient ubiquitination of substrates con-

taining both D- and KEN-box peptides, is most commonly dependent on both degrons (Burton et al., 

2001). The short motif is strictly defined and especially the glutamic acid and asparagine residues rarely 

deviate, whereas the lysine position allows other residues (e.g. aspartate, glutamine, or asparagine). 
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The substitution of the +1 lysine is often compensated by a glycine residue at the -1 position (GxEN) 

which has usually a preference for asparagine or aspartate that stabilize the KEN conformation via a 

hydrogen bond to the asparagine of the KEN consensus (He et al., 2013) (Figure 11 B).The bound KEN-

box peptide forms a 310 helix conformation that positions all three residues facing in the same orien-

tation engaging the surface of the KEN-box binding pocket situated on the top surface of the activator 

subunit WD 40 domain (Tian et al., 2012; He et al., 2013). Amino acids one or two residues C-terminal 

of the KEN box are often prolines that direct the exiting peptide away from the domain surface (Figure 

10 C).  

A more recent degron, the ABBA motif was initially discovered as the A-motif in the yeast APC/C inhib-

itor Acm1 and further characterization led to a general class with the six-residue consensus 

[FILV]x[ILMVP][FHY]x[DE] including the degrons of its eponymous representatives vertebrate cyclin A 

(S. cerevisiae Clb5), BubR1, Bub1, and Acm1 (DiFiore et al., 2015) (Figure 11 C). However, there is only 

a limited number of validated ABBA motifs available at this point and thus the consensus will probably 

change in the future. The ABBA motif was originally thought to be exclusively specific for Cdh1 but 

variation of a single residue in the flanking regions of the ABBA motif can switch the specificity from 

Cdh1 to Cdc20 (Davey et al., 2016). The ABBA motif binding pocket is situated in the inter-blade groove 

of blades 2 and 3 on the opposite surface of the WD40 domain from the KEN-box binding pocket (Fig-

ure 10 A). The three non-polar residues at positions +1, +3, and +4 anchor the motif to the binding 

groove. The +6 residue reaches out of the pocket contacting an arginine residue of blade 2 (Figure 10 

D) (He et al., 2013; Davey et al., 2016). Interestingly, the ABBA binding motif seems to be lost from 

animal Cdh1, as neither the ABBA motifs of Cyclin A, Bub1 or BubR1 can bind human Cdh1 and no ABBA 

motif that binds to metazoan Cdh1 has been found ,yet (DiFiore et al., 2015). Besides the canonical 

degrons, other non-canonical degrons have also been described (e.g. Cry-box or O-box). However, in 

some cases it turned out that these new degrons were only variants of the D-box and KEN-box. For 

instance the degrons discovered in Drosophila abnormal spindle (Asc), S. pombe Securin (Cut2), and 

the O-box identified in Drosophila Orc1 are all non-canonical D-box degrons but do not represent novel 

classes of APC/C degrons (reviewed in Davey et al., 2016). The high divergence

 

Figure 11| Consensus sequence of the D-box, KEN-box, and ABBA motif 

(A) Preferences of the D-box binding pocket, (B) KEN-box binding pocket and (C) ABBA motif binding pocket. “x” 
indicates any residue, “x” means any residue but with strong preferences based on characterized degrons. Green 
circles highlight the consensus residues. Ψ stands for a leucine, isoleucine, or valine residue at this position. An 
orange “P” marks a site for phosphorylation. The blue bars indicate a preferred residue, whereas the red bars 
indicate disfavored residues. (Figure adopted from Davey et al., 2016)  
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outside the key residues of the degrons could be responsible for differences in specificity, affinity and 

selectivity of activator binding among the vast number of substrates (Van Roey et al., 2014). It is also 

important to consider that most simplified APC/C degron consensus peptides (RxxL or KEN) are unlikely 

to be functional, as for instance about 70% of human proteins contain these minimal D- and KEN-box 

sequences. This considerable number of instances makes it rather unlikely that all are actual APC/C 

targets and most of these motifs will not fit the different requirements of being accessible in intrinsi-

cally disordered regions of the protein, to co-localize with the APC/C nor exhibit the complex sequence 

preferences of the corresponding binding pocket (Lu et al., 2015 b). 

2.6.5. Regulation of APC/C activity during the cell cycle 

The fidelity of the cell cycle requires the degradation of the regulatory proteins in a defined and strict 

temporal order which applies to a vast number of substrates in case of the APC/C. The spatio-temporal 

regulation of protein degradation mediated by this large single holoenzyme and its two substrate 

recognition co-activators is not simply mediated by a single mechanism but instead by variety of coop-

erating molecular processes. Some of these are sequence encoded within the substrates, whereas oth-

ers are cell state dependent mechanisms altering APC/C activity. 

 

Figure 12| Principles of APC/C regulation 

The APC/C can be regulated by a myriad of collaborating mechanisms. Some of these, for example degron hiding, 
degron cooperativity, degron modification especially phosphorylation, degron affinity, lysine accessibility and 
modification, and interaction with co-factors are encoded within the substrate sequence. Other processes are 
cell state dependent comprising spatial abundance of the APC/C, co-activator dependent APC/C activation, reg-
ulation through phosphorylation of core APC/C subunits, substrate competition, and APC/C catalysis rate. 
(Figure adopted from Davey et al., 2016) . 
 
 

2.6.6.  Substrate encoded regulatory mechanism 

Degron affinity and cooperativity - The binding affinity, or more precisely the dissociation rate, and the 

resulting abundance time on the APC/C together with its processivity determines the rate of ubiquiti-

nation and consequently the degradation efficiency of a substrate. The different APC/C degron binding 
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affinities have not been systematically tested to this point, but different lines of evidence indicate that 

differences in the degron consensus have an impact on the individual affinity to the respective binding 

pockets. The Hsl1 protein from S. pombe contains the D-box with the highest affinity (also called super 

D-box) tested in competition based assays, whereas metazoan cyclin A has a rather weak D-box and 

the cyclin B D-box sequence does not even represent a transplantable degradation signal (Klotzbücher 

et al., 1996; Burton et al., 2001; Frye et al., 2013). The differences of the binding affinities can be ex-

plained by the sequence preferences of the D-box consensus, whereby less preferred residues at crit-

ical positions can decrease the degron affinity. Cooperativity of multiple degrons must also be taken 

in consideration, since the D-box, KEN-box, and ABBA motif binding pockets can be occupied at the 

same time (He et al., 2013) reflected by the presence of multiple degrons in potent APC/C pseudosub-

strate inhibitors as well as in many APC/C substrates (reviewed in Davey et al., 2016). For instance, the 

degradation of the early targets human cyclin A and Nek2A depends on multiple degrons together with 

other cooperating APC/C interactions. Cyclin A harbours a canonical D-box (D1) as well as a second non 

canonical D-box (D2), an ABBA motif and a degenerate KEN-box and further employs Cks1 that can 

enhance binding affinity towards the APC/C besides its function in Cdk phosphorylation. Cooperative 

binding of the D2 together with the KEN-box and ABBA motif enables Cyclin A degradation in the pres-

ence of activated SAC. Surprisingly, cyclin A can engage the APC/C by two distinct binding modes, one 

with high activity mediated by D2 and KEN-boxes and a mode of lower activity via D1- and KEN-boxes 

and the ABBA motif. This highlights that different degron combinations of a single substrate can alter 

their own affinity towards the APC/C (Lu et al., 2014; DiFiore et al., 2015; Zhang et al., 2019). Efficient 

ubiquitination of Nek2A relies on a KEN- and a D-box and additional interaction with the APC/C medi-

ated by a C-terminal MR tail motif that resembles the IR motif of the co-activators (Hames et al., 2001; 

Sedgwick et al., 2013). The cooperativity of these interaction sites strongly enhances Nek2A affinity 

towards the APC/C and enables the degradation in the presence of activated SAC. Interestingly, multi-

valent degrons are often located in close proximity, which might reflect the relative distance of the 

degron interaction sites on the WD40 domains of the co-activators. The appearance of multiple 

degrons of the same type (e.g., multiple D-box motifs in S. pombe Dfb4 or human Sgo1) might provide 

an extra layer of fine tuning in avidity or specificity towards a co-activator. However, these possible 

modes of function have not systematically been tested and need further studies. 

Lysine position and accessibility - The APC/C does not prefer a distinct lysine residue but utilizes several 

lysines for ubiquitination as multiple lysine substitutions are required for stabilization of a target sub-

strate. The position of lysines is probably important as the degron binding pockets in the substrate 

recognition module are about 20-40 Å distant from the E2 active site within the catalytic module. This 

would correspond five to ten residues in an unfolded polypeptide chain and ubiquitination of a lysine 

residue is only possible beyond this distance (Chang et al., 2015; Brown et al., 2016). However, there 
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is no strict necessity for acceptor lysines to be located in the same region as the degrons, since the 

preferred location of potential lysine residues in intrinsic disordered regions of the protein provides a 

high degree of flexibility also allowing interactions with further separated residues. Sequence context 

of ubiquitinated lysines (Williamson et al., 2011; Min et al., 2013; Mattiroli et al., 2014) and the various 

PTMs of lysine residues that can block lysine accessibility provide further mechanisms to control sub-

strate degradation (Zee et al., 2012).  

Degron phosphorylation - Post translational modification of degrons through phosphorylation can re-

sult in completely opposing outcomes. Cdk1 mediated phosphorylation of a serine residue at the +2 

position of the Dbf4 and KIF1C D-box and phosphorylation of the +3 position of the Geminin D-box 

sequence by Aurora kinase A results in substrate stabilization (Rape et al., 2006; Tsunematsu et al., 

2013; Lu et al., 2014). Consequently, dephosphorylation of these residues promotes ubiquitin depend-

ent proteolysis. On the contrary, phosphorylation of human Securin at the D-box +6 position enhances 

the rate of degradation (Hellmuth et al., 2014). These opposing effects can be rationalized by the se-

quence preference of the D-box degrons. The +2 and +3 position prefer non bulky residues and a neg-

atively charged phosphate at this position interferes with D-box binding, whereas +6 position favours 

acidic residues and a phosphate thus increases D-box avidity towards its receptor site (see Figure 11 

A). KEN-box affinity can also be influenced by phosphorylation. The KEN motif of Acm1 bound to Cdh1 

includes a phosphorylated serine residue (Hall et al., 2008; He et al., 2013) and phosphorylation in 

close vicinity of the D- and KEN-box of Cdc6 results in stabilization (Mailand et al., 2005). Substrate 

stability can likewise be altered through phosphorylation outside the degron sequence as seen in the 

case of S. cerevisiae Securin. Cdk1 phosphorylation 17 residues C-terminal of the KEN-box and 14 res-

idues N-terminal of the D-box reduces the ubiquitination rate drastically by 5-10-fold. Reversely, 

dephosphorylation of these sites by Cdc14 promotes Securin degradation (Holt et al., 2008; Lu et al., 

2014). Another example, the destruction of Mcl1 during mitotic arrest requires phosphorylation of a 

critical site over 100 residues N-terminal of the D-box degron (Harley et al., 2010). Phosphorylation is 

a powerful regulatory mechanism that integrates the current state of mitosis into ordering of APC/C 

substrates, as it is a direct response to the decline of kinase activity due to APC/C dependent degrada-

tion of mitotic cyclins. 

Motif hiding – Association with a protein that blocks the access of one or several degrons can protect 

a substrate from APC/C dependent degradation. For instance, human kinase Aurora A is protected 

from APC/CCdh1 degradation through the interaction with TPX2 and depletion of TPX2 caused a prem-

ature degradation of Aurora A in prometaphase (Giubettini et al., 2011). The spindle assembly factors 

HURP and NuSAP are protected through binding of the importin subunit β that blocks APC/C degrons. 

Release of importin β through the action of RanGTP exposes the degrons leading to APC/C dependent 

proteolysis. Several APC/C targets also interact with importin β (e.g. Cyclin B), but none was stabilized 
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by this association indicating a unique regulatory mechanism restricted to the process of spindle as-

sembly (Song et al., 2010). Phosphorylation and degron hiding can also be a cooperative process. The 

F-box protein NIPA is protected from APC/CCdh1 dependent degradation though its interaction with the 

SCF subunit Skp1 (von Klitzing et al., 2011). Phosphorylation of NIPA dissolves Skp1 interaction and 

promotes its destruction by the APC/C. Another example is the yeast APC/C inhibitor Acm1. Cdc28 

dependent phosphorylation of Acm1 promotes binding of the 14-3-3 family members Bmh1 and Bmh2 

stabilizing Acm1. Opposing dephosphorylation by the action of phosphatase Cdc14 results in 14-3-3 

dissociation and rapid Acm1 degradation (Hall et al., 2008; Qin et al., 2019). 

2.6.7. Phosphorylation of core APC/C and the co-activators regulates APC/C activity 

The major cell state dependent factor regulating APC/C activity from the beginning of mitosis through 

G1-phase is the interaction with its two co-activator subunits Cdc20 and Cdh1. The association be-

tween the APC/C and the co-activators is regulated through phosphorylation of both the core APC/C 

and the co-activators (reviewed in Alfieri et al., 2017; Yamano, 2019). APC/C activity is stimulated 

through cyclin-Cdk phosphorylation of core APC/C subunits at the beginning of mitosis and even re-

mains active after mitotic cyclin destruction due to the different modes of activation mediated by 

Cdc20 and Cdh1. Phosphorylation of the APC/C is necessary for Cdc20 association, whereas Cdh1 does 

not require phosphorylated APC/C for interaction, but Cdh1 phosphorylation itself completely renders 

it unable to bind APC/C during interphase and early mitosis. The decline of Cdk activity after destruc-

tion of mitotic cyclins mediated by APC/CCdc20 results in APC/C and Cdh1 dephosphorylation, thereby 

activating APC/CCdh1 and simultaneously inactivating APC/CCdc20. After its functions in late mitosis and 

G1-phase, APC/CCdh1 is inactivated at the end of G1-phase through the action of APC/C inhibitor pro-

teins (e.g. Acm1 in yeast, Emi1 in vertebrates, and Rca1 in Drosophila) and Cdk dependent Cdh1 phos-

phorylation (Lahav-Baratz et al., 1995; Shteinberg et al., 1999; Kramer et al., 2000; Rudner et al., 2000; 

Golan et al., 2002; Kraft et al., 2003).  

The molecular mechanism behind APC/CCdc20 activation involves phosphorylation of multiple APC/C 

subunits, but especially two hyperphosphorylated regions in Apc1 and Apc3, and the consequences for 

Cdc20 interaction motif sites (Kraft et al., 2003; Herzog et al., 2005; Steen et al., 2008; Hegemann et 

al., 2011). Cdc20 association with the APC/C is mediated by three interaction motifs located in the N-

terminus (similar applies for Cdh1); the C box together with the KILR motif interact with Apc8B, the IR 

tail with Apc3A and a third region with Apc1 PC domain. The first hyperphosphorylated region is the 

300s loop of the WD40 domain in Apc1 (Apc1300s loop) that contains an auto-inhibitory segment (AI). 

The AI segment mimics the Cdc20 C-box motif and binds to the C box binding site on Apc8B in an 

unphosphorylated state blocking Cdc20 association. Hyperphosphorylation of the Apc1300s loop leads 

to displacement of the AI segment and relives the auto-inhibition allowing Cdc20 binding. The second 

hyperphosphorylated region is a 300-residue segment in Apc3 that functions in regulation of Apc1300s 
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loop phosphorylation. Apc3 directly interacts with Cks and initial phosphorylation of Apc3 enhances 

cyclin-Cdk-Cks association with the APC/C and consequently stimulates Apc1300s loop phosphorylation. 

The relay mechanisms via the Apc3 kinase recruitment loop is required for efficient intra-molecular 

phosphorylation of the Apc1 AI segment that is only accessible for Cdk phosphorylation when transi-

ently displaced from the C-box binding site on Apc8 (Figure 13) (Herzog et al., 2005; Steen et al., 2008; 

Qiao et al., 2016). 

 

Figure 13| APC/C activation through hyperphosphorylation of Apc3 and Apc1 

Unphosphorylated AI segment of Apc1 mimics the C-box of Cdc20 and occupies the C-box binding site. Cdk-cyclin-
Cks1 dependent phosphorylation of the kinase recruitment loop of Apc3 displaces the AI segment followed by AI 
segment phosphorylation. Stably displaced AI releases the C-box binding site and Cdc20 association activates the 
APC/C. (Figure adopted and modified from Alfieri et al., 2017). 

Only Cdc20 interaction requires phosphorylation of the APC/C, albeit Cdh1 and Cdc20 bind to common 

sites on the APC/C via their N-terminal domains. This can be explained by the fact that Cdh1 simply 

overcomes the need of phosphor-dependent release of the Apc1 AI segment through an increased 

affinity towards unphosphorylated apo APC/C resulting from more extensive contacts between Cdh1 

and APC/C compared to Cdc20 (Alfieri et al., 2017). 

Besides phosphorylation of the apo APC/C both Cdh1 and Cdc20 are negatively regulated through Cdk 

phosphorylation. Human Cdh1 contains four phosphorylation sites Ser40, Thr121, Ser151, and Ser163 

flanking its N-terminal C box domain. Ser40 is proximately N-terminal to the core C box consensus, 

whereas Ser151 and Ser163 flank the C box augmenting the KLLR motif. Phosphorylation at all four 

sides sterically hinders Cdh1 to associate with the APC/C (Chang et al., 2015). Interaction of Cdc20 with 

the APC/C is also inhibited by Cdk mediated phosphorylation of its N-terminus in proximity to its C box 

(Thr55, Thr59, and Thr 70 in human Cdc20) (Golan et al., 2002; Hein et al., 2016; Zhang et al., 2016). 

However, the mechanism behind Cdc20 inhibition through phosphorylation is not clear. The phosphor-

ylation sites of Cdc20 are largely disordered and not directly connected to APC/C-Cdc20 interactions 

making it rather unlikely to resemble C box inhibition reminiscent to Cdh1. Another possible model is 

that phosphorylation results in a conformational change leading to a closed conformation, whereby 

the N-terminal domain interacts with the WD 40 domain of Cdc20 inhibiting interaction between the 

C box and Apc8 (Alfieri et al., 2017; Barford, 2020). The contradiction that Cdk phosphorylation of the 

apo-APC/C is required for APC/CCdc20 activation and simultaneously inhibits Cdc20 can be explained by 

the differences in the rate of dephosphorylation. Cdc20 phosphorylation sites are phosphothreonines, 
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whereas Cdh1 and APC/C contain to a greater extent phosphoserine residues. The responsible phos-

phatase PP2A-B55 has a much strong preference for pTP than pSP sites and therefore dephosphory-

lates Cdc20 before Cdh1 and APC/C (Meghini et al., 2016). Similar observations were made for PP2A-

B56 and for PP1 in C. elegans (Kim et al., 2017; Lee et al., 2017). In conclusion, phosphorylation alters 

APC/C activity on multiple levels: substrate phosphorylation that can either enhance or inhibit affinity 

towards the APC/C, phosphorylation of the core APC/C that removes the AI segment for co-activator 

recruitment and inhibitory phosphorylation of the co-activators themselves. 

2.6.8. The SAC inhibits APC/C at the metaphase to anaphase transition 

At the beginning of mitosis, activated APC/CCdc20 must be inhibited until correct bipolar attachment of 

the sister chromatids to the mitotic spindle. APC/C inactivation is mediated by the spindle assembly 

checkpoint that coordinates the metaphase to anaphase transition and is exerted by a tetrameric pro-

tein complex called the mitotic checkpoint complex (MCC) (Lara-Gonzalez et al., 2012; Musacchio, 

2015). The MCC consists of the four proteins BubR1, Bub3, Mad2 and Cdc20 and is generated at the 

outer regions of unattached kinetochores (Pesenti et al., 2016; Faesen et al., 2017). Open state Mad2 

(O-Mad2) is converted into a closed state conformation (C-Mad2) within seconds through a template-

mechanisms at the unattached kinetochores that is only partially understood. C-Mad2 associated to 

the kinetochores via Mad1 interacts with free O-Mad2 and converts it to C-Mad2 catalyzed by Mps1 

(De Antoni et al., 2005; Faesen et al., 2017; Ji et al., 2017). C-Mad2 binds the N-terminus of Cdc20 

forming a binary complex that interacts with BubR1 and Bub3 generating the tetrameric MCC complex 

(C-Mad2-Cdc20-BubR1-Bub3) that targets and inactivates the APC/C (Sudakin et al., 2001). The struc-

ture of MCC bound to the APC/C (APC/CMCC) involves two versions of Cdc20, one bound to the APC/C 

(Cdc20APC/C) and one associated with the MCC (Cdc20MCC). The MCC docks into the central cavity of the 

APC/C contacting Cdc20APC/C and the Apc2WHB domain of the catalytic module and inactivates the APC/C 

on different levels. Substrate recognition is blocked through the interaction of BubR1 with the two 

Cdc20 molecules. BubR1 harbours two D-box, two KEN-box and three ABBA motifs that interact with 

the six degron recognition sites on the Cdc20 molecules inhibiting substrate recruitment. In addition, 

binding of the MCC causes a conformational change of the APC/C rotating Cdc20APC/C away from Apc10 

disrupting the D-box binding site (DiFiore et al., 2015; Davey et al., 2016; Di Fiore et al., 2016; 

Yamaguchi et al., 2016). Priming ubiquitination by UbcH10 is also inhibited by BubR1 contacting 

Apc2WHB obstructing the UbcH10 binding site (Alfieri et al., 2016). The inhibitory APC/CMCC-closed confor-

mation also induces an ordered to disordered transition of the accessory subunit Apc15 disrupting 

interactions between domains of Apc15 with Apc4 and Apc5 accompanied by an upward movement 

of Apc4 and Apc5. An open conformation, APC/CMCC-open is generated by the opposing disordered to 

ordered transition of Apc15 resulting in MCC rotation away from the catalytic centre exposing the 
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UbcH10 binding site on Apc2WHB. This movement allows a Apc15 and UbcH10 dependent auto-ubiqui-

tination of two lysine residues of Cdc20MCC, releasing the MCC from the APC/C (Eytan et al., 2013). The 

competing actions of MCC repressing the APC/C and simultaneous MCC disassembly through APC/C 

auto-ubiquitination generates a reciprocal mechanism. As long as correct attachment to the mitotic 

spindle is not completed, SAC remains active. New MCC is continuously generated at the unattached 

kinetochores inhibiting the APC/C, exceeding APC/C dependent MCC disassembly. Once all kineto-

chores are associated to the mitotic spindle the SAC is shut off, APC/C auto-ubiquination prevails MCC 

inhibition and induces anaphase onset. Thus, only unattached kinetochores signal to halt APC/C activ-

ity via the SAC. However, the molecular processes and factors underlying the Apc15 dependent tran-

sition from APC/CMCC closed to open state are unknown. Cdc20 phosphorylation, action of p31Comet that 

promotes Cdc20MCC autoubiquitination, and Cdc20MCC deubiquitination mediated by the DUB USP44 

have been implicated as possible candidates (Stegmeier et al., 2007; Varetti et al., 2011; Alfieri et al., 

2016). More recently, SUMOylation of Apc4 during mitosis was shown to be critical for timely APC/C 

activation and anaphase onset, likely at the level of the SAC. Further functional SUMO interacting mo-

tifs have also been found on Apc2, but the detailed function and mechanisms behind SUMOylation and 

SAC regulation are still unknown (Eifler et al., 2018; Lee et al., 2018). 

Non-APC/C-associated MCC is disassembled in a second pathway by the joint actions of the adaptor 

protein p31Comet and the AAA+ ATPase TRIP13. p31comet interacts with C-Mad2 displacing BubR1 by 

competing for the same binding interface and recruits the C-Mad2-Cdc20 binary complex to TRIP13. 

C-Mad2 is remodelled to O-Mad2 in an ATP consuming reaction catalyzed by TRIP13 (Eytan et al., 2014; 

Ye et al., 2015, 2017; Alfieri et al., 2018). The p31-TRIP13 mediated MCC disassembly pathway was 

found to be inhibited through p31 phosphorylation by Plk1 that strengthens the SAC.  

SAC regulation and anaphase onset is driven by the combination of Apc15-dependent Cdc20MCC 

autoubiquitination and p31Comet-TRIP13 MCC disassembly of free MCC complexes (Kim et al., 2018). 

However, the detailed mechanisms coordinating both processes are yet to be elucidated. 

2.6.9. Spatial regulation of the APC/C 

The localization of the APC/C and its co-activators to specific intracellular compartments has gained 

less attention compared to the other regulatory mechanisms and is little understood. The APC/C is 

thought to be localized mainly within the nucleus (Kraft et al., 2003; Hubner et al., 2010) and was 

shown to concentrate at microtubules, chromosomes, centromeres, and kinetochores but also at cen-

trosomes outside the nucleus (Sivakumar et al., 2015). In human cell culture, APC/C was shown to be 

anchored to the mitotic spindle poles by the END network (Emi1-NuMA/Dynein-dynactin) recruited 

through Cyclin B-Cdk1 activity. The END network spatially restricts APC/C activity stabilizing spindle-

associated Cyclin B creating a positive feedback loop that sustains CycB-Cdk2 activity at the spindle 

poles in order to maintain prometaphase (Ban et al., 2007). Furthermore, the interaction between the 
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APC/C and an uncharacterized human protein KIAA 1430 was shown to recruit an APC/C sub fraction 

to the centrosomes to facilitate mitotic progression (Hein et al., 2015). Another example is the inter-

action with Ska3 that also influences APC/C association to the chromosomes, timing Cyclin B destruc-

tion and mitotic exit (Ohta et al., 2010; Sivakumar et al., 2014). Besides localization of the whole APC/C 

complex, spatial abundance of the co-activator can also influence APC/C activity. In yeast, Cdh1 export 

from the nucleus at the end of G1-phase is regulated by Cdk dependent phosphorylation of N-terminal 

residues contributing to APC/C inactivation (Höckner et al., 2016). Localization of the Drosophila Cdh1 

homologue Fzr to the centrioles directed by interaction with Spd2 is essential for efficient degradation 

of Aurora A (Meghini et al., 2016). Nevertheless, there is no uniform picture of spatial APC/C regulation 

at this time although the so far provided evidence highlight the critical importance of subcellular APC/C 

pools and their local activity in cell cycle progression.  

2.6.10. Vertebrate Emi1 inhibits APC/C during S- and G2-phase 

After the successful completion of mitosis and G1-phase, APC/C activity must be inactivated during S-

and G2-phase to allow a cell to commit to DNA replication and to re-accumulate cyclins for a next 

round of cell division. Besides inhibitory phosphorylation of Cdh1, this is achieved through the action 

of potent APC/C inhibitor proteins since initial Cdk activity is too low after preceding APC/C dependent 

cyclin destruction. The vertebrate protein early mitotic inhibitor 1 (Emi1) can inhibit both APC/CCdc20 

and APC/CCdh1 in vitro (Reimann et al., 2001 a;  b), but in vivo data suggest that it is mainly responsible 

for APC/CCdh1 inhibition during S- and G2-phase also supported by a higher affinity towards APC/CCdh1 

compared to APCCdc20 in vitro (Di Fiore et al., 2007; Machida et al., 2007). Consistent with its function 

as APC/CCdh1 inhibitor, knockdown of Emi1 resulted in impaired mitotic entry due to increased Cyclin A 

and B degradation. Emi1 overexpression in Xenopus egg extracts induced a mitotic block, which was 

attributed to decreased cyclin and Securin destruction caused by Emi1 dependent APC/CCdc20 inhibition 

(Reimann et al., 2001 a; Margottin-Goguet et al., 2003). However, this effect is only observed at super-

physiological Emi1 levels and did not significantly alter timing or degradation of Cyclin A, Cyclin B, or 

Securin in human cell culture, opposing an Emi1 inhibitory mechanism for APC/CCdc20 at mitotic entry 

(Di Fiore et al., 2007). More importantly, Emi1 expression at the G1-S transition induced by E2F tran-

scription factors allows the accumulation of APC/C substrates after APC/CCdh1 inactivation. In this func-

tion, Emi1 is crucial in preventing re-replication by stabilizing the APC/C targets Cyclin A and Geminin 

that are re-replication inhibitors (Reimann et al., 2001 b;  a; Hsu et al., 2002; Di Fiore et al., 2007; 

Machida et al., 2007). Emi1 is divided in three functional domains, the N-terminal domain (Emi1-NT) 

and the C-terminal domain (Emi1-CT) separated by a central localized F-box domain (Frye et al., 2013). 

Emi1-CT is required for APC/C inhibition and was initially proposed to inactivate the APC/C via a pseu-

dosubstrate mechanism primarily mediated by a C-terminal located D-box degron (Miller et al., 2006). 
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However, intensive Cryo-EM, NMR and quantitative biochemical analysis have provided a more sophis-

ticated inhibition mechanism that involves the combined action of four inhibitory domains: a D-box, 

Linker, zinc binding region (ZBR), and a C-terminal RL-tail (Frye et al., 2013; Wang et al., 2013; Chang 

et al., 2015). Association of the Emi1 D-box with the receptor sites on Cdh1 and Apc10 occludes sub-

strate recognition (Chang et al., 2015). The linker situated between the D-box and ZBR is not a simple 

connector since deletion of 20 aa within the linker impaired APC/C inhibition and the effect was not 

rescued by simple replacement with a glycine rich sequence. Furthermore, substitutions of three highly 

conserved residues in the linker region were sufficient to impair Emi1 inhibition towards the APC/C, 

demonstrating that specific side chains contribute inhibition (Frye et al., 2013). The ZBR resembles an 

in between Ring domain that complexes two zinc ions. Linker together with the ZBR interact with the 

UbcH10 binding site on Apc11RING and elements of Apc2 and Apc1, blocking UbcH10 association. The 

ZBR preferentially inhibits UbcH10 chain elongation and only to a lesser extent priming mono- or multi-

monoubiquitiniation (Frye et al., 2013; Wang et al., 2013). The C-terminal RL-tail resembles the se-

quence of Ube2S RL-tail and competes for the same binding groove localized between Apc2CTD and 

Apc4WD40 and antagonizes Ube2S mediated polyubiquitin chain assembly (Figure 14) (Wang et al., 2013; 

Chang et al., 2015; Watson et al., 2019 b). Together, linker, ZBR, and RL-tail can even prevent polyubiq-

uitination of already bound APC/C substrates (Wang et al., 2013). The individual elements only weakly 

interact with the APC/C, but synergetic binding to several APC/C subunits strongly increases Emi1 avid-

ity towards APC/CCdh1. The joint association with several APC/C domains results in an inhibition mech-

anism on the level of substrate recruitment, UbcH10 ubiquitination and Ube2S dependent chain elon-

gation, making Emi1 a very potent APC/C inhibitor.   

 

Figure 14| C-terminal Emi1 domains inhibit the APC/CCdh1 

The D-box, Linker, ZBR, and RL-tail of Emi1 bind to different APC/C subunits and domains. Synergetic actions of 
different inhibitory functions inhibit APC/CCdh1 activity. The D-box (yellow) blocks substrate recruitment occupy-
ing the D-box receptor, the Linker (green) together with the ZBR (cyan) inhibits priming substrate ubiquitination 
catalyzed by UbcH10 and UbcH5. The C-terminal RL-tail competes for the same binding site with Ube2S, abolish-
ing ubiquitin chain elongation. (Figure adopted and modified from Yamano, 2013) 
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Emi-NT does not contribute to APC/C inhibition since the N-terminal moiety is not able to bind and 

inhibit the APC/C, but is involved in regulatory processes including APC/C localization via the END net-

work (see section 2.6.9) and its degradation at the onset of mitosis (Reimann et al., 2001 a; Miller et 

al., 2006). APC/C inhibition by Emi1 must be resolved at the beginning of mitosis to allow destruction 

of mitotic APC/C targets. This is achieved through Emi1 degradation mediated by another E3 ubiquitin 

ligase, the Skp-Cullin-F-box containing complex SCFβTrCP, whereby the adaptor protein β-TrCP recruits 

Emi1 via its N-terminal DSGxxS motif in a phosphorylation dependent mechanism (Margottin-Goguet 

et al., 2003). β-TrCP interaction with the DSGxxS motif requires both serine residues to be phosphory-

lated, which is mediated by Plk1 and is enhanced by the action of CycB-Cdk1 (Hansen et al., 2004; 

Moshe et al., 2004; Lau et al., 2012). Consistent with the SCFβTrCP degradation pathway, overexpression 

of a nondegradable Emi1 version with a mutated DSG motif caused mitotic arrest in human cell culture 

accompanied by severe spindle abnormalities, chromosome overcondensation, and chromosome mis-

segregation that can be rationalized by constitutive APC/C inhibition (Margottin-Goguet et al., 2003). 

During S- and G2-phase, Emi1 degradation is prevented by the interaction with Evi5 that binds close to 

the DSG motif and inhibits both, Plk1 phosphorylation and β-TrCP binding. Evi5 itself is phosphorylated 

in early mitosis by Plk1 and degraded by a so far unknown E3 ligase (Eldridge et al., 2006).  

Additionally, to the SCFβTrCP degradation pathway, Emi1 was suspected to be also an APC/C substrate 

besides its function as APC/C inhibitor. This hypothesis was supported since Emi1 with a non-functional 

ZBR was degraded in vivo in human cell culture and was also ubiquinated in vitro in and additional 

mutation of the D-box prevented both effects indicating that Emi1 is degraded in an APC/C dependent 

manner (Miller et al., 2006). Opposed to this, overexpression of Cdh1 in interphase Xenopus egg ex-

tracts did not promote Emi1 degradation. APC/C inhibition in mitotic extracts did not stabilize Emi1 

and mutation of a putative KEN box motif in the Emi1-NT displayed no stabilizing effect in mitotic ex-

tracts. Finally, in this study Emi1 was not ubiquinated in vitro which indeed could be explained by the 

presence of a functional ZBR, however the explanation to this discrepancies is elusive (Reimann et al., 

2001 a;  b; Margottin-Goguet et al., 2003). A more recent study in different human cell types has in 

turn provided several lines of evidence supporting the hypothesis of APC/C dependent Emi1 degrada-

tion. First, Emi1 protein levels are relatively low in G1-phase compared to S- and G2-phase due to 

proteolytic degradation and first begin to rise concurrent to APC/CCdh1 inactivation. Emi1 degradation 

during G1 is unlikely to be mediated by Plk1/SCFβTrCP as their activity is restricted to pro-metaphase. 

Furthermore, Emi1 was stabilized in G1-phase by the addition of a specific APC/C inhibitor proTAME. 

Second, transcriptional regulation was excluded since mRNA levels of Emi1 and other E2F transcription 

targets rise directly after anaphase onset, however protein accumulation of Emi1 and the APC/CCdh1 

target Geminin were delayed compared to the control proteins. Emi1 and Geminin accumulation is 

first observed contemporary to APC/CCdh1 inactivation at the end of G1-phase. Third, recombinant Emi1 

is ubiquinated in vitro but only at low concentrations. Together, the results strongly indicate a second 
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APC/CCdh1 dependent degradation pathway keeping Emi1 protein levels in check during G1-phase after 

initial degradation by SCFβTrCP at mitotic entry. Curiously, the conversion from inhibitor to substrate 

was shown to be dependent on Emi1 concentration; at low concentrations Emi1 is a APC/C target 

whereas at high concentrations Emi1 functions as APC/C inhibitor (Cappell et al., 2018). To date, this 

dose dependent dual-negative feedback loop is the first and only mechanistic explanation for the 

switch converting Emi1 from a potent APC/C inhibitor to an APC/C substrate.  

Emi1 contains an F-box domain situated between Emi-NT and -CT that mediates association with a SCF 

complex via the Skp1 component. Emi1 has been shown to direct interact with Skp1 indicating a further 

function by recruiting substrates targeted for ubiquitination by a SCFEmi1 complex. (Reimann et al., 2001 

a). However, so far there is only a single instance for a direct SCFEmi1 target. The protein Rad51 that is 

involved in homologous recombination repair is targeted by Emi1 for degradation, keeping free cellular 

Rad51 protein at homeostatic levels. Furthermore, Emi1 downregulation in BRCA1 deficient breast 

cancer cells is responsible for the resistance to therapeutic PAP inhibitors caused by elevated Rad51 

levels, emphasising the importance proper SCFEmi1 function in breast cancer (Marzio et al., 2019).  

2.6.11. Rca1, the Drosophila APC/CFzr inhibitor 

Regulator of Cyclin A1 (Rca1), the Drosophila homologue of Emi1 was first discovered in a screen for 

dominant suppressors of the rux[3] phenotype in the developing eye of Drosophila. Rux is a CKI specific 

for Cdk1 and thus contributes to the establishment and maintenance of G1-phase (Foley et al., 1999; 

Avedisov et al., 2000). In rux[3] mutants, cells of the developing eye fail to establish a stable G1-phase 

and enter precocious into S-phase caused by premature CycA-Cdk1 activity. The rux phenotype is char-

acterized by defects in pattern formation and morphological abnormalities in the eye, also referred to 

as rough eye phenotype. Heterozygous mutations in rca1, cycA, string and twine (Cdc25 homologues 

in Drosophila) suppressed the cell cycle defects in rux[3] mutant eye discs and were able to restore a 

normal G1 phase. A genetic interaction between rca1 and cycA was postulated since Rca1 overexpres-

sion resulted in the rough eye phenotype with elevated Cyclin A levels and premature entry into S-

phase. Homozygous rca1 mutants arrest in G2-phase accompanied by reduced CycA protein levels and 

failed to complete mitosis of embryonic cell cycle 16 and to establish the first G1-phase during embry-

ogenesis, similar to CycA loss of function mutants (Dong et al., 1997; Grosskortenhaus et al., 2002). 

Hence, the protein was named regulator of cyclin A1. Nevertheless, Rca1 is not responsible for direct 

regulation of Cyclin A, but the observed effects are attributable to its function as a potent APC/CFzr 

inhibitor during S- and G2-phase, similar to Emi1, which has been demonstrated by different findings. 

Embryos mutant for rca1 exhibit premature degradation of the mitotic Cyclins A and B, and cells con-

sequently failed to enter mitosis displayed by a reduced cell number compared to wild type. The ob-

served phenotype is reminiscent to Fzr overexpression also causing premature cyclin destruction that 

can be blocked by additional Rca1 overexpression. Analysis of rca1/fzr double mutants ascertain that 
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the effects are specific for APC/CCdh1 and not attributed to inhibition of the core APC/C. This was further 

supported by direct interaction of Rca1 with Fzr and Apc3 (Cdc27) seen in co-immunoprecipitation 

experiments (Grosskortenhaus et al., 2002). Besides the same APC/CCdh1/Fzr inhibitory function, Rca1 

and Emi1 possess a similar arrangement of functional domains, even though they shares only 16% 

sequence identity (Reimann et al., 2001 a). Rca1 is also divided into three domains: The N-terminal 

moiety (Rca1-NT), a centrally located F-box domain and the C-terminal part (Rca1-CT) (Figure 15).  

   

Figure 15| Illustration of human Emi1 and Rca1 protein domains 

Rca1 and hEmi1 share a similar arrangement of functional domains and are both divided into an N-terminal do-
main (Emi1-NT/Rca1-NT), a centrally localized F-box domain, and a C-terminal domain (Emi1-CT/Rca1-CT). Emi1-
NT harbors a nuclear localization sequence (NLS) and a DSG motif required for SCFβTrCP mediated degradation in 
mitosis. Emi1 and Rca1 are both incorporated into a SCF complex via an F-box domain. Emi1-CT contains APC/C 
inhibitory domains D-box, Linker, zinc binding region (ZBR) and the C-terminal RL-tail. A second NLS sequence is 
also predicted in Emi1-CT. Rca1 also contains a central F-box domain and a NLS in Rca1-NT. Rca1-CT shares similar 
domains to hEmi1-CT, a KEN-box instead of a D-box, a potential Linker region, a ZBR and a RL tail. 

Rca1-NT contains a functional bipartite NLS since HA-Rca1 expressed in the embryo was nuclear 

(Grosskortenhaus et al., 2002). Rca1-CT harbours several functional domains like Emi1; a KEN-box 

degron instead of a D-box, a potential linker region, a ZBR and a C-terminal RL-tail. Rca1-CT was shown 

to be sufficient for APC/CFzr inhibition, since additional expression of Rca1-CT rescued the Rca1 pheno-

type in rca1 mutants and restored mitosis 16 during embryogenesis. However, Rca1 with a non-func-

tional ZBR (C351S) was not able to inhibit the APC/C, implying a similar mode of inhibition like Emi1 

(Zielke et al., 2006).  

APC/C inhibition was independent of the F-box domain, however Rca1 overexpression accelerates G1-

S transition in an F-box dependent manner. Consistent to this, cells expressing Rca1 with an F-box 

deletion instead of endogenous Rca1 exhibit a delayed entry into S-phase. The F-box was found to be 

required for the interaction with the Drosophila Skp1 homologue SkpA together with the SCF compo-

nent Cul1, indicating that Rca1 is incorporated into a SCFRca1 complex, serving as a substrate recruiting 

F-box protein. A potential SCFRca1 target is the Drosophila CKI Dacapo, identified by mass spectrometry 

experiments for Rca1 interaction partners that could explain the F-box dependent S-phase induction. 

Dap is a CKI specific for CycE-Cdk2 that prevails premature Cdk activity before S-phase entry and is first 

degraded via CRL4Cdt2 E3 ligase complex at the beginning of DNA replication. SCFRca1 mediated Dap deg-

radation at the end of G1 would allow initial CycE-Cdk2 activity required for S-phase onset. Rca1 and 
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Dap interaction was verified by co-IP experiments, but the direct influence on the G1-S transition is 

still under investigation (Zielke et al., 2006; Frank, 2013; Kies, 2017). 

Rca1 degradation takes place during G1-phase, since HA-Rca1 is no longer detectable in embryonic 

cells that entered the first G1-phase of the 17th cell cycle. Same results were observed in live cell im-

aging experiments with a Rca1-GFP reporter construct in whole embryos as well as in single cultured 

S2R+ cells (Grosskortenhaus et al., 2002; Morgenthaler, 2013). First attempts to get deeper insight into 

Rca1 degradation and the responsible protein domains, identified the central localized KEN-box motif 

to be responsible for degradation of a small Rca1 fragment (amino acids 204-299) and Rca1 degrada-

tion curves resembled those of an APC/CFzr substrate. These evidence gave rise to the hypothesis, that 

Rca1 destruction in G1-phase might be mediated by APC/CFzr (Morgenthaler, 2013). In summary, it can 

be stated that initial experiments regarding the APC/CFzr inhibitory mechanism and a potential degra-

dation pathway have been described. However, more attempts in a uniform and robust system must 

be performed to further elucidate the molecular mechanisms behind Rca1 inhibition of APC/CFzr, Rca1 

degradation in G1, and regulatory events that are responsible for turning Rca1 from an APC/C inhibitor 

to a possible APC/C substrate.  
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3. Results 

3.1. The RPS system, a versatile tool to measure protein degradation in vivo 
3.1.1. Aim 

Rca1 is degraded during G1-phase and first attempts indicate that its degradation might be mediated 

by APC/CFzr. To further investigate Rca1 degradation a new high throughput analysis method to deter-

mine protein degradation in asynchronous, single cell populations using flow cytometry was estab-

lished and named Relative Protein Stability system (RPS). This method should enable quick, robust, 

and reproducible measurement of relative protein stability levels of selected proteins in Drosophila 

S2R+ cells after transient transfection in vivo. The system is based on a set of expression plasmids that 

allow the stoichiometric co-expression of a stable fluorescent reference and a fluorescent reporter 

fusion with the protein of interest (POI) from a single mRNA, using a viral 2A sequence. The stoichio-

metric translation of both proteins allows inference on relative protein levels by comparing the POI 

reporter to the reference signal. Based on the DNA content of each single cell, relative protein stability 

of the POI can be assigned to the respective cell cycle phase and thereby cell cycle phase specific deg-

radation of the POI can be identified. 

To establish the RPS system for the measurement of protein degradation in vivo, in a first step the 

stoichiometric protein co-expression, skipping efficiency, and cell cycle assignment based on the DNA 

content were analyzed. In the next step, a well known APC/C substrate, Cyclin B, which is degraded 

during G1-phase of the cell cycle, was examined in this RPS-system. Using an N-terminal Cyclin B frag-

ment that contains APC/C degron sequences, the RPS system was used to determine the expression 

level range that allows detection of degradation. Furthermore, it was tested if this degradation is me-

diated by the proteasome and how unsuccessful ribosome skipping could potentially influence the 

results (see 3.1.5.1). Evaluation of putative APC/C degrons was performed by mutating the predicted 

degron consensus sequences. Furthermore, changes in protein stability levels were also analyzed after 

overactivation or knockdown of APC/C activity. Protein degradation during S-phase was analyzed using 

the CRL4Cdt2 substrates that are typically degraded with the onset of DNA replication (see 3.1.6). 

3.1.2. The RPS expression system allows stoichiometric protein co-expression  

The measurement of relative protein stability levels relies on the stoichiometric co-expression of a 

fluorescent reference and reporter protein that are relatively stable during cell cycle progression. The 

decline of reporter-POI fusion intensities compared to the reference signals that is caused through the 

instability of the POI should be utilized as read out of protein degradation with the kinetics of the 

protein of interest. The stoichiometric expression of the two proteins which is achieved through the 

RPS expression plasmids was already tested in a preceding work (Polz, 2017). Since the initial analysis, 

further improvements of the data acquisitions settings on the flow cytometer could be established and 

the analysis of stoichiometric expression was repeated. The basic expression plasmids RPS-1 to RPS-8 
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contain the two fluorophores mCherry (CHE) (Shaner et al., 2004) and the enhanced green fluorescent 

protein (EGFP = GFP)(Cormack et al., 1996) either as reference or reporter separated by a modified 

viral T2A sequence (ddT2A = T2A) for ribosome skipping that has been optimized for the use in Dro-

sophila (see Table S 3) (Polz, 2017). Both proteins contain an additional human influenza epitope (HA-

tag; YPYDVPDY) and a nuclear localization signal derived from the SV40 nuclear Large T-antigen (NLS; 

PKKKRKV) at their N-terminus. Cloning sites at different positions allow the insertion of the POI either 

N- or C-terminal to the reporter protein and up- or downstream of the T2A site (Figure 16 A). The 

application of ribosome skipping mediated by 2A sequences enables the translation of the proteins 

from a single mRNA encoded by one expression plasmid. Protein expression is under the control of a 

strong constitutive active actin promotor derived from the Drosophila actin-5C gene (Cormack et al., 

1996). To be suitable for the analysis of relative protein stability levels, the RPS plasmids must fulfill 

two basic criteria: First, protein co-expression must exhibit a high degree of co-linearity over a broad 

expression range. Second, a high skipping efficiency must be achieved to mainly translate the two de-

sired proteins. To investigate the stoichiometric expression of the two proteins, cells were transiently 

transfected with the RPS plasmids and the GFP and CHE signals were detected via flow cytometry. The 

logarithmic CHE and GFP intensity values of each cell are displayed in a scatter plot with each cell being 

represented by a single point. The expression of the two fluorophores occurred with a high degree of 

co-linearity over the detected expression range verified by regression analysis with R2 values between 

0.98 and 0.99. The CHE/GFP quotients were also analyzed in different cell cycle stages using the DNA 

content of each cell that was recorded by the Hoechst 33342 fluorescence. The quotients were rela-

tively stable in dependency of the DNA content of the measured cells, shown by a linear correlation in 

cells with different Hoechst intensities representing cells of different cell cycle phases. This indicates 

that the stoichiometric expression was independent of the cell cycle progression (Figure 16 B). 
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Figure 16| The RPS expression system enable stoichiometric co-expression of CHE and GFP 

(A) Schematic illustration of the RPS expression constructs. The RPS plasmids contain the two fluorescent pro-
teins mCherry (CHE - red) and green fluorescent protein (GFP - green) separated by a modified T2A sequence 
(purple). N-terminal of CHE and GFP, an HA-tag (orange) and a nuclear localization signal (NLS - blue) were in-
serted. POI insertion sites (cyan) are situated at different positions allowing N- and C-terminal tagging of the POI 
to GFP or CHE either up or downstream of the T2A site, respectively. (B) Scatter plots (n=5800) of CHE and GFP 
intensities detected by flow cytometry of cells transfected with the respective RPS plasmid. Regression lines (red) 
and resulting R2 values (r) are indicated. The log(CHE)/log(GFP) quotient was plotted against the Hoechst inten-
sities representing the cellular DNA content.  
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3.1.3. Ribosome skipping at the T2A site results with high efficiency 

The second criterion regards the skipping efficiency mediated by the modified T2A site. In general, 

ribosome skipping mediated by 2A sequences can generally result in three outcomes (Liu et al., 2017): 

(1) Translational stop at the 2A site and dissociation of the ribosome from the mRNA resulting in the 

translation of only the protein upstream of the 2A sequence. (2) Successful ribosome skipping and 

translation of both proteins. (3) Failed skipping and ribosome read-through creating a full-length pol-

yprotein (FLP). To test the skipping efficiency of the RPS plasmids, the translated proteins were quan-

tified via Western blot analysis of S2R+ cell lysates after transfection with the RPS plasmids. Three 

major protein bands were detected using a HA-antibody representing HA-NLS-GFP and HA-NLS-CHE as 

well as FLP with a high molecular mass caused through failed ribosome skipping. After ribosome skip-

ping 17 aa of the T2A sequence remain on the C-terminus of the upstream protein (T2A) and 3 aa at 

the N-terminus of the downstream protein (*). Quantification of the relative Western blot intensities 

resulted in a skipping efficiency of 92-97%, consequently only 3-8% of the translated protein are FLP 

(Figure 17 A,B,C) (Polz, 2017).  

 
Figure 17| Quantification of the skipping efficiency of the T2A site 

(A, B) Western blot analysis of the eight RPS plasmids. Three major protein bands are detected using an HA- 
antibody. The upstream protein with 17 aa of the T2A sequence (T2A) remaining on the C-terminus and 3 aa on 
the N-terminus of the upstream protein (*). A band with high molecular weight represents the full-length poly-
protein (FLP) translated by a read through after failed ribosome skipping. (C) Quantification of the detected pro-
tein band intensities. Skipping efficiency was calculated by the formula 𝐼𝑛𝑡𝐶𝐻𝐸+𝐼𝑛𝑡𝐺𝐹𝑃/ (0.5x𝐼𝑛𝑡𝐹𝐿𝑃 +
𝐼𝑛𝑡𝐶𝐻𝐸+𝐼𝑛𝑡𝐺𝐹𝑃)x100. Int: integrated intensities of the HA-signal. The FLP contains two HA-tags; therefore, the 
integrated intensities were halved. (D) Analysis of the RPS plasmids with CHE set as reporter displayed higher 
CHE/GFP quotients with CHE being upstream of the T2A site compared to downstream.  
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To test if more upstream protein was translated, the CHE/GFP quotient of the RPS plasmids with either 

CHE up or downstream of the T2A site were compared via flow cytometry. The quotient was slightly 

higher when CHE was situated upstream of the T2A site indicating that more upstream protein is ex-

pressed because of a translational stop and dissociation of the ribosome at the T2A site. In accordance, 

intensities of the upstream protein were higher compared to the downstream protein in the Western 

blot quantification (Figure 17 C, D). In conclusion, the RPS plasmids allow the stoichiometric co-expres-

sion of the reporter and reference protein over a broad expression range. Ribosome skipping occurred 

with high efficiency with only a small proportion of full-length polyprotein being present. Since termi-

nation of translation at the T2A site caused a difference in translation between the up- and down-

stream protein, the insertion of the POI should be tested and compared at both positions.  

3.1.4. Selection of cell populations “G1”, “S”, and “G2” 

Assignment of relative protein stability levels to the respective cell cycle phase was implemented by 

defining cell populations based on the cellular DNA content. Cells were treated with the cell permeable 

DNA stain Hoechst 33342 that was detected during flow cytometric analysis in parallel to the GFP and 

CHE fluorescent signals. Plotting the Hoechst intensity values in a histogram results in a curve that 

represents the distribution of the cell population over the cell cycle, which can be inferred from the 

cellular DNA content. The first peak contains cells with lower DNA content, e.g. G1-cells (1C). After 

DNA-replication, cells contain a double DNA-content (2C), and these can be found under the second 

peak that also contains mitotic cells. In between are cells with intermediate DNA content, e.g. cells 

that undergo DNA-replication. To diminish overlap of different cell cycle phases, three cell populations 

“G1”, “S”, and “G2” were defined based on the two peak maxima and the minimum value between G1 

and G2 peak. Cells in the range from the first maximum to values -200 are assigned as “G1”, cells in 

the range -150 to +100 from the minimum values are assigned “S”, and cells in the section +300 from 

the second maximum are referred to as “G2. The“G2” population will also contain mitotic cells in lower 

amount (less than 2% of cells are positive for the mitotic marker Ser10-phophorylated Histone 3) that 

cannot be distinguished fromG2-phase based on Hoechst fluorescence (personal communication Frank 

Sprenger). Analysis of cells transfected with RPS-8 in the defined G1, S, and G2 populations display a 

relatively constant CHE/GFP ratio since both proteins are not degraded in a cell cycle dependent man-

ner (Figure 18 A, B). To validate this subdivision, S-phase cells were detected by EdU incorporation 

using the Click-It EdU Kit. Flow cytometric analysis of glyoxal fixated cells stained with Edu and Hoechst 

enabled the simultaneous detection of EdU positive S-phase cells and the Hoechst-DNA signal (Figure 

18 C, D). The EdU positive cells (red line) are displayed in a histogram in combination with a Hoechst 

histogram of all cells (black line) (Figure 18 E). In total, 20.5% of the measured cells were EdU positive. 

Analysis of the cell cycle distribution using the MultiCycle AV DNA analysis tool built in FCS express 

software predicted a proportion of 25.7% of S-phase cells based on a mathematical model. Due to 
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background in the Edu detecting channel, cells with lower EdU incorporation level or insufficient click- 

chemistry will be missed, underestimating the number of S-phase cells slightly (compare Figure 18 E 

and F). The defined “G1” population contained 8.6%, the “G2” cells 7.8%, and the “S”-phase population 

40.5% EdU positive cells (Figure 18 C). This indicates that all population contain cells in different cell 

cycle phase, but the majority of cells in the “G1” population has not entered S-phase. Similarly, the “S” 

population does contain G1 and G2 cells, as predicted by the mathematical model as well. In the “G2” 

population, S-phase cells as well as mitotic cells will be present, but the majority will be cells in G2 

phase. 

 

Figure 18| Determination of the "G1", "S", and "G2" cell populations 

(A) Combination of DNA histogram (Hoechst x-axis and number of cells right y-axis) and scatter plot of CHE/GFP 
ratios of cells transfected with RPS-8 NLS-GFP-T2A-NLS-CHE-B/X (CHE/GFP left y-axis and Hoechst x-axis). The 
two maxima and the minimum value between are displayed by a dashed line. “G1” cells are defined by the area 
from the G1 peak to -200 (blue area), “S” cells in the range -150/+100 from the minimum value (red area), and 
“G2” cells from the G2-peak +300 (green area). (B) Box plot of the cells analyzed in the G1, S, and G2 cell popu-
lations display a fairly constant expression of GFP and CHE with G1 mean 0.97, S mean 0.98, and G2 mean 1.0. 
(C) Density plot of control cells without EdU treatment. The red dashed line marks the threshold of background 
signal. (D) Density plot of EdU and Hoechst 33342 stained cells. The two populations below the EdU threshold 
are G1 and G2 cells the EdU positive cells represent S-phase cells. (E) DNA histogram of glyoxal fixated cells after 
EdU incorporation (red line). Quantification of the EdU positive cells compared to the total cell number and for 
the defined G1, S, and G2 cell population. (F) Calculation of cells in G1- (blue area), S- (red area), and G2-phase 
(green area) by a mathematical model. 



R e s u l t s |  50 

 

3.1.5. Degradation analysis of known APC/C substrates in G1-phase 

To test if protein degradation of a POI can be detected using the RPS method and that cell cycle phase 

assignment is sufficient to allocate POI proteolysis to a respective cell cycle stage, known E3-ligase 

substrates were analyzed with the RPS system. Protein degradation in G1-phase was tested using the 

well characterized APC/C targets Cyclin B and Geminin. To simplify the analysis, only RPS plasmids with 

GFP as reference and CHE as reporter were used for the following analysis, except for the analysis of 

the mutated T2A site (see section 3.1.5.1.4). Additionally, the omnipresent HA-tag and the NLS (HA-

NLS) were omitted from the names to allow an easier nomenclature (except in the localization analysis 

see section 3.4.4). For instance, HA-NLS-GFP-T2A-HA-NLS-CHE-POI will be termed GFP-T2A-CHE-POI. 

3.1.5.1. Analysis of Cyclin B 

Cyclin B is important for mitotic entry, regulating several mitotic events by activating Cdk1. Decline of 

Cdk1 activity after anaphase is important to trigger mitotic exit and cytokinesis that is in large part 

achieved through proteolytic destruction of Cyclin B. Degradation of Cyclin B is initiated by APC/CFzy 

dependent ubiquitination after SAC inactivation at the beginning of anaphase and continued by 

APC/CFzr throughout G1-phase.  

3.1.5.1.1. Cyclin B degradation is impaired at high expression level rates 

For the analysis of cell cycle stage dependent Cyclin B degradation, an N-terminal fragment 

CycB_Del_286-530 (CycB-NT285) was used. CycB-NT285 contains the N-terminal located D-box required 

for APC/C dependent degradation (Sigrist et al., 1995) but the deletion of the C-terminal cyclin boxes 

renders it unable to bind and activate Cdk1 (Figure 19 A). Thus, no artificial Cdk1 activity will be added 

when using this CycB version. CycB-NT285 was cloned into RPS-5 to RPS-8 to determine relative protein 

stability levels by flow cytometry of transiently transfected S2R+ cells. However, transient transfection 

results in heterogeneous cell populations with different expression rates of the target proteins due to 

varying numbers of absorbed plasmids. To test which expression levels are compatible with normal 

degradation of CycB in this system, CHE/GFP ratios were analyzed with increasing expression levels 

visualized by increasing GFP values. Cyclin B degradation takes place from mitosis to G1-phase, conse-

quently low CHE/GFP ratios are expected for G1 cells. Analysis of the G1 population of cells transfected 

with GFP-T2A-CHE-CycB-NT285 displayed the expected low CHE/GFP ratios in a range of low GFP-refer-

ence values but the CHE/GFP quotient showed a sudden increase at higher expression levels (Figure 

19 B). Analysis of G1 cells with different expression level ranges (exp.lvl.) displayed a strong increase 

of the mean CHE/GFP ratios at higher expression levels: 0.03 (exp.lvl. 1.0 - 1.75), 0.13 (exp.lvl. 1.75 - 

2.5), and 0.50 (exp.lvl. 2.5 - 3.25) (Figure 19 D).  
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Figure 19| Selection of expression levels ranges based on the reference intensity 

(A) Schematic illustration of Cyclin B (isoform PA) and CycB-NT285. (B, C) Flow cytometric analysis of CycB-NT285 

and the RPS-8 control showing CHE/GFP values of transfected cells with increasing GFP reference values. Cells 
have been summarized in box plots with increasing GFP values with an increment of 0.25. CHE/GFP quotients 
begin to rise at higher expression levels in case of GFT-T2A-CHE-CycB-NT285, whereas the control plasmid GFP-
T2A-CHE remains stable with increasing GFP reference intensities. (D, E) Analysis of the G1-population with de-
fined expression level ranges 1.0 - 1.75, 1.75 - 2.5, and 2.5 - 3.25 displayed increasing CHE/GFP values for CycB-
NT285 compared to the stable RPS control plasmid (RPS-8). 
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In control cells transfected with GFP-T2A-CHE (RPS-8) the CHE/GFP ratio of G1 cells remained constant 

over the whole expression range compared to CycB-NT285 (Figure 19 C, E). The increase of relative pro-

tein stability levels in dependence on increasing expression levels is most pronounced in G1 when Cy-

clin B degradation takes place, however the same effect can be observed in the S- and G2-population 

to a minor extent, for all RPS-CycB-NT285 variants (data not shown). The observed stabilization of CycB 

with increasing expression levels is probably referable to a saturation of the endogenous degradation 

system caused by the overexpression of the target protein. Consequently, selection of the appropriate 

expression levels is essential to determine relative protein stability levels of a protein of interest and 

suitable ranges have been individually determined for each substrate and are noted in the figure leg-

end.  

 

3.1.5.1.2. N- and C-terminal CycB-NT285 reporter fusion are degraded in G1 cells 

After determination of an appropriate expression level range, CycB-NT285 relative protein stability lev-

els were analyzed for the G1-, S-, and G2- population. Decreased CHE/GFP values are expected for G1-

cells compared to S- and G2-cells due to Cyclin B degradation in G1 and subsequent inactivation of 

APC/CFzr at the onset of S-phase. Flow cytometric analysis of cells transfected with GFP-T2A-CHE-CycB-

NT285 displayed a significant reduction in the CHE/GFP ratio for cells with lower DNA content compared 

to control cells (compare Figure 18 A and Figure 20 A). Analysis of the defined cell cycle phase popula-

tions resulted in low CHE/GFP values with a mean value of 0.03 in G1-cells compared to mean values 

of 0.2 and 0.5 in S- and G2-cells, respectively (Figure 20 B). The decrease of relative protein stability in 

G1 and increasing values in S and G2 are in accordance with APC/C dependent Cyclin B degradation 

during M- and G1-phase followed by Cyclin B accumulation. Relative protein stability levels of C-termi-

nal tagged constructs GFP-T2A-CycB-NT285-CHE and CycB-NT285-CHE-T2A-GFP and N-terminal tagged 

constructs GFP-T2A-CHE-CycB-NT285 and CHE-CycB-NT285-T2A-GFP were compared to confirm if the dif-

ferent reporter fusions influence CycB-NT285 degradation. Mean values of independent replicates con-

ducted in different weeks were summarized in box plots. The mean values were normalized to the 

mean values of the respective RPS control of the same cell cycle phase. No difference was observed 

between N- and C-terminal tagged CycB-NT285. All four constructs are significantly destabilized in G1 

cells compared to S- and G2-cells with similar mean values in the respective cell cycle populations (Fig-

ure 20 C). Thus, CycB-NT285 degradation is not impaired by either N- or C-terminal reporter fusions and 

both variants result in similar outcomes. 
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Figure 20| CycB-NT285 degradation in G1-phase 

(A) Combination of DNA histogram and scatter plot of cells transfected with GFP-T2A-CHE-CycB-NT285. Cells with 
lower DNA content display decreased CHE/GFP values compared to cells with higher DNA content. (B) Analysis 
of the G1-, S-, and G2-population displays a decrease of relative protein stability in G1 and increasing levels in S 
and G2. (C) Comparison of N- and C-terminal reporter fusions of CycB-NT285. Illustration of the analyzed N- and 
C-terminal tagged CycB-NT285 RPS variants. Box plot (exp.lvl. 1.0 - 1.75) summarizing the mean quantification of 
CHE/GFP ratios of independent replicates normalized to the RPS control values. Statistics performed by t-test 

with Welch´s correction, * ≤ 0.05, ** ≤ 0.01, ***≤ 0.001. 
 

3.1.5.1.3. RPS analysis reflects proteasomal degradation 

The readout of relative protein stability levels is based on the difference of fluorescent intensities be-

tween the stable reference and the reporter-POI fusions fluorescent intensities. Ideally, any change in 
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the reporter-POI fluorescent intensities is caused by the proteolysis of the fusion protein with the ki-

netics of the POI. To confirm that low protein stability level of CHE-CycB-NT285/GFP values in G1 is 

caused by degradation in the 26S proteasome and not by any other changes that might influence the 

fluorescence of the POI-fusion protein, relative protein stability levels were analyzed with simultane-

ous inhibition of proteasomal degradation. Relative protein stability of GFP-T2A-CHE-CycB-NT285 was 

measured in cells treated with the proteasome inhibitor Bortezomib (100 nM, 8h) or DMSO, 48 h after 

transient transfection. Mean values of the cell cycle phases were normalized to the RPS control treated 

the same way either with DMSO or Bortezomib. Control cells treated with DMSO displayed a decrease 

of relative protein stability levels in G1-cells and increasing levels in S- and G2-cells similar to untreated 

cells (compare Figure 20 C and Figure 21). Cells treated with the proteasome inhibitor Bortezomib 

exhibit elevated CHE/GFP ratios in all three cell cycle populations compared to the control cells. Thus, 

the observed differences in the CHE/GFP ratios are attributed to proteasomal degradation of the CHE-

POI fusion protein. 

 

Figure 21| CycB-NT285 RPS levels in-
creased in S2R+ cells treated with 
Bortezomib 

RPS analysis of GFP-T2A-CHE-CycB-
NT285 transfected S2R+ cells (n=3; 
exp.lvl 2.0 - 3.0). Comparison of con-
trol cells treated with DMSO and cells 
treated with Bortezomib. Normalized 
CHE/GFP quotients to RPS control 
treated either with DMSO or Borte-
zomib. Cells treated with Bortezomib 
display an increase in protein stability 
of CHE-CycB-NT285 in all three cell cy-
cle populations. Statistics performed 
by t-test with Welch´s correction, * ≤ 

0.05, ** ≤ 0.01, ***≤ 0.001. 

3.1.5.1.4. FLP-CycB-NT285 is degraded during cell cycle progression 

Protein expression of the cells transfected with the CycB-NT285 was analyzed in cell lysates separated 

by SDS PAGE and following Western blot analysis using a HA-antibody for protein detection. The RPS 

controls displayed three major protein bands representing the up- and downstream fluorescent pro-

tein and unskipped FLP that have already been observed (see 3.1.2, Figure 17). Analysis of the RPS-

CycB-NT285 variants, using the example of GFP-T2A-CHE-CycB-NT285 detected the HA-NLS-GFP-T2A ref-

erence protein (32.07 kDa), the reporter-POI fusion HA-NLS-CHE-CycB-NT285 (61.06 kDa) and a third 

protein band with high molecular weight representing the unskipped polyprotein FLP-CycB-NT285 

(93.13 kDa) (Figure 22). The same protein bands were detected for all Cyclin B RPS constructs (data 

not shown). 
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Figure 22| Protein expression of RPS-CycB-NT285 plasmids 

Western blot analysis of cell lysates after transient transfection 
with RPS-8 (GFP-T2A-CHE) and RPS-8-CycB-NT285 (GFP-T2A-CHE-
CycB-NT285) using an anti HA-antibody. CHE*, GFP-T2A and FLP 
are detected for RPS-8. Analysis of RPS-8-CycB-NT285 shows the 
protein band of the GFP reference and the *CHE-CycB-NT285 fu-
sion protein (61.06 kDa). An additional protein band with high 
molecular weight representing the FLP-CycB-NT285 (93.13 kDa) is 
detected. 

 

In the case that the FLP-CycB-NT285 polyprotein is still fluorescent but stable throughout the cell cycle, 

this would bias the results towards more stable POI protein levels. To analyse, if the FLP-CycB-NT285 is 

still degraded or constitutes a stable fusion of the two fluorescent proteins together with the POI, a 

RPS expression vector with a mutated T2A site (mT2A) was established. Mutation of proline 17 and 

glycine 18 to alanine of the T2A sequence that are critical for ribosome skipping should impair protein 

co-expression resulting in exclusive expression of FLP (see Table S 3) (Doronina et al., 2008; Brown, 

Jeremy; Ryan, 2010). The mT2A site was introduced into RPS-4 that has been used for Cyclin B RPS 

analysis with similar results to the RPS plasmids with CHE reporters (Polz, 2017) (Figure 23 A). Western 

blot analysis of the expressed proteins from CHE-mT2A-GFP showed a prominent FLP band but no 

expression of the two skipped proteins CHE-T2A and *GFP compared to the RPS-4 control (Figure 23 B 

compare lane 1 and 2). Thus, mutation of the T2A site was successful and only FLP was expressed. 

Signals for both, CHE and GFP were detected by microscopy and flow cytometry showing that the CHE-

GFP fusion protein still fluoresces in the GFP and CHE channel (data not shown). Expression of CycB-

NT285 from the mT2A vector resulted exclusively in translation of only FLP-CycB-NT285 protein (compare 

lane 2 and 3 Figure 23 B). To determine if FLP-CycB-NT285 is still degraded in a cell cycle dependent 

manner, cells were co-transfected with CHE-mT2A-GFP-CycB-NT285 and 4xFLAG-CHE and analyzed via 

flow cytometry. Co-transfection of additional 4xFLAG-CHE was necessary since the reference signal 

would also disappear when the FLP protein is degraded. The mean values of cell populations were 

normalized to the mean of mT2A control also co-transfected with additional CHE (Figure 23 C). A de-

crease of GFP/CHE quotient in G1 compared to S and G2 is observed, showing that the FLP protein is 

still degraded in G1-phase in the expected Cyclin B pattern. The analysis of relative protein stability 

levels with the co-transfection of CHE reference protein is not as precise as using the RPS plasmids 

alone and a direct comparison of CHE-CycB-NT285 and FLP-CycB-NT285 is therefore not possible. How-

ever, only a small percentage of FLP is translated (see section 3.1.2) and the FLP-CycB-NT285 degrada-

tion patter corresponds to the expected Cyclin B degradation indicating a degradation of the FLP-POI. 

Thus, any bias caused by failed ribosome skipping can be assumed to be insignificant for the analysis. 
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Figure 23| FLP-CycB-NT285 degradation occurs in a cell cycle dependent manner  

(A) Schematic illustration of 1) CHE-T2A-GFP (RPS-4), 2) CHE-mT2A-GFP, and 3) CHE-mT2A-GFP-CycB-NT285.  
(B) Western blot analysis of cell lysates using anti HA-antibody for protein detection. CHE-T2A (32.1 kDa), *GFP 
(30.1 kDa), and FLP (62.1 kDa) are detected for RPS-4 (lane 1). Only FLP is detected after mutation of P17A and 
G18A of the T2A site (mT2A) (lane 2). A high molecular band is detected for the FLP-CycB-NT285 (CHE-mT2A-GFP-
CycB-NT285; 88.67 kDa) (lane 3). (C) RPS analysis of cells co-transfected with CHE-mT2A-GFP-CycB-NT285 and 
4xFLAG-CHE (exp.lvl. 1.0 - 1.75). Data has been normalized to respective mean values of cells transfected with 
CHE-mT2A-GFP and 4xFLAG-CHE. In G1 lower GFP/CHE ratios indicate cell cycle specific destabilization. 
 

3.1.5.1.5. CycB-NT degradation depends on a D-box and KEN-box degron 

APC/C dependent degradation of Drosophila Cyclin B was suggested to rely on a N-terminal D-box 

degron (aa 35-46), since deletion of 144 amino acids including the D-box consensus and a concurrent 

insertion of an HA-tag interfered with mitotic destruction and prevented exit from mitosis when ex-

pressed in Drosophila embryo (Sigrist et al., 1995). To test whether the RPS system can be utilized for 

the identification of putative degrons, protein stability of Cyclin B with a mutated D-box (mDB) was 

analyzed in S2R+ cells by flow cytometry. The two essential residues of the D-box consensus RxxL were 

mutated to alanine (AxxA) and introduced in the N-terminal Cyclin B fragment (CycB-NT285_mDB). Anal-

ysis of relative protein stability levels of CycB-NT285_mDB (CHE/GFP: 0.09) resulted only in a minor 

increase in G1 cells compared to the CycB-NT285 (CHE/GFP: 0.06) (Figure 24 A). Even though the effect 

was significant, a stronger stabilization was expected since S- and G2-cells display more elevated pro-

tein stability levels after APC/C inactivation at the end of G1 (Figure 20 C). Recruitment of APC/C sub-

strates often depends on multiple degrons that interact with the co-activator at different interaction 

sites (see 2.6.4) and mutation of a single degron might not be sufficient for protein stabilization. In 

yeast, efficient degradation of the B-type cyclin Clb2 was shown to depend on both a N-terminal D- 
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and KEN-box motif (Hendrickson et al., 2001). However, no KEN-box motif has been described so far 

for Drosophila Cyclin B. Therefore, the protein sequence was scanned for additional APC/C degrons 

with the APC/C degron repository online tool. Besides the already known D-box at position 35-46, two 

additional putative D-box and three KEN-box degrons were identified in the first 258 aa of Cyclin B 

(Figure 24 B). However, the degrons displayed low similarity scores and consensus similarity, except 

for the KEN-box at position 247-253 with a high similarity score (0.97). To test, if the KEN-box is re-

quired for Cyclin B degradation in G1-phase, the N-terminal Cyclin B fragment was further truncated 

to amino acid 247 resulting in a deletion of the KEN-box (CycB-NT247_∆KEN). Analysis of CycB-

NT247_∆KEN resulted in a more pronounced stabilization (CHE/GFP: 0.15) in G1 cells compared to the 

mutation of the D-box. Analysis of the D- and KEN-box double mutant CycB-NT247_mDB_∆KEN showed 

an even stronger stabilization (CHE/GFP: 0.63) of Cyclin B in G1 cells 

 

Figure 24| Analysis of the N-terminal D- and KEN-box motif of Cyclin B 

(A) Analysis of relative protein stability levels of CycB-NT degron mutants. Illustration of the corresponding CycB 
mutant (left panel) and the normalized CHE/GFP ratios in G1-cells (right panel) (exp.lvl. 1.0 - 1.75). Mutation of 
the D-box consensus to AxxA (mDB) and deletion of the KEN-box (∆KEN) increased CycB-NT stability in G1-phase. 
The double mutant CycB-NT247_mDB_∆KEN was strongly stabilized in G1-cells compared to the single D- and KEN-
box mutants. (B) Summary of putative APC/C degrons located in Cyclin B N-terminus determined by the APC 
degron repository online tool. (C) Flow cytometry analysis of CycB-NT247_mDB_mKEN in G1-, S-, and G2-cells. No 
significant destabilization in G1 can be detected. Statistics performed by t-test with Welch´s correction, n.s. > 

0.05, * ≤ 0.05, ** ≤ 0.01, ***≤ 0.001.  
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compared to the single mutations (Figure 24 A). Analysis of the protein stability levels of CycB-

NT247_mDB_∆KEN in the G1, S, and G2 cell populations displayed no significant difference in protein 

levels during cell cycle progression, indicating a complete stabilization of the N-terminal Cyclin B frag-

ment (Figure 24 C). Thus, degradation of CycB-NT285 is not only dependent on the D-box degron but 

requires in addition the N-terminal KEN-box degron for proper proteolytic degradation in G1-phase. 

3.1.5.1.6. Degradation of CycB-NT can be modified through altered APC/C activity 

Mutation of the APC/C specific degrons of Cyclin B resulted in complete stabilization of the N-terminal 

CycB fragment that should be allocated to impaired APC/C recruitment and ubiquitination. This leads 

to the question if altered APC/C activity can modify protein stability levels of putative APC/C sub-

strates. Hyperactivation of the APC/C can be obtained by overexpression of Fzr (Listovsky et al., 2000; 

Zur et al., 2001). This should lead to an increased degradation of CycB-NT285, even in cell cycle phases 

when the APC/CFzr is normally inactive (Figure 25 A). To test this assumption, stability of CycB-NT285 

was analyzed in S2R+ cells co-transfected with GFP-T2A-CHE-CycB-NT285 and 4xFLAG-Fzr. Protein ex-

pression of 4xFLAG-Fzr was detected via Western blot analysis of cell lysates using a FLAG-antibody, 

resulting in similar Fzr expression levels for the analyzed samples (data not shown). Overexpression of 

Fzr resulted in a strong destabilization of CycB-NT285 in S- and G2-cells compared to the control cells 

(S: 0.43 to 0.19; G2: 0.74 to 0.17). In G1-cells only a minor destabilization was observed (G1: 0.21 to 

0.14) since APC/C is already active in G1-phase under normal conditions. The observed changes in pro-

tein levels caused by Fzr overexpression were much more pronounced at high expression levels com-

pared to low expression levels (data not shown). This is effect is probably attributable to the amount 

of additional Fzr protein that is required to overcome inhibitory Cdk dependent phosphorylation and 

to hyperactivate the APC/C. CycB-NT247_mDB_∆KEN lacks the identified APC/C degron motifs and 

should thereby be refractory to elevated APC/C activity. Accordingly, stability of GFP-T2A-CHE-CycB-

NT247_mDB_∆KEN with additional Fzr overexpression was constant in G1- and S- cells. A decline in G2 

stability was observed (Figure 25 B). However, we did not follow up this observation but noted that Fzr 

overexpression can result in severe over-replication and this can result in an abnormal cellular status 

(Sigrist et al., 1997).  
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Figure 25| CycB-NT285 degradation with Fzr overexpression 

(A) Schematic of APC/C activity during the cell cycle. Fzr overexpression leads to an unnatural activation of 
APC/CFzr in S- and G2-phase. (B) Flow cytometric analysis of GFP-T2A-CHE-CycB-NT285 and GFP-T2A-CHE-CycB-
NT247_mDB_mKEN (exp.lvl. 2.0 - 3.0). Fzr overexpression leads to a significant decrease of CycB-NT285 protein 
stability levels (red boxes) in all three cell cycle populations compared to control cells (blue boxes). CycB-
NT247_mDB_mKEN is only destabilized in G2-cells upon Fzr overexpression compared to the control and no 
changes are observed in G1- and S-cells. Statistics performed by t-test with Welch´s correction, n.s. > 0.05, * ≤ 

0.05, ** ≤ 0.01, ***≤ 0.001. 

On the contrary, downregulation of APC/CFzr activity should lead to an increase of CycB-NT stability 

levels. Impaired APC/CFzr activity should be most visible in G1-phase when APC/CFzr activity drives pro-

tein degradation under normal conditions (Figure 26 A). Fzr protein levels were decreased by using 

dsRNA (dsRNA Fzr) against part of the Fzr coding sequence (aa 231-478) to test the effects of reduced 

APC/C activity on CycB-NT stability levels. Cells were treated with a mock dsRNA directed against a part 

of the sequence of the hygromycin-resistance gene (Hygro dsRNA) to exclude unspecific off target ef-

fects caused by cell treatment with dsRNA and activated RISC/DICER system in the cell. Treatment with 

the mock Hygro dsRNA had no effect on CycB-NT285 nor CycB-NT247_mDB_∆KEN stability levels in G1-, 

S-, or G2-cells. Knockdown of fzr resulted in a stabilization of CycB-NT285 in G1- and S-cells (G1: 0.12 to 

0.54; S: 0.30 to 0.59) and did not affect G2 cells (G2: 0.58 to 0.59). CycB-NT247_mDB_∆KEN levels were 
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increased in all three cell cycle populations in cells treated with Fzr dsRNA (G1: 0.72 to 0.9; S: 0.75 to 

0.9; G2: 0.79 to 0.9) (Figure 26 B). 

 

Figure 26| CycB-NT285 degradation with Fzr knockdown 

(A) Schematic of APC/C activity during the cell cycle. Fzr knockdown leads to an inactivation of APC/CFzr in M- and 
G1-phase. (B) Flow cytometric analysis (exp.lvl. 1.75 - 2.5) of GFP-T2A-CHE-CycB-NT285 and GFP-T2A-CHE-CycB-
NT247_mDB_mKEN under normal conditions (green boxes) or treated either with mock Hygro dsRNA (purple 
boxes) or Fzr dsRNA (brown boxes). CycB-NT285 stability increased in G1- and S-cells but not G2-cells upon Fzr 
knockdown. Treatment with Hygro dsRNA had no effect on relative protein stability levels. Fzr knockdown stabi-
lized CycB-NT247_mDB_mKEN in all three cell cycle populations. Statistics performed by t-test with Welch´s cor-

rection, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, ***≤ 0.001. The samples were compared to the control cells of the 
respective cell cycle phase and symbols for p-values displayed above the box.  

In conclusion, changed Cyclin B degradation caused by altered APC/CFzr activity was detectable and 

reflected the expected changes in the respective cell cycle stages. Surprisingly, relative protein stability 

levels of the stabilized D- and KEN-box mutant were increased after downregulation of Fzr protein 

levels in all three cell cycle populations. Possibly, unnatural APC/C activity is able to target proteins 

that display only weak interactions with the APC/C co-activator subunit under physiological conditions. 

Therefore, a possible explanation is that further functional degrons could be located in the N-terminus 

that are capable of APC/CFzr interaction, even though to a much lesser extent than the analyzed D- and 

KEN-box and effects are only observed under unnatural APC/C activity profiles. However, this issue 

was not further investigated in this thesis.  
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3.1.5.2. Analysis of Geminin 

The Drosophila protein Geminin (Gem) was used as a second APC/C model substrate for the analysis 

of protein degradation in G1-phase. Geminin is an important regulator of DNA replication, prohibiting 

premature start of DNA replication and re-replication during S-phase by blocking the formation of 

prereplication complexes (pre-RC) (McGarry et al., 1998). Geminin directly interacts and inhibits the 

licensing factor Cdt1 (double-parked in Drosophila) via its C-terminal coiled coil domain that is required 

for the formation of pre-RCs (Wohlschlegel et al., 2000; Tada et al., 2001; Benjamin et al., 2004). Gem-

inin accumulates during S-, G2-, and M-phase followed by its degradation from late mitosis throughout 

G1-phase mediated by the APC/C, releasing Cdt1 and allowing pre-RC formation and establishment of 

S-phase (McGarry et al., 1998; Zielke et al., 2008).  

3.1.5.2.1. Gem-NT101 degradation is impaired by C-terminal reporter fusions 

For the analysis of Geminin degradation, a degron containing but otherwise inert Geminin fragment 

composed of amino acid residues 1-101 (Gem-NT101) was inserted into the RPS expression plasmids. 

Deletion of the coiled coil region renders Gem-NT101 unable to interact with Cdt1 but the fragment still 

contains an N-terminal D-box degron sequence like Xenopus and human Geminin where it has been 

shown to be recognized by the APC/C (McGarry et al., 1998; Sakaue-Sawano et al., 2008; Clijsters et 

al., 2013). Besides the D-box, putative KEN-box sequences can be found in Xenopus, Drosophila, and 

human Geminin which have not been investigated in regard of Geminin degradation, yet. In case of 

Drosophila Gem-NT101 the putative KEN-box is located in close proximity to the D-box degron (Figure 

27 A, B). Gem-NT101 was inserted into RPS-5 to RPS-8 to analyse protein stability of N- and C-terminal 

CHE fusions by flow cytometry, similar to the experiments conducted for Cyclin B (see 3.1.5.1.2)(Figure 

27 C). C-terminal Geminin fusions, GFP-T2A-Gem-NT101-CHE and Gem101-CHE-T2A-GFP, confirmed that 

this fragment behaves like an APC/C target. A decrease of CHE/GFP ratio in G1-phase allocated to 

APC/CFzr dependent degradation (G1: 0.30 /0.49) and increasing values in S- and G2-cells representing 

re-accumulation (S: 0.60/0.69; G2: 0.63/0.80) were observed. On the contrary, N-terminal tagging of 

Geminin showed no cell cycle dependent degradation of Gem-NT101. No difference of relative protein 

stability levels was detectable between G1-, S-, and G2-cells anymore. Thus, in contrast to CycB-NT285, 

degradation of Geminin can be completely impaired depending on the position of the reporter fusion. 

Furthermore, the insertion up- or downstream of the T2A site in case of the two N-terminal fusion also 

displayed differences in stability levels. Flow cytometric analysis of GFP-T2A-CHE-Gem-NT101 resulted 

in mean CHE/GFP ratios of 0.69 in G1- and 0.77 in G2-phase, whereas CHE-Gem-NT101-T2A-GFP dis-

played ratios around 1.0. This indicates a complete stabilization of CHE-Gem-NT101 with similar extent 

to a stable RPS control (Figure 27 D). Increased CHE/GFP ratios were also observed for constructs with 

the GFP reference downstream of the T2A site in case of CycB-NT285 (Figure 20 C) and the C-terminal 

Gem-NT101 fusions (Figure 27 D). This effect is most likely attributed to a decreased expression of the 
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downstream GFP reference protein resulting in an increased CHE/GFP quotient (see 3.1.3). Thus, the 

difference between the N-terminal Gem-NT101 constructs can be explained by an additive effect of 

impaired Gem-NT101 degradation caused by N-terminal fusion and a decreased expression of the GFP 

reference expression in case of CHE-Gem-NT101-T2A-GFP. 

 

Figure 27| Gem-NT101 degradation is impaired by N-terminal reporter fusions 

(A) Illustration of Drosophila Geminin and the truncated N-terminal fragment Gem-NT101. (B) Summary of puta-
tive APC/C degrons located in Geminin N-terminus determined by the APC degron repository online tool.  
(C) Illustration of the N- and C-terminal reporter fusions of Gem-NT101 of the RPS expression plasmids. (D) Com-
parison of relative protein levels of the N- and C-terminal tagged Gem-NT101 variants shown in a box plot (exp.lvl. 
1.0 - 1.75). C-terminal fusions show decreased mean values of G1-cells compared to the S- and G2-populations. 
N-terminal fusions result in a stabilization with no significant difference between G1-, S-, and G2-cells. Statistics 

performed by t-test with Welch´s correction, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, ***≤ 0.001. 
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3.1.5.2.2. Mutation of either the D- or KEN-box degron stabilize Geminin in G1-phase 

Recognition of Geminin by the APC/C was suggested to be dependent on an N-terminal located D-box 

motif in case of Xenopus and human Geminin. Mutation of the arginine and leucine residues to alanine 

(RxxL to AxxA) resulted in an non-degradable Geminin mutant that was completely stable in G1-phase 

(McGarry et al., 1998; Clijsters et al., 2013). Besides the D-box, Drosophila Geminin contains an addi-

tional putative KEN-box degron sequence in the N-terminal region. To test if either one or both degrons 

are required for Geminin degradation in G1-phase, single D- or KEN-box mutants and the double mu-

tant were analyzed using the RPS system. Mutation of the D-box consensus to AxxA (mDB) caused a 

strong stabilization of Gem-NT101_mDB in G1-phase (CHE/GFP: 0.79) compared to Gem-NT101 control 

(CHE/GFP: 0.54). However, mutation of the KEN-box consensus sequence to KAA (mKEN) also resulted 

in a stabilization in G1-cells (CHE/GFP: 0.83) similar to the increase observed for the D-box mutant. A 

Geminin mutant containing mutations in both degrons Gem-NT101_mDB_mKEN was only slightly more 

stabilized (CHE/GFP: 0.89) compared to the single D- or KEN-box mutants, though the statistical anal-

ysis of the observed effect was only just significant (p-value: 0.042) (Figure 28). Based on the obtained 

results, it is not possible to clearly estimate if only a single or both degrons mediate APC/C dependent 

destruction of Geminin. 

 

Figure 28| Mutation of the D- or KEN-box degron stabilized Gem-NT101 in G1-cells  

Analysis of relative protein stability levels of Gem-NT101 degron mutants using RPS-5. Schematic illustration of 
the corresponding Gem mutant (left panel) and a box plot of the normalized CHE/GFP ratios in G1-cells (right 
panel) (exp.lvl. 1.0 - 1.75). Mutation of the D-box consensus to AxxA (mDB) and the KEN-box consensus to KAA 
(mKEN) stabilized Gem-NT101 in G1-phase. The double mutant Gem-NT101_mDB_mKEN was only slightly more 
stabilized in G1-cells compared to the single degron mutants. Statistics performed by t-test with Welch´s correc-

tion, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, ***≤ 0.001. 
 

3.1.5.2.3. Geminin degradation depends on APC/CFzr activity 

Several studies suggested that Geminin degradation relies solely on APC/CCdh1/Fzr activity, in such a way 

that proteolysis of Cyclin B after SAC inactivation reduces Cdk1 activity, thus triggering APC/CCdh1/Fzr 

activity which subsequently targets Geminin (Narbonne-Reveau et al., 2008; Zielke et al., 2008; 
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Colombo et al., 2010). On the contrary, human Geminin degradation in U2OS cells was found to be 

independent of APC/CCdh1 activity since Cdh1 knockdown did not impair Geminin protein degradation 

(Clijsters et al., 2013). To test if Geminin degradation in Drosophila relies on APC/CFzr activity, Gem-

NT101 degradation was analyzed under conditions of either hyperactivated or downregulated APC/CFzr 

activity, similar to the experiments conducted for Cyclin B (see 3.1.5.1.6). S2R+ cells were co-trans-

fected with 4xFLAG-Fzr and Gem-NT101-CHE-T2A-GFP and analyzed by flow cytometry. As seen in Fzr 

overexpression experiments with Cyclin B the effects caused by Fzr overexpression were most pro-

nounced in G2 cells with high expression levels. Analysis of relative protein stability levels of Gem-NT101 

in the G2-cell population with ectopic APC/CFzr activation resulted in a significant destabilization com-

pared to the control. Additionally, we tested the three degron mutants under the same conditions with 

the result that none of the mutants was affected by elevated APC/CFzr activity (Figure 29 A). Reversely, 

downregulation of APC/CFzr activity via Fzr knockdown led to a stabilization of Gem-NT101 in G1-cells, 

whereas the D-box mutant Gem-NT101_mDB was not affected by the treatment with Fzr dsRNA (Figure 

29 B). In conclusion, degradation of Drosophila Geminin depends on APC/CFzr activity opposed to the 

findings for human Geminin in Clijsters et al. (2013). Furthermore, analysis of the Geminin degron mu-

tants with hyperactivated APC/C activity did not display any destabilization for any of the mutants and 

mutation of either the D- or KEN-box made Gem-NT101 completely refractory to altered APC/CFzr activ-

ity.  

 

Figure 29| Gem-NT101 degradation with Fzr overexpression and knockdown 

(A) Flow cytometric analysis of Gem-NT101-CHE-T2A-GFP and the respective degron mutants (exp.lvl. 2.0 - 3.0) 
with elevated APC/CFzr activity. Fzr overexpression leads to a significant decrease of Gem-NT101 protein stability 
levels (red box) compared to the control (blue box) in G2-phase. The degron mutants Gem-NT101_mDB, Gem-
NT101_mKEN, and Gem-NT101_mDB_mKEN were not affected by additional 4xFLAG-Fzr overexpression in G2-cells. 
(B) Flow cytometric analysis of Gem-NT101-CHE-T2A-GFP and Gem-NT101_mDB-CHE-T2A-GFP under normal con-
ditions (green boxes) or treated either with mock Hygro dsRNA (purple boxes) or Fzr dsRNA (brown boxes) 
(exp.lvl. 1.0 - 1.75). Gem-NT101 was significantly stabilized by Fzr knockdown in G1-cells. Treatment with Hygro 
dsRNA had no effect on relative protein stability levels. Gem-NT101_mDB was not affected by Fzr knockdown. 

Statistics performed by t-test with Welch´s correction, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, ***≤ 0.001. 
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3.1.5.2.4. Geminin and Cyclin B are degraded with different kinetics 

Degradation of human Geminin was also found to take place at the same time and with similar kinetics 

as Cyclin B1 degradation (Clijsters et al., 2013), contradicting previous findings in Xenopus egg extracts 

in which Geminin protein levels were only reduced by 50% after exit from mitosis (Li et al., 2004). In 

case of Drosophila, it is still unknown if Geminin degradation happens at the same time and with similar 

kinetics to Cyclin B. While flow cytometric analysis enables a static determination of protein degrada-

tion in different cell cycle stages it does not provide information of degradation kinetics within a certain 

cell cycle phase. Therefore, Geminin and Cyclin B degradation was examined via live cell imaging ex-

periments using time lapse microscopy to compare their degradation kinetics. Cells transfected with 

either the control RPS construct GFP-T2A-CHE, GFP-T2A-CHE-CycB-NT285or Gem-NT101-CHE-T2A-GFP 

were recorded with 15 min intervals for three channels, brightfield (BF), GFP, and CHE. Cells undergo-

ing mitosis were selected in the brightfield channel defined by the formation of two new nuclei in 

telophase (T= 0 min). The nuclear CHE and GFP signals were selected by threshold settings and quan-

tified and the CHE/GFP quotient was calculated for one of the newly born cells for each individual time 

frame using the software ImageJ. The CHE/GFP ratios were normalized to the mean CHE/GFP value of 

three time frames prior to telophase (G2-phase). Based on the single cell traces, a mean degradation 

curve was calculated by the average value from the single cells for each time point. As expected, anal-

ysis of the RPS control resulted in stable CHE and GFP signals over the whole timeframe, since both 

fluorescent proteins are stable during cell cycle progression (Figure 30 A, B). In case of CHE-CycB-NT285, 

the CHE signal starts to decline rapidly after the formation of the new nucleus and is already clearly 

decreased at the beginning of G1-phase (see Figure 30 C; t=45 min). Opposed to this, the decline of 

Gem-NT101-CHE signals was delayed compared to Cyclin B and the Gem-NT101-CHE signal slowly de-

creases during G1-phase (compare Figure 30 C and E).  
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Figure 30| Live cell imaging of Cyclin B and Geminin 

(A, C, E) Images of S2R+ cells transfected with either GFP-T2A-CHE, GFP-T2A-CHE-CycB-NT285, and Gem-NT101-
CHE-T2A-GFP in the brightfield (BF), GFP-, and CHE-channel. Images were taken with a time interval of 15 min. 
Telophase cells determined by the formation of new nuclei were set as starting point (t= 0min). Time point 60 
min earlier was set as G2-phase. G1 was defined by the formation of two new cells after cytokinesis. (B, D, F) One 
of the daughter cells was tracked for 360 min (30 time frames) and the CHE/GFP was calculated for each time 
point. Single cell traces were created for each cell and a mean degradation curve calculated based on the average 
value for each time point. 

The mean degradation curve derived from the average values from the single cells also displays com-

pletely different degradation kinetics for Cyclin B and Geminin. Cyclin B is degraded earlier and with 

faster kinetics compared to Geminin, where degradation starts 15 min after telophase and with much 

slower kinetics (compare Figure 30 D and F). These results show that Drosophila Geminin and Cyclin B 

are degraded at different time points of the cell cycle and that both proteins are degraded with differ-

ent kinetics opposed to the report for human Geminin and Cyclin B (Clijsters et al., 2013). This could 

also indicate that Geminin degradation relies solely on APC/CFzr activity and not APC/CFzy/Fzr like Cyclin 

B. Since Fzy/Cdc20 itself is a target of APC/CCdh1/Fzr after SAC inactivation at the anaphase to metaphase 
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transition (see 2.6.1), it is rather unlikely that APC/CCdc20/Fzy mediates Geminin degradation. However, 

this issue was not further investigated in this thesis. Nevertheless, it was shown that the RPS reporter 

system is also well suited for live cell imaging analysis in addition to static readout via flow cytometry. 

Live cell imaging allows an accurate determination of protein degradation within specific cell cycle 

phases with a dynamic inference on degradation kinetics compared to flow cytometry. However, it is 

a more time-consuming technique especially compared to the high throughput analysis via flow cy-

tometry which instead allows a quick determination of protein degradation during cell cycle progres-

sion. 

3.1.6. Degradation analysis of known CRL4Cdt2 substrates in S-phase 

Protein degradation in G1-phase was clearly detectable in case of the two APC/C substrates Cyclin B 

and Geminin using the RPS system. In a next step, protein degradation during S-phase was analyzed 

via flow cytometry. To test how degradation in S-phase can be captured by the RPS-system, the sub-

strates of the E3 cullin RING ligase CRL4Cdt2, Dacapo, E2F1, and Cdt1 that are degraded at the beginning 

of S-phase were analyzed. 

3.1.6.1. Analysis of Dacapo 

Dacapo (Dap) is the Drosophila CKI homologue of the mammalian CIP/KIP proteins p21Cip1, p27Kip1 and 

p57Kip2 with highest homology to rat p21 Cip1 (De Nooij et al., 1996; Lane et al., 1996). Dap functions as 

a CKI exclusively for CycE-Cdk2 and has important functions during Drosophila embryogenesis contrib-

uting to G1 cell cycle arrest in different tissues including the embryonic epidermis, mesoderm, and the 

nervous system (Swanson et al., 2015; Stadler et al., 2019). Dap inhibits CycE-Cdk2 activity during G1-

phase when low Cdk activity is required for replication origin licensing. CRL4Cdt2 dependent degradation 

of Dap during S-phase resolves CycE-Cdk2 inhibition, thereby increasing Cdk activity necessary for 

origin firing (Swanson et al., 2015). 

3.1.6.1.1. Flow cytometric analysis of Dap_dCDI and Dap_dCDI_dPIPa degradation 

Dap overexpression causes a cell cycle arrest with an enrichment of cells in G1-phase and thus not 

suited for the analysis of protein levels during cell cycle progression (Frank, 2013; Swanson et al., 2015; 

Rössler, 2019). Hence, Dap mutants with a disrupted CDK inhibitor domain (CDI) required for CycE-

Cdk2 interaction were used for relative protein stability analysis, that have already been established in 

the Sprenger group. The mutant form Dap_dCDI still contains the PIP degron required for CRL4Cdt2 de-

pendent degradation in S-Phase, but deletions/insertions in the Cdk2 binding domain (Del_103-105G) 

and the cyclin binding site (Del_38-44RAR) that were chosen based on the structural data from p27 

and CycA-Cdk2 complex, render it unable to bind and inhibit CycE-Cdk2. Furthermore, a Dap mutant 

with an additional deletion in the PIP degron (dPIPa = Del_184-188), referred to as Dap_dCDI_dPIPa, 

which should be refractory to CRL4Cdt2 mediated proteolysis was tested and compared with Dap_dCDI 
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using the RPS system (Figure 31 A). Flow cytometric analysis of GFP-T2A-CHE-Dap_dCDI resulted in a 

decreased CHE/GFP quotient in the S-population (CHE/GFP: 0.31) compared to the G1-population 

(CHE/GFP: 0.45), in agreement with Dap degradation by CRL4Cdt2 during S-phase (see 2.5). In the G2-

population, only a slight stabilization of Dap_dCDI was observed (CHE/GFP: 0.35) compared to S-phase 

(Figure 31 B). Reaccumulation of the proteins after the turn-off of the CRL4Cdt2 degradation at the end 

of S-phase and fluorescent maturation require substantial time. Fluorescent protein maturation times 

vary between different fluorescent proteins and these times also differ between cell lines and are de-

pendent on the temperature. For instance, half maturation for GFP and CHE in E.coli at 32°C show 

values of 22 min and 46 min, respectively (Balleza et al., 2018). In S2R+-cells, faster maturation of GFP 

has also been seen (F. Sprenger, personal communication). Thus, at the beginning of G2-phase, GFP-

fluorescence will come up quicker than CHE, causing lower CHE/GFP values. Furthermore, similar re-

sults were obtained with N- and C-terminal fusions using RPS-5 to RPS-7 indicating that this effect is 

not due to any issues with the different reporter fusions to Dap (Figure S 1).  

Compared to Dap_dCDI, analysis of Dap_dCDI_dPIPa showed no cell cycle specific degradation and 

overall higher stability values (G1: 0.79, S: 0.76, and G2: 0.74) (Figure 31 B). To test, if the observed 

decrease in protein levels of Dap_dCDI were directly allocated to CRL4Cdt2 dependent ubiquitination, 

protein levels were analyzed with additional downregulation of CRL4Cdt2 activity. This was achieved by 

RNAi gene knockdown of the CRL4Cdt2 scaffold subunit Cul4 by using dsRNA against exon 10 of cul4 

(Cul4 dsRNA). Dap_dCDI protein stability levels were significantly increased in cells treated with Cul4 

dsRNA in the three cell cycle phase populations (G1: 0.45 to 0.65; S: 0.31 to 0.52; G2: 0.36 to 0.53), 

whereas treatment with the control Hygro dsRNA had no effect on Dap_dCDI protein stability levels. 

In accordance with Dap_dCDI_dPIPa being refractory to CRL4Cdt2 activity, knockdown of Cul4 had no 

effect on its protein levels in any cell cycle phase (G1: 0.78 to 0.76; S: 0.74 to 0.75; G2: 0.73 to 0.72) 

(Figure 31 C). The stabilization of Dap_dCDI in G1 cells upon CRL4Cdt2 inactivation could be explained 

by the presence of early S-phase cells in this population and the lack of CRL4Cdt2 dependent degradation 

in these cells. This issue was further investigated and discussed in more detail below (see 3.1.6.3.2). In 

conclusion, CRL4Cdt2 dependent Dap_dCDI degradation in S-phase was detectable via flow cytometric 

analysis. To test, if similar results are obtained for other CRL4Cdt2 substrates, the degradation of E2F1 

and Cdt1 were investigated in the following. 
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Figure 31| Flow cytometric analysis of Dap_dCDI and Dap_dCDI_dPIPa degradation 

(A) Illustration of Dacapo (Dap), Dap_dCDI and Dap_dCDI_dPIPa. (B) Box plot of relative protein stability levels 
of Dap_dCDI and Dap_dCDI_dPIPa in G1-, S-, and G2-cells (exp.lvl. 1.0 - 1.75) summarizing the mean quantifica-
tion of CHE/GFP ratios of independent replicates normalized to the RPS control. Dap_dCDI is destabilized in S-
phase compared to G1-phase and stabilization is observed in G2-phase. Dap_dCDI_dPIPa is fairly stable during 

cell cycle progression. Statistics performed by t-test with Welch´s correction, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01. (C) 
Analysis of Dap_dCDI and Dap_dCDI_dPIPa with Cul4 knockdown (Cul4 dsRNA) and mock control (Hygro dsRNA) 
(exp.lvl. 1.5 - 2.5). Dap_dCDI is stabilized in cells treated with Cul4 dsRNA in G1-, S-, and G2-cells. Dap_dCDI_dPIPa 
was not affected by Cul4 knockdown. Treatment with Hygro dsRNA had no effect on both proteins. Statistics 

performed by Mann-Whitney U-Test, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01. The samples were compared to the control 
cells of the respective cell cycle phase and symbols for p-values displayed above the box. 
 

3.1.6.2. Analysis of E2F1 

E2 promotor binding factor 1 (E2F1) is a transcription factor belonging to E2F protein family and is 

involved in the regulation of the restriction point and the G1/S transition by inducing the expression 

of several G1/S genes including cycE and cycA (reviewed in Bertoli et al., 2013). E2F1 is inhibited during 

G1-phase by the pocket protein retinoblastoma (pRB). Mitogen stimulated CycD-Cdk4/6 phosphoryla-

tion of pRB causes inhibitory release of E2F1 and allows transcription of E2F1 target genes required for 

S-phase (Morgan, 2007). In Drosophila, E2F1 is inactivated during early S-phase via CRL4Cdt2 dependent 

degradation mediated by an N-terminal located PIP degron (Shibutani et al., 2008). 
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3.1.6.2.1. Flow cytometric analysis of E2F1-NT230 degradation 

For the analysis of E2F1 degradation a truncated protein fragment consisting of the amino acid resi-

dues 1-230 (E2F1-NT230) was used similar to the applied E2F1 reporter in the Drosophila fluorescent 

ubiquitination-based cell cycle indicator system (Fly-FUCCI) (Zielke et al., 2014). E2F1-NT230 contains 

the PIP degron that confers CRL4Cdt2 mediated degradation in S-phase but lacks the DNA binding and 

coiled coil - marked box (CC-MB) domain and is thus unable to bind DNA or activate gene transcription. 

Since an N-terminal GFP-E2F1-NT230 fusion protein was successfully established as an S-phase marker 

in the FLY-FUCCI system, E2F1-NT230 was inserted into RPS-8 and investigated in S2R+ cells after tran-

sient transfection via flow cytometry (Figure 32 A). GFP-T2A-CHE-E2F1-NT230 displayed a decrease of 

protein levels in S-phase compared to the G1-population similar to the results of Dap_dCDI, but no 

increase in protein levels was observed in the G2-cell population (CHE/GFP ratios - G1: 0.80; S: 0.67; 

G2: 0.60) (Figure 32 B). 

 

Figure 32| Flow cytometric analysis of E2F1-NT230 degradation 

(A) Illustration of E2F1, E2F1-NT230 and the applied E2F1 RPS reporter construct. (B) Box plot of relative protein 
stability levels of GFP-T2A-CHE-E2F1-NT230 in G1-, S-, and G2-cells (exp.lvl. 1.5 - 2.5) summarizing the mean quan-
tification of CHE/GFP ratios of independent replicates normalized to the RPS control. E2F1-NT230 is significantly 
destabilized in S-phase compared to G1-phase, but no reaccumulation is detected in G2-phase. Statistics per-

formed by t-test with Welch´s correction, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, *** ≤ 0.01. (C) Analysis of E2F1-NT230 
with Cul4 knockdown (Cul4 dsRNA) and mock control (Hygro dsRNA) (exp.lvl. 1.5 - 2.5). E2F1-NT230 was stabilized 
significantly in cells treated with Cul4 dsRNA in G1-, S-, and in G2-cells, albeit not being significantly. Statistics 
performed by Mann-Whitney U-Test, n.s. > 0.05, * ≤ 0.05. The samples were compared to the control cells of the 
respective cell cycle phase and symbols for p-values displayed above the box. 
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Additionally, E2F1-NT230 degradation was also tested with downregulated CRL4Cdt2 activity imple-

mented via Cul4 knockdown. Flow cytometric analysis of cells treated with Cul4 dsRNA resulted in 

significant stabilization of E2F1-NT230 in G1- and S-cells (G1: 0.76 to 0.82; S: 0.65 to 0.77) and also a 

stabilization in G2-cells (G2: 0.62 to 0.70), albeit not statistically significant (Figure 32 C). In conclusion, 

the results of E2F1-NT230 degradation analysis are similar to the findings for Dap_dCDI. E2F1-NT230 deg-

radation in S-phase is detectable but CRL4Cdt2 dependent degradation is also observed in the G1- and 

G2-populations. 

3.1.6.3. Analysis of Cdt1 

As a third CRL4Cdt2 substrate, the Drosophila Cdt1 homologue Double parked (hereafter referred to as 

Cdt1) was investigated. Cdt1 is involved in pre-RC assembly in the course of origin licensing by recruit-

ing the mini-chromosome maintenance complex (MCM) to the DNA (Wohlschlegel et al., 2000). Cdt1 

is regulated by different mechanisms involving inhibitory binding by Geminin (see 3.1.5.2) and pro-

teasomal degradation. Previous work in the Sprenger group showed that Cdt1 is targeted by the E3 

ligase SCFSkp2 by a phosphorylation dependent mechanism (Thomer et al., 2004; Rössler, 2019). Fur-

thermore, Cdt1 is also degraded by a phosphorylation independent mechanism mediated by CRL4Cdt2 

via a N-terminal PIP degron (Lin et al., 2009; Lee et al., 2010).  

3.1.6.3.1. Flow cytometric analysis of Cdt1-NT101 degradation 

Degradation analysis of Cdt1 was performed using an cell cycle inert N-terminal fragment (aa 1-101) 

that has been already established as a S-phase marker in the Sprenger group (Heimbucher, 2017). 

Cdt1-NT101 represents an inactive protein fragment due to the deletion of the MCM binding domain 

but is still targeted via its PIP degron by CRL4Cdt2. The truncated version should also not be targeted by 

SCFSkp2 due to the lack of phosphorylation sites in this region based on mass spectrometry data of the 

ISB Phosphopep database (Bodenmiller et al., 2007). Cdt1-NT101 was inserted into RPS-5 to avoid dis-

turbance of its degradation by blocking the PIP degron by a bulky N-terminal fusion (Figure 33 A). Flow 

cytometric analysis of Cdt1-NT101-CHE-T2A-GFP displayed similar results to Dap_dCDI and E2F1-NT230 

with a destabilization in S-cells compared to G1-cells and no measurable protein reaccumulation in G2-

cells (G1: 0.60; S: 0.43; G2: 0.45) (Figure 33 B). To test, if CRL4Cdt2 inactivation would have the same 

stabilizing effect in the assigned cell cycle populations as observed for Dap and E2F1, Cdt1-NT101 sta-

bility was investigated with additional Cul4 knockdown. Gene knockdown was achieved via co-trans-

fection of a mir1-shRNA (short hairpin RNA) plasmid (Nguyen et al., 2006; Haley et al., 2008) directed 

against cul4 exon 8 (mir1-Cul4) that has been established in the meantime in the Sprenger lab 

(Heidrich, 2020). The mir1-Cul4 shRNA was expressed from a pVALIUM20 plasmid under the control of 

a hsp70 core promotor regulated by two pentamers of upstream activating sequence (UAS) as de-

scribed in Ni et al. (2006). Expression was induced by additional co-transfection of Gal4 from a strong 
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polyubiquitin promotor (Brand et al., 1993), resulting in similar knockdown efficiency as achieved by 

RNAi knockdown implemented by dsRNA treatment (F. Sprenger, personal communication). Cdt1-

NT101 was stabilized upon Cul4 knockdown with significant effects in the S- and G2- cell population (S: 

0.43 to 0.61; G2: 0.44 to 0.59). A stabilization was also observed in G1-cells (G1: 0.59 to 0.70), albeit 

not being statistically significant (Figure 33 C). In summary it can be stated that degradation of 

Dap_dCDI, E2F1-NT230, and Cdt1-NT101 during S-phase can be detected via flow cytometric measure-

ment. 

 

Figure 33| Flow cytometric analysis of Cdt1-NT101 degradation 

(A) Illustration of Drosophila homologue Cdt1 (Double parked (Dup)), the N-terminal fragment Cdt1-NT101 and 
the applied Cdt1-NT101 RPS reporter construct. (B) Box plot summarizing the mean quantification of CHE/GFP 
ratios of independent replicates normalized to the RPS control of Cdt1-NT101-CHE-T2A-GFP in G1-, S-, and G2-cells 
(exp.lvl. 1.25 - 2.0). Cdt1-NT101 is significantly destabilized in S-phase compared to G1-phase, but no reaccumu-
lation is detected in G2-phase. (C) Mir1-based shRNA knockdown of Cul4 caused stabilization of Cdt1-NT101 in S- 
and G2- cells. A not significant increase of CHE/GFP quotient was also observed in G1- cells (exp.lvl. 1.5 - 2.5). 

Statistics performed by t-test with Welch´s correction, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01. The samples were com-
pared to the control cells of the respective cell cycle phase and symbols for p-values displayed above the box. 
 

3.1.6.3.2. Cdt1 subpopulations in the assigned G1-, S-, and G2- cell cycle populations 

The stabilizing effect caused by Cul4 knockdown in the G1- and G2- cells is most likely attributed to the 

presence of “early” and “late” S-phase cells, respectively. Additionally, the slower maturation of CHE 

compared to GFP will cause decreased CHE/GFP ratios in the G2-population (see 3.1.6.1.1). Scatter 

plots of the cells transfected with Cdt1-NT101-CHE-T2A-GFP displayed two subpopulations within the 

assigned cell cycle phases based on the CHE/GFP ratios. The G1-population is composed of cells with 
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high CHE/GFP quotients in the range 0.50 to 1.25, representing G1 cells (69.2%) and a second subpop-

ulation with lower quotients in the area from 0.00 to 0.50 probably constituting early S-phase cells 

(29.6%). Using the same areas for the S-population showed a population consisting of cells that are 

either in G1- or already in G2-phase with high CHE/GFP values (35.7%) and an S-phase population in 

the lower range (60.8%). The G2 population consist of cells in the area of high CHE/GFP ratios repre-

senting G2 cells (45.3%) and cells in the area of lower area that are most likely late S-phase cells or 

cells that just entered G2 and just begun CHE-Cdt1-NT101 synthesis (52.7%) (Figure 34).  

 

Figure 34| Cell subpopulations within the G1-, S-, and G2- cell populations 

Scatter plot and the corresponding box plot of CHE/GFP ratios of cells transfected with Cdt1-NT101-CHE-T2A-GFP 

detected by flow cytometry. The G1-, S-, and G2- populations contain subpopulations based on high CHE/GFP 

ratios in the range from 0.5 - 1.25 (blue box) and low ratios in the range 0.0 - 0.5 (red box). Percentage of the 

cells in the respective range were calculated for each cell cycle population and displayed next to the box. Cells in 

the higher CHE/GFP range have not degraded Cdt1-NT101 and are either G1 or G2 cells respectively, cells in the 

low range are assigned as S-phase or “early S” and “late S” if present within the G1 or G2 population, respectively. 

Similar subpopulations have been observed for Dap_dCDI and E2F1 (data not shown). On should men-

tion that the assignment of the subpopulations was only based on the reference/reporter signals of 

Cdt1-NT101-CHE-T2A-GFP which are not comparable to precise cell cycle phase assignments based on 

EdU incorporation or other specific cell cycle markers. Also, the example shown here only represents 

a single replicate and the occurrence and characteristics of the subpopulations were subjected to var-

iations among the replicates and were not always this pronounced. Summarizing the obtained data for 

Dap, E2F1, and Cdt1 shows that the cell cycle phase assignment via Hoechst DNA stain is not ideal for 

the analysis of protein degradation in S-phase due to heterogeneity of cells in the defined cell cycle 

populations. Nevertheless, S-phase degradation can be detected using the RPS system via flow cytom-

etry, but with less accuracy compared to degradation in G1-phase. In general, this problem could be 

overcome by more accurate definition of S-phase cells, which though must be carried out in vivo avoid-

ing cell fixation that causes loss of the GFP and CHE signal. This could for instance be implemented by 
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in vivo EdU incorporation as described in Salic et al. (2008) in addition to the Hoechst 33342 DNA stain. 

Alternatively, utilization of a fluorescent S-phase marker in addition to the GFP and CHE signals of the 

RPS system would also enable a more accurate determination of S-phase cells (Grant et al., 2018). 

However, due to the limited number of detectors it was not possible to measure further parameters 

with the existing CyFlow Space flow cytometer at the genetics department and consequently it was 

not possible to further improve the method in this regard. 

3.1.6.3.3. Live cell imaging analysis of Cdt1-NT101 

To confirm that the degradation of the selected S-phase substrates is only initiated once S-phase starts, 

the flow cytometry analysis setup is not suited because early S-phase cells are present in the “G1” gate 

since they contain nearly identical DNA-content which cannot be distinguished by Hoechst stain of cell 

populations. Following individual cells by live cell imaging allows more precise determination of cell 

cycle stages and should enable an even more accurate measurement of protein degradation of the 

targets with the onset of S-phase. Time lapse microscopy analysis of Cdt1-NT101-CHE-T2A-GFP have 

already been conducted in the course of a bachelor thesis in the Sprenger group (Heidrich, 2020). Since 

the initial analysis, further improvements in the data evaluation could be established and the raw data 

was reanalyzed (Figure 35). Protein levels of Cdt1-NT101-CHE and the GFP reference were detected in 

single cells during cell cycle progression via live cell imaging and allocated to the different cell cycle 

phases. Starting with telophase (T = - 30 min) which was visually defined in the brightfield, G2-phase 

was assigned 60 min prior to telophase (G2 = -90 min). After formation of two nuclei, cells reside in 

G1-phase (t = 0 - 210 min) upon a sudden decrease of Cdt1-NT101-CHE intensities which was defined as 

the beginning of S-phase (t = 225 - 255 min) (Figure 35 A). The nuclear CHE/GFP values were normalized 

to telophase and single cell traces were calculated and summarized in a line chart. Since cells were 

analyzed under unperturbed proliferation conditions, cell cycle phase durations vary among single cells 

(Chiorino et al., 2001; Snijder et al., 2011). This is clearly visible by the different time points of the 

sudden decline of Cdt1-NT101-CHE fluorescence intensities marking S-phase, attributable to differing 

G1-durations (Figure 35 B). To adjust for cell-to-cell variations the single cell traces were interpolated 

using the multiple interval-based curve alignment (MICA) software (Mann et al., 2018). Based on the 

MICA aligned single cell traces a consensus trace was calculated representing Cdt1-NT101 protein levels 

in G1- and S-phase (Figure 35 C). Live cell imaging analysis of Cdt1-NT101-CHE-T2A-GFP resulted in fairly 

stable reference/reporter signals during G1-phase, followed by a rapid decline of Cdt1-NT101-CHE sig-

nals allocated to CRL4Cdt2 dependent degradation in S-phase. Hence, protein degradation in S-phase 

was more accurately determined using the RPS expression system via microscopic analysis compared 

to flow cytometric measurement.  

In summary, it was possible to determine proteolysis of known APC/C targets, Cyclin B and Geminin, 

during G1-phase and degradation of the CRL4Cdt2 substrates Dacapo, E2F1, and Cdt1 in S-phase. Thus, 
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the RPS-system allows fast, accurate, and reproducible determination of the degradation of a selected 

protein interest within a certain cell cycle phase using flow cytometry. Verification of putative degra-

dation motifs and detection of changes of relative protein stability levels in dependence of E3 ligase 

activity were successfully implemented using the RPS-system. Therefore, in a next step degradation of 

Rca1 was investigated using the established method.  

 

Figure 35| Live cell imaging of Cdt1-NT101 

(A) Images of S2R+ cells transfected with Cdt1-NT101-CHE-T2A-GFP in the brightfield (BF), GFP-, and CHE-channel. 
Images were taken with a time interval of 15 min. Telophase was determined by the formation of new nuclei (t= 
-30 min). G2-phase was set 60 min prior to telophase (t= -90 min). G1 was defined by the formation of two new 
cells after cytokinesis (t= 0). Sudden decline of Cdt1-NT101-CHE signal was as beginning of S-phase (t= 225 min) 
(B) Single cell traces of unaligned cells with different G1-durations. CHE/GFP ratios were normalized to telophase 
(-30 min) (C) Interpolated single cell traces via the MICA software (MICA aligned). Based on the interpolated 
traces, a consensus trace (blue line) was calculated. The Cdt1-NT101-CHE reporter construct remains relatively 
stable during G1-phase and sudden drop in CHE intensities marks the beginning of S-phase and CRL4Cdt2 mediated 
degradation of Cdt1-NT101-CHE. Raw data from Heidrich (2020). 
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3.2. Rca1 - an APC/CFzr target in G1-phase 
3.2.1. Aim 

According to previous studies, Rca1 is degraded during G1-phase. Detection of HA-Rca1 in embryos 

displayed degradation of Rca1 during the first G1-phase of the 17th cell cycle of Drosophila embryo-

genesis (Grosskortenhaus et al., 2002). In parallel, time lapse microscopy analysis of fluorescent la-

belled Rca1 in embryos and S2R+ also showed a decrease of Rca1 protein levels during G1-phase 

(Morgenthaler, 2013). An APC/CFzr dependent degradation of Rca1 was suggested based on biochemi-

cal interaction with Fzr (Grosskortenhaus et al., 2002) and similar degradation kinetics of Rca1 in com-

parison to known APC/C substrates (Morgenthaler, 2013). However, to this point there is only anecdo-

tal evidence and no uniform picture of the E3 ubiquitin ligases and the degrons responsible for Rca1 

degradation.  

To further elucidate the degradation pathway of Rca1, protein levels were initially analyzed via flow 

cytometry using the RPS system to test if Rca1 degradation can be detected in G1-cells. In a next step, 

Rca1 degradation kinetics in G1-phase were measured via time lapse microscopy and compared to the 

results already obtained for the APC/C substrates Cyclin B and Geminin. Next, the influence of APC/CFzr 

activity on Rca1 protein levels was tested by either downregulation or hyperactivation of the APC/CFzr. 

Lastly, several putative degrons in Rca1 protein sequence were identified in a bioinformatic screen and 

validated via flow cytometric analysis of different Rca1 mutants. 

3.2.2. Rca1, Rca1-NT, and Rca1-CT is degraded in S2R+ cells during G1-phase 

Studies in Drosophila embryo and S2R+ cells showed that both, N- and C-terminal Rca1 moieties display 

decreased protein levels in G1-phase similar to Rca1 (Zielke, 2006; Morgenthaler, 2013). Hence, full-

length Rca1, an N-terminal fragment Rca1_Del_204-411 (Rca1_1-203), and a C-terminal fragment 

Rca1_Del_1-203 (Rca1_204-411) were used for flow cytometric analysis to test if degradation in G1-

phase can be detected in S2R+ cells via the RPS system. Preceding experiments demonstrated that C-

terminal but not N-terminal fusions to Rca1 impaired Rca1 degradation as well as APC/C inhibition by 

Rca1 (Morgenthaler, 2013). Therefore, the Rca1 fragments were inserted into RPS-8 (GFP-T2A-CHE-

POI) with an N-terminal fusion of the CHE-reporter (Figure 36 A). Flow cytometric analysis of GFP-T2A-

CHE-Rca1 resulted in decreased protein levels in G1-cells and reaccumulation in the S- and G2-popula-

tions (CHE/GFP - G1: 0.26, S: 0.45, G2: 0.53). Similar results with decreased protein levels in G1-cells 

were obtained for the N-terminal part of Rca1, GFP-T2A-CHE-Rca1_1-203 (CHE/GFP - G1: 0.24, S: 0.43, 

G2: 0.51) and the C-terminal Rca1 fragment GFP-T2A-CHE-Rca1_204-411 (CHE/GFP - G1: 0.32, S: 0.46, 

G2: 0.50). However, the CHE/GFP quotient of C-terminal Rca1 was slightly elevated in G1-cells com-

pared to Rca1 and Rca1_1-203 (Figure 36 B).Thus, Rca1 degradation during G1-phase was detectable 

using the RPS-system and the N-terminal fusion did not impair protein degradation. 
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Figure 36| Rca1, Rca1_1-203 and Rca1_204-411 are degraded in G1-phase 

A) Illustration of Rca1, Rca1_1-203, and Rca1_204-411 inserted into RPS-8. (B) Box plot summarizing the mean 
quantification of CHE/GFP ratios of independent replicates normalized to the RPS control of GFP-T2A-CHE-Rca1, 
GFP-T2A-CHE-Rca1_1-203, and GFP-T2A-CHE-Rca1_204-411 in G1-, S-, and G2-cells (exp.lvl. 1.0 - 1.75). G1-cells 
display decreased CHE/GFP ratios compared to the S- and G2-population. Statistics performed by Mann-Whitney 

U-Test, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, ***≤ 0.001. (C, D, E) G1-aligned DNA histograms of the GFP positive cells 
transfected with the RPS control (black line) or the respective RPS-Rca1 construct. Overexpression of GFP-T2A-
CHE-Rca1 (C - red line) and GFP-T2A-CHE-Rca1_204-411 (E - blue line) display an increased G2-peak. GFP-T2A-
CHE-Rca1_1-203 (D - green line) did not cause a cell cycle shift compared to the control. 
 

Previous studies demonstrated that overexpression of HA-Rca1 induced ectopic S-phase entry in eye 

imaginal discs and also overexpression in wing imaginal discs accelerates the G1/S transition (Zielke, 

2006). In agreement, overexpression of 4xFLAG-Rca1 in S2R+ cells resulted in premature entry into S-

phase accompanied by a shortened G1-phase (Frank, 2013). To test if the overexpression of the RPS-

Rca1 constructs altered cell cycle progression, cell cycle distributions based on the Hoechst intensities 

of the GFP positive cells were analyzed (Figure 36 C, D, E). Premature S-phase induction and shortened 

G1-phase would result in a compensatory accumulation in G2-phase. Cells transfected with GFP-T2A-
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CHE-Rca1 and GFP-T2A-CHE-Rca1_204-411 indeed displayed an increase of G2-cells compared to cells 

transfected with the RPS control seen by an exalted G2-peak in the Hoechst histogram (Figure 36 C, E). 

In contrast, expression of the N-terminal Rca1 fragment GFP-T2A-CHE-Rca1_1-203 did not cause an 

increase of G2-cells. This indicates that the N-terminal part with a present F-box domain was not able 

to induce premature S-phase entry, whereas C-terminal fragment with intact ZBR domain but missing 

F-box was able to cause acceleration of the G1/S transition.  

In summary, the N-terminal fusion of the CHE reporter did neither impair Rca1 degradation nor its 

functionality. In accordance to previous studies (Grosskortenhaus et al., 2002; Morgenthaler, 2013), 

both the N- and C-terminal part of Rca1 are degraded in a cell cycle specific context to a similar extent 

as full-length Rca1, indicating that protein domains that confer Rca1 degradation are located in both 

protein regions. 

3.2.3. Rca1 degradation has similar kinetics to Geminin  

To investigate the degradation kinetics of Rca1 during G1-phase, live cell imaging experiments were 

conducted as implemented for Cyclin B and Geminin (see 3.1.5.2.4). Cells were transfected with either 

GFP-T2A-CHE-Rca1, the N-terminal fragment GFP-T2A-CHE-Rca1_1-203 or the C-terminal part, GFP-

T2A-CHE-Rca1_204-411 and recorded by time lapse microscopy. Live cell imaging analysis of cells 

transfected with GFP-T2A-CHE-Rca1_1-203 showed a decrease of CHE/GFP ratio during G1-phase re-

sulting from Rca1 degradation (Figure 37 A). Overexpression of GFP-T2A-CHE-Rca1 or GFP-T2A-CHE-

Rca1_204-411 leads to a change in cell cycle distribution whereby G1-phase is significantly shortened, 

which is caused by their APC/C inhibition activity (see 3.3.3). Most cells that express sufficient levels of 

CHE-Rca1 (or CHE-Rca1_204-411) that is required for quantitative live cell imaging show no degrada-

tion after exit from mitosis, likely caused by the rapid entry into S-phase. To circumvent this problem, 

a point mutation in the ZBR of Rca1 (Rca1_204-411_A344T) was used for live cell imaging. The muta-

tion A344T was original found in the rca12 allele first described in Dong et al., 1997 that resulted in a 

phenotype of reduced cell number in embryos due to the lack of APC/C inhibition, which will also be 

discussed in more detail later (see 3.3.4 and 3.3.5). Flow cytometric analysis of the cell cycle distribu-

tion of cells transfected with GFP-T2A-CHE-Rca1_204-411_A344T showed no G2-accumulation any-

more, in accordance with the lack of APC/C inhibition (compare Figure 36 E and Figure 37 C). Live cell 

imaging analysis of GFP-T2A-CHE-Rca1_204-411_A344T resulted in a decrease of CHE intensity with 

the onset of G1-phase similar to Rca1_1-203 (compare Figure 37 A and B). The respective single cell 

traces were summarized by mean degradation curves (Figure 37 D, E). To assess whether the Rca1 

fragments are degraded with similar kinetics like other APC/C substrates, the mean degradation curves 

of Rca1_1-203 and Rca1_204-411_A344T were compared to the results obtained for CycB-NT285 and 

Gem-NT101 (see 3.1.5.2.4). These showed very similar degradation kinetics of the N- and C-terminal 

Rca1 fragments to Gem-NT101, whereas CycB-NT285 degradation begins at an earlier time point and with 

faster kinetics (Figure 37 F). 
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Figure 37| Rca1_1-203 and Rca1_204-411_A344T are degraded with similar kinetics like Gem-NT101 

(A, B) Images of S2R+ cells transfected with GFP-T2A-CHE-Rca1_1-203 or GFP-T2A-CHE-Rca1_204-411_A344T in 
the brightfield (BF), GFP-, and CHE-channel. Images were taken with a time interval of 15 min. Telophase cells 
determined by the formation of new nuclei were set as starting point (t= 0min). Time point 60 min earlier was 
set as G2-phase. G1 was defined by the formation of two new cells after cytokinesis. (C) G1-aligned DNA histo-
grams of the GFP positive cells transfected with the RPS control (black line) and GFP-T2A-CHE-Rca1_204-
411_A344T (purple line). Overexpression of Rca1_204-411_A344T does not cause a shift into G2-phase. (D, E) 
Telophase cells were tracked for 360 min (30 time frames) and the CHE/GFP ratios were calculated for each time 
point. Single cell traces are displayed and a mean degradation curve calculated based on the average value for 
each time point. (F) Comparison of the mean degradation curves of the GFP-T2A-CHE (CHE - gray), GFP-T2A-CHE-
CycB-NT285 (CycB - green), Gem-NT101-CHE-T2A-GFP (Gem - red), GFP-T2A-CHE-Rca1_1-203 (Rca1_1-203 - blue), 
and GFP-T2A-CHE-Rca1_204-411_A344T (Rca1_204-411_A344T - purple).  

In conclusion, the degradation kinetics of Rca1_1-203 and Rca1_204-411_A344T are very similar and 

resemble degradation of Gem-NT101 but not CycB-NT285 which indicates that Rca1 is also targeted by 

the APC/CFzr during G1-phase like Geminin. 

3.2.4. Rca1 degradation depends on APC/CFzr activity 

To further examine if Rca1 degradation is mediated by the APC/CFzr, Rca1 protein levels were investi-

gated under conditions of hyperactivated and downregulated APC/CFzr activity, as implemented in the 
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analysis of Cyclin B and Geminin (see 3.1.5.1.6 and 3.1.5.2.3). In a first attempt, protein levels of GFP-

T2A-CHE-Rca1 were measured by flow cytometry with additional overexpression of 4xFLAG-Fzr. CHE-

Rca1 protein levels were analyzed in the G2-cell population, in which elevated activation of the 

APC/CFzr caused by 4xFLAG-Fzr overexpression is most pronounced as already seen in case of Cyclin B 

and Geminin (Figure 38 A). However, 4xFLAG-Fzr overexpression had no effect on CHE-Rca1 protein 

stability levels in G2 cells (CHE/GFP - G2: 0.63 to 0.62) (Figure 38 B). This can be explained by the in-

hibitory function of Rca1 since overexpression of HA-Rca1 was shown to be able to supress the effect 

of Fzr overexpression in Drosophila embryo (Grosskortenhaus et al., 2002). Hence, Rca1 is a potent 

APC/C inhibitor and consequently its overexpression can suppress the effect of Fzr overexpression and 

compensate the hyperactivated APC/C activity thereby inhibiting its own potential degradation medi-

ated by the APC/C (Figure 38 A). Previous experiments have shown that the C-terminal part of Rca1 

was sufficient for APC/C inhibition in Drosophila embryo (Zielke et al., 2006) and consequently the N-

terminal part should not be able to restrain APC/C activity. Therefore, GFP-T2A-CHE-Rca1_1-203 was 

analyzed in a next step. Indeed, GFP-T2A-CHE-Rca1_1-203 protein levels were significantly decreased 

in G2 cells after simultaneous 4xFLAG-Fzr co-overexpression compared to the control (CHE/GFP - G2: 

0.64 to 0.47). Surprisingly, Fzr overexpression also caused a decrease of relative protein stability levels 

of the C-terminal part of Rca1, GFP-T2A-CHE-Rca1_204-411 (CHE/GFP - G2: 0.64 to 0.52) similar to 

Rca1_1-203 (Figure 38 B). This was not expected since the C-terminal region of Rca1 was sufficient to 

restrict APC/CFzr activity in Drosophila embryo in Zielke et al. (2006), which will also later be shown to 

be the case in S2R+ cells (see 3.3.3), and consequently its overexpression should be able to restrain 

the ectopic APC/C activity similar to full-length Rca1. Nevertheless, this indicates that the Rca1 C-ter-

minus can inhibit the APC/C but probably not to the same extent as Rca1. 

Reversely, CHE-Rca1 stability was also measured with downregulated APC/CFzr activity implemented by 

Fzr RNAi knockdown. Flow cytometric analysis of Rca1 relative protein stability levels in cells treated 

with dsRNA against Fzr showed a stabilization of CHE-Rca1 (CHE/GFP: 0.20 to 0.39), CHE-Rca1_1-203 

(CHE/GFP: 0.24 to 0.45), and CHE-Rca1_204-411 (CHE/GFP: 0.27 to 0.59) in the G1-cell population. 

Treatment with mock Hygro-dsRNA had no effect on protein stability levels in none of the conducted 

experiments (Figure 38 C). 
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Figure 38| Rca1 degradation is dependent on APC/CFzr activity 

(A) Schematic illustration of APC/C activity during the cell cycle. Fzr overexpression leads to an unnatural activa-
tion of APC/CFzr in S- and G2-phase. Simultaneous co-overexpression of Fzr and Rca1 leads to a suppression of 
elevated APC/CFzr activity by Rca1 in S- and G2-phase, restoring the normal situation. (B) Flow cytometric analysis 
of G2-cells transfected with either GFP-T2A-CHE-Rca1, GFP-T2A-CHE-Rca1_1-203 or GFP-T2A-CHE-Rca1_204-411 
(exp.lvl. 1.0 - 1.75) with elevated APC/CFzr activity through 4xFLAG-Fzr overexpression. Fzr overexpression has no 
effect on Rca1 protein stability levels. Rca1_1-203 and Rca1-204-411 are significantly destabilized by Fzr overex-
pression (red box) compared to the control (blue box). (B) Flow cytometric analysis of the G1-population of cells 
transfected with GFP-T2A-CHE-Rca1, GFP-T2A-CHE-Rca1_1-203 or GFP-T2A-CHE-Rca1_204-411 under normal 
conditions (green boxes), treated with mock Hygro dsRNA (purple boxes) or Fzr dsRNA (brown boxes) (exp.lvl. 
1.0 - 1.75). Rca1, Rca1_1-203, and Rca1_204-411 relative protein stability levels were significantly increased by 
Fzr knockdown in G1-cells. Treatment with Hygro dsRNA had no effect on relative protein stability levels. Statis-

tics performed by Mann-Whitney U-Test, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01. 
 

Taken together, increased APC/CFzr activity caused a destabilization of the N- and C-terminal part of 

Rca1 whereas full-length Rca1 overexpression suspends the effects of 4xFLAG-Fzr overexpression by 

suppressing the ectopic APC/CFzr activity. Downregulation of APC/CFzr activity caused an increase of 

relative protein stability levels of full-length, N- and C-terminal Rca1 during G1-phase. Hence, Rca1 

relative stability levels are dependent on APC/CFzr activity.  

3.2.5. Identification and validation of APC/C degrons mediating Rca1 degradation 

The observed changes of Rca1 protein stability levels in dependence on APC/CFzr activity do not inevi-

tably imply that Rca1 is a direct substrate of the APC/C. The effects could also be indirect, referable to 

an APC/C substrate that either protects Rca1 from degradation or is required for the activity of another 

E3-ligase actually targeting Rca1. In the case that Rca1 is a direct APC/C substrate, it should consistently 

contain APC/C specific degrons mediating APC/C recruitment. Therefore, the Rca1 protein sequence 

was scanned for putative degradation motifs in a bioinformatic screen. Initially, analysis with the GPS-
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ARM: Predictor for APC/C Recognition Motif tool (Liu et al., 2012) identified three putative D-box 

degrons besides the already known KEN-box (Zielke, 2006; Morgenthaler, 2013). A search using the 

Eukaryotic Linear Motif (ELM) prediction tool detected a potential ABBA motif and a SCFβTrCP-diphos-

pho degron that is also present in Emi1. Furthermore, a manual search using the Scan Prosite tool (de 

Castro et al., 2006) for non-canonical and less characterized degrons including the CRY-box (CRYxPS) 

(Reis et al., 2006), the TEK-box (R/KxxTxKT) (Jin et al., 2008), the destruction sequence found in budding 

yeast Spo13 (LxExxxN) (Sullivan et al., 2007), and the minimal consensus of the O-box motif (LxxxN) 

(Araki et al., 2005) showed three putative O-box sequences within Rca1 (Figure 39). A further sequence 

analysis using the APC/C degron repository online tool discovered an additional non-canonical KEN-

box degron (Figure 41 C) that will also be investigated later (see 3.2.5.1). 

 

Figure 39| Bioinformatic screen for potential degradation motif in Rca1 

(A) Table summarizing the results of a first bioinformatic screen for putative degradation motifs in Rca1. The 
essential amino acids of the respective consensus sequence are highlighted in red. (B) Illustration of the location 
of the potential degradation motifs in Rca1: D-box (cyan), KEN-box (brown), ABBA motif (green), DSGxxS (green) 
and O-box (pink).  

In summary, Rca1 contains several putative degradation motifs, of which four types, the D-box, KEN-

box, ABBA motif, and the O-box are directly attributed to APC/C dependent ubiquitination, whereas 

the DSGxxS motif mediates interaction with the E3 ligase SCFβTrCP. To ascertain if the motifs are involved 
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in Rca1 degradation during G1-phase, several Rca1 mutants were analyzed via the RPS system in the 

following.  

3.2.5.1. Flow cytometric analysis of Rca1_1-203 

The N-terminal Rca1 fragment, Rca1_1-203, was destabilized in G1-cells similar to Rca1 (see 3.2.2) and 

based on the bioinformatic screen, this protein region contains a putative D-box, an O-box, and an 

ABBA motif. To assess whether degradation is mediated by one or a combination of these degrons, 

different mutants were tested for their relative protein stability levels in the G1-population. Analysis 

of the N-terminal located D-box degron by either mutation of the D-box consensus (RxxL mutated to 

AxxL as in GFP-T2A-CHE-Rca1_1-203_mDB(1)) or a deletion of the first ten amino acid residues along 

with the D-box (GFP-T2A-CHE-Rca1_1-203_∆DB(1)) resulted in a significant stabilization in G1-cells. 

The D-box deletion, Rca1_1-203 _∆DB(1), displayed a more pronounced stabilization (CHE/GFP - G1: 

0.41) compared to the mutation of the D-box (CHE/GFP - G1: 0.32) (Figure 40 A). Due to cloning issues 

the mutation of the D-box consensus resulted only in a partial amino acid exchange from RxxL to AxxL 

instead of AxxA, which could explain the observed difference. In spite of the stabilization in G1-phase, 

analysis of protein stability levels of Rca1_1-203 _∆DB(1) throughout the cell cycle populations still 

showed a statistically significant difference in protein levels between G1- and S-/G2-cells (CHE/GFP - 

G1: 0.41, S: 0.55, G2: 0.60) (Figure 40 B). The lower G1 levels indicate that mutation of the D-box only 

partially stabilized Rca1-NT and further motifs still cause its APC/C dependent degradation in G1-phase 

(Figure 40 B). Therefore, it was tested if the remaining G1-instability is mediated by the O-box or ABBA 

motif. Single mutation of the O-box consensus from LxxxN to AxxxA (as in GFP-T2A-CHE-Rca1_1-

203_mOB(1)), had no effect on relative protein stability levels (CHE/GFP - G1: 0.23) and also the double 

mutation, Rca1_1-203_∆DB(1)_mOB(1), was not further stabilized compared to the single deletion of 

the D-box (CHE/GFP - G1: 0.39). Consequently, the O-box had no influence on Rca1_1-203 stability. 

Single mutation of the ABBA motif by alanine substitutions of the consensus sequence from LxPHxE to 

AxAAxA (mABBA) caused a minor stabilization of GFP-T2A-Rca1_1-203_mABBA (CHE/GFP - G1: 0.29), 

albeit not being statistically significant compared to Rca1_1-203. Also the double mutant, Rca1_1-203 

_∆DB(1)_mABBA, showed slightly increased CHE/GFP ratios in G1-cells (CHE/GFP - G1: 0.49), but also 

missing statistical significance compared to Rca1_1-203 _∆DB(1) (Figure 40 A). Thus, neither the O-box 

nor the ABBA motif caused the remaining G1 instability of Rca1_1-203_∆DB(1). Since no further known 

short linear interaction motifs were found in the initial bioinformatic screen, different N-terminal trun-

cations of Rca1_1-203 were analyzed in order to identify the protein region that mediates its degrada-

tion besides the N-terminal D-box. A sequence alignment of Rca1 from different Drosophila species 

displayed several conserved regions within the N-terminus, which were analyzed by progressive dele-

tion (Figure 41 A). 
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Figure 40| A D-box and a non-canonical KEN-box degron mediated Rca1_1-203 degradation 

(A) Analysis of relative protein stability levels of Rca1_1-203 degron mutants. Illustration of the corresponding 
Rca1_1-203 mutant (left panel) and the normalized CHE/GFP ratios in G1-cells (right panel) (exp.lvl. 1.0 - 1.75). 
Mutation of the D-box consensus to AxxL (mDB(1)) and deletion of the first ten amino acid residues ∆DB(1) in-
creased Rca1_1-203 stability in G1-phase. Single mutation of the O-box and in combination with mDB(1) had no 
effect on relative protein stability levels. Analysis of the ABBA motif caused only a slight stabilization in combi-
nation with ∆DB(1), albeit not being statistically significant. Mutation of the non-canonical KEN-box (mKEN(1)) 
resulted in significant stabilization of Rca1_1-203 in G1-cells. The double mutant Rca1_1-203_∆DB(1)_mKEN(2) 
showed a weak additive but not significant effect. The triple mutant Rca1_1-203_∆DB(1)_mKEN(2)_mABBA was 
slightly more stable in G1-cells, however missing statistical relevance. (B) Flow cytometry analysis of Rca1_1-203, 
Rca1_1-203_∆DB(1), Rca1_1-203_∆DB(1)_mKEN(1), and Rca1_76-203 in G1-, S-, and G2-cells (exp.lvl. 1.0 - 1.75). 
No significant destabilization in G1 can be detected for the D- and KEN-box mutant and also not for Rca1_76-

203. Statistics performed by t-test with Welch´s correction, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, ***≤ 0.001. 

N-terminal truncations of the first 25 aa (Rca1_26-204) and 35 aa (Rca1_36-203) did not cause a further 

stabilization compared to Rca1_1-203_∆DB(1) in G1-cells (CHE/GFP - G1: 0.48 and 0.37). First a dele-

tion of the first 50 amino acid residues (Rca1_51-203) significantly increased relative protein stability 

(CHE/GFP - G1: 0.52) which was even increased after deletion of amino acid residues 1 to 75 (Rca1_76-
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203; CHE/GFP - G1: 0.65) (Figure 41 B) and was also no longer degraded throughout the three cell cycle 

populations (CHE/GFP - G1: 0.65, S: 0.68, G2: 0.69) (Figure 40 B). 

 

Figure 41| Identification of the non-canonical KEN-box degron in Rca1 N-terminus 

(A) Rca1 sequence alignment among different Drosophila species. N-terminal deletions are indicated by a red 
dashed line. The non-canonical KEN-box is marked by a black box. (B) Analysis of relative protein stability levels 
of successive truncations of Rca1_1-203 N-terminal region. Illustration of the corresponding proteins (left panel) 
and the normalized CHE/GFP ratios in G1-cells (right panel) (exp.lvl. 1.0 - 1.75). Deletion of the first 50 amino 
acids caused a significant stabilization in G1-cells. Further truncation up to position 75 further increased the rel-
ative protein stability of the N-terminal Rca1 mutant in G1-phase. Statistics performed by t-test with Welch´s 

correction, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, ***≤ 0.001. (C) Identification of a non-canonical KEN-box degron using 
the APC/C degron repository online tool. The essential amino acids of the consensus sequence are highlighted in 
red. 

This indicates a potential degradation motif located between amino acid positions 50 to 75 and indeed 

an additional non canonical KEN-box degron (EGENCRN) at position 51-57 was identified in a second 

bioinformatic screen with the APC degron repository online tool (Figure 41 C). Flow cytometric analysis 

of GFP-T2A-CHE-Rca1_1-203_mKEN(1) containing a mutated KEN-box degron (GEN to GAA = mKEN(1)) 
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displayed an increase of CHE/GFP ratio in G1-cells (CHE/GFP - G1: 0.44) similar to the deletion of the 

D-box. However, the simultaneous deletion of the D-box and mutation of the KEN-box, as in GFP-T2A-

CHE-Rca1_1-203_∆DB(1)_mKEN(1), resulted in a complete stabilization throughout the cell cycle pop-

ulations (CHE/GFP - G1: 0.49, S: 0.55, G2: 0.55) similar to GFP-T2A-CHE-Rca1_76-203 (Figure 40 A, B). 

Since mutation of the ABBA motif caused a slight stabilization even though not being statistically sig-

nificant, a triple mutant, Rca1_1-203_∆DB(1)_mKEN(1)_mABBA, was also tested. The additional mu-

tation of the ABBA motif resulted in weak stabilization compared to Rca1_1-203_∆DB(1)_mKEN(1) 

(CHE/GFP - G1: 0.49 to 0.55) though missing statistically significance (Figure 40 A). Also, no significant 

effect was observed between D- and KEN-box double mutant and the triple mutant in the S- and G2-

populations (data not shown). Thus, the minor but statistically insignificant effect observed for the 

different ABBA mutants, does not allow a proper evaluation on the functionality of the ABBA motif to 

this point. In summary, the N-terminal half of Rca1 contains at least two APC/C degrons, and inactiva-

tion of both prevents cell cycle degradation resulting in a complete stabilization of the N-terminal Rca1 

fragment.  

3.2.5.2. Flow cytometric analysis of Rca1_204-299 

The central region of Rca1 (Rca1_204-299) contains a D-box, a KEN-box, and an O-box motif. The po-

tential O-box sequence (OB(2)) was excluded from the analysis, since the essential amino acids are 

part of the KEN-box consensus (Figure 39 A). The KEN-box was already investigated in a preceding 

study, demonstrating that mutation of the KEN-box resulted in the stabilization of a small degradable 

Rca1 fragment, Rca1_204-299, in G1-phase (Morgenthaler, 2013). However, the D-box which is located 

in close proximity upstream of the KEN-box was not investigated to this point. Therefore, Rca1_204-

299 was used for the analysis of the centrally located degradation motifs via the RPS system. In a first 

step, relative protein stability levels of GFP-T2A-CHE-Rca1_204-299 were analyzed via flow cytometry 

to test if the Rca1 fragment is still degraded in G1-phase. Cells transfected with GFP-T2A-CHE-

Rca1_204-299 showed a destabilization in G1-cells compared to S- and G2-cells (CHE/GFP - G1: 0.51, 

S: 0.67, G2: 0.78), however the CHE/GFP quotient of G1 cells was increased compared to Rca1 and the 

N- and C-terminal Rca1 fragments (CHE/GFP - G1: 0.26; 0.24; 0.32) (compare Figure 36 B and Figure 42 

A). To test if the destabilization in G1-cells is mediated by the D- or KEN-box, both degrons were mu-

tated and analyzed by flow cytometry. Mutation of the D-box (RxxL to AxxA = mDB(2)) did not cause a 

stabilization of Rca1_204-299_mDB(2) (CHE/GFP - G1: 0.58). In contrast, a deletion of the D-box, 

Rca1_204-299_∆DB(2), caused a significant stabilization in G1-cells (CHE/GFP - G1: 0.66) (Figure 42 B). 

However, neither mutation nor deletion of the D-box resulted in a complete stabilization of the central 

Rca1 fragment in the context of cell cycle progression, as both mutants were still destabilized in G1-

cells compared to S- and G2-cells (Figure 42 A). Thus, in a next attempt, mutation of the KEN motif 

(KEN to KAA = mKEN(2)) was tested and compared to the D-box mutant. GFP-T2A-Rca1_204-
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299_mKEN(2) was significantly stabilized in G1-cells (CHE/GFP - G1: 0.72) and also no difference was 

detectable compared to S- and G2-cells anymore, indicating a complete stabilization of the KEN-box 

mutant. A double D- and KEN-box mutant, Rca1_204-299_mDB(2)_mKEN(2) did not result in an addi-

tive effect and also no differences was observed in the S- and G2-cells compared to the single KEN-box 

mutation (Figure 42 A, B). One must mention, that Rca1_204-299 also contains the SCFβTrCP diphospho-

degron (DSGxxS), which has not been investigated in this protein fragment, since mutation of the KEN-

box already caused a complete stabilization. However, the DSGxxS motif will also be investigated in 

the following (see 3.2.5.4).  

 
Figure 42| Rca1_204-299 degradation is mediated by a KEN-box degron 

(A) Flow cytometric analysis of Rca1_204-299, Rca1_204-299_mDB(2), Rca1_204-299_∆DB(2), Rca1_204-
299_mKEN(2), and Rca1_204-299_mDB(2)_mKEN(2) inserted into RPS-8 in the G1-, S-, and G2-cell populations 
(exp.lvl. 1.0 - 1.75). Mutation of the KEN-box leads to a complete stabilization of Rca1_204-299. (B) Analysis of 
relative protein stability levels of Rca1_204-299 degron mutants. Illustration of the corresponding Rca1_204-299 
mutants (left panel) and the normalized CHE/GFP ratios in G1-cells (right panel) (exp.lvl. 1.0 - 1.75). Deletion of 
the D-box (∆DB(2)) but not mutation (mDB(2)) increased Rca1_204-299 stability in G1-phase. Mutation of the 
KEN-box (mKEN(2)) caused an even more pronounced increase in relative protein stability levels and a complete 
stabilization of Rca1_204-299 compared to ∆DB(2). The double mutation of the D- and KEN-box did not cause a 

further stabilization. Statistics performed by Mann-Whitney U-Test, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, ***≤ 0.001. 
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To this point it can be stated that cell cycle dependent degradation of Rca1_204-299 requires the KEN-

box degron. An additional contribution of the centrally located D-box degron on Rca1 stability cannot 

be fully excluded since only a deletion but not a mutation resulted in a stabilization. Furthermore, the 

limited spacing between the two degrons exacerbates the evaluation of the observed effects, since 

the results for Rca1_204-299_∆DB(2) could thereby result of an impairment of the KEN-box. Addition-

ally, the N-terminal CHE fusion could pose a problem due to the limited spacing to the degrons. 

3.2.5.3. Flow cytometric analysis of Rca1_100-299 

To test whether the close proximity of the N-terminal CHE-part in the GFP-T2A-CHE-Rca1_204-299 fu-

sion protein impaired accessibility of the D-box, an Rca1 fragment with an N-terminal extension, 

Rca1_100-299, was analyzed. Flow cytometric analysis of GFP-T2A-CHE-Rca1_100-299 showed the ex-

pected decrease of the CHE/GFP ratio in G1- compared to S- and G2-cells (CHE/GFP - G1: 0.22, S: 0.42, 

G2: 0.52). Surprisingly, in contrast to Rca1_204-299 which was distinctly more stable in G1-cells (Figure 

42; CHE/GFP - G1: 0.51) the decrease of the CHE/GFP ratio of Rca1_100-299 reflected the degradation 

of Rca1, Rca1_1-203, and Rca1_204-411 in G1-phase (CHE/GFP - G1: 0.26; 0.24; 0.32) (compare Figure 

36 and Figure 43). To test if the D- and KEN-box degron in combination with the enhanced spacing to 

the CHE-fusion caused the intensified degradation of Rca1_100-299 in G1-phase, D- and KEN-box mu-

tants were analyzed via the RPS system. The single mutation of the KEN-box as well as the D-box did 

not cause a stabilization of Rca1_100-299 (CHE/GFP - G1: 0.24; 0.18). Also the double mutant, 

Rca1_100-299_mDB(2)_mKEN(2), did not show an increased CHE/GFP quotient in G1-cells (CHE/GFP - 

G1: 0.17). The increased destabilization in G1-phase was consequently not caused by an enhanced 

accessibility of the D- and KEN-box. Thus, a protein domain within amino acid residues 100 to 204 must 

be responsible for the increased destabilization of Rca1_100-299. The ABBA motif is located in this 

region and mutation of the ABBA motif already displayed a minor stabilization of Rca1_1-203 (see 

3.2.5.1). To test whether the ABBA motif is involved in Rca1_100-299 destruction a double mutation 

of the ABBA motif and KEN-box was tested, since Rca1_204-299 was stabilized by a mutation of the 

KEN-box (see 3.2.5.2). Rca1_100-299_mABBA_mKEN(2) exhibited only a slight increase of the CHE/GFP 

quotient in G1-cells (CHE/GFP - G1: 0.27) but did not result in a distinct stabilization of the Rca1 frag-

ment (Figure 43 B). Hence, the observed effect was not caused by the presence of the ABBA motif. 

Besides the ABBA motif, the F-box and a major part of the NLS were also present in the N-terminal 

extension. To assess whether the F-box or the remaining part of the NLS have an impact on Rca1_100-

299 degradation, a mutant with a disrupted F-box domain and a complete deletion of the NLS were 

tested. The point mutation M182T within the F-box, which obstructs interaction with the SCF subunit 

SkpA (Kies, 2017), had no stabilizing effect on G1-stability levels. In contrast, a complete deletion of 

the NLS, Rca1_134-299, caused a significant stabilization in G1-phase (CHE/GFP - G1: 0.52) (Figure 43 
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B), although the fragment was not completely stabilized in the context of cell cycle progression 

(CHE/GFP - G1: 0.52, S: 0.64, G2: 0.67) (Figure 43 A).  

 
Figure 43| Deletion of the NLS causes stabilization of Rca1_100-299 

(A) Flow cytometry analysis of Rca1_100-299, Rca1_100-299_mKEN(2), Rca1_100-299_mABBA_mKEN(2), 
Rca1_134-299 inserted in RPS-8 in the G1-, S-, and G2-cell populations. (B) Analysis of relative protein stability 
levels of Rca1_100-299 degron mutants in G1-cells. Illustration of the corresponding Rca1_100-299 mutants (left 
panel). Partial deletion of the NLS is shown by a dashed line. Normalized CHE/GFP ratios in G1-cells (right panel) 
(exp.lvl. 1.0 - 1.75). Mutation of the D- and KEN-box did not affect Rca1_100-299 degradation in G1-cells. Addi-
tional mutation of ABBA motif to the KEN-box had no stabilizing effect. The F-box mutation M182T did not cause 
stabilization, whereas deletion of the NLS caused an increase of the CHE/GFP quotient in G1-cells. Statistics per-

formed by t-test with Welch´s correction, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, ***≤ 0.001. 

In summary, none of the mutations in the APC/C degrons or the F-box domain had an effect on 

Rca1_100-299 stability, only deletion of the NLS caused a significant stabilization. This is in contradic-

tion to the findings for Rca1_204-299 degradation which was shown to be dependent on the KEN-box. 

There is no explanation for the KEN mutation having no effect in Rca1_100-299 to this point. However, 

mutation of the KEN-box was not tested in combination with a deleted NLS in this experiment. The 

results also indicate that the limited spacing between the CHE-reporter and Rca1_204-299 did not im-

pair accessibility of the D- or KEN-box degron but it was not possible to further evaluate which degron 
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was responsible for the degradation of Rca1_204-299. Nevertheless, the increase of relative protein 

stability levels resulting from the deletion of the NLS could imply that localization of Rca1 and the 

presence of the endogenous NLS could be important for proper Rca1 degradation, even in presence of 

the exogenous SV40 nuclear Large T-antigen NLS of the RPS reporter, which will be investigated in 

more detail later (see 3.4.4). 

3.2.5.4. Flow cytometric analysis of Rca1_221-411 

The C-terminal fragment Rca1_204-411 was degraded in G1-cells similar to Rca1 (see 3.2.2). Besides 

the KEN-box, a putative O-box, a DSGxxS motif, and a D-box are located in this part of Rca1. For the 

validation of these degrons, a C-terminal fragment without the KEN-box, Rca1_221-411, was utilized.  

 
Figure 44| The C-terminal RL-tail is essential for degradation of Rca1_221-411 

(A) Flow cytometric analysis of Rca1_221-411, Rca1_221-367, Rca1_221-411_mDB(3), Rca1_221-405_∆RL, and 
Rca1_245-411 inserted in RPS-8 for the G1-, S-, and G2-cell populations. (B) Analysis of relative protein stability 
levels of Rca1_221-411 degron mutants in G1-cells. Illustration of the corresponding Rca1_221-411 mutants (left 
panel) and the corresponding normalized CHE/GFP ratios in G1-cells (right panel) (exp.lvl. 1.0 - 1.75). Mutation 
of the SCFβTrCP diphospho degron DSGxxS displayed an intrinsic destabilization of Rca1_221-411. Deletion of C-
terminal residues resulted in a complete stabilization, which was referable to the deletion of the C-terminal RL-
tail but not the D-box sequence. An N-terminal deletion including the O-box motif did cause a stabilization but 
as seen in (A) the deletion caused an unspecific intrinsic stabilization in all three cell cycle populations. Statistics 

performed by t-test with Welch´s correction, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, ***≤ 0.001. 
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Flow cytometric analysis of GFP-T2A-CHE-Rca1_221-411 showed a decrease of relative protein stability 

in G1-cells (CHE/GFP - G1: 0.22, S: 0.42, G2: 0.52). In comparison to Rca1_204-411, the CHE/GFP quo-

tient of Rca1_221-411 was increased in the G1-population (CHE/GFP - G1: 0.32 / 0.40) (compare Figure 

36 and Figure 44). This can be explained by the deletion of the centrally located KEN-box, which is in 

concordance with the results of Rca1_204-299 (see 3.2.5.2). But the remaining instability in G1 suggest 

that the KEN motif was not exclusively responsible for the cell cycle dependent degradation of 

Rca1_204-411. To assess whether one of the remaining motifs, the DSGxxS, O-box or D-box is respon-

sible for the destabilization, different C-terminal Rca1 mutants were analyzed in the following. The 

DSGxxS motif is involved in Emi1 degradation mediated by the E3 ligase SCFβTrCP in early mitosis (see 

2.6.10). Phosphorylation of the serine residues of the DSGxxS diphospho degron by Plk1 leads to re-

cruitment via the adaptor protein β-TrCP and subsequent degradation of Emi1 by SCFβTrCP (Hansen et 

al., 2004; Moshe et al., 2004). To test if the DSGxxS motif is also involved in Rca1 degradation the serine 

residues of the motif were mutated to alanine (DSGNSS to GAGNAA = mDSGxxS). Analysis of GFP-T2A-

CHE-Rca1_221-411_mDSGxxS did not cause a stabilization in the G1-population but resulted in a de-

creased CHE/GFP quotient (CHE/GFP - G1: 0.32) (Figure 44 B). This effect was also observed in the S-

and G2-population (data not shown) indicating an intrinsic destabilization caused by the mutation of 

the potential phosphorylation sites. Thus, in contrast to Emi1 the DSGxxS motif is not involved in cell 

cycle dependent Rca1 destruction. To test if the C-terminal D-box confers Rca1_221-411 degradation, 

an Rca1 mutant with an additional deletion of amino acids 368-411 was tested in the first place. GFP-

T2A-CHE-Rca1_221-367 was completely stabilized in the three cell cycle populations (CHE/GFP - G1: 

0.76, S: 0.78, G2: 0.78) (Figure 44 A, B). To further assess whether the stabilization was caused by the 

deletion of the D-box, Rca1_221-411 with a mutated D-box consensus was analyzed. However, 

Rca1_221-411_mDB(3) was not stabilized in G1-cells (CHE/GFP - G1: 0.41). The stabilization observed 

for Rca1_221-367 must then be caused by another C-terminal domain. Besides the D-box another do-

main, the RL-tail is located in this region. In Emi1, the RL-tail is required for APC/C inhibition by com-

peting for the same binding site as the E2 enzyme Ube2S (see 2.6.10). To test if the RL-tail is involved 

in Rca1 degradation, an Rca1 mutant with a partial deletion of the RL-tail (∆RL) removing the conserved 

LRRL residues (LKRL in Rca1) was analyzed via flow cytometry (Figure 45). Rca1_221-405_∆RL was dis-

tinctly stabilized in G1-cells (CHE/GFP - G1: 0.73) and was also no longer destabilized in the context of 

cell cycle progression seen by similar CHE/GFP ratios in the three cell cycle populations (CHE/GFP - G1: 

0.73, S: 0.78, G2: 0.79) (Figure 44 A, B). Thus, the observed stabilization of Rca1_221-367 can likely be 

 

Figure 45| Alignment of C-terminal RL-tail of Rca1, Emi1, 
Emi2, and Ube2S 

Alignment of the C-terminal regions of Drosophila Rca1, 
Emi1, Emi2, and Ube2S. Blue boxes highlight conserved res-
idues. Numbers above refer to Drosophila Rca1 amino acid 
position.  
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attributed to the absence of the RL-tail. In addition, an N-terminal truncation of Rca1_221-411 causing 

the deletion of the O-box motif was also tested. Interestingly, Rca1_245-411 was also stabilized in G1-

cells (CHE/GFP - G1: 0.65) but further analysis of the S- and G2-populations showed similar CHE/GFP 

values (CHE/GFP - S: 0.65; G2: 0.62) indicating an intrinsic stabilization (Figure 44). In summary, degra-

dation of the C-terminal Rca1 fragment, Rca1_221-411, was not dependent on one of the putative 

APC/C degrons nor the SCFβTrCP degron, but the C-terminal RL-tail. This was rather surprising since the 

RL-tail in Emi1 comprises an inhibitory domain but not a degradation signal. The function of the RL-tail 

in APC/C inhibition by Rca1 will also be examined in more detail later (see 3.3.4).  

3.2.5.5. Flow cytometric analysis of Rca1 

Through the analysis of different Rca1 fragments, several degron sequences could be identified. The 

next goal was to test if mutation of these degrons would cause cell cycle dependent stabilization of 

the full-length Rca1 molecule. In a first step, Rca1 with mutations in the APC/C degrons identified in 

Rca1_1-203 and Rca1_100-299 was tested (see 3.2.5.1 and 3.2.5.2). Hence, Rca1 with a deletion of the 

N-terminal D-box and mutation of the two KEN-box degrons was analyzed using the RPS-8 reporter. 

Surprisingly, flow cytometric analysis of CHE-Rca1_∆DB(1)_mKEN(1)_mKEN(2) showed no stabilization 

in G1-cells compared to CHE-Rca1 (CHE/GFP - G1: 0.26 / 0.24). Since the ABBA motif showed minor 

stabilizing effects in the analysis of Rca1_1-203 and Rca1_100-299, an additional mutation of the ABBA 

motif was introduced. However, relative protein stability levels of  

CHE-Rca1_∆DB(1)_mKEN(1)_mABBA_mKEN(2) were only slightly increased in G1-cells (CHE/GFP - G1: 

0.32). Nevertheless, the observed effect missed statistically significance compared to CHE-Rca1 and 

CHE-Rca1_∆DB(1)_mKEN(1)_mKEN(2) (p-value: 0.2, not displayed in the figure). Since degradation of 

the C-terminal Rca1-fragment, Rca1_221-411, was dependent on the C-terminal RL-tail, additional de-

letion of the RL-tail was also investigated. Flow cytometric analysis of CHE-

Rca1_∆DB(1)_mKEN(1)_mABBA_mKEN(2)_∆RL did also not result in a stabilization of Rca1 (CHE/GFP - 

G1: 0.31). Since deletion of the RL-tail, which actually constitutes an inhibitory domain in case of Emi1, 

caused a stabilization of Rca1_221-411 it could be possible that also the zinc binding region is also 

involved in Rca1 degradation besides its role in APC/C inhibition. To test whether the ZBR has an influ-

ence on Rca1 destruction in G1-phase, an Rca1 mutant with a disrupted ZBR domain was tested. The 

point mutation C351S of the conserved cysteine residues within the ZBR was shown to eliminate Rca1 

activity in Drosophila embryo (Zielke et al., 2006). Flow cytometric analysis of CHE-

Rca1_∆DB(1)_mKEN(1)_mABBA_mKEN(2)_C351S_∆RL showed no change in relative protein stability 

levels in G1-cells (CHE/GFP - G1: 0.29). This suggests that in contrast to the RL-tail, the ZBR does not 

constitute a degradation motif. As mutation of the validated degrons did not cause a stabilization of 

Rca1, degrons that did not show an effect in the Rca1 fragments were in part tested in full-length Rca1.  
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Figure 46| Rca1 degradation depends on specific APC/C degrons and the RL-tail 

(A) Analysis of relative protein stability levels of Rca1 degron mutants in G1-cells. Illustration of the correspond-
ing Rca1 mutants (left panel) and the corresponding normalized CHE/GFP ratios in G1-cells (right panel) (exp.lvl. 
1.0 - 1.75). Mutation of the N-terminal APC/C degrons, DB(1),KEN(1), ABBA, and KEN(2), did not cause a stabili-
zation of Rca1. First an additional mutation of the C-terminal D-box (mDB(3)) together with a deletion of the RL-
tail resulted in a partial stabilization of Rca1 in G1-cells. (B) Flow cytometric analysis of Rca1 and 
Rca1_∆DB(1)_mKEN(1)_mABBA _mKEN(2)_mDB(3)_∆RL inserted in RPS-8 in the G1-, S-, and G2-cell populations. 
Mutation of the APC/C degrons together with the RL-tail caused a partial stabilization of Rca1. Statistics per-

formed by Mann-Whitney U-Test, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, ***≤ 0.001. 
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Additional mutation of the C-terminal D-box degron (mDB(3)) resulted in a significant stabilization of 

Rca1_∆DB(1)_mKEN(1)_mABBA_mKEN(2)_mDB(3)_∆RL (CHE/GFP - G1: 0.42). Interestingly, no stabili-

zation was observed with intact RL-tail. Instead, Rca1_∆DB(1)_mKEN(1)_mABBA_mKEN(2)_mDB(3) 

displayed a decreased CHE/GFP ratio in G1-cells (CHE/GFP - G1: 0.24) compared to 

Rca1_∆DB(1)_mKEN(1)_mABBA_mKEN(2) (CHE/GFP - G1: 0.32). Nevertheless, 

Rca1_∆DB(1)_mKEN(1)_mABBA_mKEN(2)_mDB(3)_∆RL was stabilized in G1-cells but still displayed a 

decrease in comparison to the S- and G2-cell populations (CHE/GFP - G1: 0.42, S: 0.55, G2: 0.69) (Figure 

46 B). To test if the central located D-box (DB(2)) would also be functional in context of the full-length 

Rca1 molecule, an additional mutation was introduced and tested. Albeit, Rca1_∆DB(1)_mKEN(1)_ 

mABBA_mDB(2)_mKEN(2)_mDB(3)_∆RL was not further stabilized in G1-cells (CHE/GFP - G1: 0.46) 

(Figure 46 A).  

Although it was not possible to completely stabilize Rca1, no further attempts were taken in this regard 

in the course of this thesis. Accordingly, not all protein domains that mediate degradation of Rca1 were 

found in the analysis of the different Rca1 fragments. The analysis of Rca1_100-299 indicated that the 

protein region from amino acid 100 to 134 contributes to Rca1 degradation (see 3.2.5.3), which could 

be involved in the remaining destabilization of full-length Rca1 protein. Nevertheless, it was shown 

that Rca1 degradation is mediated by APC/C specific degrons and also the C-terminal RL-tail. Together 

with the previous results, this strongly supports an APC/CFzr dependent degradation of Rca1 during G1-

phase.  

3.3. In vivo analysis of Rca1 domains required for APC/CFzr activity regulation  
3.3.1. Aim 

Rca1 was found as an APC/C inhibitor in Drosophila that restrains APC/CFzr activity in S- and G2-phase, 

thereby allowing re-accumulation of mitotic cyclins that are required for the next mitosis (see 2.6.11). 

In accordance, rca1 mutant embryos displayed premature degradation of the mitotic cyclins, CycA and 

CycB, and cells failed to enter mitosis causing an embryonic phenotype with a reduced number of cells. 

Rca1 overexpression was also able to complement premature destruction of mitotic cyclins after Fzr 

overexpression (Grosskortenhaus et al., 2002). Previous studies have shown that the C-terminal part 

of Rca1 was sufficient for APC/C inhibition in Drosophila embryo (Zielke et al., 2006). Interestingly, the 

C-terminal moiety of Rca1 has a similar arrangement of functional domains like the vertebrate inhibitor 

Emi1 (see 2.6.11; Figure 15). Thus, Rca1 could inhibit the APC/C by a similar mechanism as Emi1.  

To identify and characterize the protein domains involved in APC/CFzr activity regulation by Rca1, an in 

vivo APC/C activity assay was established that allows to monitor APC/C activity in S2R+ cells. Using this 

assay, different Rca1 mutants were tested for their capacity to inhibit APC/CFzr activity in G2-phase and 

the C-terminal domains that confer APC/C inhibition were identified.  
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3.3.2. Method for in vivo analysis of APC/C activity  

In order to analyze APC/C activity regulation by Rca1, an in vivo method to determine APC/C activity in 

S2R+ cells was established. This assay is based on the measurement of relative protein stability levels 

of GFP-T2A-CHE-CycB-NT285 (see 3.1.5.1.2) with simultaneous co-overexpression of 4xFLAG-Fzr and 

4xFLAG-Rca1 constructs (Figure 47 A). The inactive CycB fragment is degraded by the APC/C during 

mitosis and G1-phase, whereas it is stable in S- and G2-phase under normal conditions (see 3.1.5.1.2). 

Fzr overexpression causes activation of the APC/C in G2-phase resulting in an anomalous degradation 

of CycB-NT285 that can be measured via the RPS-system (see 3.1.5.1.6). Simultaneous co-overexpres-

sion of Rca1 is able to inhibit the overexpressed APC/CFzr activity due to its function as potent APC/C 

inhibitor (see 3.2.4), thereby inhibiting the unnatural destruction of CycB-NT285 reporter protein during 

G2-phase. Thus, the capacity of Rca1 to inhibit the APC/C can be quantified by the restitution of relative 

protein stability levels of CycB-NT285 in G2-cells after simultaneous Fzr and Rca1 co-overexpression 

(Figure 47 B). This means, the higher the CHE/GFP ratio of GFP-T2A-CHE-CycB-NT285 after Fzr and Rca1 

overexpression, the lower the level of active APC/CFzr which is directly referable to Rca1 inhibition of 

the hyperactivated APC/CFzr.  

Figure 47| Schematic illustration of the in 
vivo APC/CFzr activity assay 

(A) Schematic of CycB degradation in depend-

ence on APC/C activity during the cell cycle. Fzr 

overexpression leads to anomalous CycB degra-

dation in S-/G2-phase. Simultaneous co-over-

expression of Fzr and Rca1 leads to a suppres-

sion of APC/CFzr activity in S- and G2-phase, re-

storing CycB protein levels. (B) Hypothetical 

box-plot of CHE/GFP ratios of GFP-T2A-CHE-

CycB-NT285 in G2-cells after Fzr and simultane-

ous Fzr and Rca1 overexpression. 

  

3.3.3. C-terminal Rca1 is sufficient for APC/C inhibition 

To test whether the in vivo APC/CFzr activity assay is suited for the quantification of Rca1 functionality 

and can be further applied for the identification of the protein domains involved in APC/C inhibition, 
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Rca1, Rca1_1-203 and Rca1_204-411 were initially tested for their capacity to restrain APC/C activity. 

Relative protein stability levels of GFP-T2A-CHE-CycB-NT285 were measured in S2R+ cells via flow cy-

tometry with either co-transfection of solely 4xFLAG-Fzr or additional co-expression of the respective 

NLS-4xFLAG-Rca1 construct (Figure 48 A). The Rca1 fragments were initially tagged with NLS-4xFLAG 

to compensate for the loss of the endogenous NLS in case of C-terminal Rca1 fragments. However, the 

influence of Rca1 localization in context of APC/C inhibition will also be investigated in more detail 

later (see 3.4.4.5). The CHE/GFP ratios of the G2-cell population were normalized to the control cells 

transfected solely with the CycB-RPS reporter construct. Overexpression of 4xFLAG-Fzr resulted in de-

struction of CycB-NT285 in the G2-population, seen by a strong decrease of the CHE/GFP ratio in the 

G2-population (CHE/GFP - G2: 0.29) (also see 3.1.5.1.6). Additional co-overexpression of NLS-4xFLAG-

Rca1 caused a complete stabilization of the GFP-T2A-CHE-CycB-NT285 reporter with a CHE/GFP ratio 

that was even slightly increased compared to the control cells (CHE/GFP - G2: 1.10) (Figure 48 B). In 

order to exclude the possibility, that the effects were attributed to strong variations in Fzr or Rca1 

expression after transient transfection, protein expression was always validated for the applied cell 

lysates separated by SDS PAGE and following Western blot analysis using a FLAG-antibody for protein 

detection (Figure S 2). 

 

Figure 48| C-terminal but not N-terminal part of Rca1 is able to inhibit the APC/C 

(A) Analysis of APC/C inhibition by Rca1. Illustration of the RPS-CycB sensor and the corresponding NLS-FLAG 
tagged Rca1 constructs. (B) Box plot of relative protein stability levels of GFP-T2A-CHE-CycB-NT285 with additional 
co-expression of 4xFLAG-Fzr and the corresponding NLS-4xFLAG-Rca1 mutants in G2-cells (exp.lvl. 2.0 - 3.0). Ex-
pression of NLS-4xFLAG-Rca1 and -Rca1_204-411 is able to compensate elevated APC/C activity after Fzr overex-
pression. N-terminal Rca1, NLS-4xFLAG-Rca1_1-203 is only capable to partially restore CycB protein levels after 
Fzr overexpression in G2-cells. Statistics performed by Mann-Whitney U-Test, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, 
***≤ 0.001. 

In a next step, the N- and C-terminal part of Rca1 were tested for their functionality. Previous study in 

rca1 mutant embryo have shown that expression of HA-Rca1_204-411 was able to complement the 
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rca1 phenotype and restore mitosis of cell cycle 16. Thus, Rca1-CT was sufficient for APC/C inhibition 

(Zielke et al., 2006). In concordance with these findings, analysis of NLS-4xFLAG-Rca1_1-203 resulted 

in only a minor stabilization of CycB relative protein stability levels (CHE/GFP - G2: 0.42), whereas NLS-

4xFLAG-Rca1_204-411 completely restored CycB-NT285 protein stability levels (CHE/GFP - G2: 0.99) 

(Figure 48 B). The minor stabilization caused by NLS-4xFLAG-Rca1_1-203 expression, can be explained 

by a substrate competition between CycB and Rca1_1-203, since Rca1 itself is an APC/C substrate as 

demonstrated before (see section 3.2). In conclusion, the in vivo APC/C assay was suited to determine 

APC/C activity regulation by Rca1. It was shown that C-terminal Rca1 was sufficient to inhibit the APC/C 

similar to full-length Rca1, whereas the N-terminal part of Rca1 was not able to completely supress 

hyperactivated APC/CFzr activity. 

3.3.4. Rca1 KEN-box, ZBR, D-box, and RL-tail mediate APC/C inhibition 

Since the C-terminal part of Rca1 was sufficient for complete APC/C inhibition after Fzr overexpression, 

inhibitory protein domains that are involved in APC/C inactivation must be located in this region of 

Rca1. Interestingly, Rca1 C-terminal region shares a similar arrangement of protein domains like Emi1. 

APC/C inhibition by Emi1 is mediated by combined action of a C-terminal D-box, linker, ZBR, and RL-

tail domain (Frye et al., 2013; Wang et al., 2013; Chang et al., 2015). These functional domains restrict 

APC/C activity by different mechanisms, blocking substrate recognition as well as UbcH10 and Ube2S 

interaction thereby inhibiting mono- and polyubiquitination reactions (see 2.6.10). Rca1 also contains 

a ZBR, a RL-tail and a KEN-box instead of a D-box and could consequently inhibit the APC/C by similar 

mechanisms like Emi1. To assess whether the C-terminal domains are involved in APC/C inhibition, 

different C-terminal Rca1 mutants were analyzed for their capacity to restrict APC/C activity (Figure 49 

A). Analysis of a KEN-box mutant, NLS-4xFLAG-Rca1_204-411_mKEN(2), resulted in a slightly impaired 

APC/C inhibition seen by decreased CHE/GFP ratio compared to NLS-4xFLAG-Rca1_204-411 in the 

APC/C activity assay (CHE/GFP - G2: 0.85) (Figure 49 B). This indicates that KEN-box dependent inter-

action with the substrate recognition site is partially involved in APC/C inhibition by Rca1.  

Next, the influence of the ZBR domain was investigated as previous studies were able to demonstrate 

that mutations within or near the ZBR led to a loss of function. Hence, three different point mutations 

(S285R, A344T, and C351S) within the ZBR domain were investigated in the following. The mutation 

A344T was originally discovered in the rca12 allele (Dong et al., 1997) that resulted in the Rca1 pheno-

type due to the lack of APC/C inhibition. A further Rca1 allele was discovered in the work group of 

Manfred Frasch that caused a specific phenotype in muscle and respiratory cells which was attributed 

to an amino exchange of serine 285 to asparagine (S285N) (unpublished data). A more severe mutation 

to arginine at this position (S285R) was previously analyzed in Drosophila embryo resulting in a reduced 

number of epidermal cells similar to the phenotype observed in rca12 mutants (Potzler, 2018). Like-

wise, mutation of one of the conserved cysteine residue (C351S) of the ZBR eliminated Rca1 function, 



R e s u l t s |  98 

since HA-Rca1_C351S was not able to restore mitosis 16 in rca1 mutant embryo (Zielke et al., 2006). 

Expression of NLS-4xFLAG-Rca1_204-411_S285R, NLS-4xFLAG-Rca1_204-411_A344T, and NLS-

4xFLAG-Rca1_204-411_C351S resulted only in a minor stabilization of CycB-NT285 relative protein sta-

bility levels after Fzr overexpression (CHE/GFP - G2: 0.41, 0.45, 0.38, respectively) (Figure 49 B). This 

indicates that the ZBR mutations significantly impaired APC/C inhibition by Rca1 and that the ZBR has 

a crucial role in Rca1 function in concordance with the observed effects in Drosophila embryo. 

  

 
Figure 49| Functional analysis of C-terminal domains in APC/C inhibition 

(A) Analysis of APC/C inhibition by C-terminal Rca1 mutants. Illustration of the RPS-CycB sensor and the corre-
sponding NLS-4xFLAG tagged Rca1 constructs. (B) Box plot of relative protein stability levels of GFP-T2A-CHE-
CycB-NT285 with additional co-overexpression of 4xFLAG-Fzr and the corresponding NLS-4xFLAG-Rca1_204-411 
mutants in G2-cells (exp.lvl. 2.0 - 3.0). Mutation of the KEN-box and D-box degron partially decreased Rca1 func-
tion. No additive effect is observed for the double mutation of KEN- and D-box. Point mutations within the ZBR 
domain cause a nearly complete elimination of Rca1 function. Deletion of the RL-tail causes a complete loss of 
function. Statistics performed by Mann-Whitney U-Test, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, ***≤ 0.001. 

Since mutation of the KEN-box caused a partial decline in APC/C inhibition, it was also tested if the D-

box degron located between the ZBR and the RL-tail is involved in APC/C inhibition besides its function 

in Rca1 degradation (see 3.2.5.5). Analysis of NLS-4xFLAG_Rca1_204-411_mDB(3) functionality in the 

APC/C activity assay displayed a decrease in APC/C inhibition (CHE/GFP - G2: 0.69), with an even more 

pronounced decline in CycB-NT285 stability compared to the KEN-box mutant (CHE/GFP - G2: 0.85). 

Thus, mutation of either the KEN- or the D-box partially impaired Rca1 function. It was also tested if 

the double mutation of both degrons would result in an additive effect. However, expression of  
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NLS-4xFLAG_Rca1_mKEN(2)_mDB(3) did not cause a further decline in APC/C inhibition compared to 

the D-box mutant (CHE/GFP - G2: 0.63).  

Finally, the role of the C-terminal RL-tail in Rca1 function was examined. In Emi1, the RL-tail competes 

for the same APC/C binding site as Ube2S, thereby antagonizing Ube2S mediated polyubiquitin chain 

assembly (Wang et al., 2013; Chang et al., 2015; Watson et al., 2019 b). Interestingly, the RL-tail was 

also involved in Rca1 degradation as seen in the flow cytometric analysis of Rca1_221-411 and Rca1 

(see 3.2.5.4 and 3.2.5.5). To assess whether the RL-tail is also required for APC/C inhibition, an Rca1 

mutant with a partial deletion of the RL-tail was tested (see 3.2.5.4, Figure 45). Expression of NLS-

4xFLAG_Rca1_204-405_∆RL was not able to inhibit the hyperactivated APC/CFzr at all, since GFP-T2A-

CHE-CycB-NT285 protein stability levels were not stabilized compared to cells solely co-transfected with 

4xFLAG-Fzr (CHE/GFP - G2: 0.22). Thus, disruption of the RL-tail caused a complete elimination of Rca1 

function. 

In conclusion, the C-terminal KEN-box, ZBR, D-box, and RL-tail of Rca1 are involved in APC/C inhibition. 

This indicates that Rca1 might inhibit the APC/C by a similar mechanism as Emi1. The different protein 

domains have been shown to exert different impact on Rca1 function, as mutation of the KEN- and D-

box degrons had only mediocre effects, whereas disruption of the ZBR and the RL-tail caused a loss of 

Rca1 function. It is worth mentioning that Emi1 also contained a linker region between the D-box and 

the ZBR that was shown to be essential for APC/C inhibition (Frye et al., 2013). Rca1 also contains a 

region with several highly conserved amino acid residues between the KEN-box and the ZBR that could 

constitute a further potential inhibitory domain. However, the linker region was not further investi-

gated in the course of this thesis.  

3.3.5. Characterization of Rca1 zinc binding region 

As shown above, the ZBR domain was essential for Rca1 function. Interestingly, besides mutation of 

one of the conserved cysteine residues, point mutations of A344 and S285 also caused a loss of func-

tion. Due to its critical role in APC/C inhibition, the composition of the C-terminal ZBR in Rca1 was 

further investigated and compared to the ZBR domain of Emi1. NMR and electron microscopic analysis 

of the Emi1 ZBR domain displayed an In-Between-RING (IBR) domain topology resembling the IBR do-

main of RNF31 (Frye et al., 2013). Sequence alignment of Emi1 and Emi2 displayed a highly conserved 

array of cysteine residues following the typical IBR C6HC consensus pattern (Figure 50 A, B, C). A ZBR 

sequence alignment of Rca1 among different Drosophila species also showed a high conservation of 

the seven cysteine residues and the histidine residue of the C6HC consensus (Figure S 3). Typically, the 

first two cysteine residues of the C6H6 consensus are separated by 14-30 amino acids from the second 

array of cysteine and the histidine residues. This does also apply in case of Emi1 ZBR with a 14 amino 

acid long loop separating the second and the third cysteine residue of the IBR domain. In contrast, 

Rca1 contains an extended 63 amino acid long loop (ZBR loop) in this region. Thus, the question arose, 
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whether the first two cysteine residues are actually required for ZBR function due to untypically large 

spacing and if the extended loop has essential role in APC/C inhibition. 

 

Figure 50| Comparison of Emi1 and Rca1 ZBR sequences 

(A) Illustration of the typical consensus pattern of a C6HC In-Between-RING (IBR) domain, and the ZBR amino 
acid pattern of Emi1 and Rca1. (B) Sequence alignment of Emi1 and Emi2 ZBR sequences. The essential cysteine 
and histidine residues (highlighted in red) of the ZBR (purple) are highly conserved in Emi1 and Emi2. A 14 amino 
acid long loop (shown in pink) separates the second from the third cysteine residue of the IBR domain. (C) Car-
toon representation of Emi1 ZBR [PDB 2m6n]; zinc atoms shown as red spheres and the 14 aa loop is shown in 
pink. (D) Cartoon representation of Rca1 ZBR predicted by the Phyre2 protein fold recognition server. Rca1 ZBR 
prediction by Phyre2 was closest to Rubredoxin-like fold of human transcription elongation factor A [PDB d1tfia]. 
The 63 aa acid long ZBR loop is shown in pink. (E) Sequence of Rca1 ZBR domain. Conserved C6HC residues are 
highlighted in red, the ZBR loop is represented by the pink bar and the ZBR point mutations are shown in gray 
boxes. The aligning parts of the Phyre2 model are highlighted by blue boxes. 

To assess whether the cysteine residues C279 and C281 are essential for the integrity of the ZBR do-

main, both residues were mutated and the resulting Rca1 mutants were tested for their function as 

APC/C inhibitors. Analysis of NLS-4xFLAG-Rca1_204-411_C279G and NLS-4xFLAG-Rca1_204-



101 |  R e s u l t s  

411_C281S resulted in impaired APC/CFzr inhibition, as the RPS-CycB-NT285 sensor was only partially 

stabilized (CHE/GFP - G2: 0.41 and 0.45). The observed effect was similar to the already tested ZBR 

mutations S285R, A344T, and C351S implying that C279 and C281 are functional part of Rca1 ZBR do-

main (Figure 51). Accordingly, Rca1 ZBR does indeed contain a long loop structure separating the two 

parts of the ZBR domain. To investigate if the ZBR loop is essential for ZBR function, a hypothetical 

protein fold model of the ZBR was predicted using the Phyre2 protein recognition server (Kelley et al., 

2015). The Phyre2 model predicted a structure aligning closest to Rubredoxin-like fold of transcription 

elongation factor A (Figure 50 D). Based on the predicted model, the differing amino acids between 

the aligning part of the Rubredoxin-like fold protein domain and Rca1 ZBR loop were deleted (Figure 

50 E). Co-overexpression of the ZBR_loop mutant, NLS-4xFLAG-Rca1_204-411_∆ZBR_loop in the APC/C 

activity assay resulted in a stabilization of CycB-NT285 after Fzr overexpression in the G2-cell population 

(CHE/GFP - G2: 0.84) (Figure 51). However, the ZBR_loop mutant was partially impaired in its inhibitory 

function, when compared to Rca1_204-411 (CHE/GFP - G2: 0.99). This indicates that the ZBR loop is 

required for full APC/C inhibition by Rca1 but the partial deletion of the ZBR_loop causes only a reduc-

tion but not elimination of Rca1 function. 

 

Figure 51| Deletion of the ZBR loop does not eliminate ZBR function 

(A) Analysis of APC/C inhibition by Rca1 ZBR mutants. Illustration of the RPS-CycB sensor and the corresponding 
NLS-4xFLAG tagged Rca1 constructs with point mutations in the ZBR domain and a deletion of the ZBR loop.  
(B) Box plot of relative protein stability levels of GFP-T2A-CHE-CycB-NT285 with additional co-overexpression of 
4xFLAG-Fzr and the corresponding NLS-4xFLAG-Rca1_204-411 mutants in G2-cells (exp.lvl. 2.0 - 3.0). The point 
mutations C278G, C281S, S285R, A344T, and C351S within the ZBR strongly impaired Rca1 function. Partial dele-
tion of the ZBR_loop only reduced APC/C inhibition by Rca1. Statistics performed by Mann-Whitney U-Test, n.s. 
> 0.05, * ≤ 0.05, ** ≤ 0.01, ***≤ 0.001. 
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3.3.6. Impaired ZBR function destabilized Rca1 

Loss of ZBR function strongly impaired APC/C inhibition by Rca1. Since Rca1 is also an APC/CFzr sub-

strate, the question arose if impaired Rca1 function as an APC/C inhibitor would also influence its own 

degradation. To assess whether impaired ZBR function has an impact on Rca1 stability, the C-terminal 

part of Rca1 with a disrupted ZBR domain was analyzed via the RPS-system (Figure 52 A). Flow cy-

tometric analysis of GFP-T2A-CHE-Rca1_204-411 containing one of the respective ZBR point mutations 

C278G, C281S, S285R, A344T, or C351S resulted in significant reduction of relative protein stability in 

the G1-, S- and G2-cell population compared to Rca1_204-411 with an intact ZBR domain (Figure 52 

B). This suggests that a loss of ZBR function and impaired APC/C inhibitory function of Rca1 also causes 

a destabilization of Rca1. Accordingly, deletion of the ZBR loop which caused only a reduction of APC/C 

inhibition (see 3.3.5), resulted only a minor decrease of the CHE/GFP quotient for GFP-T2A-CHE-

Rca1_204-411_∆ZBR_loop in G1-cells whereas no destabilization was observed in the S- and G2-pop-

ulations (Figure 52 B). 

The impact of impaired ZBR function was also analyzed in the context of full-length Rca1 that contains 

all of the degrons involved in APC/C dependent degradation (Figure 52 C). Analysis of GFP-T2A-CHE-

Rca1_S285R, -Rca1_A344T and -Rca1_C351S also showed significantly reduced CHE/GFP ratios in the 

G1- and S-population compared to GFP-T2A-CHE-Rca1. Interestingly, elimination of ZBR function did 

not cause a destabilization in the G2-cell population in contrast to the results of Rca1_204-411. In 

conclusion, loss of APC/C inhibition caused by a disrupted ZBR domain is accompanied by a destabili-

zation of Rca1. This could be either caused by an intrinsic instability due to impaired protein folding 

caused by the disrupted ZBR structure or indicate that loss of ZBR function has an impact on Rca1 

degradation besides its function. Latter one could provide an indication for a potential molecular 

mechanism turning Rca1 from an APC/CFzr inhibitor during S-and G2-phase to an APC/CFzr substrate in 

G1-phase, which will be investigated in the following section. 
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Figure 52| Impaired ZBR function causes a destabilization of Rca1 

(A) Analysis of relative protein stability levels of Rca1_204-411 ZBR mutants. Illustration of the corresponding 
Rca1_204-411 ZBR mutants. (B) Box-plot of the normalized CHE/GFP ratios in G1-cells of the Rca1_204-411 ZBR 
mutants (exp.lvl. 1.0 - 1.75). The point mutations C278G, C281S, S285R, A344T, and C351S within the ZBR domain 
caused a significant decrease of relative protein stability levels of GFP-T2A-CHE_Rca1_204-411 in the G1-, S- and 
G2-population. Deletion of the ZBR_loop resulted only in a minor destabilization in G1-cells, whereas no effects 
were observed in the S- and G2-cell populations. The samples were compared to Rca1_204-411 of the respective 
cell cycle phase and symbols for p-values displayed above the box. (C) Analysis of relative protein stability levels 
of Rca1 ZBR mutants. Illustration of the corresponding Rca1 ZBR mutants. (D) Mutation of the ZBR (S285R, A344T, 
and C351S) caused a destabilization in the G1- and S-population whereas no difference was observed in the G2-
population. The samples were compared to Rca1 of the respective cell cycle phase and symbols for p-values 

displayed above the box. Statistics performed by t-test with Welch´s correction, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, 
***≤ 0.001.  
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3.4. Investigation of potential “switches” turning Rca1 from an APC/C inhibitor to 

substrate 
3.4.1. Aim 

The experiments so far have shown that Rca1 is a potent APC/C inhibitor during S- and G2-phase that 

restrains APC/C activity via C-terminal domains including a KEN-box, a ZBR domain, a D-box degron, 

and a RL-tail (see section 3.3). Furthermore, it was demonstrated that besides its role as an APC/C 

inhibitor, Rca1 itself is targeted by APC/CFzr for proteasomal degradation during G1-phase (see section 

3.2). Having established that Rca1 is an APC/C inhibitor during G2-phase and an APC/C substrate during 

G1-phase, the question arose how Rca1 is converted from an APC/CFzr inhibitor to substrate. In general, 

there is a multitude of regulatory mechanisms including post translational modifications, degron affin-

ity, lysine accessibility, degron hiding, spatial regulations, etc. that can either influence substrate re-

cruitment and the rate of ubiquitination as well as regulate protein function (see 2.6.6).  

To elucidate the molecular switch converting Rca1 from an inhibitor to a substrate of the APC/C, three 

potential regulatory mechanisms were analyzed in the following section. First, the impact of Cdk phos-

phorylation in the regulation of Rca1 function and degradation was investigated. Second, a phosphor-

ylation dependent protein interaction with the 14-3-3 protein mediated by a binding site within the 

ZBR_loop was discovered and examined for its role in Rca1 regulation. Finally, the influence of Rca1 

localization on APC/C inhibition and Rca1 degradation was explored. 

3.4.2. Phosphorylation of Rca1 influences its degradation and function as APC/C inhibitor 

Post translational modification of proteins by phosphorylation is a versatile way to regulate protein 

activity. In case of APC/C substrates, it was shown that degron phosphorylation can result in opposing 

outcomes either resulting in substrate stabilization (e.g. Geminin, DBfk4, KIF1C) or enhanced substrate 

degradation (e.g. Securin) which can likewise be reversed by dephosphorylation (see 2.6.6, also re-

viewed in Davey et al., 2016). To assess whether Rca1 function or degradation is influenced by Cdk 

phosphorylation, the influence of potential phosphorylation sites should be analyzed. Thus, potential 

Cdk phosphorylation sites within Rca1 sequence were predicted using the algorithm of the Group-

based Prediction system (GPS) 5.0 “Predictor of Kinase-specific Phosphorylation sites” (Wang et al., 

2020). In total 17 putative Cdk phosphorylation sites were identified, of which ten contained the min-

imal consensus patter S/T-P (Figure 53). Two of the predicted Cdk phosphorylation sites, S123 and 

S127, together with an additional non Cdk phosphorylation site S326 were deposited in the iProteinDB 

online protein database (Hu et al., 2019). Interestingly, several of the S/T-P sites are located within or 

in close proximity to C-terminal domains required for APC/C inhibition (see 3.3), within the NLS, or the 

APC/C degrons mediating Rca1 degradation (see 3.2.5). Also, two Cks1 binding sites located in the N- 

and C-terminal part of Rca1 were predicted by the ELM database, which are essential for multisite 
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phosphorylation by Cdks (see 2.3). To test whether Rca1 activity or degradation is affected by phos-

phorylation of one of the predicted phosphorylation sites, Rca1 mutants for the ten putative S/T-P Cdk 

sites and the phosphorylation site S326 were investigated in the following. 

 

Figure 53| Prediction of putative Cdk phosphorylation sites in Rca1 

Illustration of the amino acid sequence of Rca1 with the functional domains and APC/C degrons highlighted in 
the respective color. The putative Cdk phosphorylation sites predicted using the GPS 5.0 algorithm are shown in 
the table (right) and are also highlighted in the sequence (left). S/T-P sites are shown in red, whereas non-S/T-P 
sites are shown in green, the number represents the position of the amino acid. The amino acid residue S326 
within the ZBR was found as a phosphorylated site in the iProteinDB online database and is highlighted in yellow. 
Two Cks1 binding sites were found using the ELM database and are shown in gray. 
 

3.4.2.1. Mutation of S/T-P sites changed Rca1 phosphorylation status 

In order to investigate if Rca1 is regulated through phosphorylation, it was initially tested if phosphor-

ylation of Rca1 was ascertainable and if mutation of the putative Cdk phosphorylation sites alters Rca1 

phosphorylation status. Detection of phosphorylated Rca1 isoforms was implemented by Phos-tag SDS 

PAGE that enables mobility shift of phosphorylated proteins compared to their non-phosphorylated 

isoform, allowing inference on the level of phosphorylation, as well as on the amount of phosphory-

lated forms. Therefore, S2R+ cells were transfected with NLS-4xFLAG-Rca1 followed by Phos-tag SDS-

PAGE of the cell lysate and Western blot analysis using an anti-FLAG antibody for protein detection. A 

control sample expressing the protein of interest was dephosphorylated using a Lambda phosphatase 

to compare the phosphorylated protein bands to the non-phosphorylated protein. Since molecular 

weight estimation using molecular weight markers is not possible in Phos-tag SDS-PAGE, the 

dephosphorylated sample was also used as a reference marker. Phos-tag SDS-PAGE analysis of NLS-

4xFLAG-Rca1 resulted in detection of multiple phosphorylated Rca1 isoforms, seen by several mobility 
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shifts compared to the dephosphorylated Rca1 reference (Figure 54 B, sample 1). Since several phos-

phorylated Rca1 isoforms were detected, it can be assumed that Rca1 is phosphorylated at multiple 

sites. To test, if the putative Cdk phosphorylation sites are actually phosphorylated, an Rca1 mutant 

with alanine substitutions of the ten putative Cdk phosphorylation sites, referred to as Rca1_10A, was 

analyzed (also see Figure S 4). NLS-4xFLAG-Rca1_10A displayed less phosphorylated Rca1 isoforms 

compared to the control indicating that mutation of the S/T-P sites caused a reduction of Rca1 phos-

phorylation. Albeit not all phosphorylation sites were eliminated since some mobility shifts were still 

observed for the 10A mutant (Figure 54 A, B compare lane 1 and 2). Since phosphorylation sites S123 

and S127 within the NLS were deposited in the iProteinDB database, an Rca1 mutant with alanine 

substitutions at these positions was also analyzed. In accordance with the reported phosphorylation 

at the two sites, NLS-4xFLAG-Rca1_S123A_S127A displayed a change in the pattern of the phosphory-

lated Rca1 isoforms (Figure 54 A, B compare lane 1 and 3). 

Phosphorylation status of N- and C-terminal Rca1 was investigated to further estimate if both regions 

of Rca1 are subjected to phosphorylation. Post translational modification of either moiety of Rca1 

could be involved in Rca1 regulation, since the protein domains that are involved in APC/C inhibition 

are located in the C-terminal region of Rca1, whereas the N-terminal part of Rca1 contains several of 

the APC/C degrons mediating its degradation. Phos-tag SDS PAGE analysis of NLS-4xFLAG-Rca1_1-203 

showed multiple mobility shifts attributed to Rca1_1-203 phosphorylation. Mutation of the seven pu-

tative Cdk sites located in this Rca1 fragment (NLS-4xFLAG-Rca1_1-203_7A) caused a reduction in the 

amount of phosphorylated Rca1_1-203 isoforms (Figure 54 A, C compare lane 4 and 5). A mobility shift 

was also visible in the conventional SDS-PAGE, for both proteins. One must mention that no 

dephosphorylated reference protein is shown in Figure 54 for N- and C-terminal Rca1, since 

dephosphorylation of the samples was not successful for this replicate. However, based on the expe-

rience from other replicates, the lowest band constitutes the dephosphorylated protein and was there-

fore also indicated in Figure 54. Separation of S2R+ cell lysates of cells transfected with NLS-4xFLAG-

Rca1_204-411 also showed multiple mobility shifts in the Phos-tag SDS-PAGE (Figure 54 D, lane 6). 

Mutation of the three C-terminal S/T-P sites (S335A, T376A, and T388A) caused a shift in the pattern 

of the phosphorylated Rca1 protein bands (Figure 54 D, compare lane 6 and 7). Since amino acid resi-

due S326 was shown to be phosphorylated according to the iProteinDB database, NLS-4xFLAG-

Rca1_S326A was additionally analyzed. The point mutation S326A caused a change in the pattern of 

phosphorylated Rca1_204-411 isoforms but it was not possible to clearly estimate which of the bands 

vanished (Figure 54 D, compare lane 6 and 8). Nevertheless, simultaneous mutation of the four C-

terminal phosphorylation sites S326A, S335A, T376A, and T388A (Rca1_204-411_4A) resulted in a 

strong decline in phosphorylation of Rca1_204-411 and only a single phosphorylation band remained 

for NLS-4xFLAG-Rca1_204-411_4A (Figure 54 D, compare lane 6 and 9).  
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It was shown that Rca1 is mainly located within the nucleus (Grosskortenhaus et al., 2002) and it was 

therefore tested whether Rca1 phosphorylation is dependent on its subcellular localization. Thus, 

4xFLAG-NES-Rca1_204-411 was compared to the NLS-4xFLAG tagged Rca1 version. However, Rca1 ex-

port from the nucleus had no effect on phosphorylation of the C-terminal Rca1-fragment, as no differ-

ences in the mobility shifts were detected for 4xFLAG-NES-Rca1_204-411 in the Phos-tag SDS PAGE 

(Figure 54 D, compare lane 6 and 10). In conclusion, it was shown that Rca1 is phosphorylated at mul-

tiple sites using Phos-tag SDS PAGE analysis for the detection of phosphorylated isoforms. Mutation of 

ten potential Cdk phosphorylation sites caused a change in Rca1 phosphorylation status, even though 

not all phosphorylation sites were eliminated. 

 

Figure 54| Phos-tag SDS-PAGE analysis of Rca1 reveals multisite phosphorylation of Rca1 

(A) Illustration of the corresponding NLS-4xFLAG tagged Rca1 mutants analyzed by Phos-tag SDS-PAGE. The po-
tential Cdk phosphorylation sites are shown in red boxes. The non Cdk phosphorylation site S326 is highlighted 
by a yellow box. (B, C, D) Phos-tag SDS PAGE conducted using a 10% SDS running gel containing 50 µM Phos-tag 
and 50 µM MnCl2 after running time of 80 min. A conventional SDS-PAGE of the same samples was used to 
estimate similar protein expression. Protein detection on the Western blot membrane was carried out using an 
anti-FLAG antibody for immunostaining of the protein of interest. Mutation of the potential Cdk phosphorylation 
sites caused a loss of single Rca1 phosphorylation isoforms and shifts in the pattern of phosphorylated Rca1 
isoforms were observed in the Phos-tag SDS PAGE.  
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Both moieties of Rca1 are phosphorylated, and mutation of the respective Cdk phosphorylation sites 

also caused a change in the phosphorylation status of N- and C-terminal Rca1. Interestingly, additional 

mutation of the amino acid residue S326 along with the three S/T-P sites resulted in strong reduction 

of Rca1_204-411 phosphorylation.  

3.4.2.2. Mutation of putative N-terminal CDK phosphorylation sites destabilize Rca1 

In a next step, it was tested whether changes in Rca1 phosphorylation status have an impact on its 

stability. Thus, relative protein stability levels of the phosphorylation site mutants that have been an-

alyzed by Phos-tag SDS-PAGE (see 3.4.2.1) were determined using the RPS system. The Rca1 mutants 

were inserted in RPS-8 and analyzed via flow cytometry after transient transfection. GFP-T2A-CHE-

Rca1_10A showed significantly decreased CHE/GFP quotients in the G1-, S-, and G2-cell populations 

(CHE/GFP - G1: 0.12, S: 0.23, G2: 0.38) compared to GFP-T2A-CHE-Rca1 control (CHE/GFP - G1: 0.21, S: 

0.40, G2: 0.48) (Figure 55 A). However, only the decrease in the G1- and S-population was statistically 

significant. Analysis of N-terminal Rca1 containing alanine substitutions of the seven S/T-P sites also 

resulted in a strong decrease of relative protein stability levels in the three cell populations  

(CHE/GFP - G1: 0.06, S: 0.14, G2: 0.20) compared to the control (CHE/GFP - G1: 0.17, S: 0.30, G2: 0.37) 

(Figure 55 B).  

 

Figure 55| Mutation of the potential CDK phosphorylation destabilized Rca1 and Rca1_1-203 

Flow cytometric analysis of the Rca1 phosphorylation site mutants in the G1, S- and G2-populations (exp.lvl. 1.0 

- 1.75). The respective Rca1 mutant is displayed above the corresponding box plot. (A) Analysis of relative protein 

stability levels of GFP-T2A-CHE-Rca1_10A. Mutation of the ten potential Cdk phosphorylation sites caused a de-

crease of relative protein stability levels. (B) Relative protein stability of GFP-T2A-CHE-Rca1_1-203_7A was de-

creased compared to the control. (C) Mutation of the three S/T-P sites (GFP-T2A-CHE-Rca1_1-203_3A) and addi-

tional alanine substitution of S326 (GFP-T2A-CHE-Rca1_204-411_4A) had no influence on relative protein stabil-

ity levels in the G1-, S-, and G2-population. Statistics performed by t-test with Welch´s correction, n.s. > 0.05, * 

≤ 0.05. The samples were compared to the respective control of unmutated Rca1 of the respective cell cycle 

phase and symbols for p-values are displayed above the box. 
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Interestingly, flow cytometric analysis of GFP-T2A-CHE_Rca1_204-411_3A and GFP-T2A-

CHE_Rca1_204-411_4A resulted in similar CHE/GFP ratios (CHE/GFP - G1: 0.24/0.23, S: 0.21/0.41, G2: 

0.37/0.53) as observed for the control (CHE/GFP - G1: 0.24, S: 0.33, G2: 0.41) (Figure 55 C). Thus, mu-

tation of the three potential Cdk phosphorylation sites, as well as the 4A mutant including phosphory-

lation site S326, did not result in a destabilization of C-terminal Rca1, even though the 4A mutant dis-

played a strong decline in the rate of phosphorylation as seen for NLS-4xFLAG-Rca1_204-411_4A in the 

Phos-tag SDS-PAGE analysis (see Figure 54 D). 

Hence, mutation of the putative S/P-T phosphorylation sites in the N-terminal region of Rca1 had a 

destabilizing effect since relative protein stability levels of CHE-Rca1_10A and CHE-Rca1_1-203_7A 

were decreased, whereas mutation of the C-terminal phosphorylation sites including serine at position 

326 (S326A) had no effect on relative protein stability of CHE-Rca1_204-411. Consequently, the desta-

bilization caused by mutated phosphorylation sites is referable to the N-terminal located phosphory-

lation sites. However, decreased protein stability levels were observed in all three cell cycle popula-

tions and it must be considered that the effect could be attributed to an intrinsic misfolding of the 

protein caused by the introduced point mutations. 

3.4.2.3. Destabilization of the CDK mutants is not caused by a negative intrinsic effect 

To ascertain whether the mutation of the ten potential Cdk phosphorylation sites caused an unspecific 

intrinsic destabilization of the Rca1_10A mutant, protein stability levels were determined with addi-

tional inactivation of APC/C activity in cells that have also been enriched in G2-phase. If the destabili-

zation of the 10A mutant is caused by increased APC/C dependent degradation, relative protein stabil-

ity levels should increase under these conditions. Otherwise, the destabilizing effect would have an 

intrinsic cause. APC/C inactivation and enrichment of G2-cells was implemented by the simultaneous 

co-overexpression of NLS-4xFLAG-Rca1, HA-CycE, Cdk2-HA and SkpA in addition to GFP-T2A-CHE-

Rca1_10A. Expression of the NLS-4xFLAG-Rca1 is able to restrain APC/C activity and additional CycE-

Cdk2 activity causes an increase of cells in G2-phase (Herzinger, 2019). Protein stability levels of GFP-

T2A-CHE-Rca1 and GFP-T2A-CHE-Rca1_10A (Figure 56 A) were determined in S2R+ cells via flow cy-

tometry under normal conditions (control) or with the additional expression of NLS-4xFLAG tagged 

Rca1 and increased CycE-Cdk2 activity. Compared to the control, APC/C inhibition and enrichment of 

G2-cells had no effect on CHE-Rca1 protein levels (CHE/GFP - G1: 0.24/0.27, S: 0.49/0.57, G2: 

0.62/0.65). Opposed to this, relative protein levels of CHE-Rca1_10A were significantly increased after 

additional overexpression of NLS-4xFLAG-Rca1 and CycE/Cdk2 (CHE/GFP - G1: 0.14/0.24, S: 0.32/0.53, 

G2: 0.48/0.58) reaching similar protein stability levels like the CHE-Rca1 control (Figure 56 B). The G2 

enrichment caused by the NLS-4xFLAG-Rca1, HA-CycE, Cdk2-HA, and SkpA overexpression, was clearly 

detectable by an elevated G2-peak in the DNA histogram of the GFP-positive cells (Figure 56 C).  
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Figure 56| Rca1 is not intrinsically destabilized by the mutation of Cdk phosphorylation sites 

Analysis of relative protein stability levels of GFP-T2A-CHE-Rca1 and GFP-T2A-CHE-Rca1_10A with decreased 
APC/C activity and G2-cell enrichment. (A) Illustration of the corresponding Rca1 and Rca1_10A mutant inserted 
into RPS-8. (B) Box-plot of the normalized CHE/GFP ratios in G1-, S-, and G2-cells (exp.lvl. 1.0 - 1.75) under normal 
conditions (control) or additional expression of NLS-4xFLAG-Rca1, HA-CycE, Cdk2-HA and SkpA. GFP-T2A-CHE-
Rca1_10A relative protein stability levels were increased by additional Rca1 and CycE/Cdk2 expression. Statistics 

performed by Mann-Whitney U-Test, n.s. > 0.05, * ≤ 0.05. (C) G1-aligned DNA histograms of the GFP positive 
cells of the transfected cells. Additional expression NLS-4xFLAG-Rca1, HA-CycE, Cdk2-HA and SkpA resulted in an 
increase of G2-cells seen by an elevated G2-peak compared to the control (compare light to dark green and light 
to dark blue) 

 

Thus, it can be assumed that the destabilization caused by the mutation of the N-terminal S/T-P sites 

is referable to increased Rca1 destruction mediated by the APC/C and is not due to an unspecific in-

trinsic destabilization. 

3.4.2.4. C-terminal phosphorylation of Rca1 is required for full APC/C inhibition 

Since mutation of the C-terminal phosphorylation sites resulted in a drastic change of NLS-4xFLAG-

Rca1_204-411_4A phosphorylation status (see3.4.2.1) but had no effect on its relative protein stability 

levels (see 3.4.2.2), it was tested whether phosphorylation of the C-terminal Rca1 region is involved in 

regulation of Rca1 function. APC/C inhibition by Emi1 was shown to be negatively regulated by Cdk 

phosphorylation in mitosis. Mitotic phosphorylation of purified Emi1 and a C-terminal Emi1 fragment 
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(Emi1CT) was sufficient for inactivation of Emi1 function in a purified system. Mutation of the three C-

terminal minimal consensus S/T-P sites rendered Emi1CT-3A refractory to mitotic phosphorylation and 

prevented its inactivation (Moshe et al., 2011). Since Rca1 also contains three S/T-P sites in its C-ter-

minal region and utilizes similar domains for APC/C inhibition like Emi1 (see 3.3.4), it could also be 

regulated by Cdk dependent phosphorylation. To test this hypothesis, the Rca1_10A and Rac1_204-

411_3A and 4A mutants (Figure 57 A) were analyzed for their capacity to restrict APC/CFzr activity in 

the established in vivo APC/C activity assay (see 3.3.2). Compared to NLS-4xFLAG-Rca1, expression of 

NLS-4xFLAG-Rca1_10A resulted only in a partial stabilization of GFP-T2A-CHE-CycB-NT285 in the G2-cell 

population after Fzr overexpression (CHE/GFP - G2: 1.10/0.7) (Figure 57 B). However as seen above, 

the 10A mutant was also destabilized in G2-cells which could cause the reduction in APC/C inhibition. 

To exclude this possibility, the C-terminal part of Rca1 which was sufficient for APC/C inhibition (see 

3.3.3) was tested since both the 3A and 4A mutant did not display a destabilization of C-terminal Rca1 

(see 3.4.2.2). Compared to NLS-4xFLAG-Rca1_204-411, both the 3A and 4A mutant were significantly 

impaired in their function as APC/C inhibitor. Expression of NLS-4xFLAG-Rca1_204-411_3A and NLS-

4xFLAG-Rca1_204-411_4A only partially restored GFP-T2A-CHE-CycB-NT285 relative protein stability 

levels after Fzr overexpression in the G2-cell population (CHE/GFP - G2: 0.62/0.61) (Figure 57 B). 

 
Figure 57| Rca1 function is impaired by mutation of C-terminal phosphorylation sites 

Analysis of APC/C inhibition by Rca1 phosphorylation site mutants. (A) Illustration of the RPS-CycB sensor and 
the corresponding NLS-4xFLAG tagged Rca1 mutants. (B) Box plot of relative protein stability levels of GFP-T2A-
CHE-CycB-NT285 with additional co-overexpression of 4xFLAG-Fzr and the corresponding NLS-4xFLAG-Rca1 mu-
tants in G2-cells (exp.lvl. 2.0 - 3.0). Mutation of the ten potential S/T-P sites partially decreased Rca1 function 
(blue boxes). Mutation of the three potential Cdk phosphorylation sites (S335A, T376A, and T388A) impaired 
APC/C inhibition by NLS-4xFLAG-Rca1_204-411_3A. Additional mutation of S326A did not further impair NLS-
4xFLAG-Rca1_204-411_4A function (red boxes). Statistics performed by Mann-Whitney U-Test, n.s. > 0.05, * ≤ 

0.05, **≤ 0.01, ***≤ 0.001. 
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This indicates that mutation of the three S/T-P sites (S335A, T376A, and T388A) caused a partial inac-

tivation of NLS-4xFLAG-Rca1_204-411 function. Interestingly, the additional point mutation S326A did 

not further enhance this effect, even though the 4A mutant displayed a strong decline in phosphory-

lation of NLS-4xFLAG-Rca1_204-411 compared to the 3A mutant (see 3.4.2.1). Furthermore, this sug-

gests that the partial inactivation of Rca1_10A mutant was not necessarily caused by its decreased 

stability but could also be referable to the mutation of the C-terminal phosphorylation sites. However, 

decreased phosphorylation of Rca1 and Rca1_204-411 did not result in a complete elimination but 

only in a partial reduction of APC/C inhibition. This could be explained since Rca1 phosphorylation was 

not completely abolished by the introduced mutations, seen by remaining phosphorylated isoform in 

the Phos-tag SDS-PAGE, which was also the case for NLS-4xFLAG-Rca1_204-411_4A (see 3.4.2.1). Nev-

ertheless, the obtained results indicate that phosphorylation of the C-terminal part of Rca1 is required 

for full APC/C inhibition, opposed to the mechanisms reported for Emi1 which is inactivated by mitotic 

phosphorylation of its three C-terminal S/P-T sites (Moshe et al., 2011).  

3.4.2.5. Phosphorylation status of Rca1 in G1- and G2-arrested cells 

Taken together, mutation of the putative N-terminal Cdk phosphorylation sites decreased Rca1 stabil-

ity levels (see 3.4.2.2) and mutation of the C-terminal sites caused a reduction in Rca1 function (see 

3.4.2.4). Thus, phosphorylated Rca1 should be more stable and also constitute a more potent APC/C 

inhibitor compared to dephosphorylated Rca1. Accordingly, in the context of cell cycle progression, 

Rca1 should be phosphorylated in S-phase and G2-phase in which it is stable and functions as an APC/C 

inhibitor, which could be initiated by high Cdk activity during S-phase and sustained by mediocre Cdk 

activity in G2-phase (see 2.3). On the contrary, Rca1 should be less or dephosphorylated during G1-

phase, when Cdk activity is low and protein phosphatases cancel out Cdk substrate phosphorylation 

(Martín et al., 2020) and Rca1 is degraded by the APC/C. To test this hypothesis, phosphorylation of an 

N-terminal Rca1 fragment was analyzed in cells targeted to be enriched either in G2-phase, mitosis or 

G1-phase. The N-terminal Rca1 mutant, Rca1_1-203_∆DB(1)_mKEN(1)_mABBA, which is refractory to 

APC/C dependent degradation was used for the analysis (see 3.2.5.1) since less phosphorylated Rca1 

showed an increased destabilization and could therefore be missed or be underrepresented in the 

analysis. S2R+ cells were transiently transfected with NLS-4xFLAG-Rca1_1-

203_∆DB(1)_mKEN(1)_mABBA (Figure 58 A) and chemically treated to cause G2 phase, mitosis or G1-

phase enrichment. The cell cycle progression arrest was induced by treating cells for at least 24 h with 

a final concentration of either 1.7 µM 20-hydroxyecdysone (for G2-arrest), 0.5 mM mimosine (for G1 

arrest) or for 12h with 30 µM colchicine (for mitotic arrest) as described in Rogers et al. (2009) and 

Brownlee et al. (2011) (also see 6.3.5). Unfortunately, the proposed cell cycle changes were not very 

pronounced in the case of 20-hydroxyecdysone or mimosine treatment. Phos-tag SDS-PAGE followed 
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by Western blot analysis of the transfected cell lysates resulted in the detection of several phosphor-

ylated isoforms of NLS-4xFLAG-Rca1_1-203_∆DB(1)_mKEN(1)_mABBA in case of the control cells 

treated with DMSO. Dephosphorylation using a Lambda phosphatase resulted only in a partial 

dephosphorylation. Comparison of the cell lysates of G2- and G1-phase arrested cells displayed several 

phosphorylated isoforms similar to the control cells and no difference was detectable between the 

two samples. However, a complete cell cycle arrest in either G2- or G1-phase was not achieved and 

hence it is rather unlikely to detect a difference in Rca1 phosphorylation status in the applied experi-

mental setup. Only mitotic arrested cells showed weaker signals compared to the DMSO control, G2- 

and G1-arrested cells (Figure 58 B). However, this was referable to a decreased input protein levels as 

seen in the conventional SDS-PAGE analysis. Most likely, colchicine treatment induced apoptosis, as a 

reduction in the overall cell number was visually observed in microscopic analysis that would explain 

the decreased protein levels in case of the mitotic arrested cells. The drug-induced cell cycle arrest was 

also verified by flow cytometry prior to cell lysis. Flow cytometric analysis of the cell cycle distribution 

of cells treated with 20-hydroxyecdysone or mimosine showed only a slight increase of G2-cells and 

G1-cells respectively, instead of a G2- or G1-phase arrest, whereas colchicine induced mitotic arrest 

was successful as only a single G2-peak was detectable in the Hoechst histogram (Figure 58 C). In sum-

mary, cell cycle enrichment for G2- and G1-phase was not achieved and no difference in the phosphor-

ylation status of the applied N-terminal Rca1 fragment was discernible in the context of cell cycle pro-

gression using Phos-tag SDS-PAGE. To test the hypothesis, a strong arrest in the respective cell cycle 

stage is required but was unfortunately not achieved in the conducted experiments during this thesis. 

Thus, it was not possible to get further insight into cell cycle dependent phosphorylation of Rca1 and 

the experiment should be repeated: 

 

Figure 58| Rca1 phosphorylation 
in cell cycle stage arrested cells 

(A) Illustration of NLS-4xFLAG-
Rca1_1-203_∆DB(1)_mKEN(1)_ 
mABBA. (B) Phos-tag SDS PAGE con-
ducted using a 10% SDS running gel 
containing 50 µM Phos-tag and 50 
µM MnCl2 after running time of 55 
min. A conventional SDS-PAGE of the 
same samples was used to estimate 
similar protein expression. An anti-
FLAG-antibody was used for im-
munostaining. No difference was ob-
served between the cells treated ei-
ther with 20-Hydroxyecdysone, col-
chicine, or mimosine. (C) Hoechst 
histograms of the cell cycle arrested 
cells. G2- and G1-arrest was only 
partially achieved, whereas mitotic 
arrest is seen by a single peak. 
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3.4.3. Rca1 interaction with 14-3-3 protein 

Rca1 sequence analysis with the ELM prediction tool identified five potential 14-3-3 binding sites that 

are either located in close proximity to the APC/C degrons or within the ZBR and RL-tail domain (Figure 

59 A). In general, 14-3-3 proteins interact with a vast number of phosphorylated target proteins and 

thereby modulate their function in a variety of different mechanisms. Interestingly, Cdk1 phosphory-

lation dependent interaction of the budding yeast APC/C inhibitor Acm1 with the 14-3-3 members 

Bmh1 and Bmh2 results in a stabilization of Acm1. Vice versa, decreased Cdk1 activity and Acm1 

dephosphorylation by the Cdc14 phosphatase inactivate phosphodependent 14-3-3 binding, allowing 

Acm1 degradation (Enquist-Newman et al., 2008; Hall et al., 2008; Ostapenko et al., 2008). To assess 

whether Rca1 is also modified by 14-3-3 binding, it was tested if Rca1 associates with 14-3-3 protein. 

Initially, the results of a mass spectrometric (MS) analysis for Rca1 interaction partners that was al-

ready implemented in a previous study (Kies, 2017) were searched for 14-3-3 protein. Indeed, 14-3-3 

epsilon and 14-3-3 zeta proteins were both detected in the LC-MS/MS analysis of a 4xFLAG-Rca1 pre-

cipitate from S2R+ cells (see Table S 4).  

 

Figure 59| Rca1 binds 14-3-3 with its C-terminal part 

(A) 14-3-3 binding sites predicted by the ELM prediction tool. (B) Illustration of the NLS-4xFLAG-Rca1 constructs 

for co-immunoprecipitation with 3xHA-14-3-3. (C) Co-IP between the different NLS-4xFLAG-Rca1 constructs and 

3xHA-14-3-3. Rca1 and Rca1_204-411 interact with 14-3-3, whereas Rca1_1-203 fails to bind 3xHA-14-3-3. 
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To further assess whether Rca1 directly interacts with 14-3-3 and to narrow down the functional 14-3-

3 binding site, the ability of 3xHA-14-3-3 to bind different 4xFLAG-Rca1 constructs was tested in S2R+ 

cell lysates by co-immunoprecipitations (co-IPs). For the analysis, 14-3-3 epsilon hereafter referred to 

as 14-3-3, was used since it displayed a higher sequence coverage and score in the MS analysis com-

pared to 14-3-3 zeta (see Table S 4). Co-precipitation of 3xHA-14-3-3 was tested for NLS-4xFLAG-Rca1, 

-Rca1_1-203, and -Rca1_204-411 in S2R+ cell lysates after transient co-transfection. 3xHA-14-3-3 was 

able to bind NLS-4xFLAG-Rca1 and NLS-4xFLAG-Rca1_204-411 but failed to interact with the N-termi-

nal fragment NLS-4xFLAG-Rca1_1-203 (Figure 59 B, C). Thus, consistent with the results of the MS anal-

ysis, a direct interaction between Rca1 and 14-3-3 was observed that requires the C-terminal part of 

Rca1.  

3.4.3.1. Phosphorylation of S326 leads to 14-3-3 interaction 

Since the C-terminal region of Rca1 was able to bind 14-3-3, it was further investigated which of the 4 

remaining 14-3-3 binding sites, referred to as 14-3-3 site #1-4, is responsible for the interaction be-

tween Rca1 and 14-3-3 protein. A second bioinformatic analysis using the 14-3-3 Pred webserver 

(Madeira et al., 2015) displayed the highest consensus score for the site #2 which also contains the 

phosphorylation site S326 that was found in the iProteinDB database (see 3.4.2) (Figure 60). To test 

which of the 4 sites is responsible for 14-3-3 interaction with Rca1, 14-3-3 association was tested by 

co-IPs using different C-terminal Rca1 mutants (Figure 61 A). 3xHA-14-3-3 was still able to interact with 

NLS-4xFLAG-Rca1_204-405_∆RL and NLS-4xFLAG-Rca1_204-368, excluding the binding sites #3 and #4 

(Figure 61 B, lane 2 and 3). Mutation of the three Cdk phosphorylation sites did also

 

Figure 60| Bioinformatic analysis of the C-terminal Rca1 14-3-3 binding sites  

Rca1 sequence alignment among different Drosophila species of the four C-terminal 14-3-3 binding sites. Site #2-
4 are highly conserved and site #2 and #3 also contain phosphorylation sites, shown by the round boxes (Cdk 
sites in red, S326 in yellow). 14-3-3 binding site #2 has the highest score predicted by the 14-3-3 Pred webserver. 
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not impair 14-3-3 interaction with NLS-4xFLAG-Rca1_204-411_3A (Figure 61 B, lane 4). However, mu-

tation of the phosphorylation site S326 to alanine caused a complete loss of 14-3-3 binding, as no co-

precipitation was observed for NLS-4xFLAG-Rca1_204-411_S326A, anymore (Figure 61 B, lane 5). This 

indicates that Rca1 interaction with 14-3-3 is mediated by binding site #2 and also requires the phos-

phoserine at position 326 for interaction. It was also tested, if an aspartate substitution of the serine 

residue (S326D) would function as a phosphate mimic, however 14-3-3 also failed to bind to NLS-

4xFLAG-Rca1_204-411_S326D (Figure 61 B, lane 6). Consistent with the requirement of phosphoserine 

S326, 14-3-3 interaction was completely abolished in case of the 4A mutant (NLS-4xFLAG_Rca1_204-

411_4A) as well as the deletion of the ZBR_loop along with the 14-3-3 binding site (NLS-

4xFLAG_Rca1_204-411_∆ZBR_loop) (Figure 61 B, lane 7 and 8). 

 

Figure 61| Interaction between Rca1 and 14-3-3 depends on the phosphoserine S326 

(A) Illustration of the NLS-4xFLAG-Rca1_204-411 mutants for co-immunoprecipitation with 3xHA-14-3-3. (B) Co-

IP between different NLS-4x-FLAG-Rca1_204-411 constructs and 3xHA-14-3-3. Mutation of S326 and deletion of 

the 14-3-3 binding site #2 caused a loss of 14-3-3 interaction. 
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In conclusion, it was shown that Rca1 associates with 14-3-3 via a C-terminal interaction site located 

within the ZBR_loop (see 3.3.5) and that the phosphorylation site S326 is essential for interaction with 

14-3-3. 

3.4.3.2. Loss of 14-3-3 interaction has no impact on Rca1 stability 

Having established that Rca1 associates with 14-3-3 protein via its C-terminus, it was investigated if 

loss of 14-3-3 binding would influence Rca1 degradation by a similar mechanism as shown for budding 

yeast APC/C inhibitor Acm1. Therefore, relative protein stability levels were determined for a C-termi-

nal Rca1 fragment containing the point mutation S326A or S326D that abolished 14-3-3 interaction. 

Flow cytometric analysis of GFP-T2A-CHE-Rca1_204-411_S326A showed no difference in the CHE/GFP 

ratios in the three cell populations (CHE/GFP - G1: 0.37, S: 0.50, G2: 0.57) compared to the control 

(CHE/GFP - G1: 0.35, S: 0.49, G2: 0.57). Also, substitution of serine 326 to aspartate, GFP-T2A-CHE-

Rca1_204-411_S326D, did not cause a change in relative protein stability levels (CHE/GFP - G1: 0.40, 

S: 0.54, G2: 0.60) (Figure 62 A).  

 
Figure 62| Loss of 14-3-3 interaction has no impact on Rca1 stability 

Flow cytometric analysis of the Rca1 mutants unable to bind 14-3-3 protein in the G1, S- and G2-populations 

(exp.lvl. 1.0 - 1.75). The respective Rca1 mutants are displayed above the corresponding box plot. (A) Analysis of 

relative protein stability levels of GFP-T2A-CHE-Rca1_204-411-S326A or -S326D. Loss of 14-3-3 interaction had 

no influence on Rca1_204-411 stability levels. (B) Loss of 14-3-3 association did not cause a change in relative 

protein stability levels in case of full-length Rca1. Statistics performed by t-test with Welch´s correction, n.s. > 

0.05. The samples were compared to the respective control of unmutated Rca1 of the respective cell cycle phase 

and symbols for p-values are displayed above the box. 
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3.4.3.3. Loss of 14-3-3 interaction has no impact on Rca1 function 

Considering that the 14-3-3 binding site is located within the ZBR domain that is crucial for APC/C in-

hibition (see 3.3.5), it could also be possible that 14-3-3 binding is involved in regulation of Rca1 func-

tion instead of Rca1 degradation. To test this hypothesis, Rca1_204-411_S326A and -S326D were 

tested on their ability to inhibit APC/CFzr activity in the in vivo APC/C assay. Co-overexpression of either 

NLS-4xFLAG-Rca1_204-411_S326A or NLS-4xFLAG-Rca1_204-411_S326D was able to restore GFP-T2A-

CHE-CycB-NT285 relative protein stability levels in the G2 cell population after 4xFLAG-Fzr overexpres-

sion to a similar extent as NLS-4xFLAG-Rca1_204-411 (Figure 63). Thus, interaction between Rca1 and 

14-3-3 had no effect on Rca1 function as both mutants were fully capable of restraining APC/CFzr activ-

ity. 

 
Figure 63| 14-3-3 binding is not involved in regulation of Rca1 function 

Analysis of APC/C inhibition by Rca1_204-411 mutants unable to bind 14-3-3. (A) Illustration of the RPS-CycB 
sensor and the corresponding NLS-4xFLAG tagged Rca1_204-411 mutants. (B) Box plot of relative protein stability 
levels of GFP-T2A-CHE-CycB-NT285 with additional co-overexpression of 4xFLAG-Fzr and the corresponding NLS-
4xFLAG-Rca1_204-411 mutants in G2-cells (exp.lvl. 2.0 - 3.0). Mutation of S326 to alanine (yellow box) or aspar-
tate (blue box) had no effect on Rca1 function. Statistics performed by Mann-Whitney U-Test, n.s. > 0.05. 
 

3.4.3.4. Cell cycle dependent interaction of Rca1 and 14-3-3  

Loss of 14-3-3 interaction had no effect on Rca1 stability nor its function as an APC/C inhibitor. To 

further elucidate the function of 14-3-3 interaction with Rca1, it should be determined if the interac-

tion takes place during a specific cell cycle phase. Therefore, 14-3-3 was tested for its ability to bind 

Rca1 by co-immunoprecipitations in S2R+ cell lysates that were attempted to be chemically enriched 

either in mitosis, G1-, S-, or G2-phase. Unfortunately, the proposed cell cycle changes were not very 

pronounced in the case of 20-hydroxyecdysone, mimosine, or aphidicolin/hydorxyurea treatment. 

NLS-4xFLAG-Rca1_204-405_∆RL was used as bait protein since deletion of the RL-tail did not impair 

14-3-3 binding (see 3.4.3.1) but abolished APC/C inhibition (see 3.3.4) and should thereby not cause a 
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undesired cell cycle shift into G2-phase caused by Rca1 overexpression (Figure 64 A). Cell cycle pro-

gression arrest was induced 24 h after transfection by treatment with a final concentration of either 

1.7 µM 20-hydroxyecdysone (G2-arrest), 0.5 mM mimosine (G1 arrest), 1µM hydroxyurea and 10 µM 

aphidicolin (S-phase arrest) for at least 24 h or with 30 µM colchicine (mitotic arrest) for 12h. Co-pre-

cipitation of 3xHA-14-3-3 was observed for all samples to a similar extent and no difference in 14-3-3 

binding to NLS-4xFLAG-Rca1_204-405_∆RL was distinguishable between the different cell lysates (Fig-

ure 64 B). Nevertheless, flow cytometric analysis of the cell cycle distributions of Hoechst-stained cells 

applied for the co-IP assay showed that chemically induced cell cycle arrest was only successful in case 

of mitotic arrest, whereas G1-, S-, and G2-arrest was not achieved (Figure 64 C) Thus, chemically in-

duced cell cycle arrest was not accomplished in this experiment and consequently it was not possible 

to predict if Rca1 interaction with 14-3-3 protein occurs during a specific cell cycle stage. Unfortu-

nately, a successful execution of the experiment was not achieved in the course of this thesis. 

 

Figure 64| Temporal interaction of Rca1 and 14-3-3 during cell cycle progression 

(A) Illustration of the NLS-4xFLAG-Rca1_204-405_∆RL mutant for co-immunoprecipitation with 3xHA-14-3-3.  
(B) Co-IP between NLS-4xFLAG-Rca1_204-405_∆RL and 3xHA-14-3-3 in cell lysates of cells treated either with 20-
Hydroxyecdysone, colchicine, mimosine, or aphidicolin/hydroxyurea. 14-3-3 interaction was observed in all 
cases. (C) Flow cytometric analysis of the cell cycle distributions based on Hoechst intensities. Only mitotic arrest 
was observed by an elevated G2-peak. 
 

In summary, an interaction between Rca1 and 14-3-3 was verified and it was possible to identify the 

14-3-3 binding site within Rca1 C-terminal region that mediates 14-3-3 binding. It was further shown 

that 14-3-3 binding requires the phosphoserine residue at position 326 located within the 14-3-3 bind-

ing site. Nevertheless, loss of 14-3-3 interaction has not displayed any effect on Rca1 stability, nor did 
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it cause any change in Rca1 function. It was not possible to distinguish when interaction between 14-

3-3 and Rca1 takes place in the course of cell cycle progression. Thus, the function of 14-3-3 interaction 

with Rca1 remains elusive up to this point. 

3.4.4. Localization of Rca1 is essential for Rca1 degradation but not its function 

Next, subcellular localization of Rca1 was investigated as a third potential regulatory mechanism con-

verting Rca1 from an APC/C inhibitor to a substrate. Localization and partitioning of the APC/C, its two 

co-activators, and its substrates is likely to contribute to substrate recruitment and ordering (see 2.6.9, 

also reviewed in Bansal et al., 2019). For instance, the APC/C substrates Securin and Cyclin B are par-

tially regulated in a spatio-temporal manner. Phosphorylated Securin that is mainly located in the cy-

toplasm is first targeted by APC/CCdc20 followed by a small fraction of Separase bound Securin localized 

within the nucleus (Shindo et al., 2012). Human Cyclin B is rapidly translocated within the nucleus after 

Plk1 and MAPK dependent phosphorylation, where it is targeted by chromosome associated APC/C 

(Yuan et al., 2002). To assess whether spatial abundance of Rca1 contributes to either its degradation 

or its function as APC/C inhibitor, Rca1 degradation and function were investigated in the context of 

subcellular localization. 

3.4.4.1. Establishment of RPS expression plasmids for localization analysis 

Rca1 contains a nuclear localization sequence within its N-terminus and nuclear localization was also 

confirmed by immunostaining of HA-Rca1 in Drosophila embryo (Grosskortenhaus et al., 2002). To as-

sess whether localization in the nucleus is essential for Rca1 degradation it should be tested if changes 

in the subcellular distribution of Rca1 would affect its relative protein stability levels. However, the RPS 

reporter constructs used in the previous experiments contained an NLS fusion to the CHE reporter in 

order to compensate for the loss of endogenous NLS sequences of the applied mutants. In order to 

investigate the impact of changed subcellular localization two further RPS expression constructs were 

established based on RPS-8. The N-terminal HA-tag and NLS sequence of the CHE-reporter were re-

moved in case of RPS-9, NLS-GFP-T2A-CHE, whereas the NLS sequence was replaced with a nuclear 

export sequence (NES; LALKLAGLDI) derived from human kinase A inhibitor (Wen et al., 1995) in RPS-

10, NLS-GFP-T2A-NES-CHE (Figure 65 A). The two new RPS constructs were tested for their stoichio-

metric co-expression of the GFP-reference and the CHE-reporter as conducted for the basic RPS ex-

pression plasmids (see 3.1.2). 
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Figure 65| Establishment of RPS constructs for localization analysis 

(A) Schematic illustration of the RPS expression constructs RPS-8 to -10. The HA-NLS tag N-terminal to the CHE 
reporter was removed in RPS-9 and replaced by an NES (pink) in RPS-10 (B) Scatter plots of CHE and GFP intensi-
ties of cells transfected with the respective RPS plasmid detected by flow cytometry. Regression lines (red) and 
resulting R2 values (r) are indicated. The log(CHE)/log(GFP) quotient was plotted against the Hoechst intensities 
representing the cellular DNA content. (C) Exemplary illustration of a cell transfected with the respective expres-
sion construct depicted in the brightfield (BF), CHE- and GFP channel. The N/C ratio is indicated next to the mi-
croscopic picture. (D) Box plot summarizing the N/C ratios of the analyzed cells. CHE predominantly accumulates 
within the nucleus, whereas addition of a NLS increases nuclear accumulation and addition of a NES results in 
cytoplasmatic localization. Raw data of C and D from Bischof, 2020. Statistics performed by Mann-Whitney U-

Test, n.s. > 0.05, * ≤ 0.05, **≤ 0.01, ***≤ 0.001. 

Flow cytometric measurement of the GFP and CHE intensities of S2R+ cells transiently transfected with 

RPS-9 and RPS-10 displayed a high degree of co-linearity with R2 values of 0.939 and 0.959, respec-

tively. Analysis of the CHE/GFP quotient in dependence of the DNA content recorded by the Hoechst 

intensities also displayed relatively stable expression among cells of different cell cycle stages (Figure 

65 B). Thus, protein co-expression using the new RPS constructs resulted in a stoichiometric production 
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of the two fluorescent proteins with a high degree of co-linearity, similar to the already established 

RPS constructs. This also indicates that the measurement procedure was not negatively biased by the 

nuclear accumulated GFP signal and the dispersed cytoplasmic CHE signal. 

Protein localization was also verified and quantified by microscopic localization analysis that has been 

conducted in the course of a bachelor thesis (Bischof, 2020).In addition to the initial analysis, the ob-

tained data was statistically evaluated and presented supplementary to the flow cytometric analysis. 

Based on threshold setting of the nuclear NLS-GFP reference signals, an inner region of the nucleus 

and a region representing the cytoplasm were defined (see 6.6.2). The CHE intensities were measured 

within these regions and a nucleus/cytoplasm (N/C) ratio of the CHE signal was calculated as a unit for 

nuclear localization for each cell (see 6.6.3). This means, an N/C ratio of 1.0 represents an equal distri-

bution between the nucleus and cytoplasm of the CHE-POI, whereas values greater than 1.0 corre-

spond to nuclear accumulation and ratios lower than 1.0 represent predominantly cytoplasmic accu-

mulation of the CHE-POI. Localization analysis of RPS-8, RPS-9, and RPS-10 resulted in an N/C ratio of 

2.26 for CHE (RPS-9), 5.11 for NLS-CHE (RPS-8) and 0.33 for NES-CHE (RPS-10) (Figure 65 C, D). Conse-

quently, addition of an exogenous NLS significantly increased nuclear accumulation of NLS-CHE, 

whereas addition of a NES resulted in a strong cytoplasmic localization of NES-CHE. Surprisingly, CHE 

without an exogenous localisation signal was still predominately localized within the nucleus. This 

could be explained by the presence of two putative bipartite NLS sequences predicted by the cNLS 

mapper (Kosugi et al., 2008, 2009 a;  b) that could cause a nuclear accumulation of CHE protein 

(Bischof, 2020). Additionally, a passive diffusion into the nucleus of CHE which has a molecular size of 

approximately 26.7 kDa cannot be excluded since passive diffusion through nuclear pore complexes is 

thought to just decrease beyond a 30-60 kDa size threshold (Timney et al., 2016). Nevertheless, in 

comparison to CHE, nuclear localization was either significantly increased with an additional NLS or 

nearly omitted by fusion of a NES. Hence, the three constructs were applied for localization analysis of 

Rca1 in the following. 

3.4.4.2. Nuclear localization is required for sufficient Rca1 degradation 

To assess whether Rca1 localization was altered using the established RPS-constructs, Rca1 was in-

serted into RPS-9 and RPS-10 in addition to RPS-8 which was already used in the previous experiments 

and localization of the different constructs was determined via microscopic analysis (Figure 66 A, B). 

Consistent with previous results (Grosskortenhaus et al., 2002), expression of NLS-GFP-T2A-CHE-Rca1 

resulted in a nuclear accumulation of CHE-Rca1 (N/C: 3.00) which was also increased compared to just 

the CHE-reporter (N/C: 2.26) (compare Figure 65 D and Figure 66 C). The presence of an additional NLS 

sequence, as in NLS-GFP-T2A-NLS-CHE-Rca1 further increased translocation of NLS-CHE-Rca1 (N/C: 

3.72) within the nucleus, whereas NLS-GFP-T2A-NES-CHE-Rca1 was exported from the nucleus, seen 

by a predominantly cytoplasmic accumulation of NES-CHE-Rca1 (N/C: 0.71) (Figure 66 B, C).  
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Figure 66| Nuclear localization of Rca1 is essential for its degradation 

(A) Schematic illustration of CHE-, NLS-CHE-, and NES-CHE-Rca1 RPS constructs. (B) Exemplary illustration of a 
cell transfected with respective expression construct depicted in the brightfield (BF), CHE- and GFP-channel. The 
N/C ratio is indicated next to the microscopic picture. (C) Box plot summarizing the N/C ratios of the analyzed 
cells. CHE-Rca1 and NLS-CHE-Rca1 accumulate in the nucleus. NES-CHE-Rca1 is exported from the nucleus and is 
located in the cytoplasm. Raw data of B and C from Bischof, 2020. (D) Analysis of relative protein stability levels 
of CHE-, NLS-CHE-, and NES-CHE-Rca1 in G1-, S-, and G2-cells (exp.lvl. 1.0 - 1.75).Cytoplasmic localized NES-CHE-
Rca1 is stabilized compared to CHE- and NLS-CHE-Rca1. Statistics performed by Mann-Whitney U-Test, n.s. > 

0.05, * ≤ 0.05, **≤ 0.01, ***≤ 0.001. . The samples were compared to CHE-Rca1 of the respective cell cycle phase 
and symbols for p-values are displayed above the box. Comparison of the values within one group are indicated 
by bars below the boxes. 

Thus, it was possible to alter Rca1 localization using the established expression system and either en-

hance or omit nuclear localization of Rca1. To test whether Rca1 degradation is modified in correlation 

to its subcellular localization, relative protein stability levels of the established constructs were deter-

mined via flow cytometry. Relative protein stability levels were not altered between NLS-GFP-T2A-

CHE-Rca1 and NLS-GFP-T2A-NLS-CHE-Rca1 (CHE/GFP - G1: 0.30/0.26, S: 0.46/0.45, G2: 0.53/0.53). 

Thus, the slightly increased nuclear accumulation of NLS-CHE-Rca1 had no impact on its stability com-

pared to CHE-Rca1. Opposed to this, fusion to NES-CHE (as in NLS-GFP-T2A-NES-CHE-Rca1) caused a 

significant stabilization in all three cell cycle populations (CHE/GFP - G1: 0.53, S: 0.68, G2: 0.76). How-

ever, the CHE/GFP ratio of the G1-cell population was still significantly decreased compared to the S- 

and G2-cell population, indicating that NES-CHE-Rca1 is still degraded during G1-phase (Figure 66 D). 
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Next, degradation of the C-terminal part of Rca1 in dependence on its subcellular localization was an-

alyzed in the same way as conducted for Rca1 (Figure 67 A). NLS-GFP-T2A-CHE-Rca1_204-411 showed 

decreased nuclear accumulation (N/C: 1.56) compared to CHE-Rca1 (N/C: 3.00), which was expected 

due to the deletion of the N-terminal NLS sequence. Fusion to NLS-CHE (as in NLS-GFP-T2A-NLS-CHE-

Rca1_204-411) caused a strong translocation into the nucleus (N/C: 3.90), whereas fusion to NES-CHE 

(as in NLS-GFP-T2A-NES-CHE-Rca1_204-411) resulted in a predominantly cytoplasmic localization (N/C: 

0.65) consistent with the results obtained for full-length Rca1 (Figure 67 B, C). Surprisingly, CHE-

Rca1_204-411 which lacks the endogenous NLS displayed N/C ratios greater than 1.0 and was conse-

quently still localized within the nucleus although to a lesser 

 

Figure 67| Cytoplasmic localization of Rca1_204-411 increases its stability  

(A) Schematic illustration of CHE-, NLS-CHE-, and NES-CHE-Rca1_204-411 RPS constructs. (B) Exemplary illustra-
tion of a cell transfected with respective expression construct depicted in the brightfield (BF), CHE- and GFP 
channel. The N/C ratio is indicated next to the microscopic picture. (C) Box plot summarizing the N/C ratios of 
the analyzed cells. CHE-Rca1_204-411 is still localized within the nucleus. Fusion to NLS-CHE caused a significant 
increase of nuclear accumulation whereas NES-CHE fusion resulted in nuclear export. Statistics performed by 

Mann-Whitney U-Test, n.s. > 0.05, * ≤ 0.05, **≤ 0.01, ***≤ 0.001. Raw data of B and C from Bischof, 2020.  
(D) Analysis of relative protein stability levels of CHE-, NLS-CHE-, and NES-CHE-Rca1_204-411 in G1-, S-, and G2-
cells (exp.lvl. 1.0 - 1.75).CHE- and NES-CHE-Rca1_204-411 were stabilized compared to NLS-CHE- Rca1_204-411. 

Statistics performed by t-test with Welch´s correction, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, ***≤ 0.001. The samples 
were compared to CHE-Rca1_204-411 of the respective cell cycle phase and symbols for p-values are displayed 
above the box. 
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extent as CHE-Rca1. This was explained by the presence of a second bipartite NLS located in the C-

terminal region of Rca1 (Figure 68), which will be discussed in more detail in the next section (see 

3.4.4.3). Nevertheless, in accordance with its altered subcellular localization, relative protein stability 

levels of NLS-CHE-Rca1_204-411 (CHE/GFP - G1: 0.32, S: 0.46, G2: 0.50) were significantly reduced 

compared to CHE-Rca1_204-411 (CHE/GFP - G1: 0.63, S: 0.69, G2: 0.77), whereas NES-CHE-Rca1_204-

411 was not further stabilized in the three cell populations (CHE/GFP - G1: 0.67, S: 0.74, G2: 0.80). The 

elevated CHE/GFP ratios of CHE-Rca1_204-411 indicate that nuclear localization of this construct was 

no longer sufficient for proper degradation. However, similar to the results of full-length Rca1, nuclear 

export of Rca1_204-411 caused a stabilization but CHE-Rca1_204-411 as well as NES-CHE-Rca1_204-

411 were still destabilized in the G1-cell population compared to S- and G2-cells (Figure 67 D). In con-

clusion, the results of full-length and C-terminal Rca1 indicate that nuclear localization of Rca1 is es-

sential for proper degradation of Rca1 during G1-phase, whereas ectopic cytoplasmic localization re-

sults in an enhanced although not complete stabilization of Rca1. 

 

3.4.4.3. 14-3-3 interaction enhances Rca1 export from the nucleus 

Having shown that subcellular localization of Rca1 has a distinct influence on its degradation, the Rca1 

sequence was scanned for localization signals. Besides the known N-terminal bipartite NLS a potential 

NES sequence and a second NLS sequence in the C-terminal region of Rca1 were identified in a bioin-

formatic screen of the Rca1 sequence using the NetNES server (La Cour et al., 2004) and the cNLS 

mapper (Kosugi et al., 2008, 2009 a;  b) (Figure 68). A recent study has shown that inactivation of the 

C-terminal NLS by the point mutation K322A enhances cytoplasmic accumulation of C-terminal Rca1 

as well as full-length Rca1 with an additional deletion of the N-terminal NLS (Bischof, 2020). Thus, it 

can be assumed that the second NLS located in the C-terminal region of Rca1 is also functional. Since 

both the putative NES and the second NLS overlap with the 14-3-3 binding site, the question arose if 

14-3-3 interaction could be involved in regulation of Rca1 localization. For instance, 14-3-3 binding to 

Cdc25 causes a cytoplasmic sequestration of Cdc25 by blocking its NLS at the G2/M transition (Kumagai 

et al., 1998; Gardino et al., 2011). Rapid export of the transcription factor FKHRL1 from the nucleus is 

achieved by a cooperative mechanism including phosphorylation dependent binding of 14-3-3 and a 

NES sequences within the bound ligand (Brunet et al., 2002). Furthermore, it was speculated that phos-

phorylation dependent 14-3-3 binding to Acm1 interferes with its nuclear import (Enquist-Newman et 

al., 2008). To test if 14-3-3 binding might function in regulation of Rca1 sequestration, the impact of 

14-3-3 interaction was analyzed in dependence of Rca1 localization. 
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Figure 68| Prediction of NES and NLS signals of Rca1 

Red box - Prediction of a potential NES using the NetNES server (La Cour et al., 2004). The predicted NES sequence 
(red box) overlaps with the 14-3-3 binding site (pink box). Blue box - Prediction of NLS sequences using the cNLS 
mapper (Kosugi et al., 2008, 2009 a;  b). Besides the N-terminal NLS, a further NLS is located in the C-terminal 
region of Rca1 that overlaps with both, the 14-3-3 binding site and the putative NES. 

Microscopic localization analysis of the C-terminal Rca1 fragment, Rca1_204-411_S326A, which is un-

able to bind 14-3-3 (see 3.4.3.1) displayed an increased nuclear accumulation of NLS-GFP-T2A-CHE-

Rca1_204-411_S326A (N/C: 3.02) compared to CHE-Rca1_204-411 (N/C: 1.56). Surprisingly, NLS-GFP-

T2A-NLS-CHE-Rca1_204-411_S326A (N/C: 2.60) displayed a less pronounced translocation into the nu-

cleus compared to NLS-CHE-Rca1_204-411 (N/C: 3.90). However, the data of NLS-CHE-Rca1_204-411 

displayed a high variability as seen by the broad spacing of the box plot and further replicates should 

be included to make a more reliable statement on NLS-CHE_Rca1_204-411 localization. Loss of 14-3-3 

interaction had no effect on localization of NLS-GFP-T2A-NES-CHE-Rca1_204-411_S326A compared to 

the control, as both proteins were predominantly accumulated in the cytoplasm (N/C: 0.65) (Figure 69 

A, B, C). Next, relative protein stability levels of the different constructs were determined via flow cy-

tometry. Loss off 14-3-3 interaction had no effect on relative protein stability levels in the G1-cell pop-

ulation in case of CHE-Rca1_204-411_S326A (CHE/GFP - G1: 0.63 to 0.65) and NLS-CHE-Rca1_204-

411_S326A (CHE/GFP - G1: 0.26 to 0.23) compared to the control. Opposed to this, stability of NES-

CHE-Rca1_204-411_S326A was significantly decreased compared to NES-CHE-Rca1_204-411 (CHE/GFP 

- G1: 0.67 to 0.52) (Figure 69 D). This was rather surprising, since disruption of 14-3-3 interaction re-

sulted in a significantly elevated nuclear accumulation of CHE-Rca1_204-411 but did not affect its rel-

ative protein stability levels. In contrast, NES-CHE-Rca1_204-411 localization was not altered by loss of 
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14-3-3 binding but relative protein stability levels were significantly decreased in the G1-cell popula-

tion.  

To assess whether similar effect would be observed for full-length Rca1, localization and stability anal-

ysis of Rca1_S326A was conducted in the same way. Microscopic analysis of NLS-CHE-Rca1_S326A 

showed an enhanced N/C ratio compared to NLS-CHE-Rca1 (N/C: 3.72 to 4.75), whereas no changes in 

subcellular localization of Rca1 were observed for CHE-Rca1_S326A (N/C: 3.00 to 3.01) and NES-CHE-

Rca1_S326A (N/C: 0.71 to 0.80) (Figure 69 E, F, G). Thus, an increased nuclear accumulation of NLS-

CHE-Rca1_S326A was observed similar to CHE-Rca1_204-411_S326A although the effect was not seen 

in case of CHE-Rca1_S326A .Consistent to the analysis of Rca1_204-411_S326A, flow cytometric anal-

ysis of the different Rca1_S326A constructs in the G1-population resulted only in a destabilization in 

case of NES-CHE-Rca1_S326 (CHE/GFP - G1: 0.53 to 0.46), albeit not being statistically significant, while 

no changes were observed for CHE-Rca1_S326A (CHE/GFP - G1: 0.30 to 0.33) and NLS-CHE-Rca1_S326A 

(CHE/GFP - G1: 0.26 to 0.23) (Figure 69 H).  

In summary, increased nuclear accumulation of CHE-Rca1_204-411_S326A and NLS-CHE-Rca1_S326A 

suggest that 14-3-3 binding enhances nuclear export and translocation of Rca1 into the cytoplasm. In 

line with this hypothesis, the decreased relative stability of NES-CHE-Rca1_204-411_S326A and  

-Rca1_S326A suggests that loss of 14-3-3 binding causes an increased degradation, which could be 

explained by an enhanced translocation into the nucleus, albeit both constructs displayed a strong 

accumulation in the cytoplasm. However, one must mention that in the analysis of protein localization, 

G2- cells were preferentially chosen for the determination of the nuclear/cytoplasmic ratios since 

these cells were relatively bigger than G1 cells and were spread out on surface which allowed a better 

separation of nuclear and cytoplasmic staining. Consequently, the N/C ratios must not directly reflect 

the subcellular localization of Rca1 in G1-phase, in which protein stability was determined. However, 

taken into account that localization was determined prevalently for G2-cells, 14-3-3 might be required 

for cytoplasmic sequestration of Rca1 mainly during G2-phase, indicating a role in the regulation of 

Rca1 function, which will also be investigated in the following ( see 3.4.4.5). 
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Figure 69| 14-3-3 binding enhances nuclear export of Rca1 

(A) Schematic illustration of CHE-, NLS-CHE-, and NES-CHE-Rca1_204-411_S326A RPS constructs. (B) Exemplary 

illustration of a cell transfected with the respective expression construct (C) Box plot summarizing the N/C ratios 

of the analyzed cells. (D) Analysis of relative protein stability levels of CHE-, NLS-CHE-, and NES-CHE-Rca1_204-

411_S326A in G1-cells (exp.lvl. 1.0 - 1.75). (E) Schematic illustration of CHE-, NLS-CHE-, and NES-CHE-Rca1_S326A 

RPS constructs. (F) Exemplary illustration of a cell transfected with respective expression construct. (G) Box plot 

summarizing the N/C ratios of the analyzed cells. (H) Analysis of relative protein stability levels of CHE-, NLS-CHE-

, and NES-CHE-Rca1_S326A in G1-cells (exp.lvl. 1.0 - 1.75). Raw data of B ,C, F, G from Bischof, 2020. Statistics of 

D and H performed by t-test with Welch´s correction, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01. Statistics of C and G per-

formed by Mann-Whitney U-Test, n.s. > 0.05, * ≤ 0.05, **≤ 0.01, ***≤ 0.001. 
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3.4.4.4. Cdk phosphorylation has an effect on Rca1 localization 

Localization of a protein is often modulated through phosphorylation which can result in either an 

enhancing or inhibitory effect on nuclear import (reviewed in Nardozzi et al., 2010). Sequence analysis 

of Rca1 for Cdk phosphorylation sites identified 17 putative residues of which several are located 

within the two predicted NLS domains (Figure 53). As previous experiments have shown, mutation of 

the ten minimal consensus S/T-P sites resulted in both, a destabilization and a reduction of Rca1 func-

tion (see section 3.4.2 ). To assess whether phosphorylation of Rca1 is involved in regulation of its 

subcellular localization and whether the observed effects were attributed to changes in Rca1 seques-

tration, localization of the S/P-T site mutants was analyzed. The same constructs used for the analysis 

of Cdk-phosphorylation, which uniformly contained an HA-NLS fusion N-terminal to the CHE-reporter 

were used for the localization analysis for comparability with the already obtained results. Microscopic 

analysis of NLS-CHE-Rca1_10A displayed a nuclear accumulation (N/C: 3.37) which was not altered 

compared to NLS-CHE-Rca1 (N/C: 3.72). Opposed to this, nuclear localization of NLS-CHE-Rca1_1-203 

(N/C: 3.50) was significantly reduced after mutation of the 7 Cdk sites, seen by more dispersed locali-

zation of NLS-CHE-Rca1_1-203_7A (N/C: 1.75). Subcellular localization of Rca1_204-411_3A (N/C: 4.09) 

was not altered compared to NLS-CHE_Rca1_204-411 (N/C: 3.90) (Figure 70 A, B, C).  

 
Figure 70| Localization analysis of Rca1 Cdk site mutants 

(A) Schematic illustration of NLS-CHE-Rca1_10A, -Rca1_1-203_7A, and -Rca1_204-411_3A constructs. (B) Exem-

plary illustration of a cell transfected with respective expression construct depicted in the brightfield (BF), CHE- 

and GFP channel. (C) Box plot summarizing the N/C ratios of the analyzed cells. (D) Analysis of relative protein 

stability levels of the Rca1 Cdk site mutants in G1-cells (exp.lvl. 1.0 - 1.75). Statistics performed by t-test with 

Welch´s correction, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, *** ≤ 0.001. 
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Stability analysis of the Cdk-site mutants displayed a strong destabilization of NLS-CHE-Rca1 and NLS-

CHE-Rca1_1-203, whereas relative protein stability levels of the C-terminal part of Rca1, NLS-CHE-

Rca1_204-411, was not affected by changes of its phosphorylation status (see 3.4.2 and Figure 70 D). 

Thus, decreased nuclear accumulation of NLS-CHE-Rca1_1-203_7A did not directly coincide with its 

increased destruction in G1-, S, and G2-cells (see 3.4.2.2; Figure 55), since it was shown that nuclear 

localization enhances Rca1 degradation (see 3.4.4.2) and consequently the 7A mutant should have 

been stabilized instead of destabilized compared to Rca1_1-203. It can also not be explained why no 

similar change in subcellular localization was observed for Rca1_10A. Thus, a proper evaluation if Cdk 

dependent phosphorylation is involved in regulation of Rca1 localization cannot be made with the ob-

tained data, yet. However, the results of Rca1_1-203_7A gave a first hint towards a phosphorylation 

dependent localization of Rca1 in G2-phase that however must not compulsory be connected to Rca1 

degradation. 

Furthermore, it was tested if mutation of the two phosphorylation sites S123 and S127 that are located 

within the NLS and were also shown to be phosphorylated according to the iProteinDB database, would 

affect Rca1 stability in a localization dependent mechanism. Therefore, Rca1_S123A_S127A was in-

serted into RPS-8 to RPS-10 and analyzed via flow cytometry (Figure 71 A). 

 
Figure 71| Mutation of S123 and S127 within the NLS does not influence Rca1 degradation 

Analysis of relative protein stability levels of CHE-, NLS-CHE-, and NES-CHE-Rca1_S123A_S127A. (A) Illustration 
of the corresponding Rca1_S123A_S127A constructs. (B) Flow cytometric analysis of the Rca1_S123A_S127A con-
structs in the G1, S- and G2-populations (exp.lvl. 1.0 - 1.75). Mutation of the two serine residues only caused a 
minor stabilization in case of NLS-CHE-Rca1. Statistics performed by t-test with Welch´s correction, n.s. > 0.05, * 
≤ 0.05. 
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However, mutation of the two phosphorylation sites had no effect on Rca1 stability in any of the tested 

expression constructs (Figure 71 B). Therefore, no microscopic localization analysis was conducted for 

these constructs. Nevertheless, these results show that these two phosphorylation sites are not caus-

ative for altered degradation and that other N-terminal phosphorylation sites must confer the stabiliz-

ing effect of Rca1 caused by phosphorylation, which is also consistent with the results of the Phos-tag 

SDS-PAGE analysis (see 3.4.2.1).  

3.4.4.5. Nuclear localization of Rca1 is not essential for APC/C inhibition 

Finally, it should also be tested if Rca1 localization constitutes a regulatory mechanism of Rca1 function 

as an APC/C inhibitor. In the previous analysis regarding Rca1 capacity to restrain APC/C activity, ex-

pression constructs containing an NLS-4xFLAG tag were used. To assess whether Rca1 function is al-

tered in correlation with its localization, Rca1 function was analyzed in the APC/C in vivo activity assay 

using either NLS-4xFLAG, 4xFLAG, or a FLAG-NES tagged Rca1 construct. Additionally, the loss of 

 14-3-3 interaction was investigated since the results of the localization analysis indicated that 14-3-3 

binding is probably involved in nuclear export of Rca1.  

Analysis of Rca1_204-411 function showed APC/C inhibition was slightly decreased in case of 

4xFLAG_Rca1_204-411 (CHE/GFP: G2 - 0.83) and 4xFLAG-NES-Rca1_204-411 (CHE/GFP: G2 - 0.83) 

compared to NLS-4xFLAG-Rca1_204-411 (CHE/GFP: G2 - 0.99) as both constructs were not able to fully 

restore NLS-CHE-CycB-NT285 levels after 4xFLAG-Fzr overexpression in the G2-cell population. Interest-

ingly, the loss of 14-3-3 interaction completely restored APC/C inhibition in case of 4xFLAG-Rca1_204-

411_S326A (CHE/GFP: G2 - 0.98), whereas no significant effect was observed for NLS-

4xFLAG_Rca1_204-411_S326A (CHE/GFP: G2 - 0.96) or 4xFLAG-NES_Rca1_204-411_S326A (CHE/GFP: 

G2 - 0.88) (Figure 72 A, B). This observation can be explained by the additionally NLS or NES that likely 

masks the mediocre effect of 14-3-3 dependent Rca1 export. It was also tested if 14-3-3 binding has 

an effect on Rca1 function in the context of full-length Rca1. Since a 14-3-3 dependent effect was only 

observed for 4xFLAG-Rca1_204-411, Rca1 was just analyzed in that background. Co-overexpression of 

4xFLAG-Rca1 did not result in any detectable deficiency of APC/C inhibition (CHE/GFP: G2 - 1.06) com-

pared to NLS-4xFLAG-Rca1 (CHE/GFP: G2 - 1.10). Also, mutation of the 14-3-3 binding site did not show 

any change in Rca1 function, as seen for 4xFLAG-Rca1_S326A (CHE/GFP: G2 - 1.06) (Figure 72 C, D). 

This is likely attributed to the presence of the N-terminal NLS in Rca1 causing a stronger nuclear local-

ization compared to C-terminal Rca1 (see 3.4.4.2), which probably masks the effect caused by loss of 

14-3-3 interaction. 
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Figure 72| APC/C inhibition by Rca1 is only partially dependent on its nuclear localization 

Analysis of APC/C inhibition by Rca1 in dependency of its subcellular localization. (A) Illustration of the RPS-CycB 

sensor and the different 4xFLAG tagged Rca1_204-411 constructs. (B) Box plot of relative protein stability levels 

of NLS-GFP-T2A-NLS-CHE-CycB-NT285 with additional co-overexpression of 4xFLAG-Fzr and the respective NLS-

4xFLAG-(blue boxes), 4xFLAG- (grey boxes), and 4xFLAG-NES-tagged (pink boxes) Rca1_204-411 versions in G2-

cells (exp.lvl. 2.0 - 3.0). C-terminal Rca1 displays a slight reduction of APC/C inhibition without an additional NLS 

sequence. Statistics performed by Mann-Whitney U-Test, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, ***≤ 0.001. (C) Illustra-

tion of the RPS-CycB sensor and the different 4xFLAG tagged Rca1 constructs. (D) Box plot of relative protein 

stability levels of GFP-T2A-CHE-CycB-NT285 with additional co-expression of 4xFLAG-Fzr and NLS-4xFLAG- or 

4xFLAG-Rca1. Rca1 function was not impaired without an additional NLS sequence. Statistics performed by t-test 

with Welch´s correction, n.s. > 0.05. 
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In conclusion, APC/C inhibition does not rely on a strict localization of Rca1, but analysis of Rca1_204-

411 shows that nuclear localized Rca1 is more effective in APC/C inhibition. In addition, a contribution 

of 14-3-3 interaction can modulate the effectiveness of Rca1-204-411 inhibition, as mutating the 14-

3-3 binding site can increase nuclear accumulation and APC/C inhibition.  

3.4.4.6. Rca1 can inhibit degradation of nuclear and cytoplasmic Cyclin B 

The APC/C is thought to be localized mainly within the nucleus (Kraft et al., 2003; Hubner et al., 2010) 

and it was shown that subcellular APC/C pools and their activity are essential for substrate ordering 

(see 3.4.4.6). Consistent with this assumption, APC/C dependent degradation of Rca1 was significantly 

decreased by a forced export of Rca1 from the nucleus in the cytoplasm (see 3.4.4.2). To further asses, 

if catalytic APC/C activity is mainly restricted to the nucleus it was also tested if Cyclin B degradation 

would be impaired in the cytoplasm. Therefore, CycB-NT285 that was already used in previous experi-

ments (see 3.1.5.1) was inserted into RPS-10 and its cytoplasmic localization was validated by micro-

scopic analysis.  

 

Figure 73| Localization analysis of NLS-CHE- and NES-CHE-CycB-NT285 

(A) Schematic illustration of NLS-CHE- and NES-CHE-CycB-NT285 RPS constructs. (B) Exemplary illustration of a cell 
transfected with respective expression construct depicted in the brightfield (BF), CHE- and GFP channel. (C) Box 
plot summarizing the N/C ratios of the analyzed cells. (D) Analysis of relative protein stability levels of NLS-CHE-
CycB-NT285 and NES-CHE- CycB-NT285 in G1-, S-, and G2-cells (exp.lvl. 1.0 - 1.75). Statistics performed by t-test 
with Welch´s correction, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, ***≤ 0.001. 
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As expected, fusion to NES-CHE (as in NLS-GFP-T2A-NES-CHE-CycB-NT285) caused a strong nuclear ex-

port (N/C: 0.40) of Cyclin B compared to NLS-CHE-CycB-NT285 (N/C: 3.69) (Figure 73 A, B, C). Flow cy-

tometric analysis of relative protein stability levels showed a stabilization of NLS-GFP-T2A-NES-CHE-

CycB-NT285 (CHE/GFP - G1: 0.45, S: 0.54, G2: 0.67) compared to NLS-CHE-CycB-NT285 (CHE/GFP - G1: 

0.04, S: 0.19, G2: 0.67). The CHE/GFP ratio of NLS-GFP-T2A-NES-CHE-CycB-NT285 of the G1-popuation 

was still decreased compared to S- and G2-cells, albeit not being statistically significant which should 

be treated with caution due to the limited number of replicates (n= 3). Nevertheless, the trend ob-

served for NES-CHE-CycB-NT285 and the decreased G1 stability of NES-CHE-Rca1 indicate that the APC/C 

is also catalytic active in the cytoplasm, however to a much lesser extent as in the nucleus.  

Having shown that the APC/C activity is likely higher within the nucleus, it was rather surprising that 

4xFLAG-NES-Rca1 and -Rca1_204-411 were able to inhibit APC/C dependent degradation of the nu-

clear localized NLS-CHE-CycB-NT285 reporter. Thus, it was also tested if Rca1 would be able to inhibit 

degradation of cytoplasmic Cyclin B. Therefore, NLS-GFP-T2A-NES-CHE-CycB-NT285 was used in the in 

vivo APC/C activity assay instead of the NLS-CHE-CycB-NT285 reporter.  

 

Figure 74|Nuclear Rca1 can inhibit APC/C dependent degradation of cytoplasmic Cyclin B 

Analysis of APC/C inhibition by Rca1 in dependency of its subcellular localization using an NES-CHE-CycB-NT285 

reporter. (A) Illustration of the NLS-GFP-T2A-NES-CHE-CycB-NT285 sensor and the different 4xFLAG tagged 

Rca1_204-411 constructs. (B) Box plot of relative protein stability levels of NLS-GFP-T2A-NLS-CHE-CycB-NT285 

with additional co-overexpression of 4xFLAG-Fzr and the respective NLS-4xFLAG-(blue boxes), 4xFLAG- (grey 

boxes), and 4xFLAG-NES-tagged (pink boxes) Rca1_204-411 versions in G2-cells (exp.lvl. 2.0 - 3.0). C-terminal 

Rca1 is capable to inhibit APC/C dependent degradation of cytoplasmic CycB independent of its own subcellular 

localization. Statistics performed by Mann-Whitney U-Test, n.s. > 0.05, * ≤ 0.05, ** ≤ 0.01, ***≤ 0.001. 
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Additional 4xFLAG-Fzr overexpression caused a destabilization of NES-CHE-CycB-NT285 (CHE/GFP - G2: 

0.63), consistent with our previous findings indicating catalytic APC/C activity in the cytoplasm. Co-

overexpression of NLS-4xFLAG- and 4xFLAG-Rca1_204-411 were able to completely restore NES-CHE-

CycB-NT285 relative protein stability levels (CHE/GFP - G2: 1.05/1.01), whereas 4xFLAG-NES-Rca1_204-

411 displayed a slight reduction in APC/C inhibition (CHE/GFP - G2: 0.90). It was also tested if the loss 

of 14-3-3 interaction has an impact on Rca1 function under these conditions. Indeed, mutation of the 

14-3-3 interaction caused a complete restitution of NES-CycB-NT285 stability in case of 4xFLAG-NES-

Rca1_204-411_S326A, whereas no effect was observed for the other constructs (Figure 74 A, B). Since 

14-3-3 is most likely involved in nuclear export of Rca1, 4xFLAG-NES-Rca1_204-411_S326A could dis-

play an enhanced nuclear accumulation, which although was not directly tested in this experiment, 

indicating that nuclear localized Rca1 would be a more potent APC/C inhibitor compared to cytoplas-

mic Rca1. Due to the limited number of replicates (n=3) no statistical analysis was performed and more 

replicates should be included in order to allow a more comprehensive evaluation of the results. None-

theless, taken together the results of Rca1 function in dependency of its subcellular sequestration in-

dicate that Rca1 can inhibit both cytoplasmic and nuclear APC/C activity independent of its localization.   
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4. Discussion 

4.1. The RPS system - a versatile tool for the measurement of relative protein sta-

bility levels during cell cycle progression 
4.1.1. Establishment of the RPS-expression system  

Protein degradation constitutes a fundamental mechanism in regulation of cell cycle progression. The 

timely ordered synthesis and destruction of regulatory proteins at specific cell cycle stages is crucial 

for proper cell cycle progression and cell division (Morgan, 2007). It is therefore of great interest to 

understand the regulatory mechanisms that are involved in timely ordered protein degradation. Clas-

sical approaches to determine protein degradation are often time and cost exploiting techniques that 

often only allow estimation of overall protein degradation without providing information of the tem-

poral context (reviewed in Eldeeb et al., 2019). Thus, the first aim of this thesis was to establish an in 

vivo high-throughput method that allows the quick and robust measurement of protein degradation 

of a selected protein during cell cycle progression in S2R+ cells, since our workgroup is focused on cell 

cycle regulation in the model organism Drosophila melanogaster. The relative protein stability (RPS) 

system enables measurement of protein degradation by monitoring the intensities of two fluoro-

phores, a long-lived stable reference protein and a reporter-POI fusion, after transient transfection via 

flow cytometry. The decline of reporter-POI intensities in comparison to the stable reference corre-

lates to degradation of the reporter-POI fusion with the kinetics of the selected protein of interest. A 

fundamental requirement of such a technique is the stoichiometric co-expression of the two fluores-

cent proteins. Bicistronic expression was obtained using a modified T2A sequence optimized for the 

use in Drosophila that causes ribosome skipping during translation. This overcomes the need of co-

transfection with multiple vectors for protein co-expression, which results in undesired heterogeneous 

cell populations with different expression levels of the encoded proteins (Minskaia et al., 2015). How-

ever, protein co-expression mediated by viral 2A sequences also comes along with some general im-

perfections, as it was observed that ribosome skipping not always results in complete separation of 

both proteins and the production of the second protein can be reduced (De Felipe et al., 2010; Liu et 

al., 2017). Furthermore, it was shown that different 2A sequences have varying skipping efficiencies 

that also depend on the cell type as well as species specific modification of the 2A sequence (Kim et 

al., 2011; Lo et al., 2015). Nevertheless, the established RPS expression vectors showed a high degree 

of colinearity for the co-expression of the two fluorescent proteins GFP and CHE over a broad expres-

sion range (see 3.1.2; Figure 16) accompanied by a high skipping efficiency mediated by the modified 

T2A sequence (see 3.1.3; Figure 17). The impact of unskipped polyprotein using the model substrate 

Cyclin B still showed degradation of the FLP fusion with the known kinetics of Cyclin B (see 3.1.5.1.4; 

Figure 23). However, the experimental implementation required co-transfection of an additional CHE-

reference protein which is less precise than the usual measurement using solely bicistronic RPS expres-

sion vectors. Moreover, degradation of the FLP-POI was only tested for this one substrate and it cannot 
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be excluded that failed ribosome skipping constitutes a more severe bias in case of other substrates. 

In any case, only a small proportion of unskipped polyprotein was observed in our experiments and in 

combination with the results of FLP-CycB, any bias caused by failed ribosome skipping was assumed to 

be insignificant for the analysis. Consistent with previous studies (Liu et al., 2017) the production of 

the protein at the second gene position downstream of the T2A was slightly reduced compared to the 

upstream position, albeit not being as drastic as reported in Liu et al. (2017). However, a stoichiometric 

co-expression of the two proteins was achieved and the slightly decreased expression of the second 

protein occurred constant and did consequently not constitute an issue for the measurement of rela-

tive protein stability levels (see 3.1.3; Figure 17). Nevertheless, insertion of the target protein up- or 

downstream of the T2A site should always be tested and compared to exclude unspecific effects 

caused by an undesired difference in protein expression levels depending on the position of the POI. 

Expression of the RPS plasmids was implemented by transient transfection of S2R+ cells in order to 

facilitate a quick and simple analysis of different target proteins or mutant variants of a protein. How-

ever, transient transfection results in cell populations with different expression rates of the target pro-

teins due to varying numbers of absorbed plasmids. It was demonstrated that relative protein stability 

levels, measured by the CHE-POI/GFP ratios, showed a sharp increase at high expression rates. This 

indicates that the protein degradation system was overwhelmed at high expression levels (see 

3.1.5.1.1; Figure 19). This effect was observed for all tested substrates to varying degrees. Considering 

that protein expression was under control of a strong constitutive active actin promotor this observa-

tion was expected since high expression will likely result in levels exceeding endogenous protein levels. 

To analyse the degradation of a given protein, the expression level that allowed normal degradation 

had to be determined for each individual protein of interest. 

In order to assign protein degradation to a specific cell cycle phase, three cell populations, “G1”, “S”, 

and “G2” were defined based on their DNA content detected by Hoechst incorporation (see 3.1.4; 

Figure 18). Consistent with a mathematical model of the cell cycle distribution, detection of S-phase 

cells by EdU incorporation showed that the designated cell populations were not exclusively made up 

of cells of the respective cell cycle stage but consist of cells of different cell cycle phases. Thus, cell 

cycle phase assignment is not absolute and must be considered under the aspect that the G1- and G2-

population consist mainly of cells in G1- or G2- phase but also contain either early S-phase or late S-

phase and mitotic cells, respectively. Similar, the S-phase cell population is made up of S-phase cells 

along with cells that are in G1- and G2-phase. More accurate implementation of cell cycle phase as-

signment would be challenging since most of the methods require cell fixation (e.g., EdU incorporation, 

pH3 histone staining, etc.) which causes a loss of the GFP and CHE fluorescence or require a more 

elaborate technical setup for the simultaneous measurement of fluorescent cell cycle markers as de-

scribed for the Fly-FUCCI (Zielke et al., 2014) or PIP-FUCCI system (Grant et al., 2018), which however 

was not available at our facility. Anyway, using the RPS system with the described approach for cell 
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cycle assignment it was possible to successfully determine protein degradation of multiple cell cycle 

regulators during G1- and S-phase, which will be discussed in more detail in the following. 

4.1.2. Protein degradation of APC/C substrates in G1-phase 

The RPS system was designed to analyze protein degradation during cell cycle progression in Drosoph-

ila S2R+ cells. In a first attempt, APC/C dependent degradation of N-terminal Cyclin B and Geminin 

fragments were analyzed. G1-phase specific degradation of both proteins was detectable via flow cy-

tometry using the RPS expression system. However, opposed to CycB, degradation of the Geminin 

fragment was completely impaired by N-terminal reporter fusions which was most severe by position-

ing the protein upstream of the T2A site. In general, attachment of a fluorescent protein can have 

drastic effects on protein function, structure, and its cellular localization, especially when proteins are 

overexpressed (reviewed in Crivat et al., 2012). The obtained results highlight the importance to test 

different fusions of the reporter and the positions respective to the T2A site to exclude undesired ef-

fects caused by unfavorable protein tagging. 

Furthermore, it was shown that the test of the RPS system using established target proteins was not 

only is suited for the verification of degron sequences but also allowed the identification of new 

degrons. We were able to demonstrate that degradation of the N-terminal region of Cyclin B is not 

only dependent on a D-box degron as reported in previous studies (Sigrist et al., 1995) but additionally 

required a KEN-box for proper APC/C dependent degradation in G1-phase (see 3.1.5.1.5; Figure 24) 

similar to the reports for yeast Clb2 (Hendrickson et al., 2001). The two degrons most likely confer 

APC/C dependent degradation by a cooperative mechanism since a complete stabilization was only 

achieved by a simultaneous inactivation of both degrons.  

Similar to Cyclin B, Geminin also harbors potential D- and KEN-box degrons in its N-terminal moiety, 

whereas only the D-box was reported to be involved in APC/C recruitment and Geminin degradation 

to this point (McGarry et al., 1998; Clijsters et al., 2013). Analysis of the N-terminal D- and KEN-box of 

Drosophila Geminin showed that mutation of either degron caused a strong stabilization of the applied 

Geminin fragment (see 3.1.5.2.2; Figure 28). However, due to the close proximity it cannot be distin-

guished which degron is involved in APC/C dependent degradation. A cooperative model which re-

quires the simultaneous binding of both degrons to the respective D- and KEN-box receptor sites on 

the co-activator surface is rather unlikely taking the limited spacing of nine amino acid residues be-

tween the two degrons into account. Study of the structure of Cdc20 in S.pombe revealed that spacing 

of 17 residues in a KEN-/D-box arrangement would allow cooperative binding, whereas a D- /KEN-box 

arrangement permits only the interaction with one degron with the same spacing (Chao et al., 2012). 

Yet, there is no systematic data on the relative distance of APC/C degrons required for cooperative 

interaction but based on single evidence it is unlikely that both degrons function in a cooperative man-
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ner in case of Drosophila Geminin. Furthermore, the additive stabilization effect observed in the dou-

ble D- and KEN-box mutant was rather weak and only just significant, especially compared to the ef-

fects observed for Cyclin B, which further does not support a cooperative model. Nevertheless, single 

mutation of either the D- or KEN-box consensus was sufficient to completely stabilize the N-terminal 

moiety of Geminin. Therefore, either both degrons mediate APC/C interaction independently, in a non-

cooperative mechanism to facilitate efficient and rapid Geminin degradation or the introduction of 

point mutations in a non-functional degron disrupts the functional degron due to its close proximity. 

Additional biophysical and/or biochemical methods (e.g. structural data) will be required to determine 

the precise interaction of this substrate with the APC/C. Besides this limitation, the RPS system is a fast 

and sensitive method for the evaluation of degron motifs, which constitutes an essential step in un-

derstanding the mechanisms behind targeting, competition and ordering of APC/C substrates  

We also investigated the impact of altered APC/C activity on relative protein stability levels of the two 

APC/C substrates, which was implemented by Fzr overexpression or knockdown. Fzr overexpression 

resulted in a destabilization of the N-terminal CycB and Gem fragments which was most pronounced 

in G2-cells when APC/C activity is restrained under normal conditions. Vice versa, fzr knockdown re-

sulted in a stabilization of the two substrates in accordance with an inactivation of APC/CFzr activity. 

Additionally, the cell cycle stabilized degron mutants of Cyclin B and Geminin were also analyzed under 

the same conditions. Unexpectedly, CycB-NT247_mDB_∆KEN was destabilized in the G2-population af-

ter simultaneous Fzr overexpression. Opposed to this, Gem-NT101_mDB was completely refractory to 

hyperactivated or inactivated APC/C activity. The stabilization of the N-terminal CycB degron mutant 

after inactivation of APC/CFzr activity could indicate that one of the putative D- or KEN-box degrons 

that were found in a bioinformatic screen still confers APC/CFzr dependent degradation. However, this 

interaction would occur to a minor extent compared to the verified D- and KEN-box degrons since 

CycB-NT247_mDB_∆KEN was completely stabilized under normal conditions. Thus, the precise cause of 

the G2 decline of CycB-NT247_mDB_∆KEN after Fzr overexpression remains elusive to this point. As 

already mentioned, Fzr overexpression can cause severe over-replication accompanied by abnormal 

cellular status, which might affect CycB stability under this circumstances. As, this effect was not ob-

served in case of Geminin, it is unlikely that it can be attributed to general side effects of Fzr overex-

pression. In overreplicating cells, Cyclin E activity fluctuates (Zielke et al., 2008) and this could cause 

Fzy-dependent APC/C activation for which Cyclin B, but not Geminin is a target. 

In general, it can be challenging to interpret the effects of overexpression or knockdown experiments 

since both create unnatural cellular states which can cause deviation of the normal degradation mech-

anisms. Nevertheless, hyperactivation and downregulation of APC/CFzr activity were consistent with 

specific alterations of APC/C activity showing that the RPS system can also detect changes of relative 

protein stability in dependence of changes in the activity of responsible ubiquitin ligases. 
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In a further experiment, the degradation kinetics of CycB-NT258 and Gem-NT101 were compared using 

the RPS reporter system in live cell imaging experiments, since a study of human Geminin demon-

strated similar degradation kinetics to Cyclin B, opposed to findings in Xenopus egg extracts that dis-

played slower degradation kinetics of Geminin compared to Cyclin B (Li et al., 2004; Clijsters et al., 

2013). Our analysis showed a distinct difference between Cyclin B and Geminin degradation in S2R+ 

cells, in which Geminin is degraded to a later time point and with slower kinetics than Cyclin B. Thus, 

our findings in Drosophila coincide with the observations in Xenopus contradicting the results of 

Clijsters et al. (2013). Furthermore, having established that Geminin degradation in Drosophila S2R+ 

cells is dependent on APC/CFzr activity and that degradation begins later compared to Cyclin B support 

the hypothesis of several studies in re-replicating, endoreduplicating, and somatic cells that Geminin 

degradation solely relies on Fzr/Cdh1 (Diffley, 2004; Li et al., 2004; Di Fiore et al., 2007; Narbonne-

Reveau et al., 2008; Sakaue-Sawano et al., 2008; Zielke et al., 2008). Since Fzy/Cdc20 itself is a target 

of APC/CCdh1/Fzr after the anaphase to metaphase transition it is rather unlikely that APC/CCdc20/Fzy me-

diates Geminin degradation in Drosophila. However, further experiments like in vitro ubiquitination of 

Geminin by APC/CFzy will be necessary to completely confirm this hypothesis. 

4.1.3. Measuring S-phase degradation using the RPS system 

In addition to G1-phase allocated protein degradation, proteolysis during S-phase was analyzed using 

the CRL4Cdt2 substrates Dacapo, E2F1, and Cdt1. Flow cytometric analysis displayed a decline of relative 

protein stability levels for S-phase cells compared to the G1-cell population that was uniformly ob-

served for the three substrates. Direct allocation of the detected degradation to CRL4Cdt2 activity was 

verified by knockdown experiments and also shown by the analysis of a PIP degron mutant of Dacapo 

that was refractory to CRL4Cdt2 dependent degradation, demonstrating that S-phase specific protein 

degradation was distinguishable using the RPS system (see 3.1.6). However, flow cytometric measure-

ment of protein degradation during S-phase also came along with two major limitations: 

First, no or only little re-accumulation of the CHE-tagged S-phase substrates was detectable in the G2-

population. This observation is likely due to a combination of different effects. CHE and GFP re-synthe-

sis and fluorescent maturation after protein degradation requires a substantial time (Balleza et al., 

2018) which may not be provided within the duration of G2-phase. Additionally, a faster maturation 

of GFP has been observed in S2R+ cells that causes an undesired decline in the CHE/GFP ratio. Addi-

tionally, the presence of late S-phase cells in the defined G2-gate also contributes to this issue, which 

will be discussed in more detail in the following. 

Second, relative protein levels only partially reflect actual S-phase degradation due to the heterogene-

ity of the assigned cell populations. The presence of G1- and G2- cells within the S-phase gate causes 

an underrepresentation of the actual S-phase specific decline of the CHE-POI reporter fusion as shown 
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by the analysis of Cdt1 subpopulations within the three assigned cell cycle populations (3.1.6.3.2; Fig-

ure 34). Cdt1-NT101 degradation was likewise detectable in the G1- and G2-population, albeit to a lesser 

extent, which is likely to be attributable to the presence of early and late S-phase cells. This also ex-

plains the increase of stability levels in the two populations after Cul4 knockdown that was observed 

for the three tested substrates (e.g. Figure 33). This effect also contributes to the limited re-accumu-

lation in G2-cells in addition to the already mentioned effects.  

Thus, protein degradation during S-phase can be detected by flow cytometry using the RPS system 

similar to proteolysis during G1-phase as shown for Cyclin B and Geminin. In general, a statement of 

protein re-accumulation after turn off of E3-ligase mediated proteolysis is not possible in this setup. A 

further limitation of flow cytometric measurement of relative protein stability levels via the RPS system 

is that is does not provide information of the precise temporal order of substrate degradation within 

a cell cycle phase, but allows determination if a protein is degraded within a certain cell cycle stage 

and how it is degraded. A more accurate analysis of the degradation kinetics of a selected POI within 

either G1- or S-phase was achieved by live cell imaging analysis instead of flow cytometric measure-

ment as shown for Cyclin B, Geminin (see 3.1.5.2.4; Figure 30 ), and Cdt1 (see 3.1.6.3.3; Figure 35). 

In latter case, a challenging aspect was the adjustment of cell to cell variations in the duration of G1-

phase of unsynchronized cells, which was compensated by an artificial interpolation of the raw data 

via the MICA alignment tool. Data manipulation should always be treated with caution since the ob-

tained results no longer represent the direct output of an experiment which could lead to delusive 

interpretation of the data. To avoid interpolation, possible solutions for a more precise cell cycle phase 

assignment could for example be the use of in vivo EdU incorporation (Salic et al., 2008) or the use of 

fluorescent cell cycle markers (Grant et al., 2018), which in turn require a more elaborate technical 

setup. 

In conclusion, the RPS system comes along with individual limitations as every other technique, but it 

provides a new versatile tool for the detection of relative protein stability during cell cycle progression 

in Drosophila S2R+ cells. We were able to demonstrate that the expression system provides a high 

degree of flexibility regarding protein tagging and also comes along with a high precision of protein co-

expression. It was shown that the approach can address several different scientific questions, including 

detection of protein degradation in the course of cell cycle progression, evaluation of putative degron 

sequences, and identification of involved E3 ubiquitin ligases in the course of protein degradation. 

4.2. Rca1 is a substrate of the APC/CFzr in G1-phase 

Rca1 was found as a potent APC/C inhibitor in S- and G2-phase that is required for the first time during 

cell cycle 16 in Drosophila embryogenesis, restricting APC/C activity during G2-phase and allowing cells 

to enter mitosis followed by the first G1-phase (Grosskortenhaus et al., 2002). Consequently, APC/C 

inhibition by Rca1 must be resolved during mitosis to allow degradation of mitotic regulators and 
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proper execution of mitotic events, until Rca1 itself is degraded during G1-phase (Grosskortenhaus et 

al., 2002; Morgenthaler, 2013). Initial experiments indicated that Rca1 itself might be targeted by 

APC/CFzr for proteolytic destruction during G1-phase. Previous live cell imaging experiments showed 

that Rca1 was degraded with similar kinetics as other APC/C substrates during G1-phase and also a 

central located KEN-box degron was implicated in the degradation of a small Rca1 fragment 

(Morgenthaler, 2013). This gave rise to the hypothesis that after functioning as an APC/C inhibitor in 

G2-phase, Rca1 is inactivated during early mitosis by an unknown mechanisms converting Rca1 into an 

APC/CFzr substrate. To test this theory, in a first step the degradation pathway of Rca1 was examined 

using the RPS system. Consistent with previous studies (Grosskortenhaus et al., 2002; Morgenthaler, 

2013), degradation of CHE tagged Rca1 as well as an N- and C-terminal Rca1 fragment during G1-phase 

was detected in S2R+ cells using the RPS system, demonstrating that our new method was suited for 

the analysis of Rca1 degradation (see 3.2.2; Figure 36). Hence, further experiments were conducted to 

test if Rca1 degradation is mediated by APC/CFzr activity. A large variety of experiments in this thesis 

supported an APC/CFzr dependent degradation of Rca1 during G1-phase: 

First, investigation of degradation kinetics of an N-terminal and non-functional C-terminal Rca1 frag-

ment via live cell imaging analysis displayed similar kinetics to Gem-NT101 but not CycB-NT285 (see 3.2.3; 

Figure 37). However, it must be considered that the degradation kinetics of the overexpressed sub-

strate-reporter fusions might actually not directly reflect the degradation of the endogenous protein. 

As shown in the flow cytometric analysis of relative protein stability levels, the selection of adequate 

expression levels constitutes an essential aspect in the measurement of protein degradation since high 

expression levels displayed an unspecific stabilizing effect. Hence, only cells with moderate low expres-

sion levels were selected for image analysis. However, it cannot be excluded that the results were 

negatively influenced by the overexpression of the protein of interest. A further aspect that has to be 

considered is that the kinetics of Rca1 degradation might differ from the measured kinetics of the N- 

or C-terminal moieties. Both parts of Rca1 were degraded with similar kinetics and consequently full-

length Rca1 could be degraded with even faster kinetics. This should be tested in future experiments 

to assess whether degradation kinetics of full-length Rca1 are also similar to Geminin. Nevertheless, 

the similar degradation kinetics to Gem-NT101 suggest that Rca1 might be targeted by the APC/CFzr sim-

ilar to Geminin that is likely to be a sole APC/CFzr target (see 4.1.2). 

Next, Rca1 stability was shown to be dependent on APC/CFzr activity. Augmented activation of the 

APC/CFzr by Fzr overexpression resulted in an unnatural degradation of Rca1_1-203 and Rca1_204-411 

in G2-phase. Full-length, overexpressed Rca1 was not destabilized in G1 after simultaneous Fzr over-

expression. This is likely caused by the APC/C inhibitory effect of Rca1 that counteracts the APC/C 

stimulation caused by Fzr overexpression. This observation is consistent with previous results showing 
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that overexpression of HA-Rca1 was able to supress the effects of Fzr overexpression in Drosophila 

embryo (Grosskortenhaus et al., 2002). Thus it was rather surprising that Rca1_204-411 was destabi-

lized upon Fzr overexpression, as the C-terminal part of Rca1 was shown to be sufficient for APC/C 

inhibition in Drosophila embryo (Zielke et al., 2006). A possible explanation for this observation could 

be a difference in the expression levels between Rca1_204-411 and Fzr in this experiment. Since pro-

tein co-expression was implemented by transient co-transfection it cannot be excluded that Fzr ex-

pression levels exceeded CHE-Rca1_204-411 expression, which would consequently not be able to 

compensate the additional APC/C activity. To test this, a titration of different CHE-Rca1_204-411 

amounts with constant 4xFLAG-Fzr expression should be applied in this setup, which has not been 

performed, yet. To generally circumvent this issue, protein co-expression could be implemented by a 

tricistronic expression vector containing two T2A sites that has recently been established in the 

Sprenger workgroup (Heidrich, 2020), avoiding the requirement of co-transfection. An alternative ex-

planation could be the involvement of the N-terminal region in APC/C binding or APC/C inhibition, 

which will be discussed in more detail later (see 4.3). Reversely to the unnatural activation of the 

APC/C, downregulation of APC/CFzr activity by Fzr knockdown resulted in significantly increased relative 

stability levels of full-length, N- and C-terminal Rca1 in the G1-population. Taken together, Rca1 deg-

radation was dependent on APC/CFzr activity further supporting an APC/CFzr dependent degradation of 

Rca1.  

Finally, it was demonstrated that Rca1 degradation is mediated by several APC/C specific degrons. 

Previous investigations concerning the protein domains that confer Rca1 degradation have already 

identified a central located KEN-box motif that was involved in the degradation of a small Rca1 frag-

ment (Morgenthaler, 2013). In this thesis, several putative degrons were identified in a bioinformatic 

screen and an extensive analysis of different Rca1 mutants via flow cytometry enabled the verification 

of several APC/C degrons that are required for Rca1 degradation, including two D-box degrons and a 

non-canonical N-terminal KEN-box degron besides the already known KEN-box. Furthermore, a poten-

tial ABBA motif was identified in the N-terminal region of Rca1 and mutation of the conserved amino 

acid residues in combination with the verified degrons displayed an additional but only minor stabiliz-

ing effect in case of Rca1_1-203 and in the context of full-length Rca1, albeit missing statistical signifi-

cance. Due to the weakly pronounced effect it was not possible to properly evaluate the functionality 

of the ABBA motif in Rca1 degradation. Further interaction studies might be necessary to identify any 

interaction between the ABBA motif and Fzr. Besides the typical APC/C degrons, also the C-terminal 

RL-tail was shown to be required for the degradation of Rca1. A partial deletion of the RL-tail com-

pletely stabilized C-terminal Rca1 (see 3.2.5.4; Figure 44) and was also required for a partial stabiliza-

tion of Rca1 (see 3.2.5.5; Figure 46). This finding was rather surprising, since the RL tail domain of Emi1 

was implicated in APC/C inhibition by antagonizing chain elongation by Ube2S (Frye et al., 2013) but 
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was not reported to be involved in protein recruitment by the APC/C. The inhibitory function of the RL 

tail was further supported by a physical interaction of the C-terminal domain of Emi1 and Ube2S with 

Apc2, which however was only detected under low salt conditions (Wang et al., 2013). In concordance 

with these studies, the RL-tail domain of Rca1 was also shown to be essential in APC/C inhibition (see 

3.3.4; Figure 49), indicating a dual role of the RL-tail in Rca1 degradation and function. However, an 

initial attempt to assess whether a RL-tail dependent interaction between the C-terminal part of Rca1 

and Apc2 can be detected by co-immunoprecipitation, resulted in a RL-tail independent interaction of 

Rca1-CT and Apc2 albeit no interaction was observed for Ube2S opposed to the reports of Wang et al. 

(2013) (unpublished data). Interestingly, Emi2 was also shown to directly inhibit Ube2S binding to the 

APC/C via its C-terminal RL-tail but curiously both Emi2 and Ube2S directly bound to Apc10 instead of 

Apc2 via their RL-tail domain (Sako et al., 2014). Since Apc10 constitutes a subunit of the substrate 

recognition module providing a part of the docking platform of the D-box binding pocket, an RL-tail 

dependent interaction could also indicate a role in substrate recruitment that would correspond to our 

results. However, an interaction of Rca1 with Apc10 has not been tested yet and further experiments 

must be performed to ascertain this hypothesis and to unveil the molecular mechanism of the dual 

regulation of Rca1 degradation and function mediated by the RL-tail. 

In addition to the evaluation of APC/C specific degrons, the C-terminal DSGxxS diphospho degron was 

analyzed. Mutations in the degron had no impact on Rca1 degradation (see 3.2.5.4; Figure 44) con-

sistent with previous studies in Drosophila embryo and S2R+ cells (Zielke, 2006; Morgenthaler, 2013). 

Thus, a degradation pathway via SCFβTrCP as described for Emi1 that requires phosphorylation of the 

GSK motif by Plk1, can be excluded for Rca1 (Margottin-Goguet et al., 2003; Eldridge et al., 2006).  

The analysis of Rca1 fragments revealed the presence of several degrons whose mutations resulted in 

the stabilization of the respective fragments. All these mutations were then introduced into the full-

length Rca1 coding sequence. Surprisingly, simultaneous mutation of the evaluated degrons that 

caused a complete stabilization of the applied Rca1 fragments did only result in a minor stabilization 

of Rca1. An additional mutation the C-terminal D-box (DB(3)) that was initially excluded based on the 

results of Rca1_221-411, caused a more pronounced but still only partial stabilization of full-length 

Rca1 (see 3.2.5.5; Figure 46). Interestingly, mutation of the C-terminal D-box displayed only a stabiliz-

ing effect in combination with a deletion of the RL-tail. This could also indicate an interaction with 

Apc10 mediated by the RL-tail and the D-box. Furthermore, additional mutation of the central located 

D-box (DB(2)) had no further effect, contradicting a role in Rca1 degradation. The incomplete stabili-

zation of the Rca1 degron mutant could be explained by the results of the N-terminal Rca1 fragment, 

Rca1_100-299. Degradation of this fragment was not impaired by simultaneous mutation of the ABBA 

motif and the central KEN-box that had both shown effects in overlapping Rca1 fragments. A further 

deletion of the NLS sequence (as in Rca1_134-299) resulted in a stabilization with similar stability levels 

to Rca1_204-299. This could indicate a further so far unidentified degradation motif located within the 
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region of amino acids 100 to 134 that could be responsible for the remaining instability of the Rca1 

degron mutant during G1-phase. 

Nevertheless, it was demonstrated that degradation of different N- and C-terminal Rca1 fragments 

was mediated by APC/C degrons and that mutations of these motifs resulted in a complete stabilization 

of these fragments, albeit not all protein domains mediating Rca1 degradation were identified in the 

course of this thesis.  

In conclusion, the different results of the in vivo experiments conducted in this thesis strongly suggest 

an APC/CFzr dependent degradation of Rca1 during G1-phase. This is further supported by recent ex-

periments using an in vitro APC/C ubiquitination assay that show a direct ubiquitination of CHE-

Rca1_204-299 by APC/CFzr (unpublished data Manuel Saller). Thus, in accordance with the initial hy-

pothesis it was demonstrated that besides being an APC/C inhibitor during S- and G2-phase, Rca1 also 

constitutes an APC/C substrate during G1-phase. 

 

4.3. Rca1 utilizes similar C-terminal domains for APC/C inhibition like Emi1 

Numerous APC/C pseudosubstrate inhibitors have been identified in different organisms (e.g., budding 

yeast Acm1, fission yeast Mes1, Arabidopsis protein PYM and GIG1, etc.) that bind to the APC/C with 

high affinity thereby inhibiting further substrate recruitment, which is often mediated by the cooper-

ative action of several APC/C degrons (reviewed in Davey et al., 2016). In case of Emi1, a more sophis-

ticated mechanism was described involving the action of a C-terminal D-box, Linker, ZBR and RL-tail 

domain that primarily restrain APC/C activity on the level of E2 enzyme binding and only to a lesser 

extent by blocking substrate recognition sites (Frye et al., 2013; Wang et al., 2013). Interestingly, Rca1 

shares a similar arrangement of C-terminal domains and consequently a similar mechanism could also 

apply for Rca1. To test this hypothesis, an in vivo APC/C assay was established for the evaluation of the 

domains required for APC/C inhibition by Rca1. As a readout of APC/C inhibition relative protein sta-

bility levels of GFP-T2A-CHE-CycB-NT285 were monitored in the G2-cell population with additional Fzr 

overexpression that results in an unnatural degradation of the CycB sensor in this cell cycle phase due 

to hyperactivated APC/CFzr activity. Rca1 function was determined by simultaneous co-overexpression 

of 4xFLAG-tagged Rca1 constructs and the resulting stabilization of Cyclin B served as a unit of APC/C 

inhibition. Thus, it must be stated that all of the experiments regarding Rca1 function were conducted 

under this unnatural conditions and it cannot be assured that the results reflect the normal mode of 

Rca1 function as it would be under physiological conditions. 

Using this approach it was demonstrated that Rca1 and C-terminal Rca1 were able to completely inhibit 

APC/CFzr activity, since both fully restored Cyclin B stability levels, which was in accordance with studies 
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in Drosophila embryo (Grosskortenhaus et al., 2002; Zielke et al., 2006). The expression of the N-ter-

minal half of Rca1 alone resulted in some APC/C inhibition in G2 cells, as it was only able to partially 

allow Cyclin B stabilization (see 3.3.3; Figure 48). This could be explained by a simple substrate com-

petition between the CycB sensor and Rca1_1-203, which itself is a good APC/C substrate, or indicate 

that the N-terminal residues confer a pseudosubstrate inhibition by partially blocking substrate re-

cruitment. Latter possibility would also contribute to the findings that relative stability levels of C-ter-

minal Rca1 were decreased after Fzr overexpression, which was not the case for Rca1 (see 4.2). The 

differences in APC/C inhibition between full-length and the C-terminal part of Rca1 could also be at-

tributable to variations in the expression levels. However, similar expression of the 4xFLAG-tagged 

Rca1 constructs and Fzr were seen after Western blot analysis, but minor expression level differences 

cannot be excluded. However, further experiments will be needed to investigate the possible pseudo-

substrate mechanism mediated by the N-terminal region of Rca1. 

Since the C-terminal part of Rca1 was able to completely restore CycB-NT285 levels it was further inves-

tigated which protein domains are required for this inhibition. Analysis of different C-terminal Rca1 

mutants showed that the KEN-box, ZBR, D-box, and the RL tail domain were involved in APC/C inhibi-

tion. Similar to Emi1, the KEN- and D-box had modest effects on APC/C inhibition. In contrast, the ZBR 

was shown to be crucial for Rca1 function, since mutations within the ZBR strongly impaired APC/C 

inhibition consistent with previous findings in Drosophila embryo (Zielke et al., 2006). A further dissec-

tion of the ZBR domain in Rca1 displayed an untypically long spacing (ZBR_loop) separating the two 

arrays of cysteine residues of the IBR C6HC consensus pattern. However, the ZBR loop had only minor 

influence on APC/C inhibition, since a deletion of the unique part of this loop resulted only in a modest 

decrease of APC/C inhibition in the in vivo APC/C activity assay (see 3.3.5; Figure 50). Interestingly, 

disruption of the ZBR domain also resulted in a destabilization of Rca1, which could imply that a turn 

off ZBR function could be involved in Rca1 conversion from an APC/C inhibitor to substrate (see 4.4). 

Although, it must be considered that the effect could also be attributed to an intrinsic destabilization 

caused by the disruption of the ZBR domain affecting the overall stability of Rca1, which should be 

excluded by further experiments in the first place. Compared to effects of the KEN-box, D-box, and ZBR 

domain, the most severe effect was observed for the deletion of the C-terminal RL-tail domain that 

totally abolished APC/C inhibition (see 3.3.4; Figure 49). Since deletion of the RL-tail completely stabi-

lized C-terminal Rca1 and caused a complete loss of its function, it must also be considered that proper 

binding of Rca1 to the APC/C could be substantially impaired by the introduced deletion. However, an 

RL-tail independent interaction of C-terminal Rca1 and Apc2 was observed by co-immunoprecipitation 

(data not shown), hence deletion of the RL tail did at least not completely abolish APC/C-Rca1 binding. 

Thus, further experiments must be performed to elucidate the molecular function of the RL-tail domain 

in Rca1 degradation and function. 
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In conclusion, the results of this thesis provided new insights into the requirement of different C-ter-

minal domains of Rca1 for APC/C inhibition, similar to the reports for the vertebrate homologue Emi1. 

APC/C inhibition by Rca1 was shown to depend on the synergetic action of these C-terminal elements, 

contradicting an exclusive pseudosubstrate inhibitory mechanisms, rather suggesting a similar inhibi-

tory mechanism as shown for Emi1 that blocks APC/C activity by synergetic inhibition of ubiquitin liga-

tion and chain elongation as well as blocking further substrate recruitment in a pseudosubstrate man-

ner. However, the in vivo approach used in this thesis does not allow to further elucidate the molecular 

mechanisms mediated by the identified protein domains and further experiments similar to the in vitro 

single-encounter reaction assays presented in Wang et al. (2013) or elaborate EM reconstitutions of 

APC/C-Rca1 complex will be required to further dissect the detailed inhibitory mechanisms mediated 

by the individual domains.. 

4.4. Molecular switches converting Rca1 from an APC/C inhibitor to substrate 

Having established that Rca1 constitutes an APC/C inhibitor and an APC/C substrate, a further aim of 

this thesis was to decipher the mechanism converting Rca1 from an APC/C inhibitor in G2-phase to a 

substrate in G1-phase. Recently, a regulatory mechanism for Emi1 was suggested in which Emi1 is reg-

ulated in dependence of its concentration. At high concentrations it functions as an APC/C inhibitor 

during S- and G2-phase, whereas at low concentrations, resulting from initial degradation by SCFβTrCP 

at the beginning of mitosis, Emi1 is targeted by the APC/C during G1-phase (Cappell et al., 2018). A 

similar regulation of Rca1 is very unlikely since a SCFβTrCP dependent degradation that would reduce 

Rca1 protein levels at the beginning of mitosis was excluded (see 3.2.5.4; Figure 44). Furthermore, the 

different Rca1 constructs were overexpressed in our experiments exceeding endogenous Rca1 levels, 

which should have resulted in constant APC/C inhibition and no Rca1 degradation during G1-phase, 

which was not the case. Thus, Rca1 function or degradation must be regulated by other mechanisms. 

4.4.1. Phosphorylation of Rca1 is involved regulation of its function and degradation 

A first molecular mechanism that was investigated in regard of Rca1 regulation was its post transla-

tional modification by phosphorylation. Since degron phosphorylation has been demonstrated as a 

regulatory mechanism of several APC/C substrates, including Geminin, Securin, Acm1, Cdc6, etc. (see 

2.6.6), by either enhancing or reducing their degradation a similar regulation could also apply for Rca1. 

Initially it was demonstrated that Rca1 is phosphorylated at multiple sites in its N- and C-terminal re-

gion using Phostag SDS-PAGE. Next, mutation of ten putative Cdk phosphorylation S/T-P sites was 

shown to reduce Rca1 phosphorylation, indicating a Cdk dependent phosphorylation of Rca1. In addi-

tion, two potential Cks binding sites are present in the N- and C-terminal region of Rca1, respectively. 

These sites might allow Cks mediated Cdk recruitment and docking that can result in multisite phos-

phorylation as shown for other cell cycle regulated proteins (Örd et al., 2019 c).  
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Next, the impact of reduced Rca1 phosphorylation on its degradation and function were examined. It 

was demonstrated that impaired phosphorylation of N-terminal residues resulted in a destabilization 

of Rca1, opposed to previous analysis in Drosophila embryo (Zielke, 2006), which is likely referable to 

the less sensitive determination of Rca1 stability in these experiments. Furthermore, it was excluded 

that the destabilization resulted from an intrinsic effect caused by the introduced mutations (see 

3.4.2.3; Figure 56). A similar regulatory mechanisms was described for budding yeast Acm1, that is 

stabilized by Cdc28 dependent phosphorylation that is opposed by Cdc14 activity resulting in Acm1 

proteolysis (Hall et al., 2008). Consequently, a potential regulation of Rca1 degradation could be me-

diated by a phosphorylation dependent stabilization of Rca1 opposed by destabilizing dephosphoryla-

tion.  

Furthermore, it was shown that impaired phosphorylation of C-terminal residues was required for suf-

ficient Rca1 function. Interestingly, Cdk dependent phosphorylation of Emi1 in mitosis reduced the 

APC/C inhibitory function of Emi1 and mutation of three C-terminal S/T-P sites prevented this effect. 

Thus, our results indicate a completely opposed regulatory mechanisms for Rca1 function, in which 

phosphorylation at C-terminal inhibitory domains is required for full activation of Rca1 instead of its 

inactivation. Taken together, the results suggest a phosphorylation dependent regulation of Rca1 by 

which phosphorylation of Rca1 enhances its inhibitory function and simultaneously decreases its pro-

teolysis. In such a model, Rca1 would be phosphorylated during S- and G2- phase when Cdk activity is 

high, whereas it is partially or even completely dephosphorylated during mitosis or G1-phase in which 

kinase activity is low and also opposed by high phosphatase activity (reviewed in Martín et al., 2020). 

To test this hypothesis, it was attempted to examine Rca1 phosphorylation status in cells arrested in 

either G2-, M- or G1-phase. Unfortunately, the experiments were unsuccessful as drug induced arrest 

in either G2- or G1- phase only resulted in a minor enrichment of cells in the respective cell cycle stage, 

although cell cycle arrest was successfully tested in preliminary tests. However, it must be stated that 

20-Hydroxyecdysone induced G2-arrest was shown to result from decreased of Cyclin A and B expres-

sion in IAL-PID2 cell line from Plodia interpunctella (Mottier et al., 2004) and it can be assumed that 

similar applies for Drosophila cell lines. This would be a great disadvantage in this experiment, since 

the results could be negatively biased by a reduced Cdk activity caused by the treatment with 20-Hy-

droxyecdysone and consequently an alternative approach for a G2-phase arrest should be imple-

mented instead. 

In conclusion it can be stated that reduced phosphorylation of Rca1 had severe impact on its degrada-

tion and function supporting the hypothesis of a phosphorylation dependent regulation of Rca1. How-

ever several unanswered questions remain that could not be addressed with the applied approaches. 

First, not all phosphorylation sites were eliminated in the Rca1_10A mutant and the remaining phos-

phorylation sites must still be identified. Second, it cannot be easily determined by Phos-tag SDS-PAGE 
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which of the tested residues were actually phosphorylated and further attempts must be taken to 

decipher which of the amino acids residues of Rca1 were actually subjected to phosphorylation. Third, 

direct evidence of Cdk phosphorylation still has to be provided that also identifies the Cdk-Cyclin com-

plexes that are involved in Rca1 phosphorylation. Fourth, evidence for differences in Rca1 phosphory-

lation status in the context of cell cycle progression must be obtained to prove the hypothesis of cell 

cycle stage dependent regulation of Rca1 by altered phosphorylation. 

4.4.2. Rca1 stability and function is not influenced by 14-3-3 binding 

A further regulatory mechanism that is often linked to phosphorylation, is motif hiding in which access 

of degrons or functional domains is blocked by phosphorylation dependent interaction with another 

protein. For instance, association of the F-box protein NIPA with Skp1 blocks APC/CCdh1 dependent 

degradation, which is dissolved by phosphorylation dependent dissociation of Skp1 (von Klitzing et al., 

2011). As Rca1 contains an F-box and was also shown to interact with Drosophila SkpA (Frank, 2013; 

Kies, 2017) a similar regulation could be assumed. However, abolished SkpA binding caused by a mu-

tation within the F-box (M182T) had no effect on relative protein stability levels of Rca1_100-299 (see 

3.2.5.3; Figure 43) and a destabilization would have been expected in case of a protective function of 

SkpA association. Hence, a regulation of Rca1 degradation by SkpA association is rather unlikely and 

was not further investigated in the course of this thesis. 

Another well studied example is the protective interaction of budding yeast Acm1 with 14-3-3 proteins 

Bmh1 and Bmh2. Acm1 phosphorylation by Cdc28 triggers 14-3-3 binding thereby stabilizing Acm1 

which is opposed by phosphatase Cdc14 activity causing a dissociation of 14-3-3 and Acm1 degradation 

(Hall et al., 2008; Qin et al., 2019). In this thesis, a so far unknown interaction of Rca1 with 14-3-3 

protein was discovered that is mediated by a 14-3-3 binding site within the ZBR_loop (see 3.4.3; Figure 

59). Furthermore, it was shown that 14-3-3 interaction was dependent on phosphorylation site S326 

(see 3.4.3.1; Figure 61) which was shown to be phosphorylated consistent with the entry in the iPro-

teinDB database (see 3.4.2.1; Figure 54). However, loss of 14-3-3 interaction had no impact on relative 

protein stability levels of Rca1 and Rca1_204-411 (see 3.4.3.2; Figure 62) contradicting a similar regu-

latory mechanism as reported for Acm1. Since the 14-3-3 binding site is located within the ZBR domain, 

it was also tested if 14-3-3 association enhances or inhibits Rca1 function. However, no changes were 

observed for Rca1 function in case of Rca1_204-411_S326A and the 4A mutant in the in vivo APC/C 

activity assay (see 3.4.3.3; Figure 63). Thus, loss of 14-3-3 interaction had no impact on Rca1 degrada-

tion nor its function as an APC/C inhibitor. Unfortunately, a replacement of serine 326 with an aspartic 

acid (S326D) did not result in a phosphomimetic of phospho-serine accompanied by constitutive 14-3-

3 binding, which would have allowed to also asses the effects of enhanced 14-3-3 binding (see 3.4.3.1; 

Figure 61). Interestingly, subcellular localization of Acm1 was also influenced by Cdc28 dependent 
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phosphorylation and Cdc14 dependent dephosphorylation and it was speculated whether 14-3-3 bind-

ing could be involved in subcellular sequestration of Acm1 (Enquist-Newman et al., 2008). A localiza-

tion dependent effect of 14-3-3 could have been concealed by the presence of an exogenous NLS in 

our experiments, hence the influence of 14-3-3 binding in the context of Rca1 localization was also 

investigated in this thesis and will be discussed in the next section.  

4.4.3. Nuclear localization of Rca1 is essential for robust degradation  

Rca1 was shown to be predominantly localized within the nucleus in Drosophila embryo 

(Grosskortenhaus et al., 2002) which was attributed to its N-terminal NLS sequence. To assess whether 

nuclear localization was essential for Rca1 degradation two new RPS constructs were established for 

localization dependent analysis of protein degradation either using CHE-, NLS-CHE, or NES-CHE as flu-

orescent reporters. However, initial analysis of CHE localization resulted in a mainly nuclear localization 

which was increased by an additional NLS sequence, whereas fusion of a NES sequence caused a nearly 

complete cytoplasmic sequestration. The nuclear localization of CHE must be taken into account for 

the interpretation of the obtained data as it is still unclear if it was caused by a passive diffusion or an 

active transport mediated by two putative NLS sequences within CHE. Thus, it cannot be excluded that 

fusion of just CHE to a protein of interest could alter subcellular localization and does not represent 

the regular localization of the POI. Nevertheless, marked differences in the localization of CHE-, NLS-

CHE, and NES-CHE were detectable and thus it was focused on these distinctions. 

Using the different reporter constructs it was demonstrated that Rca1 degradation was significantly 

impaired but not completely abolished by forced cytoplasmic accumulation. The N-terminal bipartite 

NLS mediates nuclear localization and CHE tagged C-terminal Rca1 that lacks this NLS was less localized 

within the nucleus causing a severe stabilization, which could be compensated by an exogenous NLS 

as used in the initial RPS analysis. A recent study (Bischof, 2020) showed that consistent with the results 

of this thesis, deletion of the N-terminal NLS in full-length Rca1 caused an increased cytoplasmatic 

accumulation and a stabilization of the Rca1 mutant. Furthermore, a second so far unknown NLS se-

quence in the C-terminal region was identified that explains the remaining nuclear import of C-terminal 

Rca1 (see 3.4.4.2; Figure 67). Hence, nuclear localization of Rca1 is mediated by an N-terminal and C-

terminal NLS sequence, albeit latter one can be assumed to be less efficient, and nuclear localization 

is essential for robust Rca1 degradation. Consequently, a further potential regulatory mechanism of 

Rca1 degradation could be based on its subcellular localization. 

Besides its role in motif hiding, 14-3-3 interaction has also been shown to interfere with nuclear local-

ization as demonstrated for instance for Cdc25, whose nuclear import was inhibited by phosphoryla-

tion dependent binding of 14-3-3 (Gardino et al., 2011). Interestingly, the 14-3-3 binding site in the C-

terminal part of Rca1 overlaps with the recently discovered C-terminal NLS sequence as well as a pu-

tative NES sequence (see 3.4.4.3; Figure 68), which could indicate a 14-3-3 regulated import or export 

of Rca1. Since initial analysis of the function of 14-3-3 interaction with Rca1 was conducted with a NLS-
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CHE reporter, localization dependent effects could have been masked by the exogenous NLS. Exami-

nation of abolished 14-3-3 binding in the context of subcellular localization displayed an increased 

nuclear localization of CHE-Rca1_S326A and NLS-CHE-Rca1_S326A, indicating a nuclear export of Rca1 

mediated by 14-3-3 binding (see 3.4.3.2; Figure 69). Furthermore, a decrease of Rca1_204-411_S326A 

and Rca1_S326A stability in G1-cells was observed when fused to NES-CHE indicating a less pro-

nounced export from the nucleus without 14-3-3 interaction, although no discernible changes in the 

localization of these constructs was observed. However, the localization analysis mainly represents the 

situation in G2-phase and not G1-phase, in which Rca1 degradation was determined and subcellular 

localization of Rca1 in G1 may differ compared to G2-phase. Nevertheless, some of the data were con-

tradictory to the 14-3-3 export mechanism. An increased nuclear localization of CHE-Rca1_S326A 

would have been expected but was just observed for NLS-CHE-Rca1_S326A. Moreover, a decline in 

nuclear localization of NLS-CHE-Rca1_204-411_S326A compared to NLS-CHE-Rca1_204-411 was ob-

served. However, this is likely to be attributed to the strong variance of the data for NLS-CHE-

Rca1_204-411 which did not allow a proper evaluation of its localization and should therefore be re-

peated.  

Taken together, it can be stated that initial analysis of a 14-3-3 dependent regulation of Rca1 localiza-

tion suggested a potential export mechanism of Rca1 mediated by phosphorylation dependent 14-3-3 

binding. However, a major limitation of the conducted localization analysis that must be taken into 

account was that protein localization was quantified mainly for cells that resided in G2-phase. Though, 

a 14-3-3 mediated export of Rca1 was only measured during this cell cycle stage and it is not possible 

to evaluate the role of 14-3-3 binding during other cell cycle stage by the conducted experiments. A 

further attempt to additionally gain deeper insight into the temporal context of Rca1 and 14-3-3 inter-

action by co-immunoprecipitation assays using cell cycle arrested cells, failed due to unsuccessful cell 

cycle arrest (see3.4.3.2; Figure 62) and did not enable to gain deeper insight into the temporal context 

of this interaction. Additionally, strong protein overexpression were used in these experiments as pro-

tein expression was implemented by transient transfection, which can in general result in strong alter-

ations of the regular localization of a protein. Furthermore, it cannot be excluded that the fusion to 

CHE and its intrinsic tendency to be predominately localized within the nucleus suppressed the effect 

of 14-3-3 binding and did not reflect actual localization of the applied Rca1 constructs. Thus, further 

experiments must be performed to ascertain a 14-3-3 dependent shuttling of Rca1. 

As subcellular localization and protein trafficking between the cytoplasm and the nucleus is often inti-

mately linked to protein phosphorylation (reviewed in Nardozzi et al., 2010), a cooperative regulation 

of Rca1 by phosphorylation dependent changes of its localization was also conceivable. To assess 

whether there is a link between the observed decreased stability of the Rca1 S/T-P site mutants and 

their subcellular localization, the NLS-CHE tagged mutants used for the stability analysis were analyzed 

upon changes of their subcellular localization. Since a destabilization in all three assigned cell cycle 
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populations was observed for the Rca1_10A and Rca1_1-203_7A mutant (see 3.4.2.2; Figure 55), an 

increased nuclear localization would be expected based on the previous results. However, the 10A 

mutant displayed no discernible changes in its nuclear localization whereas the N-terminal Rca1 7A 

mutant was distinctly more localized within the cytoplasm instead of an expected increased nuclear 

accumulation (see 3.4.4.4; Figure 70). This indicates that phosphorylation causes a stabilization of Rca1 

and has also an influence on its localization in G2-phase, which however must not be linked to Rca1_1-

203 degradation. Since no changes in the subcellular localization were observed for the Rca1_10A mu-

tant, it can be assumed that also the C-terminal region of Rca1 has an impact on Rca1 localization, 

which would not be surprising due to the second NLS, the putative NES sequence, and the 14-3-3 bind-

ing site that was also involved in Rca1 localization. However further experiments must be performed 

to unveil the detailed mechanisms behind this observation. It must also be considered that the expres-

sion constructs contained an exogenous NLS sequence that could distort localization dependent effects 

and the experiments should be repeated using only a CHE reporter to exclude undesired effects caused 

by the additional NLS sequence. 

As there are several reports for enhanced nuclear import by phosphorylation within a NLS sequence 

(reviewed in Nardozzi et al., 2010) an Rca1 mutant for the two verified phosphorylation sites S123 and 

S127, which are located within the N-terminal NLS, was analyzed upon changes in its relative protein 

stability levels using a CHE, NLS-CHE, and NES-CHE reporter. However, no changes in the degradation 

were observed by the introduced mutations (S123A_S127A) for any of the reporter constructs. This 

further contradicts a phosphorylation dependent regulation of Rca1 localization. However, localization 

of these mutants was not analyzed yet and also five further potential Cdk phosphorylation sites were 

identified within the bipartite NLS (T88, S95, T104, S112, and S126) that have not been analyzed so far. 

Thus, nuclear import may be regulated by phosphorylation but due to the incomplete identification of 

actual phosphorylation sites of Rca1 it was not possible to provide evidence for such a regulatory 

mechanism to this point. More data on the actual phosphorylated amino acid residues is required to 

determine if phosphorylation of the NLS sequence has a regulatory effect. Furthermore, it must also 

be considered that the C-terminal NLS and 14-3-3 binding are likely to be involved in the regulation of 

Rca1 localization, adding a further layer of complexity to this issue.  

4.4.4. Rca1 function is independent of its subcellular localization 

Besides the impact of localization on its degradation, it was also examined if nuclear localization is 

required for APC/C inhibition by Rca1. Analysis of Rca1 function in dependence of its localization was 

examined using either 4xFLAG-, NLS-4xFLAG-, or 4xFLAG-NES-tagged Rca1 constructs in the in vivo 

APC/C activity assay. Surprisingly, APC/C inhibition by Rca1_204-411 was only decreased to a minor 

extent without an additional NLS sequence (4xFLAG-Rca1_204-411) or an additional NES sequence 

(4xFLAG-NES-Rca1_204-411). Interestingly, abolishment of 14-3-3 binding, as in 4xFLAG-Rca1_204-
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411_S326A, did no longer display impaired Rca1 function. This could be explained by an increased 

nuclear localization of the S326A mutant that would further support a 14-3-3 dependent export of 

Rca1 (see 3.4.4.5; Figure 72.). A similar effect was however not observed for 4xFLAG-Rca1, which could 

be explained by the presence of the N-terminal NLS, further indicating a complex regulation of Rca1 

localization including N- and C-terminal domains of Rca1. Nevertheless, it was rather surprising that 

cytoplasmic Rca1 was able to restrain APC/C dependent degradation of the nuclear NLS-CHE-CycB-

NT285 sensor. However, consistent with this observation nuclear Rca1 was also able to restrain degra-

dation of a cytoplasmic CycB sensor (see 3.4.4.6; Figure 74). A possible explanation for these results 

could reside in only a partial change in the localization of the different FLAG-tagged Rca1 constructs, 

as localization of these constructs was not uniformly analyzed by immunostaining. However, strong 

nuclear accumulation of NLS-4xFLAG-Rca1_204-411 was verified by immunostaining (6 week intern-

ship C. Baumgartl 2018) and insertion of the fluorescent protein CHE also displayed strong changes in 

its localization depending on the different protein tags (data not shown). Thus it can be assumed that 

the different tags should also cause altered Rca1 localization. Nevertheless, localization of the applied 

constructs should additionally be tested and quantified to exclude any bias caused by the different 

FLAG tags. 

Thus, two assertions can be made based on the obtained results. First, APC/CFzr activity is not com-

pletely restricted to the nucleus, but occurs also to a minor extent in the cytoplasm in Drosophila S2R+ 

cells. Since cytoplasmic Rca1 and CycB were still destabilized, albeit to a lesser extent as in the nucleus, 

and Fzr overexpression caused an increased destabilization of NES-CHE-CycB-NT285 it must be assumed 

that the APC/C is also active in the cytoplasm. This would also be consistent with a recent study show-

ing that Fzr localization to the centrioles was essential for efficient degradation of Aurora A (Meghini 

et al., 2016), also indicating cytoplasmic APC/C activity. 

Second, Rca1 can restrain nuclear and cytoplasmic APC/C activity independent of its own localization. 

The obtained results indicate that Rca1 must be able to restrain both nuclear and cytoplasmic APC/C 

activity independent of its own localization, by a so far unknown mechanism. The most obvious expla-

nation for this, would be a shuttling of Rca1 between the cytoplasm and the nucleus that is mediated 

by 14-3-3 binding and dissociation. However, further experiments must be performed to elucidate the 

spatial regulation of Rca1 function and to prove this hypothesis. 

Summarized, it was possible to gain deeper insight into the life cycle of Rca1 in the course of cell cycle 

progression (Figure 75). However, several questions regarding the distinct molecular mechanism re-

straining APC/C activity and the conversion of Rca1 from an APC/C inhibitor to substrate remain unan-

swered. Several initial indications for a complex regulation of Rca1 including phosphorylation and its 
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localization have been provided in this thesis, but further studies will be required to elucidate the mul-

tilayerd molecular mechanisms regulating Rca1 function and degradation in the course of cell cycle 

progression. 

 

Figure 75| Rca1 life cycle during cell cycle progression 

Rca1 life cycle in the course of cell cycle progression. (1) Rca1 destruction during G1-phase is mediated by the 
APC/CFzr. Rca1 recruitment is dependent on several APC/C degrons including two D-box and two KEN-box degrons 
and eventually a ABBA motif together with the C-terminal RL-tail. (2) During S- and G2-phase, Rca1 functions as 
an APC/CFzr inhibitor, restraining its activity via several C-terminal domains including a KEN-box, ZBR, D-box, and 
RL-tail. (3) Conversion of Rca1 from an inhibitor to APC/C substrate is likely to be mediated by a combination of 
complex molecular mechanisms including its phosphorylation as well as its subcellular localization that is further 
modulated by a 14-3-3 dependent shuttling mechanism.  
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5. Material 

5.1. Chemicals 
Table 1| List of chemicals 

Chemical Distributor 
  
20-Hydroxyecdysone SelleckChem 
Acetic acid (CH3COOH, HAc) Merck KGaA 
Acrylamide 30%/bisacrylamide Carl Roth GmbH 
Agarose ultra Invitrogen GmbH 
Ampicillin Carl Roth GmbH 
Aphidicolin Santa Cruz Biotechnology 
APS (ammonium persulfate) Merck KGaA 
ATP (100 mM) New England Biolabs 
Bacto Pepton Becton 
Bacto Trypton Becton 
Bacto Yeast Extract Becton 
Beta-Mercaptoethanol Fluka 
Bortezomib Selleckchem.com 
Bromophenol blue SERVA Electrophoresis 
CH3COOK (potassium acetate) Merck KGaA 
Colchicine Sigma Aldrich 
CTP (100 mM) New England Biolabs 
DMSO (Dimethyl sulfoxide) Merck KGaA, Sigma-Aldrich Chemie GmbH 
dNTP mix (dATP, dCTP, dGTP, dTTP) New England Biolabs 
DTT (1,4‐dithiothreitol)  AppliChem GmbH 
EDTA (ethylenediaminetetraacetic acid) Fluka 

Ethanol Carl Roth GmbH 
Ethidiumbromide SERVA Electrophoresis 
Euroagar Becton 
FuGENE HD Promega Corporation 
GeneRuler DNA Ladder Mix  ThermoScientific 
Glucose Merck KGaA 
Glycerol Carl Roth GmbH 
Glycine AppliChem GmbH 
Glyoxal 40% Sigma Aldrich 
GTP (100mM) New England Biolabs 
HCl (hydrochloric acid) Merck KGaA 
HEPES (2-[4-(2-hydroxyethyl)piperazin-1-yl]ethanesulfonic acid) AppliChem GmbH 
Hoechst 33342 Sigma-Aldrich Chemie GmbH 
IPTG (Isopropyl β-D-1-thiogalactopyranoside) AppliChem GmbH 
Liquid nitrogen AG Schneuwly (University of Regensburg) 
L-Mimosin Cayman Chemical Company 
Methanol Carl Roth GmbH 
MgCl2 Merck 
NaCl (Sodium chloride) Carl Roth GmbH, Merck 

NaOH (sodiumhydroxide) Gerbu Trading GmbH 
NH4HCO3 (ammonium bicarbonate) AG Deutzmann (University of Regensburg) 
N-Hydroxyurea AppliChem 
Phusion GC buffer Thermo Scientific 
Phusion HF buffer Thermo Scientific 
Precision Plus Protein Standard Bio-Rad Laboratories 
Protease inhibitor mix Bimake 
Restriction buffers 10X New England Biolabs 
Schneider`s Drosophila medium Invitrogen, PAN Biotech 
SDS (sodium dodecyl sulfate) Carl Roth GmbH, SERVA Electrophoresis 
Skim milk powder Gloria Nestle 
Spermidine Sigma‐Aldrich Chemie GmbH 
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Chemical Distributor 
Streptomycin 100X Invitrogen GmbH 

T4 ligase Buffer 10X New England Biolabs 
TEMED (tetramethylethylenediamine) Fluka 
Tris (tris(hydroxymethyl)aminomethane) Carl Roth GmbH 
Triton X-100 Fluka 
Tween20 Carl Roth GmbH 
UTP (100 mM)  New England Biolabs 
X-gal AppliChem GmbH 

Xylene cyanol SERVA Electrophoresis 
  

 

5.2. Proteins/Enzymes 
Table 2| List of proteins and enzymes 

Protein/Enzyme Distributor 
  
BSA (bovine serum albumin) Sigma‐Aldrich Chemie GmbH 
FBS (fetal bovine serum) AG Medenbach 
Lambda Protein Phosphatase (LambdaPP) New England Biolabs 
T4 DNA Ligase Sigma-Aldrich Chemie GmbH 
Lysozyme Boehringer Mannheim, Fluka, Sigma‐Aldrich Chemie GmbH 
Phusion DNA polymerase STRATEC Molecular GmbH 
Restriction endonucleases New England Biolabs 
RNase A AppliChem GmbH 
RNase Inhibitor AG Medenbach 
Shrimp Alkaline Phosphatase (rSAP) New England Biolabs 
 T7 RNA polymerase New England Biolabs 
  

 

5.3. Kits 
Table 3| List of kits 

Kit Distributor 

  

Invisorb Spin DNA Extraction Kit STRATEC Molecular GmbH 

FastGene Gel/PCR Extraction Kit Nippon genetics 

PureYield Plasmid Midiprep system Promega 
Click-iT™ Plus EdU Alexa Fluor™ 647 Flow Cytometry Assay Kit Thermo Fisher Scientific 
  

 

5.4. Oligonucleotides 
Oligonucleotides used for molecular cloning and sequencing are not listed but can be accessed from 

the internal AG Sprenger database.  

Table 4| List of Oligos 

Name Sequence Purpose 

   
SPO_342 TAATACGACTCACTATAGGG Amplification of DNA for dsRNA production 
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5.5. Plasmids 
Nomenclature of mutations were annotated as suggested by Dunnen and Antonarakis (Den Dunnen et 

al., 2000). The plasmid maps and the component fragments are deposited in the vector NTI database 

of the AG Sprenger. 

5.5.1. RPS basic expression plasmids 
Table 5| List of RPS basic expression plasmids 

Number 
Name 

Nickname 
  

pFSR-1179 
actPro(L)-HA-NLS-BX-CHE-ddT2A-HA-NLS-GFP 
RPS-01: HA-NLS-BX-CHE-T2A-HA-NLS-GFP 

pFSR-1180 
actPro(L)-HA-NLS-CHE-BX-ddT2A-HA-NLS-GFP 
RPS-02: HA-NLS-CHE-BX-T2A-HA-NLS-GFP 

pFSR-1196 
actPro(L)-HA-NLS-CHE-ddT2A-HA-NLS-BX-GFP 
RPS-03: HA-NLS-CHE-T2A-HA-NLS-B/X-GFP 

pFSR-1197 
actPro(L)-HA-NLS-CHE-ddT2A-HA-NLS-GFP-BX 
RPS-04: HA-NLS-CHE-T2A-HA-NLS-GFP-B/X 

pFSR-1203 
actPro(L)-HA-NLS-BX-GFP-ddT2A-HA-NLS-CHE 
RPS-05: HA-NLS-B/X-GFP-T2A-HA-NLS-CHE 

pFSR-1212 
actPro(L)-HA-NLS-GFP-BX-ddT2A-HA-NLS-CHE 
RPS-06: HA-NLS-GFP-B/X-T2A-HA-NLS-CHE 

pFSR-1214 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-BX-CHE 
RPS-07: HA-NLS-GFP-T2A-HA-NLS-B/X-CHE 

pFSR-1204 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-BX-myc 
RPS-08: HA-NLS-GFP-T2A-HA-NLS-CHE-BX-Myc 

pFSR-1591 
actPro(L)-HA-NLS-GFP-ddT2A-CHE-BX-myc 
RPS-09: HA-NLS-GFP-T2A-CHE-BX-Myc 

pFSR-1591 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NES-CHE-BX-myc 
RPS-10: HA-NLS-GFP-T2A-HA-NES-CHE-BX-Myc 

pFSR-1365 
actPro(L)-HA-NLS-CHE-ddT2A_G17A_P18A -HA-NLS-GFP-B/X 
HA-NLS-CHE-mT2A-HA-NLS-GFP-B/X 

 
 

 

5.5.2. RPS Cyclin B plasmids 
Table 6| List of RPS Cyclin B plasmids 

Number 
Name 

Nickname 
  

pFSR-1217 
actPro(L)-HA-NLS-CHE-CycB_Del_286-530-ddT2A-HA-NLS-GFP 
CHE-CycB-NT285-T2A-GFP  

pFSR-1218 
actPro(L)-HA-NLS-CycB_Del_286-530-CHE-ddT2A-HA-NLS-GFP 
CycB-NT285-CHE-T2A-GFP 

pFSR-1221 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS- CHE-CycB_Del_286-530 
GFP-T2A-CHE-CycB-NT285 

pFSR-1227 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CycB_Del_286-530-CHE 
GFP-T2A-CycB-NT285-CHE 

pFSR-1400 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-CycB_Del_286-530_R37A_L40A 
GFP-T2A-CHE-CycB-NT285_mDB 

pFSR-1408 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-CycB_248-530 
GFP-T2A-CHE-CycB-NT247_∆KEN 

pFSR-1409 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-CycB_del_248-530_ R37A_L40A 
GFP-T2A-CHE-CycB-NT247_mDB_∆KEN 

pFSR-1429 
actPro(L)-HA-NLS-CHE-ddT2A_G17A_P18A-HA-NLS-GFP-CycB_Del_248-530 
CHE-mT2A-GFP-CycB-NT285 

pFSR-1667 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NES-CHE-CycB_Del-286-530 
NLS-GFP-T2A-NES-CHE-CycB-NT285 
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5.5.3. RPS Geminin plasmids 
Table 7| List of RPS Geminin plasmids 

Number 
Name 

Nickname 
  

pFSR-1378 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE Gem_Del_102-192 
GFP-T2A-CHE-Gem-NT101 

pFSR-1381 
actPro(L)-HA-NLS-CHE-Gem_Del_102-192-ddT2A-HA-NLS-GFP 
CHE-Gem-NT101-T2A-GFP 

pFSR-1382 
actPro(L)-HA-NLS-Gem_Del_102-192-CHE-ddT2A-HA-NLS-GFP 
Gem-NT101-CHE-T2A-GFP 

pFSR-1384 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-Gem_Del_102-192-CHE 
GFP-T2A-Gem-NT101- CHE 

pFSR-1386 
actPro(L)-HA-NLS-Gem_Del_102-192_R26A_L29A -CHE-ddT2A-HA-NLS-GFP 
Gem-NT101_mDB-CHE-T2A-GFP 

pFSR-1508 
actPro(L)-HA-NLS-Gem_Del_102-192_E40A_N41A-CHE-ddT2A-HA-NLS-GFP 
Gem-NT101_mKEN-CHE-T2A-GFP 

pFSR-1509 
actPro(L)-HA-NLS-Gem_Del_102-192_R26A_L29A_E40A_N41A-CHE-ddT2A-HA-NLS-GFP 
Gem-NT101_mDB_mKEN-CHE-T2A-GFP 

 
 

 

5.5.4. RPS Dacapo, E2F1, and Cdt1 plasmids 
Table 8| List of RPS Dacapo, E2F1, and Cdt1 plasmids 

Number 
Name 

Nickname 
  

pFSR-1231 
actPro(L)-HA-NLS-CHE-Dap_Del-38-44-RAR_Del-103-105-G-ddT2A-HA-NLS-GFP 
CHE-Dap_dCDI-T2A-GFP 

pFSR-1232 
actPro(L)-HA-NLS-Dap_Del-38-44-RAR_Del-103-105-G-CHE-ddT2A-HA-NLS-GFP 
Dap_dCDI-CHE-T2A-GFP 

pFSR-1237 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-Dap-Dap_Del-38-44-RAR_Del-103-105-G-CHE 
GFP-T2A-Dap_dCDI-CHE 

pFSR-1238 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Dap_Del-38-44-RAR_Del-103-105-G 
GFP-T2A-CHE-Dap_dCDI 

pFSR-1363 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Dap_Del-38-44-RAR-_Del-103-150-G_Del-184-188 
GFP-T2A-CHE-Dap_dCDI_dPIPa 

pFSR-1522 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-E2F1_Del_231-805 
GFP-T2A-CHE-E2F1-NT230 

pFSR-1280 
actPro(L)-HA-NLS-Cdt1_Del_102-743-CHE-ddT2A-HA-NLS-GFP 
Cdt1-NT101-CHE-T2A-GFP 

 
 

 

5.5.5. RPS Rca1 plasmids 
Table 9| List of RPS Rca1 plasmids 

Number 
Name 

Nickname 
  

pFSR-1261 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1 
GFP-T2A-CHE-Rca1 

pFSR-1484 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-10_E53A_N54A_E215A_N216A 
GFP-T2A-CHE-Rca1_∆DB(1)_mKEN(1)_mKEN(2) 

pFSR-1528 

actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-10_E53A_N54A_L135A_P137A_H138A_E140A_ 
E215A_N216A 
GFP-T2A-CHE-Rca1_∆DB(1)_mKEN(1)_mABBA_mKEN(2) 

pFSR-1537 

actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-10_Del_406-411_E53A_N54A_L135A_P137A_ 
H138A_E140A_E215A_N216A 
GFP-T2A-CHE-Rca1_∆DB(1)_mKEN(1)_mABBA_mKEN(2)_ ∆RL 
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Number 
Name 

Nickname 

pFSR-1570 

actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-10_Del_406-411_E53A_N54A_L135A_P137A_ 
H138A_E140A_E215A_N216A 
GFP-T2A-CHE-Rca1_∆DB(1)_mKEN(1)_mABBA_mKEN(2)_C351S_ ∆RL 

pFSR-1630 

actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-
10_E53A_N54A_L135A_P137A_H138A_E140A_E215A_N216A_R384A_L387A 
GFP-T2A-CHE-Rca1_∆DB(1)_mKEN(1)_mABBA_mKEN(2)_mDB(3) 

pFSR-1631 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-Rca1_Del_1-10_Del_406-411_E53A_N54A_L135A_P137A_H138A_ 
E140A_E215A_N216A_R384A_L387A 
GFP-T2A-CHE-Rca1_∆DB(1)_mKEN(1)_mABBA_mKEN(2)_mDB(3)_ ∆RL 

pFSR-1657 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-Rca1_Del_1-10_Del_406-411_E53A_N54A_L135A_P137A_H138A_ 
E140A_R207A_L210A_E215A_N216A_R384A_L387A 
GFP-T2A-CHE-Rca1_∆DB(1)_mKEN(1)_mABBA_mDB(2)_mKEN(2)_mDB(3)_ ∆RL 

pFSR-1344 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_S285R 
GFP-T2A-CHE-Rca1_S285R 

pFSR-1256 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_A344T 
GFP-T2A-CHE-Rca1_A344T 

pFSR-1258 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_C351S 
GFP-T2A-CHE-Rca1_C351S 

pFSR-1463 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_S14A_T43A_T70A_T104A_S123A_S127A_S186A_ 
S335A_T376A_T388A 
GFP-T2A-CHE-Rca1_10A 

pFSR-1613 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_S123A_S127A 
NLS-GFP-T2A-NLS-CHE-Rca1_S123A_S127A 

pFSR-1579 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_S326A 
GFP-T2A-CHE-Rca1_S326A 

pFSR-1603 
actPro(L)-HA-NLS-GFP-ddT2A-CHE-Rca1 
NLS-GFP-T2A-CHE-Rca1 

pFSR-1604 
actPro(L)-HA-NLS-GFP-ddT2A-CHE-Rca1_S326A 
NLS-GFP-T2A-CHE-Rca1_S326A 

pFSR-1614 
actPro(L)-HA-NLS-GFP-ddT2A-CHE-Rca1_S123A_S127A 
NLS-GFP-T2A-CHE-Rca1_S123A_S127A 

pFSR-1609 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NES-CHE-Rca1 
NLS-GFP-T2A-NES-CHE-Rca1 

pFSR-1610 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NES-CHE-Rca1_S326A 
NLS-GFP-T2A-NES-CHE-Rca1_S326A 

pFSR-1615 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NES-CHE-Rca1_S123A_S127A 
NLS-GFP-T2A-NES-CHE-Rca1_S123A_S127A 

 
 

 

5.5.6. RPS Rca1_1-203 plasmids 
Table 10| List of RPS Rca1_1-203 plasmids 

Number 
Name 

Nickname 
  

pFSR-1387 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-Rca1_Del_204-411 
GFP-T2A-CHE-Rca1_1-203 

pFSR-1388 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-10_Del_204-411 
GFP-T2A-CHE-Rca1_1-203_∆DB(1) 

pFSR-1392 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-Rca1_Del_204-411_R7A 
GFP-T2A-CHE-Rca1_1-203_mDB(1) 

pFSR-1410 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-Rca1_Del_204-411_L34A_N38A 
GFP-T2A-CHE-Rca1_1-203_mOB(1) 

pFSR-1411 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-Rca1_Del_204-411_R7A_L34A_N38A 
GFP-T2A-CHE-Rca1_1-203_mDB(1)_mOB(1) 

pFSR-1426 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-Rca1_Del_204-411_L135A_P137A_H138A_E140A 
GFP-T2A-CHE-Rca1_1-203_mABBA 
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Number 
Name 

Nickname 

pFSR-1435 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-10_Del_204-411_L135A_P137A_H138A_E140A 
GFP-T2A-CHE-Rca1_1-203_∆DB(1)_mABBA 

pFSR-1443 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_204-411_E53A_N54A 
GFP-T2A-CHE-Rca1_1-203_mKEN 

pFSR-1444 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-10_Del_204-
411_E53A_N54A_L135A_P137A_H138A_E140A 
GFP-T2A-CHE-Rca1_1-203_∆DB(1)_mKEN_mABBA 

pFSR-1445 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-10_Del_204-411_E53A_N54A 
GFP-T2A-CHE-Rca1_1-203_∆DB(1)_mKEN 

pFSR-1422 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-25_Del_204-411 
GFP-T2A-CHE-Rca1_26-203 

pFSR-1425 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-35_Del_204-411 
GFP-T2A-CHE-Rca1_36-203 

pFSR-1397 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-50_Del_204-411 
GFP-T2A-CHE-Rca1_51-203 

pFSR-1398 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-75_Del_204-411 
GFP-T2A-CHE-Rca1_76-203 

pFSR-1462 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_204-411_S14A_T43A_T70A_T104A_S123A_S127A_ 
S186A 
GFP-T2A-CHE-Rca1_1-203_7A 

 
 

 

5.5.7. RPS Rca1_204-299 plasmids 
Table 11| List of RPS Rca1_204-299 plasmids 

Number 
Name 

Nickname 
  

pFSR-1286 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-203_Del_300-411 
GFP-T2A-CHE-Rca1_204-299 

pFSR-1373 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-210_Del_300-411 
GFP-T2A-CHE-Rca1_210-299_ΔDB(2) 

pFSR-1374 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-203_Del_300-411_R207A_L210A 
GFP-T2A-CHE-Rca1_204-299_mDB(2) 

pFSR-1394 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-203_Del_300-411_E215A_N216A 
GFP-T2A-CHE-Rca1_204-299_mKEN(2) 

pFSR-1395 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-203_Del_300-411_R207A_L210A_E215A_N216A 
GFP-T2A-CHE-Rca1_204-299_mDB(2)_mKEN(2) 

 
 

 

5.5.8. RPS Rca1_100-299 plasmids 
Table 12| List of RPS Rca1_100-299 plasmids 

Number 
Name 

Nickname 
  

pFSR-1454 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-99_Del_300-411 
GFP-T2A-CHE-Rca1_100-299 

pFSR-1455 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-99_Del_300-411_E215A_N216A 
GFP-T2A-CHE-Rca1_100-299_mKEN(2) 

pFSR-1457 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-99_Del_300-411_R207A_L210A 
GFP-T2A-CHE-Rca1_100-299_mDB(2) 

pFSR-1458 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-99_Del_300-411_R207A_L210A_E215A_N126A 
GFP-T2A-CHE-Rca1_100-299_mDB(2)_mKEN(2) 

pFSR-1530 

actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_99_Del_300-411_L135A_D137A_H138A_E140A_ 
E215A_N216A 
GFP-T2A-CHE-Rca1_100-299_mABBA_mKEN(2) 
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Number 
Name 

Nickname 

pFSR-1596 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-133_Del_300-411 
GFP-T2A-CHE-Rca1_134-299 

pFSR-1597 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-99_Del_300-411_M182T 
GFP-T2A-CHE-Rca1_100-299_M182T 

 
 

 

5.5.9. RPS Rca1_221-411 plasmids 
Table 13| List of RPS Rca1_221-411 plasmids 

Number 
Name 

Nickname 
  

pFSR-1396 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-220 
GFP-T2A-CHE-Rca1_221-411 

pFSR-1401 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-220_Del_368-411 
GFP-T2A-CHE-Rca1_221-367 

pFSR-1407 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-220_R384A_L387A 
GFP-T2A-CHE-Rca1_221-411_mDB(3) 

pFSR-1417 
actPro(L)-HA-NLS -GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-220_Del_406-411 
GFP-T2A-CHE-Rca1_221-405_∆RL 

pFSR-1442 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-220_S253A_S256A_S257A 
GFP_T2A_CHE_Rca1_221-411_mDSGxxS 

pFSR-1452 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-244 
GFP-T2A-CHE-Rca1_245-411 

 
 

 

5.5.10. RPS Rca1_204-411 plasmids 
Table 14| List of RPS Rca1_204-411 plasmids 

Number 
Name 

Nickname 
  

pFSR-1246 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS- CHE-Rca1_Del-1-203 
GFP-T2A-CHE-Rca1_204-411 

pFSR-1567 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-203_C279G 
GFP-T2A-CHE-Rca1_204-411_C279G 

pFSR-1566 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-203_C281S 
GFP-T2A-CHE-Rca1_204-411_C281S 

pFSR-1341 
actPro(L)-HA-NLS-GFP-ddT2A_HA-NLS-CHE-Rca1_Del-1-203_S285R 
GFP-T2A-CHE-Rca1_204-411_S285R 

pFSR-1569 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1-Del_1-203_A344T 
GFP-T2A-CHE-Rca1_204-411_A344T 

pFSR-1568 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1-Del-1-203_C351S 
GFP-T2A-CHE-Rca1_204-411_C351S 

pFSR-1577 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-203_Del_291-330 
GFP-T2A-CHE-Rca1_204-411_∆ZBR_loop 

pFSR-1473 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_204-411_S335A_T376A_T388A 
GFP-T2A-CHE-Rca1_204-411_3A 

pFSR-1576 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_204-411_S326A_S335A_T376A_T388A 
GFP-T2A-CHE-Rca1_204-411_4A 

pFSR-1573 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-203_S326A 
GFP-T2A-CHE-Rca1_204-411_S326A 

pFSR-1574 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NLS-CHE-Rca1_Del_1-203_S326D 
GFP-T2A-CHE-Rca1_204-411_S326D 

pFSR-1602 
actPro(L)-HA-NLS-GFP-ddT2A-CHE-Rca1_Del_1-203 
NLS-GFP-T2A-CHE-Rca1_204-411 

pFRS-1607 
actPro(L)-HA-NLS-GFP-ddT2A-CHE-Rca1_Del_1-203_S326A 
GFP-T2A-CHE-Rca1_204-411_S326A 
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Number 
Name 

Nickname 

pFSR-1611 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NES-CHE-Rca1_204-411 
NLS-GFP-T2A-NES-CHE-Rca1_204-411 

pFSR-1612 
actPro(L)-HA-NLS-GFP-ddT2A-HA-NES-CHE-Rca1_204-411_S326A 
NLS-GFP-T2A-NES-CHE-Rca1_204-411_S326A 

 
 

 

5.5.11. NLS-4xFLAG plasmids 
Table 15| List of NLS-4xFLAG plasmids 

Number 
Name 

Nickname 
  

pFSR-1464 
PubPro-NLS-4xFLAG-Rca1 
NLS-4xFLAG-Rca1 

pFSR-1475 
PubPro-NLS-4xFLAG-Rca1_S14A_T43A_T70A_T104A_S123A_S127A_S186A_S335A_T376A_T388A 
NLS-4xFLAG-Rca1_10A 

pFSR-1629 
PubPro-NLS-4xFLAG-Rca1_S123A_S127A 
NLS-4XFLAG_Rca1_S123A_S127A 

pFSR-1529 
PubPro-NLS-4xFLAG-Rca1_Del_204-411 
NLS-4XFLAG_Rca1_1-203 

pFSR-1485 
PubPro-NLS-4xFLAG-Rca1_Del_204-411_ S14A_T43A_T70A_T104A_S123A_S127A_S186A 
NLS-4XFLAG_Rca1_1-203_7A 

pFSR-1658 
PubPro-NLS-4xFLAG-Rca1_Del_1-10_Del_204-411_E53A_N54A_ L135A_P137A_H138A_E140A 
NLS-4XFLAG_Rca1_1-203_∆DB(1)_mKEN_mABBA 

pFSR-1421 
PubPro-NLS-4xFLAG-Rca1_Del-1-203 
NLS-4XFLAG_Rca1_204-411 

pFSR-1465 
PubPro-NLS-4xFLAG-Rca1_Del_1-203_S285R 
NLS-4xFLAG-Rca1_204-411_S285R 

pFSR-1472 
PubPro-NLS-4xFLAG-Rca1_Del_1-203_A344T 
NLS-4xFLAG-Rca1-204-411_A344T 

pFSR-1500 
PubPro-NLS-4xFLAG-Rca1_Del_1-203_C351S 
NLS-4xFLAG_Rca1_204-411_C351S 

pFSR-1564 
PubPro-NLS-4xFLAG-Rca1_Del_1-203_C281S 
NLS-4xFLAG_Rca1_204-411_C281S 

pFSR-1565 
PubPro-NLS-4xFLAG-Rca1_Del_1-203_C279G 
NLS-4xFLAG_Rca1_204-411_C279G 

pFSR-1578 
PubPro-NLS-4xFLAG-Rca1_Del_1-203_Del_291-330 
NLS-4xFLAG_Rca1_204-411_∆ZBR_loop 

pFSR-1466 
PubPro-NLS-4xFLAG-Rca1_Del_1-203_R384A_L387A 
NLS-4xFLAG_Rca1_204-411_mDB(3) 

pFSR-1467 
PubPro-NLS-4xFLAG-Rca1_Del_1-203_E215A_N216A 
NLS-4xFLAG_Rca1_204-411_mKEN(2) 

pFSR-1474 
PubPro-NLS-4xFLAG-Rca1_Del_1-203_Del_406-411 
NLS-4xFLAG-Rca1_204-405_∆RL 

pFSR-1476 
PubPro-NLS-4xFLAG-Rca1_Del_1-203_S335A_T376A_T388A 
NLS-4x-FLAG-Rca1_204-411_3A 

pFSR-1563 
PubPro-NLS-4xFLAG-Rca1_Del_1-203_Del_369-411 
NLS-4x-FLAG-Rca1_204-368 

pFSR-1575 
PubPro-NLS-4xFLAG-Rca1_Del_1-203_S326A 
NLS-4x-FLAG-Rca1_204-411_S326A 

pFSR-1571 
PubPro-NLS-4xFLAG-Rca1_Del_1-203_S326D 
NLS-4x-FLAG-Rca1_204-411_S326D 

pFSR-1572 
PubPro-NLS-4xFLAG-Rca1_Del_1-203_ S326A_S335A_T376A_T388A 
NLS-4x-FLAG-Rca1_204-411_4A 

pFSR-1598 
PubPro-NLS-4xFLAG-Rca1_Del_1-203_E215A_N216A_R384A_L387A 
NLS-4xFLAG_Rca1_204-411_mKEN(2) _mDB(3) 
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5.5.12. 4xFLAG-NES plasmids 
Table 16| List of 4xFLAG-NES plasmids 

Number 
Name 

Nickname 
  

pFSR-1618 
PubPro-4xFLAG-NES-Rca1_Del_1-203 
4xFLAG-NES-Rca1_204-411 

pFSR-1623 
PubPro-4xFLAG-NES-Rca1_Del_1-203_S326A 
4xFLAG-NES-Rca1_204-411_S326A 

 
 

 

5.5.13. 4xFLAG plasmids 
Table 17| List of 4xFLAG plasmids 

Number 
Name 

Nickname 
  

pFSR-1315 
PubPro-4xFLAG-CHE 
4xFLAG-CHE 

pFSR-1318 
PubPro-4xFLAG-Fzr 
4xFLAG-Fzr 

pFSR-0837 
PubPro-4xFLAG-Rca1 
4xFLAG-Rca1 

pFSR-1589 
PubPro-4xFLAG-Rca1_S326A 
4xFLAG-Rca1_S326A 

pFSR-1368 
PubPro-4xFLAG-Rca1_Del_1-203 
4xFLAG-Rca1_204-411 

pFSR-1590 
PubPro-4xFLAG-Rca1_Del_1-203_S326A 
4xFLAG-Rca1_204-411_S326A 

 
 

 

5.5.14. 3xHA plasmids 
Table 18| List of 3xHA plasmids 

Number 
Name 

Nickname 
  

pFSR-1543 
PubPro-3xHA-14-3-3 epsilon 
3xHA-14-3-3 

 
 

 

5.5.15. Plasmids for IVT or mir1 based knockdown 
Table 19| List of plasmids for IVT or mir1 based knockdown 

Number 
Name 

Nickname 
  

pFSR-0264 
T7-Fzr_Del_1-250-T7 
 

pFSR-0856 
T7-Cul4-T7 
 

pFSR-0845 
T7-hygromycin-T7 
 

pFSR-1545 
PubPro-Gal4-Delta 
 

pFSR-1640 
UAS-Mir1(Cul4) 
 

pFSR-1616 
UAS-Mir1(hygro) 
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5.5.16. Other plasmids 
Table 20| List of Other plasmids 

Number 
Name 

Nickname 
  

pFSR-0092 
pBSII Bluescript KS+ 
Bluescript 

pFSR-1253 
PubPro-SkpA-ryUTR 
SkpA 

pFSR-1184 
PubPro-HA-CycE 
HA-CycE 

pFSR-0986 
PubPro-Cdk2_T18A_Y19F_HA-ryUTR 
Cdk2_T18A_Y19F-HA 

 
 

 

5.6. Bacterial strains 
Table 21| Bacterial strains 

Strain Genotype Distributor 

   
DH5 alpha 
(electrocompetent) 

F– endA1 glnV44 thi-1 recA1 relA1 gyrA96 deoR nupG purB20 
φ80dlacZΔM15 Δ(lacZYA-argF) U169, hsdR17(rK

–mK
+), λ– 

AG Sprenger 

   

 

5.7. Eukaryotic cell lines 
Table 22| Eukaryotic cell lines 

Strain Genotype Distributor 

   
S2R+ - - 
   

 

5.8. Antibodies 
5.8.1. Primary Antibody 
Table 23| Primary antibody 

Antigen Number Source Western Blot co-IP Distributor 

      
HA 373 Mouse 1:2000 - Cavance 
FLAG 374 Mouse 1:5000 1:500 Sigma 
      

5.8.2. Secondary Antibody 
Table 24| Secondary antibody 

Antigen Number Source Western Blot co-IP Distributor 

      
Mouse 381 Goat IRDye 680LT 1:10000 Li-Cor 
      

 

5.9. Solutions and buffers 
Table 25| Solutions and buffers 

Solution/buffer Distributor  

   

Ampicillin stock solution Ampicillin 50 mg/ml 
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Solution/buffer Distributor  

In 50 % glycerol 

APS solution 10 % APS 
In H2O 

10 % (w/v) 

Cell Lysis Solution 
(from PureYield Plasmid Midiprep system) 

NaOH 
SDS 
In H2O 

0.2 M 
1 % (v/v) 

Cell Resuspension Solution 
(from PureYield Plasmid Midiprep system) 

Tris, pH 7.5 
EDTA 
RNase A 
In H2O 

50 mM 
10 mM 

100 µg/ml 
 

Column Wash Solution Tris, pH 7.5 
Potassium acetate 
EDTA, pH 8.0 
For use dilute 2:5 in 99 % EtOH 

22.6 mM 
162.8 mM 
0.109 mM 

 

DNA/RNA Loading buffer 10X Bromphenol blue 
Xylene cyanol 
EDTA, pH 8.0 
Tris, pH 7.8 
Glycerol 
In H2O 
For analysis of DNA bands with low 
molecular weight DNA loading 
buffer without Bromphenol blue 
was used. 

0.25% (w/v) 
0.25% (w/v) 

1 mM 
10 mM 

50% (v/v) 
 

DNA/RNA Loading buffer 6X Ficoll®-400  
EDTA  
Tris-HCl  
0.08% SDS  
Dye1 (pink/red) 
Dye2 (blue) 
pH 8.0 
 

2.5% (w/v) 
10mM 

3.3mM 
0.08% 
0.02% 

   0.0008% 

dNTP mix (2 mM each) dNTP mix 
In H2O 

2 mM 

EasyPrep buffer Tris, pH 8.0 
EDTA, pH 8.0 
Sucrose 
Lysozym 
RNase A 
BSA 
In H2O 

10 mM 
1 mM 

150 mg/ml 
2 mg/ml 

0.2 mg/ml 
0.1 mg/ml 

 

4% Glyoxal solution EtOH 
40% Glyoxal stock solution 
Acetic acid 
In H2O 
pH was adjusted to 4-5 with NaOH. 

19.725 % (v/v) 
7.825 % (v/v) 
0.750 % (v/v) 

IP Lysis buffer HEPES, pH 7.5 
NaCl 
EGTA 
NaF 
Triton X‐100 
Glycerol 
In H2O 
For use Protease inhibitor mix is freshly 
added. 

50 mM 
150 mM 

1 mM 
10 mM 

1 % (v/v) 
10 % (v/v) 

IP Washing buffer HEPES, pH 7.5 
NaCl 
Triton X‐100 

50 mM 
150 mM 
1 % (v/v) 
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Solution/buffer Distributor  
Glycerol 
In H2O 

10 % (v/v) 

LSB 2X Tris, pH 6.8 
SDS 
Glycerol 
Bromphenol blue 
Beta-Mercaptoethanol 
In H2O 

120 mM 
4 % (w/v) 

20 % (v/v) 
0.04 % (w/v) 

10 % (v/v) 
 

LSB, non-reducing 2X Tris, pH 6.8 
SDS 
Glycerol 
Bromphenol blue 
In H2O 

120 mM 
4 % (w/v) 

20 % (v/v) 
0.04 % (w/v) 

 

Lysis buffer for dephosphorylation HEPES, pH 7.5 
NaCl 
Triton X‐100 
Glycerol 
In H2O 
For use Protease inhibitor mix is freshly 
added. 

50 mM 
150 mM 
1 % (v/v) 

10 % (v/v) 

NTP mix (25 mM each) ATP 
CTP 
GTP 
UTP 

25 mM 
25 mM 
25 mM 
25 mM 

Milk powder solution Skim milk powder 
Sodium azide 
In PBS 

5 % (m/v) 
0.01 % (m/v) 

Neutralization Solution 
(from PureYield Plasmid Midiprep system) 

Guanidine hydrochloride, pH 4.2 
Potassium acetate 
Glacial acetic acid 
In H2O 

4.09 M 
759 mM 

2.12 M 

PBS NaCl 
Na2HPO4 
NaH2PO4 
pH 
In H2O  

130 mM 
7 mM 
3 mM 

7.2 

PBST Tween 20 
In PBS 

0.1 % (v/v) 

Resolving gel (SDS PAGE) For 10 ml resolving gel: 
 

Gel 
H2O 
(ml) 

Acrylamide 30%/ 
Bisacrylamide  
(ml) 

1.5 M 
Tris/HCl 
pH 8.8 
(ml) 

10 %  
SDS 
(ml) 

10 % 
APS  
(µl) 

TEMED 
(µl) 

6% 5.4 2.0 2.5 0.1 100 10 

7% 5.1 2.3 2.5 0.1 100 10 

8% 4.7 2.7 2.5 0.1 100 10 

9% 4.4 3.0 2.5 0.1 100 10 

10% 4.1 3.3 2.5 0.1 100 10 

11% 3.7 3.7 2.5 0.1 100 10 

12% 3.4 4.0 2.5 0.1 100 10 

13% 3.1 4.3 2.5 0.1 100 10 

14% 2.7 4.7 2.5 0.1 100 10 

15% 2.4 5.0 2.5 0.1 100 10 

 
Resolving gels were stored as 50 ml stock solutions without APS 
and TEMED.  

 

SDS solution 10 % SDS 
In H2O 

10 % (w/v) 
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Solution/buffer Distributor  

Stacking gel (SDS PAGE) For 10 ml stacking gel: 
 

Gel 
H2O 
(ml) 

Acrylamide 30%/ 
Bisacrylamide  
(ml) 

1.5 M 
Tris/HCl 
pH 6.8 
(ml) 

10 % 
SDS 
(ml) 

10 % 
APS  
(µl) 

TEMED 
(µl) 

4% 6.1 1.3 2.5 0.1 100 10 

 
Stacking gel was stored as 50 ml stock solution without APS and 

TEMED.  

TAE buffer Tris, pH 8.0 
EDTA 
In H2O 

40 mM 
10 mM 

 

Transfer buffer 3 (Western blot) Methanol 
Tris, pH 7.5 
EDTA, pH 8.0 
Sodium acetate 
SDS 
In H2O 

20 % (v/v) 
40 mM 

2 mM 
20 mM 

0.05 % (v/v) 

Turbo Laemmli running buffer 10X Tris 
Glycin 
SDS 
In H2O 

250 mM 
9,46 M 

10 g/l 

Transcription buffer 5X (T7) HEPES, pH 7.5 
Spermidine 
DTT 
NTPs (ATP, CTP, GTP, UTP) 
MgCl2 

In H2O 

80 mM 
2 mM 

10 mM 
3 mM 

12 mM 

   

 

5.10. Media and Agar plates 
Table 26| Media and Agar plates 

Medium/Agar plate Components  

   

LB agar plate Euroagar 
In LB medium (autoclaved) 
Solution is boiled for casting plates. Be-
fore adding any antibiotic, the solution 
is first cooled down to 50 °C.  
 

1.7 % 
(w/v) 

LB medium (autoclaved) BactoTrypton 
Bacto Yeast Extract 
NaCl 
pH  
In H2O 
 

10 g/l 
5 g/l 

10 g/l 
7.2 

Schneider’s Drosophila complete medium GIBCO FBS 
Penicillin 
Streptomycin 
In Schneider’s Drosophila Medium 
 

20 g/l 
5 g/l 

10 mM 
2.5 mM 
10 mM 
20 mM 
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5.11. Consumable material 
Table 27| Consumable material 

Equipment Manufacturer 
  
12-well plate Cellstar 
6-well plate Sarstedt 
Cell culture flask, 250 ml, 75 cm² Cellstar 
Cell scraper Sarstedt 
Cups (0.5 ml, 1.5 ml, 2 ml) Eppendorf, Sarstedt 
Electroporation cuvettes Peqlab 
Falcons 15 ml, 50 ml Sarstedt 
GIBCO FBS (fetal bovine serum) Invitrogen GmbH 
Glass pasteur pipettes 150 mm BRAND 
Nitrocellulose membrane Schleicher & Schuell BioScience 
Parafilm “M” Laboratory Film Pechiney 
PCR-Cups 200 µl Sarstedt 
Petri dishes 92 X 16 mm Sarstedt 
Pipet tips 10 µl, 200 µl, 1000 µl Eppendorf, Sarstedt  
Trypsin/EDTA solution PAN Biotech 
Tubes 3,5 ml Sarstedt 
Whatman paper Whatman International Ltd 
  

 

5.12. Software and online tools 
The following software and online tools were used for data analysis: 

Table 28| Software 

Software Developer 

  
Axio Vision Zeiss 
Canvas X ACD Systems International Inc. 
FCS Express 6 De Novo Software 
Filemaker Pro 15 Filemaker Inc. 
ImageJ 1.50i NIH 
Microsoft Office  Microsoft Corp. 
NLS Mapper Kosugi et al.  
Origin 2020 OriginLab 
Vektor NTI Advance 11 Invitrogen 
ImageStudio Light LI-COR Biosciences 
GPS-ARM Prediction of APC/C Recognition motifs The CUCKOO Workgroup 
GPS 5.0 Kinase-specific Phosphorylation prediction The CUCKOO Workgroup 
RStudio RStudio 
  

 

Table 29| Online tools 

Online tool Link Reference 
   
APC/C degron reposi-
tory 

http://slim.icr.ac.uk/apc/index.php n.a. 

14-3-3-Pred http://www.compbio.dundee.ac.uk/1433pred/ (Madeira et al., 2015) 
Eukaryotic Linear Motif 
(ELM) 

http://elm.eu.org/ (Gouw et al., 2018) 

Phosphorylation Data-
bases 

https://www.flyrnai.org/tools/iproteindb/web/ 
http://www.phosida.de/ 

(Hu et al., 2019) 
(Gnad et al., 2007, 2011) 
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Online tool Link Reference 
http://www.unipep.org/phosphopep/index.php (Bodenmiller et al., 2007) 

Phyre 2.0 http://www.sbg.bio.ic.ac.uk/~phyre2/html/page.
cgi?id=index 

(Kelley et al., 2015) 

NetNES 1.1 Server http://www.cbs.dtu.dk/services/NetNES/ (La Cour et al., 2004) 
E-RNAi (Design of RNAi 
constructs) 

https://www.dkfz.de/signaling/e-rnai3/ (Horn et al., 2010) 

cNLS-mapper http://nls-mapper.iab.keio.ac.jp/cgi-
bin/NLS_Mapper_form.cgi 

(Kosugi et al., 2008, 2009 a;  b) 

Scan Prosite https://prosite.expasy.org/scanprosite/ (de Castro et al., 2006) 

   

 

5.13. Equipment 
Table 30| Equipment 

Equipment Manufacturer 
  
Acrylamide gel apparatus Bio-Rad Laboratories 
Agarose gel electrophoresis apparatus HE33 Hoefer 

Axio Observer.Z1 (inverted)  Zeiss  
AxioCam MRm Rev3 Zeiss 
Beaker 250 ml, 500 ml, 5 L Schott, VITLAB, VWR 
Cell culture incubator Hereaus 
Cell culture roller TC-7 New Brunswick Scientific 
Centrifuge 5424 Eppendorf 
Centrifuge Heraeus Multifuge 1S Thermo Scientific 
Clean bench Ceag Schirp Reinraumtechnik 
Clean bench Mars Safety Class 2 SCANLAF 
Culture roller drum TC-7 New Brunswick Scientific 
Electrophoresis power supply EPS 200/600 Pharmacia Biotech 
Electroporation apparatus Easyject Prima Equibio 
Erlenmeyer flask DURAN Group GmbH 
FastPette V2 Pipette Controller Labnet 
Flow cytometer CyFlow space Partec 
Freezer AEG, Bosch, Siemens 
Freezer C760 New Brunswick Scientific 
Fuchs-Rosenthal Counting chamber (16 mm², 0.2 mm cell depth) Hausser Scientific 
Glass bottle 250 ml, 500 ml, 1 L Schott 
Glass pipettes 1 ml, 5 ml, 10 ml, 25 ml Hirschmann 
Glass tube Schuett-biotec 
Gyrotory Water Bath shaker G76 New Brunswick Scientific 
Heating block (Digital Dry Bath, dual position) Benchmark Scientific 
HT 200 ibidi GmBH 
I-3020 AppliedScientific Instrumentation 
Ice maker MF22 Scotsman 
Incubator Heraeus B 5050 E Heraeus 
Incubator Sanyo MIR-153 Sanyo 
Incubator WB120K (equipped with culture roller drum TC-7) Mytron 

Incubatorr Innova™ 42  Thermo fischer 

Inverted microscope CKX41 (equipped with Reflected Fluorescence 
System with Light Source X-Cite 120Q) 

Olympus 

LED Transilluminator Nippon Genetics 
Magnetic stirrer Heidolph 
Measuring cylinder VITLAB 
Microliter syringe 705 Hamilton 
Microwave Vestel 
Odyssey Infrared Imaging system LI-COR 
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Equipment Manufacturer 
PerfectBlue Semi-Dry Electro Blotter Peqlab 
pH meter 766 Caltimatic Knick 
Plan-APOCHROMAT 20X Zeiss 
Plastic boxes 11 cm x 7 cm x 4 cm (Coomassie/Antibody staining) - 
Protein G Plus-Agarose Beads Santa Cruz  
Refrigerator AEG, Bosch 
Sieve (2 cm² diameter) Own production 
Spectrophotometer / Fluorometer DS-11 FX+ DeNovix 
Spinning disk unit (CSU-X1) Yokogawa 
Table centrifuge ROTOFIX 32 A Hettich 
Thermocycler GTC96S Cleaver Scientific Ltd 
Thermocycler UNO II Biometra 
ThermoMixer F1.5 Eppendorf 
UV Crosslinker Stratalinker 

UVP ChemStudio  Analytik Jena 

Vacuum Blotting Pump, 2016 Vacugene LKB Bromma 
Vacuum gas pump VP86 VWR 

Vacuum manifold Promega 
Vornado™ Vortex Mixer Benchmark Scientific 
Vortex-REAX1DR Heidolph 
Water purification system ELGA 
Wide-Field Fluorescence Microscope Excitation Light Source X-Cite 
120Q 

Excelitas Technologies 

  

6. Methods 

6.1. DNA/RNA methods 
6.1.1. Molecular cloning 
Assembly of recombinant DNA molecules (molecular cloning) was first performed in silico with the 

software Vector NTI Advance 11 and subsequently carried out in the following order of steps (see Table 

31) 

Table 31| Molecular cloning protocol 

Time Protocol Result 

Day 1 Step 1 Amplification of Insert DNA by PCR (see section 6.1.2). 
Step 2 Digestion of Vector DNA and/or amplified PCR Insert by restriction 
 endonucleases (see section 6.1.4) 
Step 3 Isolation of Insert and Vector DNA by gel electrophoresis (see  section 
 6.1.3) and subsequent DNA isolation 
Step 4  Quantification of isolated Vector DNA and Insert DNA (see section 
 6.1.14) 
Step 5 If necessary, dephosphorylation of vector DNA (see section 0) 
Step 6 Ligation of vector and insert DNA (see section 0) 
 

Digested Vec-
tor DNA and 
Insert DNA 

Day 2 Transformation of electrocompetent cells with ligation mix (see section 6.1.8 ) LB agar 
plates 
coated with 
transformed 
E. coli 
 

Day 3 a) Step 1 Identification of recombinant clones by colony PCR  
 (see section 6.1.9.2). 
 Step 2 Preparation of main culture with positive pre-culture  
 (see section 6.1.11.2) 
b) Select clones for inoculation of pre-cultures (see 6.1.11.1). 

Screening + 
Main-cultures 
 
Pre-cultures 
for screening 
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Time Protocol Result 

Day 4 a) Step 1 Midi scale plasmid DNA isolation from main culture (see section 
6.1.11.2). 

 Step 2 Quantification of yield and purity of isolated plasmid DNA  
 Quantification by gel analysis, if vector DNA is used for cell transfection 
 b) Step 1 Mini scale plasmid DNA isolation from pre-cultures                
  (see section 6.1.10) 

Step 2 Identification of recombinant clones by test digestion of isolated      
 plasmid DNA (see section 6.1.9.1) 
Step 3 Preparation of main-culture with positive pre-culture (see 
 6.1.11.2) 

Recombinant 
plasmid DNA 
 
 
 
Main-culture 
of recombi-
nant clone 

Day 5 Step 1 Midi scale plasmid DNA isolation from main-culture (see 6.1.11.2). 
Step 2 Quantification of yield and purity of isolated plasmid DNA 

 Step 3 Quantification by gel analysis, if vector DNA is used for cell transfection 
  

 

   

6.1.2. DNA amplification by PCR 
Amplification of DNA fragments was conducted by polymerase chain reaction (PCR) according to 

Mullis et al. (Mullis, K; Faloona, F.; Scharf, S.; Saiki, R.; Horn, G.; Erlich, 1986). PCR was catalyzed 

by Phusion High-Fidelity Polymerase, a Pyrococcus-like enzyme fused with a processivity-enhanc-

ing domain, in the following reaction mixture (see Table 32) 

Table 32| PCR Standard setup 

Component Amount 

DNA (template) 100 ng 
Forward primer (100mM) 1 µl 
Reverse primer (100mM) 1 µl 
dNTP mix (2 mM each dNTP) 5 µl 
5X Phusion HF/GC buffer 10 µl 
Phusion 0.5 µl 
H2O Ad 50 µl 

Total reaction volume 50 µl 

 

DNA was amplified with the following PCR-program (see Table 33) 

Table 33| PCR-program 

Steps Temperature Duration Cycles 

    
Step 1: Initial denaturation  96 °C 30 sec  
Step 2: Denaturation 96 °C 10 sec 

30x Step 3: Primer annealing 65° C 20 sec 
Step 4: Elongation 72 °C 20 sec/1 kb 
Step 5: Final elongation 72 °C 5 min  
Step 6: Hold 4 °C ∞  
    

 

PCR product purification was performed using the MSB Spin PCRapace KIT according the manufac-

turer´s instruction. The amplified DNA was eluted in 30µl ddH2O. 

6.1.3. Agarose gel electrophoresis 
Separation of DNA fragments was accomplished through agarose gel electrophoresis, using 1% agarose 

gel. DNA detection was carried out using ethidium bromide (10 mg/ml). DNA samples were mixed with 

6x Purple loading dye and loaded onto the gel. GeneRuler DNA Ladder Mix was used to estimate DNA 
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fragment size. Electrophoresis was performed with 90 V for 40 min. Gels were documented with a UVP 

ChemStudio system by visualizing the DNA bands with UV light at 365 nm. 

6.1.4. Restriction digestion of DNA 
Restriction digest was performed using restriction endonucleases with buffers and temperatures rec-

ommended by enzyme manufacturer for a minimum of 1 h and maximally overnight. Depending on 

the purpose, different reaction mixtures haven been used (see Table 34) 

Table 34| Restriction digestion mixtures 

Component 

Amount 

Preparative diges-
tion of plasmid 
DNA for cloning 

Digestion of puri-
fied PCR DNA 

Test digestion of 
mini prep DNA 

Test digestion of  
midi prep DNA 

 
DNA 1-5 µg 30 µl 5 µl 500 - 1000 ng 
10X restriction 
buffer 

4 µl 4 µl 1 µl 2 µl 

Restriction en-
zyme 

1 µl each 1 µl each 0.5 µl each 1 µl each 

H2O Ad 30 µl Ad 40 µl Ad 10 µl Ad 20 µl 

Total volume 30 µl 40 µl 10 µl 20 µl 

 

6.1.5. Dephosphorylation of DNA ends 
Vector DNA ends were dephosphorylated after restriction digestion to prevent self or re-ligation. 

Dephosphorylation of digested vector DNA ends was catalyzed by the Shrimp Alkaline Phosphatase 

(rSAP). The reaction was catalyzed by rSAP either during restriction digestion by adding 1µl of rSAP 

directly into the reaction mixture or after digestion by the following reaction mixture (see Table 35). 

The reaction was performed at 37°C for 1h and stopped by heat-inactivation at 65°C for 5 min. 

Table 35| Vector dephosphorylation using rSAP 

Component Amount 
  
Digested vector DNA (preparative digestion) 1 µg 
CutSmart Buffer (10X) 2 µl 
rSAP 1 µl 
H2O to 20 µl 

Total volume 20 µl 

 

6.1.6. Ligation of DNA fragments 
Ligation reaction was performed with a 5:1 molar ratio of insert to vector DNA using a T4 DNA ligase, 

according the following reaction mixture (see Table 36)  

Table 36| Ligation reaction mixture 

Component Amount 
  
Vector DNA 100 ng 
Insert DNA x ng 
10X T4 ligase buffer 2 µl 
T4 DNA ligase 1 µl 
H2O to 20 µl 

Total volume 20 µl 

A ligation reaction without insert was used to estimate the background of vector self-ligation. The 

reaction mixture was incubated at 24°C for 1h to overnight. 
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6.1.7. Production of dsRNA for RNA interference 
Gene knockdown was performed by RNA-interference (RNAi). For this purpose, dsRNA fragments were 

produced in vitro. A PCR product containing the part of the coding sequence of the gene to be silenced 

flanked by two opposed T7-promotors was used as template. In vitro transcription using a T7 polymer-

ase resulted in two complementary single stranded RNA molecules that hybridize into dsRNA. In vitro 

transcription was performed according to Gurevich et al. (Gurevich et al., 1991) by the following reac-

tion (see Table 37): 

Table 37| IVT reaction mix for the production of dsRNA 

Component Amount 
  
5x Transcription buffer 10 µl 
PCR DNA 1000 ng 
T7 RNA-polymerase 1.5 µl 
RNAse inhibitor (RNAsin) 1 µl 
NTP-Mix (ATP/GTP/CTP/UTP 25nM each) 5µl 
H2O To 50µl 

Total volume 50 µl 

 

The in vitro transcription reaction was incubated for 2h at 37°C. The concentration of the produced 

dsRNA was quantified by gel quantification (see section 6.1.14.2) 

6.1.8. Transformation of electrocompetent cells 
Plasmid DNA was transformed in E. coli cells (DH5α) by electroporation by following protocol: 

Table 38| Protocol for transformation of electrocompetent cells 

Steps Procedure 
  
Step 1 A 100 µl aliquot of electrocompetent DH5α is thawed on ice and diluted with 100 µl ddH2O 
Step 2 100 µl of the suspension are transferred into precooled electroporation cuvettes 
Step 3 3 µl of the ligation reaction mixture (see section 0) are added to the cells 
Step 4 Electroporation with following settings: 2,5 kV, capacitance 25µF and resistance 200 ohms 
Step 5 Cell suspension is transferred into 1ml LB0 medium 
Step 6 If antibiotic other than ampicillin was used, cells were incubated at 37°C for 30 min  
Step 7 50 µl of the cell suspension were plated onto LB plate containing the corresponding antibiotic  
Step 8 Cultivate plates at 37 °C over-night 
  

 

6.1.9. Screening for recombinant clone 
Screening E.coli colonies for recombinant plasmids was conducted by either test digestion of a small 

size pre-culture or colony PCR. 

6.1.9.1. Screening via test digestion of mini prep DNA 
For screening via test digestion a small E.coli pre-culture was inoculated and the plasmid DNA was 

isolated on a mini scale level (see 6.1.11.1). The test digestion was set up that a recombinant positive 

clone could be distinguished from uncut or re-ligated starting plasmid based on the resulting pattern 

of DNA bands on an agarose gel.  

6.1.9.2. Screening via colony PCR  
For colony PCR primers were chosen either specific for the insert, specific for the vector flanking the 

insert or a combination of vector and insert specific primer. A PCR-Master mix was set up as follows 

(see Table 39): 
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Table 39| Colony PCR setup (1x) 

Component Amount 
Forward primer (100mM) 0.25 µl 
Reverse primer (100mM) 0.25 µl 
dNTP mix (2 mM each dNTP) 1.5 µl 
5X Phusion HF/GC buffer 3 µl 
Phusion 0.15 µl 
H2O 10 µl 

Total reaction volume 15 µl 

 

The colony PCR was conducted after the following procedure (see Table 40): 

Table 40| Protocol for Colony PCR 

Steps Procedure 
  
Step 1 Prepare 1.5 ml Eppendorf tubes (labeled in the same way as the PCR tube) with 200 µl of LB-

medium with corresponding antibiotic 
Step 2 Pick Colony with plastic crystal tip and pipette up and down in PCR tube 
Step 3 Transfer the tip into the corresponding 1.5 ml tube with medium 
Step 4 include two controls with just the vector and insert plasmid-DNAs (to test for unspecific bands) 
Step 5 Run PCR reaction 
Step 6 Determine size of the PCR amplicon by electrophoresis 
Step 7 Inoculate positive colony from the 1.5 ml tube in 50 ml Medium for Midi prep (see section 

6.1.11.2) 
  

 

6.1.10. Preparation of E. coli cultures 
E. coli cultures were prepared by inoculating LB-medium (with the corresponding antibiotics for selec-

tion) with single colonies grown on LB-agar plates. Depending on the purpose, either 3ml (pre-cultures, 

test tube) or 50 ml (main cultures, Erlenmeyer flask) cultures were inoculated and rotated overnight 

at 37 °C. 

6.1.11. Isolation of DNA 

6.1.11.1. Mini scale isolation of plasmid DNA 
Small amounts of DNA were isolated to screen recombinant clones. The applied protocol was a modi-

fied version according to Berghammer and Auer (Berghammer et al., 1993) (see Table 41): 

Table 41| Protocol for mini scale isolation of plasmid DNA 

Steps Procedure 
  
Step 1 1,5 ml of a 3ml overnight pre-culture is centrifuged for 4 min at 14.000 rpm  
Step 2 The supernatant is discarded, and the pellet is resuspended in 50 µl EasyPrep buffer  
Step 3 The suspension is incubated at 102°C for 1 min 
Step 4 The suspension is cooled in ice for 1min 
Step 5 The cell lysate is centrifuged for 15 min at 14.000 rpm 
  

 

6.1.11.2. Midi scale isolation of plasmid DNA 
Larger amounts of DNA were isolated based on the alkaline lysis procedure by Birnboim and Doly 

(Birnboim et al., 1979), using the Promega PureYield Plasmid Midiprep system. The following protocol 

according the manufacturer´s instructions was used (see Table 42) 
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Table 42| Protocol for Midi scale isolation of plasmid DNA 

Steps Procedure 
  
Step 1 50 ml of a main culture is pelletized for 10 min at 4.500 rpm 
Step 2 The supernatant is dissolved and resuspend the pellet in 3 ml Resuspension Solution 
Step 3 3 ml cell Lysis Solution is added, gently inverted 3 times, and incubated for 3 min at room temper-

ature 
Step 4 5 ml of neutralization solution are added and carefully mixed 
Step 5 Cell fragments are centrifuged for 25 min at 4.500 rpm 
Step 6 The cell lysate was transferred through a sieve into a PureYield Binding Column, placed onto the 

vacuum manifold  
Step 7 Vacuum was applied until the whole liquid passed through and the DNA bound to the PureYield 

Binding Column 
Step 8 Vacuum is continued and 2 x 10 ml of Column Wash Solution is added and washed through the 

column 
Step 9 The membrane is dried by applying vacuum for at least 10 min. The PureYield Binding Column was 

removed, the tip was pressed on a paper towel to remove the remaining ethanol  
Step 10 The PureYield Binding Column is further dried by centrifugation for 6 min at 1.500 rpm 
Step 11 The column is placed into a 50-ml falcon tube and 600 µl of Nuclease free water were added and 

incubated for 2 min  
Step 12 The DNA was eluted from the PureYield Binding Column by centrifugation for 2 min at 1.500 rpm 
  

 

The DNA concentration was photometric quantified, and the DNA was stored at -20°C.  

6.1.12. Preparative isolation of DNA fragments from agarose gels 
After electrophoretic separation of DNA fragments in agarose gels, the corresponding DNA bands were 

extracted on a LED transilluminator. DNA purification from the excised agarose gel was performed 

using the FastGene Gel/PCR Extraction Kit according to the manufacturer´s instructions. 

6.1.13. Isolation of DNA fragments generated by PCR 
DNA fragments generated by PCR were purified by the MSB Spin PCRapace KIT according to the man-

ufacturer´s instructions. 

6.1.14. Quantification of DNA 

6.1.14.1. Photometric quantification of purified DNA 
Purity and yield of the isolated DNA fragments was quantified using a Fluorometer DS-11 FX+, based 

on the ration of absorbance at 260nm and 280 nm. 

6.1.14.2. DNA quantification by gel analysis 
Plasmid DNA used for cell transfection was quantified by gel analysis. Therefore, plasmid DNA was 

digested with restriction endonucleases (see section 6.1.4), resulting in a linear fragment of approxi-

mately 1000 bps and were separated by agarose gel electrophoresis. The amount of loaded DNA was 

quantified by its intensity. The bands of the DNA ladder, each containing a defined amount of DNA, 

were used as the reference for quantification calculation. The quantification was performed using the 

software ImageJ with the calculation formula 
mass band (ng)×size of plasmid (kb)

size of band (kb)
 . 

 

6.1.15. Sequencing of Vector DNA 
DNA sequencing was performed by the company SeqLab. The following sequencing setup was used 

(see Table 43) 
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Table 43| Sequencing setup 

Component Amount 
  
Plasmid DNA 0.5 to 1.2 µg 
Primer 30 pmol 
H2O to 15 µl 

Total volume 15 µl 

 

6.2. Protein Methods 
6.2.1. SDS-PAGE  
Separation of proteins according to their molecular weight was accomplished by discontinuous sodium 

dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) as developed by Laemmli (Laemmli, 

1970). Therefore, 1.5 mm thick polyacrylamide gels, consisting of 2ml stacking gel and 8 ml resolving 

gel were produced using an acrylamide gel system (BioRad). The gel percentage was chosen depending 

on the protein size. The protein samples were boiled at 100°C in 2x Laemmli Sample Buffer (2xLSB) for 

15 min. Probes were loaded on the gel with a protein ladder as reference. Electrophoresis was per-

formed with a constant current of 200V for 60-90 min.  

6.2.2. Phos-tag SDS-PAGE 
Separation of phosphorylated proteins was performed by Phos-tag SDS-PAGE according to the manu-

facturer´s information. Phos-tag gels were prepared by adding Phos-tag and MnCl2 solution in the re-

solving gel while preparing the SDS-PAGE gels. The gel percentage, the concentration of Phos-tag and 

MnCl and the running conditions have to be tested experientially for each protein of interest. The 

protein standard was diluted 1:1 with 10mM MnCl2 solution. After gel electrophoresis the gel was 

washed three times in transfer buffer containing 10 mM EDTA under gentle rotation for 10 minutes. 

Afterwards the gel is soaked once in transfer buffer for 10 min with gentle agitation.  

6.2.3. Western blot 
Proteins separated by SDS-PAGE (see section 6.2.1) were electrophoretic transferred on a nitrocellu-

lose membrane using a semi dry blotting system. A blotting stack consisting of two whatman paper 

and a nitrocellulose membrane, soaked in transfer buffer 3, and a polyacrylamide gel was assembled 

in the following order from cathode to anode: Whatman paper, polyacrylamide gel, nitrocellulose 

membrane, whatman paper. The Blotting procedure was executed with a constant current of 70 mA 

for 90 min. 

6.2.4. Immunostaining of Western blots 
Immunostaining was applied for the detection of specific proteins blotted on the nitrocellulose mem-

brane. A combination of a primary antibody directly binding the target protein and a fluorophore-con-

jugated secondary antibody, recognizing the Fc domain of the primary antibody. Immunostaining of 

Western blots was performed in the following order of steps: 

Table 44| Protocol for Immunostaining of Western blots 

Steps Procedure 
  

Step 1 
Nitrocellulose membrane is blocked with milk powder solution for 30 min shaking on a tilting 
shaker 

Step 2 The membrane is washed 3-4 times with PBST 
Step 3 The membrane is incubated with 5 ml of primary antibody solution (diluted in PBST) overnight 

shaking at 4°C 
Step 4 The primary antibody solution is removed and stored at 4°C for re-use 
Step 5 The membrane is washed 3-4 times with PBST to remove unbound antibodies 
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Steps Procedure 
Step 6 Incubation with 5 ml secondary antibody solution (diluted in PBST) for 2h, shaking at room tem-

perature with the exclusion of light 
Step 7 The membrane is washed 3-4 times with PBST to remove unbound antibodies 
Step 8 The membrane is shaken in PBST for 30 min 
  

 

Antibody labeled proteins were detected with an Odyssey Infrared Imaging System according to the 

manufacturer´s instructions. Further data-analysis was performed using the software ImageJ and Im-

ageStudio Light. 

6.2.5. Analysis of protein interaction partners by co‐Immunoprecipitation 
Protein-protein interaction was analyzed by protein Co-immunoprecipitation. For this purpose, a 

FLAG-tagged protein of interest (bait protein) and a HA-tagged putative interaction partner (prey pro-

tein) were co-expressed. The protein interaction analysis between these two proteins was performed 

as follows (see Table 45):  

Table 45| Protocol for co-Immunoprecipitation assay 

Time Protocol 
  
Day 1 S2R+ cells are seeded in a 6-well plate (four wells per co-IP experiment, see section 6.3.1.3) 

  
Day 2 Two S2R+ wells are transfected with the plasmid expressing the prey protein (negative control), 

whereas the remaining 2 wells are additionally co-transfected with the plasmid expressing the bait pro-
tein (see section 6.3.2 ) 

  
Day 4 1) Adherent cells are scratched off the dish in 500 µl PBS using a cell scraper. 

2) Cells that were equally transfected (2 wells) are pooled in a 2 ml cup (from now on samples are 
kept at 4 °C). 

3) Samples are centrifuged at 2,000 rpm for 10 min at 4 °C. 
4) Cells are resuspended in 1 ml cold IP lysis buffer (containing 10µl protease inhibitors) and incu-

bated for 20 min at 4 °C. 
5) Samples are centrifuged at 12,000 rpm for 15 min at 4 °C. 
6) 50 µl of supernatant are transferred in a 1.5 ml cup and stored at 4 °C (Input samples). 
7) 850 µl of supernatant are transferred in a 1.5 ml cup (IP samples). 
8) Co-IP samples are incubated with 1.7 µl anti-FLAG antibodies (#374, 1:500) for 30 min at 4 °C 

under rotation.  
9) PrG-agarose beads are prepared by washing beads twice with 1 ml IP washing buffer in a 1.5 ml 

cup by centrifugation at 1,000 rpm for 1 min (25 µl beads per IP sample). Supernatant is re-
moved using a Hamilton syringe and beads are resuspended in 25 µl IP washing buffer. 

10) IP samples are incubated with 25 µl washed agarose beads overnight at 4 °C under gentle rota-
tion. 

 

  
Day 5 

 

1) Beads in IP samples are washed three times with 1 ml IP washing buffer by centrifuging at 
1,000 rpm for 1 min. After that, supernatant is discarded using the Hamilton syringe and Beads 
are resuspended in 40 µl 2X LSB. 

2) Input samples are mixed with 50 µl 2X LSB. 
3) All samples are boiled for 5 min. 
4) Samples are centrifuged at 12,000 rpm for 1 min. 

 
Break possible: Samples can be stored at -20 °C. 
 

5) Samples are separated by SDS-PAGE (see section 6.2.1): 20 µl of input samples and 10 µl of IP 
samples are loaded twice on different gels. 

6) Interaction between bait and prey protein are analyzed by Western blot (see section 6.2.3). 
Membranes were stained either with anti-FLAG or anti-HA antibodies (see section 6.2.4). 
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Time Protocol 
  

 
  

 

6.3. Cell culture methods 
6.3.1. Culturing of S2R+ Drosophila cells 
S2R+ Drosophila cells were cultivated in 14 ml complete Schneider´s Drosophila medium in 75 cm2 

tissue flasks. The adherent cells were grown at 27°C in an incubator and split twice a week (see section 

6.3.1.1) 

6.3.1.1. Splitting of cells 
Cells were separated twice a week into tissue flasks with fresh medium to maintain constant cell 

growth in a sufficient environment. Therefore, cells were treated as follows: 

Table 46| Protocol for splitting of cells 

Steps Procedure 25 cm2 
tissue 
flasks 

75 cm2 
tissue 
flasks 

    
Step 1 The old medium is removed  - - 
Step 2 The adherent cells are washed with PBS 2.5 ml 5 ml 
Step 3 Trypsin/EDTA solution is added and incubated for 2 min at room tempera-

ture 
2 ml 5 ml 

Step 4 The adherent cells are dispensed from the tissue flask by pipetting up and 
down 

- - 

Step 5 The cell suspension is transferred to a 15-ml falcon and centrifuged at 2.000 
rpm for 2min to remove the Trypsin solution 

- - 

Step 6 The supernatant is discarded, and the cells are resuspended in complete 
Schneider´s medium  

4 ml 8 ml 

Step 7 Fresh flasks are filled with fresh medium  5 ml 13 ml 
Step 8 Cell suspension is added in a 1:4 ratio   
    

 

6.3.1.2. Cell number determination 
The cell number was determined using a Fuchs-Rosenthal counting chamber consisting of 256 small 

square chambers (total area: 16 mm2; depth: 0.2 mm; cubic content: 3.2 µl). To distinguish living from 

dead cells, 80 µl Trypan-Blue solution (1:1 dilution H2O: Trypan-Blue) were added to 20 µl of the cell 

suspension and incubated for 1-2 min. The solution was transferred into the counting chamber and 

each cell within a small square was counted under the microscope. At least 16 Squares were counted, 

and the mean value of cells was determined. The total cell number was then calculated with the fol-

lowing formula: 

mean value of counted cells × dilution factor

area [mm2] × depth [mm]
= X × 106[cells/ml]  

 

6.3.1.3. Seeding of cells 
Subsequent after splitting (see section 6.3.1.1) cells were seeded in 6-well or in 12-well plates depend-

ing on the experimental approach. 
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Table 47| Protocol for seeding of cells 

Microwell plate Cell number Amount of medium 

   
6-well plate 450.000 3 ml 
12-well plate 125.000 1.5 ml 
   

 

 The inoculation volume was calculated based on the cell number (see section 6.3.1.2). 

6.3.2. Transfection of cells 
Transient transfection of Drosophila S2R+ cells was carried out 24 h after seeding. The following trans-

fection mixture were used for either 6- or 12-well plates: 

Table 48| Setup of transfection mixture 

Component 
Amount 

6-well plate 12-well plate 
Total plasmid DNA 600 ng 200 ng 
Schneider´s Drosophila medium Ad 150 µl Ad 75µl 

Total volume 150 µl 75 µl 
FuGENE HD 3 µl 1 µl 

 

 FuGENE HD transfection reagent was used for transfection as follows: 

Table 49| Protocol for transfection of S2R+ cells 

Steps Procedure 

  

Step 1 FuGENE HD is vortexed for 20 sec. 
Step 2 After adding the indicated amount of FuGENE HD reagent to the transfection mix, the mix is 

immediately vortexed for 3 sec. 
Step 3 The mixture is incubated for 15 min at room temperature 
Step 4 The whole reaction mixture is added to the cells while smoothly rotating the plate 
  

 

6.3.3. Silencing of genes by RNA-interference 
RNA interference was used for specific gene knockdown using either in vitro transcribed long dsRNA 

molecules that were directly applied into the cell culture medium or by co-transfection of short hairpin 

plasmids encoding for micro-RNAs. 

6.3.3.1. RNAi via long in vitro transcribed dsRNA molecules 
Cells were treated with dsRNA produced by in vitro transcription (see section 6.1.7) as follows:  

 

Table 50| Timeline for RNAi gene knockdown via long dsRNA molecules 

Time Protocol 
  
Day 1 Seeding of cells in 12-well plates (see section 6.3.1.3) 

  
Day 2 Transfection of cells (see section 6.3.2) 

  
Day 3 Addition of 1000ng dsRNA directly into the cell medium while rotating  

  
Day 5 Analysis by flow cytometry (see section 6.4) 
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6.3.3.2. RNAi via short-hairpin RNA molecules  
Gene knockdown mediated by vector based expression of micro-RNAs was accomplished by co-trans-

fection of short-hairpin plasmids based on the mir-1-shRNA (Nguyen et al., 2006; Haley et al., 2008). 

The 21nt siRNA sequence for efficient gene knock down was estimated using the E-RNAi online tool. 

Cells were treated as follows (see Table 51): 

Table 51| Timeline for RNAi gene knockdown via shRNA molecules 

Time Protocol 
  
Day 1 Seeding of cells in 12-well plates (see section 6.3.1.3) 

  
Day 2 Co-transfection of cells with short hairpin plasmids (see section 6.3.2) 

  
Day 5 Analysis by flow cytometry (see section 6.4) 
  

 

6.3.4. Treatment with protease inhibitors  
In order to inhibit protein degradation cells were treated with the specific proteasome inhibitor borte-

zomib with the following procedure (see Table 52): 

Table 52| Timeline for treatment of S2R+ cells with proteasome inhibitor 

Time Protocol 
  
Day 1 Seeding of cells in 12-well plates (see section 6.3.1.3) 

  
Day 2 Transfection of cells (see section 6.3.2) 

  
Day 4 Step 1:  1.5 ml complete Schneider´s medium is added with 1.5 µl bortezomib stock solution (100µM) 

 to a final concentration of 100nM 
Step 2: Control medium containing 1.5 µl DMSO is prepared the same way 
Step 3: Cell medium is removed from the 12-well plate and replaced with either control medium or 
 medium containing 100nM bortezomib 
Step 4:  After 8h incubation cells are analyzed by flow cytometry (see section 6.3.7.1) 

  

 

6.3.5. Cell cycle arrest of S2R+ cells 
Cell cycle arrest of S2R+ cells was induced by treating S2R+ cells for at least 24h with a final concentra-

tion of 0.5mM mimosine (G1-phase arrest), 1µM hydroxyurea and 10 µM aphidicolin (S-phase arrest) 

and 1.7 µM 20-hydroxyecdysone (G2-phase arrest) or 12 h of 30 µM colchicine (M-phase arrest) 

(Rogers et al., 2009; Brownlee et al., 2011). Cells have been treated according to the following protocol: 

Time Protocol 
  
Day 1 Seeding of cells in 12-well plates or 6-well plates (see section 6.3.1.3)  

  
Day 2 Transfection of cells (see section 6.3.2) 

  
Day 3 Step 1:  Half of the medium was removed from the cell culture (0.75 ml – 12 well / 1.5 ml – 6 well). 

Step 2: Either 0.75 ml or 1.5 ml fresh complete Schneider´s medium was transferred in a 1.5 ml tube. 
Step 3:  Either DMSO (control), mimosine, hydroxyurea and aphidicolin, 20-hydroxyecdysone or colchi-

cine were added as described above and the mixture was vortexed properly. 
Step 4:  The mixture was added to the cells. 
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Time Protocol 
  
Day 4/5 Cells were used for phosphorylation analysis using Phos-tag SDS-PAGE (see section 6.3.7.3) or co-IP 

analysis for protein interaction (see section 6.2.5). Cell cycle arrest was confirmed by flow cytome-
try (see section 6.4). Therefore, a fifth of the cells used for the respective approach were stained 
with Hoechst and analyzed for the cell cycle profiles. 

  

 

6.3.6. Edu labeling of S-phase cells 
S-phase cells were labeled using the Click-iTTM Edu Flow Cytometry Assay Kit. Cells were treated ac-

cording to the following protocol based on the manufacturer´s instructions: 

Table 53| Timeline for Edu labeling of S-phase cells 

Time Protocol 
  
Day 1 S2R+ cells are seeded in 6-well plates  

  
Day 3 1) Half of the medium (1.5 ml) was removed and 1.5 µl of 10 mM EdU solution 

were added directly into the remaining medium to a final concentration of 
10 µM. 

2) Cells were incubated for 2 hours 

Label cells 
with EdU 

 

 

 

 3) Discard the remaining medium and add 500 µl Trypsin/EDTA solution and in-
cubate for 2 min. Dissolve cells by pipetting up and down 

4) Add 1 ml 3% glyoxal solution and incubate for 30 min on ice and 30 min at RT 
under gentle rotation. 

5) Transfer the cells into a 2ml cup. 
6) Pellet the cells by centrifugation at 2000 rpm for 2 min and remove the su-

pernatant 
7) Add 1ml 0.1M NH2Cl solution and incubate for 30 min 
8) Pellet the cells by centrifugation at 2000 rpm for 2 min and remove the su-

pernatant 
9) Permeabilize cells in 500 µl 0.2% Tween solution (in PBS) (add RNase A if re-

quired) and incubate for 30 min  
10) Pellet the cells by centrifugation at 2000 rpm for 2 min and discard the su-

pernatant 
11) Resuspend the cells in 100µl of 1x Click-iTTM saponin-based permeabilization 

and wash reagent 

Fix and per-
meabilize 

 

  

 Click-IT reaction was performed according to the manufacturer’s instructions 
with Alexa FluorTM 647 picolyl azide 

Click-iTTM re-
action 

 

  

 
12) Add 900 µl of Typsin/EDTA Hoechst 33342 solution to each sample  
13) Incubate the samples for 30 min at RT protected from light 

Stain cells 
for DNA con-

tent 
   
 14) Analyze samples by flow cytometry. Click-iT EdU Alexa Fluor 647 fluores-

cence was detected with the 635 nM laser and a 675/20 emission bandpass 
filter.  

Flow cytom-
etry 

 

  

 

6.3.7. Cell preparation 

6.3.7.1. Cell preparation for flow cytometry 
Relative protein stability analysis of transiently transfected S2R+ cells was determined by flow cytom-

etry after 2-3 days after transfection. The cells were stained with 6µl Hoechst, added directly into the 

medium, for at least 15 minutes at 27°C. The medium was discarded and the cells were removed from 
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the well with 1 ml Trypsin/EDTA solution containing 1µl Hoechst per ml. The cell suspension was trans-

ferred into a 3.5 ml tube and analyzed by flow cytometry (see 1826.4). 

6.3.7.2. Cell preparation for SDS-PAGE 
Protein expression of the cells analyzed by flow cytometry was verified by SDS-Page and subsequent 

Western blot analysis. 100 µl of the cell suspension used for flow cytometry (1:10 of the total suspen-

sion) was pelletized by centrifugation 3 min at 3.000 rpm. The pellet was resuspended in 40µl 2x LSB 

and boiled for 5 min at 100°C. 20µl of the cell culture lysate were used for SDS-PAGE. 

6.3.7.3. Cell preparation for Phos-tag SDS PAGE 
Analysis of phosphorylation of a protein of interests was analyzed using Phos-tag SDS PAGE. Cells were 

treated according to the following protocol (see Table 54): 

Table 54| Timeline of cell preparation for Phos-tag SDS-PAGE 

Time Protocol 
  
Day 1 S2R+ cells are seeded in 12-well plates (see section 6.3.1.3) 

  
Day 2 S2R+ were transiently transfected with plasmids expressing the protein of interest (see section 6.3.2) 

  
Day 4 1) Adherent cells are detached off the dish in 500 µl PBS using a cell scratcher. 

2) Samples are centrifuged at 2,000 rpm for 10 min at 4 °C. 
3) Cells are resuspended in 50 µl cold lysis buffer for dephosphorylation containing protease inhib-

itor and incubated for 20 min at 4 °C. 
4) Samples are centrifuged at 12,000 rpm for 15 min at 4 °C. 
5) 40 µl of supernatant are transferred in a 1.5 ml cup and mixed with 5µl PMP and 5µl MnCl2 

(phosphorylated sample). 
6) 40 µl of supernatant are transferred in a 1.5 ml cup and mixed with 5µl PMP and 5µl MnCl2 and 

1 µl lambda phosphatase (dephosphorylated sample). 
7) Samples are incubated for 60 min at 30°C 
8) Samples are mixed with 5 µl 10x LSB 
9) All samples are boiled for 5 min. 
10) Samples are centrifuged at 12,000 rpm for 1 min 

 

6.3.7.4. Cell preparation for live cell imaging and localization analysis 
For live cell imaging and localization analysis cells were treated according to the following procedure:  

Table 55| Timeline of cell preparation for live cell imaging 

Time Protocol 
  
Day 1 Seeding of cells in 12-well plates (see section 6.3.1.3) 

  
Day 2 Transfection of cells (see section 6.3.2) 

  
Day 4 Transfer of cells into IBISI µ plates 

  
Day 5 Live cell imaging (see section 6.5) or localization analysis (see section 6.6) 

 

6.4. Flow cytometry of S2R+ cells 
6.4.1. Measurement procedure 
Flow cytometry analysis of transfected S2R+ cells was conducted with a Sysmex/Partec CyFlow Space 

cytometer. The following light sources and optical filters were used for the detection of Hoechst, GFP, 
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CHE and Fx Cycle Far red fluorescence. Forward and side scatter signals (FSC / SSC) were detected after 

illumination with the 488 nm blue state laser (see Table 56). 

Table 56| List of light source and optical filters - CyFlow Space 

Fluorophore Excitation laser Detection filter 
   

Hoechst 33342  365 nm High Power UV-LED FL2 – Bandpass filter BP 455/50 
GFP 488 nm blue solid state laser FL1 – Bandpass filter BP 527/30 
CHE 561 nm yellow laser FL3 – Bandpass filter BP 630/75 
Fx cycle Far red 635 nm red diode laser FL3 – Bandpass filter BP 675/20 
   

Scatter parameters   

Forward scatter 488 nm blue solid state laser Longpass filter IBP 488 
Side scatter 488 nm blue solid state laser Longpass filter IBP 488 
   

 

6.4.2. Gating of cell population and data export 
The data obtained by the CyFlow Space was imported into FCS express software. Single cells were 

determined by the combination of two gates. First, a “cells” gate based on the FSC and SSC was applied 

determining cells based on cell size and granularity. Second, a gate “DNA” was selected applying dou‐

blet discrimination based on Hoechst signal height and width. Thereby, cell aggregates and smaller 

fragments were excluded. Finally, single cells were selected by the combination of “cells” and “DNA” 

gate referred to “cells-DNA” gate (Figure 76). FL1, FL2 and FL3 values of the particles within the “cells-

DNA” gate were exported as comma-separated value (csv) files and further analyzed using the soft-

ware OriginLab (see 6.4.3.) 

 

Figure 76| Determination of single cells by the Cells-DNA gate 

(A) Gate 1 – Cells: Based on FSC and SSC values, cells are selected based on size and granularity in the cells gate 
(black polygon). (B) Plot of Hoechst signal (FL2) peak height against width. Single cells are selected in DNA gate 
excluding cell aggregates (blue rectangle). (C) DNA histogram of cells gated by the combinatorial gate “cells-DNA” 
displaying the standard distribution of G1-cells with lower DNA content, G2 cells with higher DNA content and S-
cells in between.  
 

6.4.3. Data analysis using OriginLab 
Data analysis was performed using the software “OriginLab”. The exported csv. files containing the 

FL1, FL2 and FL3 vales of the gated cells were imported to the FACS-template-43.opju file. Subsequent 

processing was automated using the “all-in-one macro 43” (see section 11.1.1) executing the following 

commands: 

Steps Procedure 

  

Step 1 GFP or CHE is set as protein of interest (POI) and accordingly the reference protein (RF) is selected.  
Step 2 Based on untreated, Hoechst stained cells a threshold for background fluorescence is determined 

for the signals detected in the FL1 (GFP-signal) and FL3 (CHE-signal) channels. The fluorescent range 
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Steps Procedure 
in which 99.5% of these cells reside marked the threshold thereby excluding extreme outlier cells. 
Cells below this threshold are untransfected “negative” cells and cells above are transfected “posi‐
tive” cells. 

Step 3 Cells are sorted in “positive” and “negative” cells based on the set threshold.  
Step 4 Transfection rate is calculated by the percentage of positive cells in relation to the total cell number. 
Step 5 For each sample, a DNA histogram of the negative cells is generated, and automatic peak analysis 

determines the two maxima later used for G1- and G2- determination and the minimum value be-
tween the two peaks for S-phase assignment.  

Step 6 Calculation of logarithmic FL-POI to FL-RF ratio for each single cell 
  

 

Using the macro “Analyze different cell cycle populations” (see section 11.1.2) cells were sorted in G1-

, S- or G2-phase cells based on defined areas selected from the maxima and minimum values from the 

DNA histogram. 

In a next step, only cells with a certain expression level based on the values of the reference protein 

were analyzed. Therefore, the macro “Select expression range” was applied (see section 11.1.3).  

6.4.4. Data representation 
The box represented the interquartile range between the upper (75th percentile) and lower (25th per-

centile) quartiles. The whiskers represented the last data point of the upper and lower inner fence. 

These fences were defined as the 75th percentile plus 1.5 times the interquartile range or as the 25th 

percentile minus 1.5 times the interquartile range, respectively. The average is represented by the 

square and the median by the line within the box. All stability indices were normalized for reasons of 

comparability. For relative protein stability analysis, the mean values of the POI were normalized to 

the respective RPS-control mean value for the respective cell population. In case of the in vivo APC/C 

activity assay all values were normalized to the mean value of Cyclin B (see the result sections for 

details). 

 

6.5.  Live cell imaging 
6.5.1. Microscopy system and imaging 
Live cell imaging of transfected S2R+ cells was conducted on a Zeiss Cellobserver system equipped with 

a Yokogawa CSU-X1 spinning disk system using a Plan-Apochromat 20X lens (NA 0.8) and data recorded 

on an AxioCam MRm camera. Images were taken every 15 and three z-stacks with a distance of 1.25 

µm were recorded in three channels: bright-field, GFP- and CHE-fluorescence. The following light 

sources and optical filters were used (see Table 57): 

Table 57| List of light source and optical filters - Zeiss Cellobserver 

Fluorophore Excitation laser Detection filter 
   

GFP 488 nm OPSL laser Bandpass filter BP 525/50 
CHE 561 diode laser Bandpass filter BP 630/75 
   

6.5.2. Image processing 
Image J was used for image processing. The pixel values of the individual z-stacks at a given position 

were summed up for the GFP and Cherry channels and projected (average intensity) for the brightfield 

images. Individual cells undergoing mitosis were selected and traced from 90 min before entry into 

mitosis and up to 600 min after anaphase onset. A threshold was selected in early telophase cells in 

which most of NLS-GFP signal was present in the newly formed nuclei and the threshold set to cover 

the nuclear signal. Only one of the telophase cells after the mitotic division was then followed. The 

GFP fluorescence signal was quantified in the selected cells and a region of interest (ROI) recorded for 
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the thresholded signal. Using the same threshold, the GFP signal was similarly quantified and the re-

gion of interests recorded in the following time frames. Using the list of ROIs, the CHE-signal was then 

quantified in the CHE-channel. To determine the GFP and CHE ratios before entry into mitosis, the GFP 

and CHE signals of three time frames right before nuclear envelope breakdown was quantified in the 

same manner and with the same threshold as before and an average of these three signal intensities 

was determined (Figure 77). 

 

 

Figure 77| Image processing for live cell imaging 

(A) A threshold for the NLS-GFP signal was set and one of the daughter cells was marked by a rectangle ROI. (B) 
Using the macro “Analyze-A” the marked cell was automatically traced for 30 time frames and the GFP and CHE 
values were measured for each time frame. CHE/GFP values were calculated for each time frame to create a 
degradation curve. (C) Mean of CHE/GFP values of three time frames right before nuclear envelop breakdown 
were used for normalization. 
 

6.5.3. Image analysis and computation 
For each time point, a CHE/GFP ratio was calculated and normalized to the CHE/GFP ratio before mi-

tosis in case of G1 degradation or to telophase for degradation in S-phase. Independent cells were 

analyzed in this way and degradation curves were created from the normalized CHE/GFP ratios at the 

different time points. A mean curve was calculated from the average CHE/GFP ratios of the analyzed 

cells at the individual time points. 

6.6. Cellular localization analysis 
6.6.1. Microscopy system and imaging 

Localization analysis of transfected S2R+ cells was conducted on a Zeiss Cellobserver system (see 

6.5.1) using a Zeiss Fluor 40X lens (NA 1.3). For each position ten z-stacks with a distance of 0.5 µm 

were recorded in three channels: bright-field, GFP- and CHE-fluorescence. 

6.6.2. Image processing 
The software ImageJ was used for image processing. One z-section was chosen for each stack that 

visually appeared to be in the center of the nucleus. Based on nuclear localized GFP signals a 

threshold was selected in the GFP channel marking the nucleus. Based on this threshold a ROI 

referred to as “whole nucleus” was defined. A second ROI termed “inner nucleus” was set by de‐

creasing the whole nucleus ROI by the factor 0.5 and a third ROI “nucleus + cytoplasm” increasing 

the whole nucleus ROI by the factor 1.25 (Figure 78). Subtracting the “whole nucleus” region from 

the “nucleus + cytoplasm” ROI results in the area “cytoplasm”. The defined ROIs were used with 

the same threshold for analysis of the detected CHE signals. 
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Figure 78| Image processing for localization analysis 

The example shows the analysis of NLS-GFP-T2A-NES-Rca1_204-411 (pFSR-1611-actPro(L)-HA-NLS-GFP-ddT2A-
HA-NES-CHE-Rca1_Del_1-203). (A) A threshold is set in the GFP channel defining the nucleus based on NLS-GFP 
signal. (B) Three ROIs are created after setting the threshold. The “whole nucleus” (yellow), the “inner nucleus” 
(white = 0.5x”whole nucleus”) and the “nucleus + cytoplasm” (cyan = 1.25x”whole nucleus”). Cytoplasm is the 
Area between the cyan and yellow ROI (“nucleus + cytoplasm” – “whole nucleus”). (C) The defined ROIs are used 
in the CHE-channel with the same threshold set for the GFP channel to analyze CHE signals. 
 

6.6.3. Image analysis and computation 
Based on the intensities from the different ROIs, nucleus/cytoplasm ratios can be calculated as a 
unit for nuclear localization. The calculation was performed as follows (Figure 79): 

 
Figure 79| Calculation of the nucleus/cytoplasm ratio 

(A) For each ROI the values for Area, Integrated Density (IntDen) and the resulting Mean (IntDen/Area) were 
calculated using ImageJ. (B) Calculation of the “cytoplasm” values for Area and IntDen was accomplished by sub‐
tracting “nucleus + cytoplasm” – “whole nucleus” values. Based on these values the cytoplasm Mean was calcu‐
lated. (C) Nucleus/cytoplasm ratios were calculated where “inner nucleus” represents the nucleus value. Equal 
distribution of a protein into the nucleus and cytoplasm would result in a ratio value of ≈1, values greater than 1 
correspond to protein localization in the nucleus and smaller 1 localization in the cytoplasm. In this example the 
protein is localized in the cytoplasm.  
 

6.7. Statistical analysis 
Statistical analysis was performed with R-studio. All data was tested for normal distribution with the 

Shapiro-Wilk test. If normal distribution was fulfilled, a two-tailed t-test was used for testing of signif-

icant differences. If not, the Mann-Whitney U-Test was used instead.  
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9. Abbreviation
A  

aa Amino acid 
ABBA Cyclin A,BubR1, Bub1, and Acm1  
Acm1 APC/C-Cdh1 modulator 1 
ADP Adenosine diphosphate 
AMP Adenosine monophosphate 
APC/C Anaphase promoting complex/cy-

closome  
APS Ammonium persulphate solution 
ATP Adenosine triphosphate 

B  

BF Brightfield 
bp Base pairs 
BRCA1 Breast Cancer 1 
BSA Bovine serum albumin 
Bub1 Budding uninhibited by benomyl 1 
Bub3 Budding uninhibited by benzimidaz-

oles 3 Homolog 

C  

CAK Cdk-activating kinases  
Cdc Cell division control protein 
Cdc20 ell-division cycle protein 20 
Cdh1 Cdc20 homologue 1 
CDI Cdk inhibitory domain  
Cdk Cyclin dependent kinase 
Cdt1 Chromatin Licensing and DNA Repli-

cation Factor 1 
Cdt2 Cdc10-dependent transcript 2 
CHE Cherry 
CIP/KIP Cdk interacting protein/kinase in-

hibitor protein 
CKI Cyclin dependent kinase inhibitor 
Cks Cyclin dependent kinase subunits  
Clb B-type cyclins 
co-IP co-Immunoprecipitation 

CP Core particle 
CRL Cullin Ring ligase 
CT C-terminus 
CTD C-terminal domain 
CTP Cytosine triphosphate 
Cul Cullin 
Cut2 Securin S. pombe 
Cyc Cyclin 

D  

Dap Dacapo 
DB D-box 
DDB1 DNA damage-binding protein 1  
Ddi1 DNA Damage Inducible 1 Homolog 

1 
Dbf4 Dumbbell former 4 protein 
DMSO Dimethyl sulfoxide 
DNA Deoxyribonucleic acid 
dNTP Deoxynucleotide triphosphate 
DTT Dithiothreitol 
DUB Deubiquitnation enzyme 

E  

EDTA Ethylenediaminetetraacetic acid 
E2F1 E2 promotor binding factor 1 
EGTA Ethylene glycol-bis(β-aminoethyl) 

ether 
ELM Eukaryotic Linear Motif resource 
Emi1 Early mitotic inhibitor 1 
Emi2 Early mitotic inhibitor 2 
END Emi1-NuMA/Dynein-dynactin 
Evi5 Ecotropic viral integration site 5 

F  

FACS Fluorescence-activated cell sorter 
FBS Fetal bovine serum 
FL Fluorescent intensities 
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FLP Full-length polyprotein 
FSC Forward Scatter 
FUCCI Fluorescent ubiquitination-based 

cell cycle indicator 
Fzr Fizzy related 
Fzy Fizzy 

G  

Gem Geminin 
GFP Green fluorescent protein 
GPS Group based prediction system 
GTP Guanosine-5'-triphosphate 

H  

HA Human influenza epitope 
HECT Homologous to E6-AP Carboxyl Ter-

minus  
HEPES 4-(2-hydroxyethyl)-1-pipera-

zineethanesulfonic acid 
HURP Hepatoma up-regulated protein 

I  

IBR In-Between-RING  
INK4 Inhibitors of Cdk4 
IP Immunoprecipitation 
IPTG Isopropyl β-d-1-thiogalactopyra-

noside 
IQR Interquartile 
IVT In vitro trasncription 

K  

kb Kilo base 
kDa kilo Dalton 
KIF1C Kinesin Family Member 1C 
  

L  

LB Lysogeny broth 
LED Light-emitting diode 
log Logarithm 
LSB Laemmli sample buffer 

M  

Mad1 Mitotic arrest deficient 1 
Mad2 Mitotic arrest deficient 2 
MAPK Mitogen-activated protein kinase 
MCC Mitotic checkpoint complex  
MCM Mini-chromosome maintenance 

complex  
MICA Multiple interval-based curve align-

ment  
mRNA Messenger RNA 

N  

NEBD Nuclear envelope breakdown 
Nedd8 Neural-precursor-cell-expressed de-

velopmentally down-regulated 8 
Nek2A NIMA-related kinase 2A 

NES Nuclear export signal 
NIPA Nuclear Interaction Partner of Alk 

kinase 
NLS Nuclear localisation signla 
NMR Nuclear magnetic resonance 
NT N-terminus 
NTP Nucleoside triphosphate 
NuSAP Nucleolar and spindle-associated 

protein 

O  

OB O-box 
Orc1 Origin recognition complex subunit 

1 

P  

PAGE Polyacrylamide gel electrophoresis 
PBS Phosphate buffer saline 
PBST Phosphate buffer saline - tween 
PCNA Proliferating cell nuclear antigen 
PCR Polymerase chain reaction 
PDB Protein database 
pFSR Plasmid Frank Sprenger Regensburg 
PIP PCNA interaction protein 
Plk1 Polo-like kinase 1 
PMP Protein Metallo Phosphatases 
POI Protein of interest 
PP Pyrophosphate 
pRB pocket protein retinoblastoma  
pre-RC pre-replicative complex, prereplica-

tion complex 
PTM Post-translational modification 

  

R  

Rbx1 RING-box protein 1 
Rca1 Regulator of Cyclin A1 
RING Really interesting new gene 
RISC RNA-induced silencing complex 
RNA Ribonucleic acid 
RNAi RNA interference 
Rnase Ribonuclease 
RNF31 Ring Finger Protein 31 
ROI Region of interest 
rpm Rounds per minute 
Rpn1 Ribophorin I 
RPS Relative protein stability 
Rpt1 Regulatory particle triple-A protein  
rSAP Shrimp Alkaline Phosphatase 
RT Room temperature 
Rux Roughex 

S  

SAC Spindle assembly checkpoint 
SCF Skp/Cullin/F-box complex 
SDS Sodium dodecyl sulfate 
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Sgo1 Shugoshin 1 
Ska3 Spindle and Kinetochore Associated 

Complex Subunit 3 
Skp1 S-phase kinase-associated protein 1 
Skp2 S-phase kinase-associated protein 2 
Spd2 Spindle-defective protein 2 
SPO Sprenger Oligo 
SSC Side scatter 
SUMO Small Ubiquitin-Related Modifier 

T  

T2A Thosea asigna virus 2A 
TAE TRIS-Acetat-EDTA 
TAME Tosyl arginine methyl ester 
TEMED N,N,N′,N′-Tetramethylethylendia-

min 
TPR tetratricopeptide 
TPX2 Targeting protein for Xklp2 
TRIP13 Thyroid receptor-interacting pro-

tein 13 
TTP Thymidine triphosphate 

U  

UAS Upstream activating sequence 
Ub Ubiquitin 
UBA Ubiquitin-associated  
UBCH10 Ubiquitin-conjugating Enzyme H10  

Ube2S Ubiquitin-conjugating enzyme E2 S 
Ubp6 Ubiquitin carboxyl-terminal hydro-

lase 6 
USP44 Ubiquitin carboxyl-terminal hydro-

lase 44 
UTP Uridine triphosphat 
UTR Untranslated region 
UV Ultraviolet light 

W  

Wnt Wingless + Int1 

Z  

ZBR Zinc binding region 

*  

β-TrCP β-Transducin repeat-containing 
protein 
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11. Supplements 

11.1.  Origin macros 
11.1.1. Macro: “all in one macro 43”
/////////all-in-one-2018-11-21 
page.active$ = "BG"; 
fpprot = 2; 
getn (which is your protein of interest?) fpprot  
    (select protein of interest(POI); 
; 
for CHE as POI (GFP as reference protein) type 3; 
; 
for GFP as POI (CHE as reference protein) type 1; 
; 
if you have only CHE, select GFP(1) as POI; 
if you have only GPF, select CHE(3) as POI); 
cell(1,3)=fpprot; 
fp=fpprot; 
switch (fp) 
     case 1: 
         type -b "Your protein of interest is GFP-
tagged"; 
         break; 
     case 3: 
         type -b "Your protein of interest is CHE-
tagged"; 
         break; 
     case 2: 
         type -b "Your have not indicated if you are us-
ing a CHE or GFP tagged protein, press escape to exit 
and insert a 1 or 3 in sheeet BG third column"; 
         wcellcolor (3[4]) color(yellow);  
         break; 
   sec -w 30; 
   default: 
    } 
wcellcolor (3[6]) color(orange);  
type -b "This is the all-in-one macro /n wait for the 
o.k.popup to continue (5-10 min)"; 
////rr is the number of entries 
page.active$ = "all"; 
ss = wks.ncols; 
rr=ss/3; 
tt=rr+1; 
uu=ss+1; 
////duplicate FL2 column for later xIndex function 
for (ww = 1; ww<tt; ww++) 
{ 
wks.addCol(x$(ww)) 
} 
hh=4; 
for (ww = 1; ww<tt; ww++) 
{ 
range ra = col(x$(ww)); 
/////ra.index: set column index, places the empty 
columns in every 4th column 
ra.index = $(hh); 
hh=hh+4; 
} 
ss = wks.ncols; 
uu=ss+1; 
for (ww = 2; ww<uu; ww++) 
{ 
hh=ww+2; 
////copy DNA columns; 
copydata irng:=[data]all!col($(ww)) 
orng:=[data]all!col($(hh))[1]; 
ww=ww+3; 
} 
////set FL1 (1) or FL3(as X (type 4); 
if (fp == 1)  fx=3; 
else fx=1; 
///xxx 
ss = wks.ncols; 
for (ww = fx; ww<ss; ww++) 
{ 
wks.col = ww; 
wks.col.type=4; 
ww=ww+3; 
} 

/////sorted by FL  (Column 2, 5, etc.) descending and 
include Column 1(c1)-3(c2)etc. 
page.active$ ="all"; 
if (fp == 1) xx = 3; 
 else xx=1; 
 for (ii = 1, jj = xx, kk = 4; ii<uu; ii++)  
 { 
wsort descending:=0 bycol:=$(jj) c1:=$(ii) c2:=$(kk);  
ii=ii+3; 
jj=jj+4;  
kk=kk+4;  
} 
/////find Background levels: CHE 
page.active$ = "all"; 
wsort descending:=0 bycol:=3 c1:=1 c2:=4; 
get col(3) -e numpoints1; 
int bba =numpoints1*99.5/100; 
range BGCHE = [data]all!col(3)[$(bba)]; 
range BGCHE1 = [data]BG!col(1)[2]; 
BGCHE1 = BGCHE; 
page.active$ = "BG"; 
cc= cell(2,1); 
dd=cc*5/100+cc; 
cell(5,1)=dd; 
/////find Background levels: GFP 
page.active$ = "all"; 
//sorted by FL1  (Column 1) descending and include 
Column 1(c1)-4(c2)etc. 
wsort descending:=0 bycol:=1 c1:=1 c2:=4;  
get col(1) -e numpoints2; 
int bba =numpoints2*99.5/100; 
range BGGFP = [data]all!col(1)[$(bba)]; 
range BGGFP1 = [data]BG!col(2)[2]; 
BGGFP1 = BGGFP; 
page.active$ = "BG"; 
cc= cell(2,2); 
dd=cc*5/100+cc; 
cell(5,2)=dd; 
/////sorted by FL  (Column 2, 5, etc.) descending and 
include Column 1(c1)-3(c2)etc. 
page.active$ ="all"; 
if (fp == 1) xx = 3; 
 else xx=1; 
 wsort descending:=0 bycol:=$(xx) c1:=1 c2:=4;  
page.active$ = "BG"; 
wcellcolor (3[7]) color(orange);  
//////////////////////////////////////////////////////
////////////////////////////////////// 
type -a "Sort positive and negative cells"; 
///rr is the number of entries 
page.active$ = "all"; 
ss = wks.ncols; 
rr=ss/4; 
tt=rr+1; 
uu=ss+1; 
page.active$ ="pos"; 
wks.ncols = rr*3; 
////////Get background, positive and max  levels, 
for GPF-tagged (fp=1) this will be the first column 
(CHE-levels), for CHE-tagged, column 2 
if (fp == 1)  fx=1; 
else fx=2; 
///get the background level 
range daback = [data]BG!col($(fx))[2]; 
///get the positive level 
range dbpos = [data]BG!col($(fx))[5]; 
///get the max level 
range dcmax = [data]BG!col($(fx))[8]; 
////sort-code 
page.active$ = "all"; 
aa=1; 
bb=2; 
cc=3; 
dd=1; 
ee=2; 
ff=3; 
gg=1; 

/////////GFP or CHE 
if (fp == 1)  hh=4; 
else hh=2; 
uu=rr*4+1; 
for (ww = 1; ww<uu; ww++) 
{ 
get col($(ww)) -e endcol; 
range rb = [data]all!col($(hh)); 
mm=xindex($(dbpos),rb); 
nn=xindex($(dcmax),rb); 
copydata irng:=[data]all!col($(aa))[$(mm):$(nn)] 
orng:=[data]pos!col($(dd))[1]; 
copydata irng:=[data]all!col($(bb))[$(mm):$(nn)] 
orng:=[data]pos!col($(ee))[1]; 
copydata irng:=[data]all!col($(bb))[1:$(mm)] 
orng:=[data]neg!col($(gg))[1]; 
copydata irng:=[data]all!col($(cc))[$(mm):$(nn)] 
orng:=[data]pos!col($(ff))[1]; 
aa=aa+4; 
bb=bb+4; 
cc=cc+4; 
dd=dd+3; 
ee=ee+3; 
ff=ff+3; 
ww=ww+3; 
hh=hh+4; 
gg=gg+1; 
} 
page.active$ = "pos"; 
hh=1; 
for (ww = 1; ww<tt; ww++) 
{ 
wks.col = hh; 
wks.col.comment$ = "$(ww)"; 
wks.col.lname$ = "$(ww)-FL1"; 
hh=hh+1; 
wks.col = hh; 
wks.col.comment$ = "$(ww)"; 
wks.col.lname$ = "$(ww)-FL2"; 
wks.col.type=4; 
hh=hh+1; 
wks.col = hh; 
wks.col.comment$ = "$(ww)"; 
wks.col.lname$ = "$(ww)-FL3"; 
hh=hh+1; 
} 
page.active$ = "neg"; 
hh=1; 
for (ww = 1; ww<tt; ww++) 
{ 
wks.col = hh; 
wks.col.comment$ = "$(ww)"; 
wks.col.lname$ = "$(ww)-FL2"; 
hh=hh+1; 
} 
page.active$ = "BG"; 
wcellcolor (3[8]) color(orange);  
//////////////////////////////////////////////////////
/////////////////////// 
type -a "This will determine the transfecton rate: 
number of positive cells (in sheet pos) compared to 
all cells (in sheet all) \n it will then calculate DNA-
frequencies and will give suggestions for for G1, S 
and G2";  
type -a "Be patient, this will take up to 5 minutes to 
complete /n but you will get a very good estimations 
of G1 and G2 peaks"; 
///nothing to change for CHE to GFP 
///rr is the number of entries 
page.active$ = "pos"; 
ss = wks.ncols; 
rr=ss/3; 
tt=rr+1; 
page.active$ ="all"; 
///cell number from sheet all 
kk=1; 
uu=rr*4; 
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for (ii = 1; ii<uu; ii++) 
{ 
int dd=count(col($(ii)),1); 
range ab=[data]all1!Col(Txrateall)[kk]; 
ab=dd; 
ii=ii+3; 
kk=kk+1; 
} 
page.active$ ="pos"; 
//positive cells 
//loop through the different FL2 colums (start=2 
then add 3 (ii+2 plus one ii (ii++)  
//count number of entries, place into sheet all1 
kk=1; 
for (ii = 2;  ii<ss;  ii++) 
{ 
int dd=count(col($(ii)),1); 
range ab=[data]all1!Col(Txratepos)[kk]; 
ab=dd; 
ii=ii+2; 
kk=kk+1; 
} 
type -a "Calculate transfection effiency";  
///sets (reset) the calculation of the transfection 
effiency 
page.active$ = "all1"; 
csetvalue col:=[data]all1!col(Txratio) for-
mula:="Col(Txratepos)*100/Col(Txrateall)"; 
page.active$ = "all1"; 
range txrate = [data]all1!col(Txratio)[2:12]; 
da1 = mean(txrate); 
db1=da1*25/100; 
ddc1=da1-db1; 
wcellsel rng:=txrate cond:=le val:=ddc1; 
wcellcolor c:=color(red); 
///////type -b "Next it will calculate DNA-frequen-
cies and will give estimates for G1, S and G2"; 
page.active$ = "neg"; 
ss = wks.ncols; 
uu=ss+1; 
page.active$ = "negDNAfreq2"; 
for (ii = ss; ii>0; ii--) 
{ 
type -a "Calculates cell cycle distribution of negative 
cells"; 
range rng = [data]neg!Col($(ii)); 
stats rng; 
int n = stats.n; 
double dX; 
dX = 200; 
double scale = n*dX; 
double dw; 
dw = kernelwidth(rng); 
col($(uu)) = ksdensity(wcol(1), rng, dw) * scale; 
uu=uu-1; 
} 
page.active$ = "negDNAfreq2"; 
wks.col1.lname$ = "HOECHST"; 
wks.col1.type=4; 
for (ii = 2; ii<=uu; ii++) 
{ 
wks.col$(ii).format=1; 
ll=ii-1; 
wks.col$(ii).lname$ = "DNA$(ll)"; 
} 
page.active$ = "neg"; 
ss = wks.ncols; 
uu=ss+1; 
type -a "finds G1 and G2 maximal values"; 
page.active$ = "negDNAfreq2"; 
for (ii = 2; ii<=uu; ii++) 
{ 
mmG1 = list(max(col($(ii))[1:290]),col($(ii))); 
mmG100=mmG1+mmg1/2; 
mmG100r=round(mmG100,0); 
mmG2 = 
list(max(col($(ii))[mmG100r:900]),col($(ii))); 
mmS1 = 
list(min(col($(ii))[$(mmG1):$(mmG2)]),col($(ii))); 
kk=ii-1; 
mmG1=; 
range rG1 = col(1)[$(mmG1)]; 
range rG1n = negDNA!col($(kk))[1]; 
rG1n=round(rG1,0); 

mmS1=; 
range rS1 = col(1)[$(mmS1)]; 
range rS1n = negDNA!col($(kk))[2]; 
rS1n=round(rS1,0); 
mmG2=; 
range rG2 = col(1)[$(mmG2)]; 
range rG2n = negDNA!col($(kk))[3]; 
rG2n=round(rG2,0); 
} 
type -a "draws curves"; 
for (ii = 1; ii<tt; ii++) 
{ 
page.active$ = "negDNA"; 
range G1 = [data]negDNA!col(DNA$(ii))[1]; 
range S = [data]negDNA!col(DNA$(ii))[2]; 
range G2 = [data]negDNA!col(DNA$(ii))[3]; 
page.active$ = "negDNAfreq2"; 
ll=ii+1; 
dd=max(col($(ll))); 
ee=dd+dd*0.1; 
window -a DNA$(ii); 
layer.y.from = 0; 
layer.y.to = $(ee); 
layer.x.from = 400; 
layer.x.to = 3000; 
addline value:=$(G1) format:=.0 name:="lineG1"; 
addline value:=$(S) format:=.0 name:="lineS"; 
addline value:=$(G2) format:=.0 name:="lineG2"; 
window -ch 1; 
} 
page.active$ = "negDNA"; 
sec -w 10; 
page.active$ = "neg"; 
aa=wks.maxRows; 
////////wks.deleteRows(1, $(aa)); 
page.active$ = "negDNA"; 
window -s ctn; 
wcellcolor (2[8]) color(orange); 
wcellcolor (3[8]) color(orange);  
//////////////////////////////////////////////////////
///////////////////////////////////// 
type -a "This will split your positive cells into cell cy-
cle stages according to your set limits for G1, S and 
G2 \n be patient an wait for next message"; 
////nothing to change for CHE to GFP 
type -a "step-1: determine number of entries and 
set number of columns"; 
page.active$ = "pos"; 
ss = wks.ncols; 
rr=ss/3; 
tt=rr+1; 
page.active$ ="G1"; 
wks.ncols = rr*3; 
page.active$ ="S"; 
wks.ncols = rr*3; 
page.active$ ="G2"; 
wks.ncols = rr*3; 
type -a "step-2: sort positive cells by FL2"; 
uu=ss+1; 
page.active$ = "pos"; 
for (ii = 1, jj = 2, kk = 3; ii<uu; ii++) 
{ 
//sorted by FL2 (Column 2, 5, etc.) descending and 
include Column 1(c1)-3(c2)etc. 
wsort descending:=0 bycol:=$(jj) c1:=$(ii) c2:=$(kk);  
ii=ii+2; 
jj=jj+3;  
kk=kk+3;  
} 
type -a "step-3: Get G1, S , G2 (DNA) values"; 
page.active$ = "pos"; 
gg=1; 
hh=1; 
for (ww = 2; ww<ss; ww++) 
{ 
//Read the values from the negDNA sheet 
range pG1 = [data]negDNA!col(DNA$(hh))[1]; 
range pS = [data]negDNA!col(DNA$(hh))[2]; 
range pG2 = [data]negDNA!col(DNA$(hh))[3]; 
//Set Range for G1: 300 minus peak, S: 300 around 
button, G2: 500 after peak 
da = pG1-300; 
db = pG1; 
dc = pS-200; 

dd = pS+100; 
de = pG2; 
df = pG2+500; 
type -a "step-4: Split positive cells into G1, S and G2 
-$(hh)"; 
type -a "step-4: Split positive cells into G1 $(hh)"; 
//G1-code 
get col($(ww)) -e numpoints; 
for(ll = 1 ; ll <= numpoints ; ll++) 
{ 
   if (Col($(ww))[ll] > da)  break; 
} 
for(mm = ll ; mm <= numpoints ; mm++) 
{ 
  if (Col($(ww))[mm] > db)  break; 
} 
op=mm; 
if (op >= numpoints)  mm=numpoints; 
op=ll; 
if (op >= numpoints)  ll=numpoints; 
copydata irng:=[data]pos!col($(gg))[$(ll):$(mm)] 
orng:=[data]G1!col($(gg))[1]; 
gg=gg+1; 
copydata irng:=[data]pos!col($(gg))[$(ll):$(mm)] 
orng:=[data]G1!col($(gg))[1]; 
gg=gg+1; 
copydata irng:=[data]pos!col($(gg))[$(ll):$(mm)] 
orng:=[data]G1!col($(gg))[1]; 
gg=gg+1; 
type -a "step-4: Split positive cells into S-$(hh)"; 
//S-code 
for(ll = mm ; ll <= numpoints ; ll++) 
{ 
   if (Col($(ww))[ll] > dc)  break; 
} 
for(mm = ll ; mm <= numpoints ; mm++) 
{ 
   if (Col($(ww))[mm] > dd)  break; 
} 
op=mm; 
if (op >= numpoints)  mm=numpoints; 
op=ll; 
if (op >= numpoints)  ll=numpoints; 
//gg variable needs to be reset by 3 
gg=gg-3; 
copydata irng:=[data]pos!col($(gg))[$(ll):$(mm)] 
orng:=[data]S!col($(gg)); 
gg=gg+1; 
copydata irng:=[data]pos!col($(gg))[$(ll):$(mm)] 
orng:=[data]S!col($(gg)); 
gg=gg+1; 
copydata irng:=[data]pos!col($(gg))[$(ll):$(mm)] 
orng:=[data]S!col($(gg)); 
gg=gg+1; 
type -a "step-4: Split positive cells into G2-$(hh)"; 
//G2-code 
for(ll = mm ; ll <= numpoints ; ll++) 
{ 
   if (Col($(ww))[ll] > de)  break; 
} 
for(mm = ll ; mm <= numpoints ; mm++) 
{ 
   if (Col($(ww))[mm] > df)  break; 
} 
op=mm; 
if (op >= numpoints)  mm=numpoints; 
op=ll; 
if (op >= numpoints)  ll=numpoints; 
gg=gg-3; 
copydata irng:=[data]pos!col($(gg))[$(ll):$(mm)] 
orng:=[data]G2!col($(gg))[1]; 
gg=gg+1; 
copydata irng:=[data]pos!col($(gg))[$(ll):$(mm)] 
orng:=[data]G2!col($(gg))[1]; 
gg=gg+1; 
copydata irng:=[data]pos!col($(gg))[$(ll):$(mm)] 
orng:=[data]G2!col($(gg))[1]; 
gg=gg+1; 
ww=ww+2; 
hh=hh+1; 
} 
type -a "step-5: delete missing values from pos-Col-
umns"; 
uu=ss+1; 
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for (ii = 1,; ii<uu; ii++) 
{ 
wxt "col($(ii))[i]==0/0" c1:=$(ii) c2:=$(ii) sel:=1; 
menu -e 36442; 
type -a "step-5: delete missing values-$(ii)"; 
} 
type -a "step-6: sort G1 and G2 negative cells"; 
page.active$ = "neg"; 
for (ii = 1; ii<tt; ii++)  
 { 
wsort descending:=0 bycol:=$(ii) c1:=$(ii) c2:=$(ii);  
} 
page.active$ ="G1neg"; 
wks.ncols = rr; 
page.active$ ="G2neg"; 
wks.ncols = rr; 
page.active$ ="Sneg"; 
wks.ncols = rr; 
///Set DNA-limits 
gg=1; 
hh=1; 
for (ww = 1; ww<tt; ww++) 
{ 
//Read the values from the negDNA sheet 
type -a "step-6 sort negative cells-$(hh)"; 
range pG1 = [data]negDNA!col(DNA$(hh))[1]; 
range pS = [data]negDNA!col(DNA$(hh))[2]; 
range pG2 = [data]negDNA!col(DNA$(hh))[3]; 
//Set Range for G1: 200 minus peak, S: 200 around 
button, G2: 300 after peak 
da = pG1-200; 
db = pG1; 
dc = pS-100; 
dd = pS+100; 
de = pG2; 
df = pG2+300; 
page.active$ = "neg"; 
//G1-code 
type -a "step-6: sort negative cells-G1-$(hh)"; 
get col($(ww)) -e numpoints; 
for(ll = 1 ; ll <= numpoints ; ll++) 
{ 
   if (Col($(ww))[ll] > da)  break; 
} 
for(mm = ll ; mm <= numpoints ; mm++) 
{ 
  if (Col($(ww))[mm] > db)  break; 
} 
copydata irng:=[data]neg!col($(gg))[$(ll):$(mm)] 
orng:=[data]G1neg!col($(gg))[1]; 
//S-code 
type -a "step-6: sort negative cells S-$(hh)"; 
for(ll = mm ; ll <= numpoints ; ll++) 
{ 
   if (Col($(ww))[ll] > dc)  break; 
} 
for(mm = ll ; mm <= numpoints ; mm++) 
{ 
   if (Col($(ww))[mm] > dd)  break; 
} 
copydata irng:=[data]neg!col($(gg))[$(ll):$(mm)] 
orng:=[data]Sneg!col($(gg))[1]; 
//G2-code 
type -a "step-6: sort negative cells G2-$(hh)"; 
for(ll = mm ; ll <= numpoints ; ll++) 
{ 
   if (Col($(ww))[ll] > de)  break; 
} 
for(mm = ll ; mm <= numpoints ; mm++) 
{ 
   if (Col($(ww))[mm] > df)  break; 
} 
copydata irng:=[data]neg!col($(gg))[$(ll):$(mm)] 
orng:=[data]G2neg!col($(gg))[1]; 
gg=gg+1; 
hh=hh+1; 
} 
type -a "step-7: delete missing values from neg-col-
umns"; 
for (ii = 1,; ii<tt; ii++) 
{ 
wxt "col($(ii))[i]==0/0" c1:=$(ii) c2:=$(ii) sel:=1; 
menu -e 36442; 

type -a "step-7: delete missing values from neg-col-
umns-$(ii)"; 
} 
type -a "step-8: Calculate FL ratios"; 
type -a "step-8: Calculate FL ratios-G1"; 
page.active$ = "logG1"; 
mm=1; 
for (ii = 1; ii<tt; ii++) 
{  
range FL1 = [data]G1!col($(mm)); 
kk=mm+2; 
range FL3 = [data]G1!col($(kk)); 
if (fp == 1)  col($(ii))=log(FL1)/log(FL3); 
else col($(ii))=log(FL3)/log(FL1); 
mm=mm+3; 
} 
type -a "step-8: Calculate FL ratios-S"; 
page.active$ = "logS"; 
mm=1; 
for (ii = 1; ii<tt; ii++) 
{ 
range FL1 = [data]S!col($(mm)); 
kk=mm+2; 
range FL3 = [data]S!col($(kk)); 
if (fp == 1)  col($(ii))=log(FL1)/log(FL3); 
else col($(ii))=log(FL3)/log(FL1); 
mm=mm+3; 
} 
type -a "step-8: Calculate FL ratios-G2"; 
page.active$ = "logG2"; 
mm=1; 
for (ii = 1; ii<tt; ii++) 
{ 
range FL1 = [data]G2!col($(mm)); 
kk=mm+2; 
range FL3 = [data]G2!col($(kk)); 
if (fp == 1)  col($(ii))=log(FL1)/log(FL3); 
else col($(ii))=log(FL3)/log(FL1); 
mm=mm+3; 
} 
type -a "step-8: Calculate FL ratios-all-all-log"; 
page.active$ = "all-log"; 
mm=1; 
for (ii = 1; ii<tt; ii++) 
{ 
range FL1 = [data]pos!col($(mm)); 
kk=mm+2; 
range FL3 = [data]pos!col($(kk)); 
if (fp == 1)  col($(ii))=log(FL1)/log(FL3); 
else col($(ii))=log(FL3)/log(FL1); 
mm=mm+3; 
} 
type -a "step-8: Calculate FL ratios-all-logall"; 
page.active$ = "logall"; 
mm=1; 
vv=rr+1; 
uu=rr*2+1; 
for (ii = vv; ii<uu; ii++) 
{ 
range FL1 = [data]pos!col($(mm)); 
kk=mm+2; 
range FL3 = [data]pos!col($(kk)); 
if (fp == 1)  col($(ii))=log(FL1)/log(FL3); 
else col($(ii))=log(FL3)/log(FL1); 
mm=mm+3; 
} 
type -a "step-9: copy logFL (for scatter plots)"; 
uu=rr*3+1; 
vv=rr*2+1; 
mm=1; 
for (ii = vv; ii<uu; ii++) 
{ 
range FL1 = [data]pos!col($(mm)); 
mm=mm+2; 
range FL3 = [data]pos!col($(mm)); 
mm=mm+1; 
if (fp == 1) 
 col($(ii))=log(FL3); 
else 
 col($(ii))=log(FL1); 
} 
type -a "step-10: copy the DNA-columns into sheet 
logall (for scatter plots)"; 
page.active$ = "pos"; 

kk=1; 
uu=rr*3+2; 
for (ii = 2; ii<uu; ii++) 
{ 
copydata irng:=[data]pos!col($(ii)) 
orng:=[data]logall!col($(kk)); 
kk=kk+1; 
ii=ii+2; 
} 
type -a "step-11: determine G1/G2 ratios of positive 
cells"; 
page.active$ = "G1"; 
//G1-cells 
kk=1; 
for (ii = 2; ii<ss ; ii++) 
{ 
int dd=count(col($(ii)),1); 
range ab=[data]all1!Col(G1)[kk]; 
ab=dd; 
kk=kk+1; 
ii=ii+2; 
} 
//G2-cells 
page.active$ = "G2"; 
kk=1; 
for (ii = 2; ii<ss ; ii++) 
{ 
int dd=count(col($(ii)),1); 
range ab=[data]all1!Col(G2)[kk]; 
ab=dd; 
kk=kk+1; 
ii=ii+2; 
} 
//S-cells 
page.active$ = "S"; 
kk=1; 
for (ii = 2; ii<ss ; ii++) 
{ 
int dd=count(col($(ii)),1); 
range ab=[data]all1!Col(S)[kk]; 
ab=dd; 
kk=kk+1; 
ii=ii+2; 
} 
type -a "step-12: determine G1/G2 ratios of nega-
tive cells"; 
page.active$ = "G1neg"; 
//G1-cells 
kk=16; 
for (ii = 1; ii<tt ; ii++) 
{ 
int dd=count(col($(ii)),1); 
range ab=[data]all1!Col(G1)[kk]; 
ab=dd; 
kk=kk+1; 
} 
//G2-cells 
page.active$ = "G2neg"; 
kk=16; 
for (ii = 1; ii<tt ; ii++) 
{ 
int dd=count(col($(ii)),1); 
range ab=[data]all1!Col(G2)[kk]; 
ab=dd; 
kk=kk+1; 
} 
//S-cells 
page.active$ = "Sneg"; 
kk=16; 
for (ii = 1; ii<tt ; ii++) 
{ 
int dd=count(col($(ii)),1); 
range ab=[data]all1!Col(S)[kk]; 
ab=dd; 
kk=kk+1; 
} 
page.active$ = "all1"; 
csetvalue col:=[data]all1!col(G1G2ratio) for-
mula:="Col(G1)/Col(G2)"; 
type -a "step-18: Determine the log frequencies of 
FL1/FL3"; 
type -a "step-18: Determine the log frequencies of 
FL1/FL3-G2"; 
page.active$ = "logG2"; 
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for (ii = rr; ii>0; ii--) 
{ 
freqcounts irng:=col($(ii)) inc:=0.01 freq:=0 
bin:=ends min:=0 max:=1.3 cumulcount:=0 cen-
ter:=0 rd:=G2freq!col($(ii)); 
} 
/////////////rename and format 
page.active$ = "G2freq"; 
if (fp == 1)  wks.col1.lname$ = "FL1/FL3"; 
else wks.col1.lname$ = "FL3/FL1"; 
wks.col1.type=4;  
//clear comment in all columns 
for (int nn = 1; nn <= wks.ncols; nn++) { 
wcol(nn)[C]$=""; }  
uu=rr+2; 
for (ii = 2; ii<uu; ii++) 
{ 
wks.col$(ii).format=1; 
ll=ii-1; 
wks.col$(ii).lname$ = "G2$(ll)"; 
} 
type -a "step-18: Determine the log frequencies of 
FL1/FL3-S"; 
page.active$ = "logS"; 
for (ii = rr; ii>0; ii--) 
{ 
freqcounts irng:=col($(ii)) inc:=0.01 freq:=0 
bin:=ends min:=0 max:=1.3 cumulcount:=0 cen-
ter:=0 rd:=Sfreq!col($(ii)); 
} 
page.active$ = "Sfreq"; 
if (fp == 1)  wks.col1.lname$ = "FL1/FL3"; 
else wks.col1.lname$ = "FL3/FL1"; 
wks.col1.type=4;  
for (int nn = 1; nn <= wks.ncols; nn++) { 
wcol(nn)[C]$=""; }  
for (ii = 2; ii<uu; ii++) 
{ 
wks.col$(ii).format=1; 
ll=ii-1; 
wks.col$(ii).lname$ = "S$(ll)"; 
} 
type -a "step-18: Determine the log frequencies of 
FL1/FL3-all"; 
page.active$ = "logall"; 
kk=rr; 
uu=rr*2; 
vv=rr-1; 
for (ii = uu; ii>vv; ii--) 
{ 
freqcounts irng:=col($(ii)) inc:=0.01 freq:=0 
bin:=ends min:=0 max:=1.3 cumulcount:=0 cen-
ter:=0 rd:=allfreq!col($(kk)); 
kk=kk-1; 
} 
page.active$ = "allfreq"; 
if (fp == 1)  wks.col1.lname$ = "FL1/FL3"; 
else wks.col1.lname$ = "FL3/FL1"; 
wks.col1.type=4; 
for (int nn = 1; nn <= wks.ncols; nn++) { 
wcol(nn)[C]$=""; }  
for (ii = 2; ii<tt; ii++) 
{ 
wks.col$(ii).format=1; 
ll=ii-1; 
wks.col$(ii).lname$ = "G1$(ll)"; 
} 
type -a "step-18: Determine the log frequencies of 
FL1/FL3-G1"; 
page.active$ = "logG1"; 
for (ii = rr; ii>0; ii--) 
{ 
freqcounts irng:=col($(ii)) inc:=0.01 freq:=0 
bin:=ends min:=0 max:=1.3 cumulcount:=0 cen-
ter:=0 rd:=G1freq!col($(ii)); 
} 
page.active$ = "G1freq"; 
if (fp == 1)  wks.col1.lname$ = "FL1/FL3"; 
else wks.col1.lname$ = "FL3/FL1"; 
wks.col1.type=4; 
for (int nn = 1; nn <= wks.ncols; nn++) { 
wcol(nn)[C]$=""; }  
for (ii = 2; ii<tt; ii++) 
{ 

wks.col$(ii).format=1; 
ll=ii-1; 
wks.col$(ii).lname$ = "G1$(ll)"; 
} 
  
type -a "step-19: Determine maximal frequencie 
values"; 
uu=rr+2; 
page.active$ = "G2freq"; 
for (ii = 2; ii<uu; ii++) 
{ 
///finds maximal value in frequency count and 
places into all1 
mm = list(max(col($(ii))),col($(ii))); 
range r1 = col(1)[$(mm)]; 
kk=ii-1; 
range r2 = all1!col(logG2)[$(kk)]; 
r2=r1; 
} 
page.active$ = "G1freq"; 
for (ii = 2; ii<uu; ii++) 
{ 
mm = list(max(col($(ii))),col($(ii))); 
range r1 = col(1)[$(mm)]; 
kk=ii-1; 
range r2 = all1!col(logG1)[$(kk)]; 
r2=r1; 
} 
page.active$ = "Sfreq"; 
for (ii = 2; ii<uu; ii++) 
{ 
mm = list(max(col($(ii))),col($(ii))); 
range r1 = col(1)[$(mm)]; 
kk=ii-1; 
range r2 = all1!col(logS)[$(kk)]; 
r2=r1; 
} 
page.active$ = "allfreq"; 
for (ii = 2; ii<uu; ii++) 
{ 
mm = list(max(col($(ii))),col($(ii))); 
range r1 = col(1)[$(mm)]; 
kk=ii-1; 
range r2 = all1!col(logall)[$(kk)]; 
r2=r1; 
} 
if (fp == 1) type -a "step-20: determine cell cycle pro-
file of the GFP positive cells"; 
else type -a "step-20: determine cell cycle profile of 
the CHE positive cells";  
type -a "step-20: sort"; 
page.active$ ="pos"; 
uu=rr*3+1; 
if (fp == 1) 
{ 
for (ii = 1, jj = 1, kk = 3; ii<uu; ii++) 
{ 
wsort descending:=0 bycol:=$(jj) c1:=$(ii) c2:=$(kk);  
ii=ii+2; 
jj=jj+3;  
kk=kk+3;  
type -a "sort by GFP"; 
} 
} 
else 
{ 
for (ii = 1, jj = 3, kk = 3; ii<uu; ii++) 
{ 
wsort descending:=0 bycol:=$(jj) c1:=$(ii) c2:=$(kk);  
ii=ii+2; 
jj=jj+3;  
kk=kk+3;  
type -a "sort by CHE"; 
} 
} 
type -a "step-21: get BG-level"; 
////get the background level 
page.active$ ="BG"; 
if (fp == 1)  
bgd=cell(2,1); 
else 
bgd=cell(2,2); 
type -a "step-22: determine cell cycle profile of pos-
itive cells-search through the values"; 

page.active$ ="pos"; 
kk=2; 
uu=rr*3+1; 
if (fp == 3) 
{ 
for (ii = 3; ii<uu; ii++) 
{ 
get col($(ii)) -e numpoints; 
for(ll = 1 ; ll < numpoints ; ll++) 
{ 
   if (Col($(ii))[ll] > bgd)  break; 
} 
ii=ii-1; 
copydata 
irng:=[data]pos!col($(ii))[$(ll):$(numpoints)] 
orng:=[data]DNA!col($(kk)); 
ii=ii+3; 
kk=kk+1; 
} 
} 
else type -a "GFP-tagged"; 
kk=2; 
if (fp == 1) 
{ 
for (ii = 1; ii<uu; ii++) 
{ 
get col($(ii)) -e numpoints; 
for(ll = 1 ; ll < numpoints ; ll++) 
{ 
   if (Col($(ii))[ll] > bgd)  break; 
} 
ii=ii+1; 
copydata 
irng:=[data]pos!col($(ii))[$(ll):$(numpoints)] 
orng:=[data]DNA!col($(kk)); 
ii=ii+1; 
kk=kk+1; 
} 
} 
else type -a "CHE-tagged"; 
page.active$ = "logall"; 
kk=1; 
uu=rr+1; 
vv=rr*2+1; 
for (ii = uu; ii<vv; ii++) 
{ 
wks.col = ii; 
if (fp == 1)  wks.col.lname$ = "FL1FL3"; 
else wks.col.lname$ = "FL3FL1"; 
if (fp == 1) wks.col.comment$ = "$(kk)-FL1/FL3"; 
else wks.col.comment$ = "$(kk)-FL3/FL1"; 
kk=kk+1; 
} 
kk=1; 
for (ii = 1; ii<tt; ii++) 
{ 
wks.col = ii; 
wks.col.type=4; 
wks.col.lname$ = "DNA"; 
if (fp == 1)  wks.col.comment$ = "$(kk)-DNA-CHE-
pos"; 
else wks.col.comment$ = "$(kk)-DNA-GFP-pos"; 
kk=kk+1; 
} 
kk=1; 
uu=rr*3+1; 
for (ii = vv; ii<uu; ii++) 
{ 
wks.col = ii; 
wks.col.lname$ = "FL1"; 
wks.col.comment$ = "$(kk)-FL1"; 
kk=kk+1; 
} 
page.active$ = "logG1"; 
for (ii = 1; ii<tt; ii++) 
{ 
wks.col = ii; 
if (fp == 1)  wks.col.comment$ = "FL1/FL3"; 
else wks.col.comment$ = "FL3/FL1"; 
} 
page.active$ = "logG2"; 
for (ii = 1; ii<tt; ii++) 
{ 
wks.col = ii; 
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if (fp == 1)  wks.col.comment$ = "FL1/FL3"; 
else wks.col.comment$ = "FL3/FL1"; 
} 
page.active$ = "logS"; 
for (ii = 1; ii<tt; ii++) 
{ 
wks.col = ii; 
if (fp == 1)   wks.col.comment$ = "FL1/FL3"; 
else wks.col.comment$ = "FL3/FL1"; 
} 
page.active$ = "all-log"; 
for (ii = 1; ii<tt; ii++) 
{ 
wks.col = ii; 
if (fp == 1)   wks.col.comment$ = "FL1/FL3"; 
else wks.col.comment$ = "FL3/FL1"; 
} 
page.active$ = "allfreq"; 
wks.col = 1; 
wks.col.comment$ = "freqFLs"; 
kk=1; 
uu=tt+1; 
for (ii = 2; ii<uu; ii++) 
{ 
wks.col = ii; 
wks.col.comment$ = "$(kk)"; 
kk=kk+1; 
} 
page.active$ = "G1freq"; 
wks.col = 1; 
wks.col.comment$ = "freqFLs"; 
kk=1; 
for (ii = 2; ii<uu; ii++) 
{ 
wks.col = ii; 
wks.col.comment$ = "$(kk)"; 
kk=kk+1; 
} 
page.active$ = "G2freq"; 
wks.col = 1; 
wks.col.comment$ = "freqFLs"; 
kk=1; 
for (ii = 2; ii<uu; ii++) 
{ 
wks.col = ii; 
wks.col.comment$ = "$(kk)"; 
kk=kk+1; 
} 
page.active$ = "Sfreq"; 
wks.col = 1; 
wks.col.comment$ = "freqFLs"; 
kk=1; 
for (ii = 2; ii<uu; ii++) 
{ 
wks.col = ii; 
wks.col.comment$ = "$(kk)"; 
kk=kk+1;  
} 
page.active$ = "all1"; 
type -a "step-27: find cells in background"; 
page.active$ = "pos"; 
ss = wks.ncols; 
rr=ss/3; 
tt=rr+1; 
uu=rr*3+1; 
/////This will take the background level in sheet BG 
\nand will check how many positive cells have value 
at or below this background level"; 
//Determine how many data points, ss in number of 
columns in page pos, rr is the number of entries; 
page.active$ = "pos"; 
ss = wks.ncols; 
rr=ss/3; 
tt=rr+1; 
uu=rr*3+1; 
//background-level 
page.active$ = "BG"; 
if (fp==1) bg = cell(2,2); 
else bg = cell(2,1); 
bg=bg+0.01; 
if (fp==1) bb=1; 
else bb=3; 
//G1 
page.active$ = "G1"; 

for (ii = 1, jj = $(bb); ii<tt && jj<uu; ii++) 
{ 
get col($(jj)) -e np; 
range ab=[data]all1!Col(G1-BGA)[ii]; 
ab=np; 
range rFL3=$(jj); 
string strCond$="rFL3<$(bg)"; 
wxt test:=strCond$  num:=nExtRows; 
range ab=[data]all1!Col(G1B)[ii]; 
ab=nExtRows; 
   jj=jj+3;   
} 
  
//G2 
page.active$ = "G2"; 
for (ii = 1, jj = $(bb) ; ii<tt && jj<uu; ii++) 
{ 
get col($(jj)) -e np; 
range ab=[data]all1!Col(G2BGA)[ii]; 
ab=np; 
range rFL3=$(jj); 
string strCond$="rFL3<$(bg)"; 
wxt test:=strCond$  num:=nExtRows; 
range ab=[data]all1!Col(G2B)[ii]; 
ab=nExtRows; 
   jj=jj+3;   
} 
//S 
page.active$ = "S"; 
for (ii = 1, jj = $(bb) ; ii<tt && jj<uu; ii++) 
{ 
get col($(jj)) -e np; 
range ab=[data]all1!Col(SBGA)[ii]; 
ab=np; 
range rFL3=$(jj); 
string strCond$="rFL3<$(bg)"; 
wxt test:=strCond$  num:=nExtRows; 
range ab=[data]all1!Col(SB)[ii]; 
ab=nExtRows; 
   jj=jj+3;   
} 
//all 
page.active$ = "pos"; 
for (ii = 1, jj = $(bb) ; ii<tt && jj<uu; ii++) 
{ 
get col($(jj)) -e np; 
range ab=[data]all1!Col(allBGA)[ii]; 
ab=np; 
range rFL3=$(jj); 
string strCond$="rFL3<$(bg)"; 
wxt test:=strCond$  num:=nExtRows; 
range ab=[data]all1!Col(allB)[ii]; 
ab=nExtRows; 
jj=jj+3;   
} 
page.active$ = "all1"; 
csetvalue col:=[data]all1!col(allPer) for-
mula:="Col(allB)*100/Col(allBGA)"; 
csetvalue col:=[data]all1!col(G1Per) for-
mula:="Col(G1B)*100/Col(G1BGA)"; 
csetvalue col:=[data]all1!col(SPer) for-
mula:="Col(SB)*100/Col(SBGA)"; 
csetvalue col:=[data]all1!col(G2Per) for-
mula:="Col(G2B)*100/Col(G2BGA)"; 
csetvalue col:=[data]all1!col(G1G2) for-
mula:="Col(G1)+Col(G2)"; 
//////////////////////////////////////////////////////
//////////////////////////////////////////////////////
/////////////////// 
page.active$ ="BG"; 
wcellcolor (3[5]:[10]) color(white);  
page.active$ = "all1"; 
page.active$ = "pos"; 
ss = wks.ncols; 
rr=ss/3; 
tt=rr+1; 
type -a "step-28: Box Plots"; 
page.active$ = "logG1"; 
for (ii = 1,; ii<tt; ii++) 
{ 
wxt "col($(ii))[i]==0/0" c1:=$(ii) c2:=$(ii) sel:=1; 
menu -e 36442; 
} 
kk=4; 

oo=18; 
for (ii = 1; ii<tt; ii++) 
{  
aa=mean(Col($(ii))); 
[data]Boxes!Cell($(kk),2)=aa; 
bb=count(Col($(ii))); 
[data]Boxes!Cell($(oo),2)=bb; 
kk=kk+1; 
oo=oo+1; 
} 
window -a BoxG1; 
layer.y.from = 0; 
layer.y.to = 1.5; 
layer.x.from = 0.5; 
layer.x.to = 12.9; 
if (fp == 1)  label -y1l log(FL1) / log(FL3); 
else label -y1l log(FL3) / log(FL1); 
legendbox box:=0 whisker:=0 mdl:=0 mean:=1; 
window -ch 1; 
//////////////////////////////////////////////////////
///S 
page.active$ = "logS"; 
for (ii = 1,; ii<tt; ii++) 
{ 
wxt "col($(ii))[i]==0/0" c1:=$(ii) c2:=$(ii) sel:=1; 
//Delete rows with no values 
menu -e 36442; 
} 
kk=4; 
oo=18; 
for (ii = 1; ii<tt; ii++) 
{  
aa=mean(Col($(ii))); 
[data]Boxes!Cell($(kk),3)=aa; 
bb=count(Col($(ii))); 
[data]Boxes!Cell($(oo),3)=bb; 
kk=kk+1; 
oo=oo+1; 
} 
window -a BoxS; 
layer.y.from = 0; 
layer.y.to = 1.5; 
layer.x.from = 0.5; 
layer.x.to = 12.9; 
if (fp == 1)  label -y1l log(FL1) / log(FL3); 
else label -y1l log(FL3) / log(FL1); 
legendbox box:=0 whisker:=0 mdl:=0 mean:=1; 
window -ch 1; 
//////////////////////////////////////////////////////
///G2 
page.active$ = "logG2"; 
for (ii = 1,; ii<tt; ii++) 
{ 
wxt "col($(ii))[i]==0/0" c1:=$(ii) c2:=$(ii) sel:=1; 
//Delete rows with no values 
menu -e 36442; 
} 
kk=4; 
oo=18; 
for (ii = 1; ii<tt; ii++) 
{  
aa=mean(Col($(ii))); 
[data]Boxes!Cell($(kk),4)=aa; 
bb=count(Col($(ii))); 
[data]Boxes!Cell($(oo),4)=bb; 
kk=kk+1; 
oo=oo+1; 
} 
window -a BoxG2; 
layer.y.from = 0; 
layer.y.to = 1.5; 
layer.x.from = 0.5; 
layer.x.to = 12.9; 
if (fp == 1)  label -y1l log(FL1) / log(FL3); 
else label -y1l log(FL3) / log(FL1); 
legendbox box:=0 whisker:=0 mdl:=0 mean:=1; 
window -ch 1; 
//////////////////////////////////////////////////////
///all 
page.active$ = "all-log"; 
for (ii = 1,; ii<tt; ii++) 
{ 
wxt "col($(ii))[i]==0/0" c1:=$(ii) c2:=$(ii) sel:=1; 
//Delete rows with no values 
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menu -e 36442; 
} 
kk=4; 
oo=18; 
for (ii = 1; ii<tt; ii++) 
{  
aa=mean(Col($(ii))); 
[data]Boxes!Cell($(kk),5)=aa; 
bb=count(Col($(ii))); 
[data]Boxes!Cell($(oo),5)=bb; 
kk=kk+1; 
oo=oo+1; 
} 
window -a Boxall; 
layer.y.from = 0; 
layer.y.to = 1.5; 
layer.x.from = 0.5; 
layer.x.to = 12.9; 
if (fp == 1)  label -y1l log(FL1) / log(FL3); 
else label -y1l log(FL3) / log(FL1); 
legendbox box:=0 whisker:=0 mdl:=0 mean:=1; 
window -ch 1; 
page.active$ = "Boxes"; 
sec -p 5; 
win -a data; 
page.active$ = "neg"; 
ss = wks.ncols; 
page.active$ = "BG"; 
cell(20,3)=ss; 
//////////FLxFLy 
type -a "FLxFLy"; 
win -a data; 
page.active$ = "BG"; 
fp= cell(1,3); 
ss = cell(20,3); 
uu=ss*2; 
tt=ss*2; 
win -a data; 
newsheet name:=FLxFLy cols:=uu; 
wks.index = 4; 
page.active$ = "FLxFLy"; 
mm=1; 
nn=1; 
for (ii = 1; ii<tt; ii++) 
{ 
range FL1 = [data]pos!col($(mm)); 
kk=mm+2; 
range FL3 = [data]pos!col($(kk)); 
if (fp == 1)  col($(ii))=log(FL3); 
else col($(ii))=log(FL1); 
wks.col = ii; 
if (fp == 1) wks.col.lname$ = "$(nn)-logFL3"; 
else wks.col.lname$ = "$(nn)-FL1"; 
wks.col.type=4; 
ii=ii+1; 
if (fp == 1)  col($(ii))=log(FL1); 
else col($(ii))=log(FL3); 
wks.col = ii; 
if (fp == 1) wks.col.lname$ = "$(nn)-logFL1"; 
else wks.col.lname$ = "$(nn)-FL3"; 
wks.col.type=1; 
mm=mm+3; 
nn=nn+1; 
} 
layer -d "DNA"; 
layer -d "G1neg"; 
layer -d "Sneg"; 
layer -d "G2neg"; 
page.active$ = "BG"; 
//////////////////////////////////////////////////////
/////////////////////////////////// 
//////////G1 
/////tt is the number of entries 
win -a data; 
page.active$ = "pos"; 
tt = wks.ncols; 
ss=tt/3; 
page.active$ = "BG"; 
cell(20,3)=ss; 
sminus=ss-1; 
mm=ss*2+5; 
newbook name:="curves" sheet:=1 op-
tion:=lsname; 
newsheet name:=G1align cols:=1; 

newsheet name:=freqs cols:=46; 
win -a "curves"; 
page.active$ = "freqs"; 
wks.nCols = wks.nCols + tt; 
colcopy irng:=[data]BG!Col(5) 
orng:=[curves]freqs!Col($(mm)); 
win -a "curves"; 
page.active$ = "freqs"; 
wks.nCols = wks.nCols + tt; 
///////positive cells 
kk=1; 
for (ii = 5; ii<tt; ii++) 
{ 
range rng = [data]pos!Col($(ii)); 
stats rng; 
int n = stats.n; 
double dX; 
dX = 200; 
double scale = n*dX; 
double dw; 
dw = kernelwidth(rng); 
col($(kk)) = ksdensity(wcol($(mm)), rng, dw) * scale; 
kk=kk+2; 
ii=ii+2; 
} 
///column number where values are put 
tt=ss*2-1; 
urow=tt+3; 
rr=1; 
///find maximum number G1-range 
range g1ra = [data]negDNA!Col(DNA1)[1]; 
g1rangestart=mmg1-100; 
g1rangestop=mmg1+100; 
for (ii = 1; ii<tt; ii++) 
{ 
dd = list(max(col($(ii))[$(g1rangestart) : $(g1rang-
estop)]),col($(ii))); 
cell($(rr),$(urow))= dd; 
dd=; 
max1=cell($(dd), $(ii)); 
cell($(rr),$(tt))=max1; 
ii=ii+1; 
rr=rr+1; 
} 
///rows 
uu=ss-1; 
///column number with max values in rows 
vv=tt+1; 
/////find maximum number in row 
dd = list(max(col($(tt))[1:$(uu)]),col($(tt))); 
dd=; 
max1=cell($(dd), $(tt)); 
cell(1,$(vv))=max1; 
ww=vv+1; 
for (ii = 1; ii<ss; ii++) 
{ 
cell($(ii),$(ww))=cell($(ii),$(tt))/cell(1,vv); 
} 
ll=1; 
tt=ss*2-1; 
for (ii = 1; ii<tt; ii++) 
{ 
kk=ii+1; 
xx=cell($(ll), $(ww)); 
xx=; 
csetvalue col:=[curves]freqs!col($(kk)) for-
mula:="Col($(ii))/ xx"; 
ii=ii+1; 
ll=ll+1; 
} 
for (ii = 1; ii<tt; ii++) 
{ 
wks.col$(ii).digitMode=1; 
wks.col$(ii).digits=0;  
} 
win -a "curves"; 
page.active$ = "freqs"; 
//////////////////////////////////////////////////////
////////////////////////////////////////////// 
urow=ss*2+2; 
urowplus=urow+1; 
dd = 
list(max(col($(urow))[1:$(sminus)]),col($(urow))); 
dd=; 

ee = 
list(min(col($(urow))[1:$(sminus)]),col($(urow))); 
ee=; 
max1=cell($(dd), $(urow)); 
cell(1,$(urowplus))=max1; 
min1=cell($(ee), $(urow)); 
cell(2,$(urowplus))=min1; 
urowplusplus=urowplus+1; 
for (ll = 1; ll<ss; ll++) 
{ 
cell($(ll),$(urowplusplus))=cell(1,$(urowplus))-
cell($(ll),$(urow)); 
} 
//////////////////realign 
oo=2; 
pp=urowplusplus+2; 
for (ll = 1; ll<ss; ll++) 
{ 
nn=cell($(ll),$(urowplusplus)); 
nn=; 
for (ii = 1000; ii>0; ii--) 
{ 
mm=ii+nn; 
cell($(mm),$(pp))=cell($(ii),$(oo)); 
} 
oo=oo+2; 
pp=pp+1; 
} 
for (ii = urowplus; ii<pp; ii++) 
{ 
wks.col$(ii).digitMode=1; 
wks.col$(ii).digits=0;  
} 
win -a "curves"; 
page.active$ = "G1align"; 
mm=ss*2+5; 
nn=mm+ss; 
tt=ss+1; 
colcopy irng:=[curves]freqs!Col($(mm)):Col($(nn)) 
orng:=[curves]G1align!Col(1); 
for (ii = 2; ii<tt; ii++) 
{ 
wks.col$(ii).lname$ = Pos-$(ii); 
} 
win -a data; 
page.active$ = "BG"; 
cell(20,3)=ss; 
sminus=ss-1; 
mm=ss*2+5; 
splusplus=ss+2; 
win -a "curves"; 
newsheet name:=negfreqs cols:=46; 
page.active$ = "negfreqs"; 
///////negative cells 
kk=1; 
for (ii = 3; ii<splusplus; ii++) 
{ 
kk=; 
colcopy irng:=[data]negDNAfreq2!Col($(ii)) 
orng:=[curves]negfreqs!Col($(kk)); 
kk=kk+2; 
} 
///column number where values are put 
tt=ss*2-1; 
urow=tt+3; 
rr=1; 
///find maximum number G1-range 
for (ii = 1; ii<tt; ii++) 
{ 
dd = list(max(col($(ii))[1:223]),col($(ii))); 
cell($(rr),$(urow))=dd; 
dd=; 
max1=cell($(dd), $(ii)); 
cell($(rr),$(tt))=max1; 
ii=ii+1; 
rr=rr+1; 
} 
///rows 
uu=ss-1; 
///column number with max values in rows 
vv=tt+1; 
/////find maximum number in row 
dd = list(max(col($(tt))[1:$(uu)]),col($(tt))); 
dd=; 
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max1=cell($(dd), $(tt)); 
cell(1,$(vv))=max1; 
ww=vv+1; 
for (ii = 1; ii<ss; ii++) 
{ 
cell($(ii),$(ww))=cell($(ii),$(tt))/cell(1,vv); 
} 
ll=1; 
tt=ss*2-1; 
for (ii = 1; ii<tt; ii++) 
{ 
kk=ii+1; 
xx=cell($(ll), $(ww)); 
xx=; 
csetvalue col:=[curves]negfreqs!col($(kk)) for-
mula:="Col($(ii))/ xx"; 
ii=ii+1; 
ll=ll+1; 
} 
for (ii = 1; ii<tt; ii++) 
{ 
wks.col$(ii).digitMode=1; 
wks.col$(ii).digits=0;  
} 
urow=ss*2+2; 
urowplus=urow+1; 
dd = 
list(max(col($(urow))[1:$(sminus)]),col($(urow))); 
dd=; 
ee = 
list(min(col($(urow))[1:$(sminus)]),col($(urow))); 
ee=; 
max1=cell($(dd), $(urow)); 
cell(1,$(urowplus))=max1; 
min1=cell($(ee), $(urow)); 
cell(2,$(urowplus))=min1; 
urowplusplus=urowplus+1; 
for (ll = 1; ll<ss; ll++) 
{ 
cell($(ll),$(urowplusplus))=cell(1,$(urowplus))-
cell($(ll),$(urow)); 
} 
//////////////////realign 
oo=2; 
pp=urowplusplus+2; 
for (ll = 1; ll<ss; ll++) 
{ 
nn=cell($(ll),$(urowplusplus)); 
nn=; 
for (ii = 1000; ii>0; ii--) 
{ 
mm=ii+nn; 
cell($(mm),$(pp))=cell($(ii),$(oo)); 
} 
oo=oo+2; 
pp=pp+1; 
} 
mm=2*sminus+7; 
colcopy irng:=[data]negDNAfreq2!Col(1) 
orng:=[curves]negfreqs!Col($(mm)); 
win -a "curves"; 
newsheet name:=freqs2 cols:=46; 
colcopy irng:=[curves]freqs!Col(1):Col($(mm)) 
orng:=[curves]freqs2!Col(1); 
pp=mm-1; 
colcopy irng:=[curves]negfreqs!Col($(pp)) 
orng:=[curves]freqs2!Col($(pp)); 
//////////////////realign 
oo=2; 
pp=urowplusplus+2; 
for (ll = 1; ll<ss; ll++) 
{ 
nn=cell($(ll),$(urowplusplus)); 
nn=; 
for (ii = 1000; ii>0; ii--) 
{ 
mm=ii+nn; 
cell($(mm),$(pp))=cell($(ii),$(oo)); 
} 
oo=oo+2; 
pp=pp+1; 
} 
for (ii = urowplus; ii<pp; ii++) 
{ 

wks.col$(ii).digitMode=1; 
wks.col$(ii).digits=0;  
} 
win -a "curves"; 
newsheet name:=G1align_base_neg cols:=13; 
page.active$ = "G1align_base_neg"; 
mm=ss*2+5; 
nn=mm+ss; 
tt=ss+1; 
colcopy irng:=[curves]freqs2!Col($(mm)):Col($(nn)) 
orng:=[curves]G1align_base_neg!Col(1); 
for (ii = 2; ii<tt; ii++) 
{ 
wks.col$(ii).lname$ = Pos-$(ii); 
} 
///////////////////////////////////// 
type -a "copy FLx/FLy columns for G1, S and G2"; 
type -a "sorted by cell cycle stage for Box-Plots"; 
type -a " into new Sheet CCBoxes"; 
tt = ss+1; 
ww=ss-1; 
uu=ww*3; 
win -a curves; 
newsheet name:=CCBoxes cols:=uu; 
nn=1; 
for (ii = 2; ii<=ss; ii++) 
{ 
copydata irng:=[data]logG1!col($(ii)) 
orng:=[curves]CCBoxes!col($(nn)); 
nn=nn+1; 
} 
for (ii = 2; ii<=ss; ii++) 
{ 
copydata irng:=[data]logS!col($(ii)) 
orng:=[curves]CCBoxes!col($(nn)); 
nn=nn+1; 
} 
for (ii = 2; ii<=ss; ii++) 
{ 
copydata irng:=[data]logG2!col($(ii)) 
orng:=[curves]CCBoxes!col($(nn)); 
nn=nn+1; 
} 
type -a " 200"; 
page.active$ = "CCBoxes"; 
mm=2; 
for (ii = 1; ii<ss; ii++) 
{ 
wks.col = ii; 
wks.col.lname$ = "$(mm)-G1"; 
if (fp == 1)  wks.col.comment$ = "FL1/FL3"; 
else wks.col.comment$ = "FL3/FL1"; 
mm=mm+1; 
} 
type -a " 212"; 
uu=ss*2-1; 
mm=2; 
for (ii = ss; ii<uu; ii++) 
{ 
wks.col = ii; 
wks.col.lname$ = "$(mm)-S"; 
if (fp == 1)  wks.col.comment$ = "FL1/FL3"; 
else wks.col.comment$ = "FL3/FL1"; 
mm=mm+1; 
} 
type -a " 224"; 
vv=ss*3-2; 
mm=2; 
uu=ss*2-1; 
for (ii = uu; ii<vv; ii++) 
{ 
wks.col = ii; 
wks.col.lname$ = "$(mm)-G2"; 
if (fp == 1)  wks.col.comment$ = "FL1/FL3"; 
else wks.col.comment$ = "FL3/FL1"; 
mm=mm+1; 
} 
range st= [data]BG!Col(3)[20:20]; 
st = ss; 
tt=ss+1; 
plotxy [curves]G1align_base_neg!2 plot:=200 
ogl:=<new template:=curves-all>; 
page.longname$= "DNA-curves"; 
for(ii = 3 ; ii <tt ; ii++) 

{ 
plotxy [curves]G1align_base_neg!$(ii) plot:=200 re-
scale:=1 color:=ii ogl:=!1; 
} 
layer.y.from = 0; 
layer.x.from = 450; 
layer.x.to = 3500; 
label -xl Hoechst; 
label -yl number of cells; 
win -a data; 
page.active$ ="BG"; 
fp=col(C)[1]; 
/////sorted by FL  (Column 2, 5, etc.) descending and 
include Column 1(c1)-3(c2)etc. 
page.active$ ="pos"; 
ss = wks.ncols; 
uu=ss+1; 
if (fp == 1) xx = 1; 
 else xx=3; 
 for (ii = 1, jj = xx, kk = 3; ii<uu; ii++)  
 { 
wsort descending:=0 bycol:=$(jj) c1:=$(ii) c2:=$(kk);  
ii=ii+2; 
jj=jj+3;  
kk=kk+3;  
} 
page.active$ ="BG"; 
if (fp == 1) xc = col(2)[5]; 
 else xc = col(1)[5]; 
  
page.active$ ="CHE-GFP-posDNA"; 
pp=uu*2; 
wks.ncols = pp; 
page.active$ ="pos"; 
tt = wks.ncols+1; 
gg=2; 
for (ww = xx; ww<tt; ww++) 
{ 
get col($(ww)) -e numpoints; 
for(ll = 1 ; ll <= numpoints ; ll++) 
{ 
   if (Col($(ww))[ll] > xc)  break; 
} 
ww=; 
if (fp == 1) vv = ww+1; 
 else vv = ww-1; 
  
mm=ll; 
copydata 
irng:=[data]pos!col($(vv))[mm:numpoints] 
orng:=[data]CHE-GFP-posDNA!col($(gg))[1]; 
gg=gg+1; 
ww=ww+2; 
numpoints=; 
ll=; 
mm=; 
} 
colcopy irng:=[data]BG!Col(5) orng:=[data]CHE-
GFP-posDNA!Col(1); 
page.active$ ="BG"; 
xe = col(3)[20]; 
xee=xe+1; 
xf=xe+2; 
xg=xf; 
page.active$ = "CHE-GFP-posDNA"; 
for (ii = 2; ii<xf; ii++) 
{ 
type -a "Calculates cell cycle distribution"; 
ii=; 
range rng = [data]CHE-GFP-posDNA!Col($(ii)); 
stats rng; 
int n = stats.n; 
double dX; 
dX = 200; 
double scale = n*dX; 
double dw; 
dw = kernelwidth(rng); 
col($(xg)) = ksdensity(wcol(1), rng, dw) * scale; 
xg=xg+1; 
} 
win -a data; 
page.active$ ="BG"; 
numexp=col(C)[20]; 
tt = numexp *2-1; 
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tt=; 
win -a curves; 
newsheet name:="GFPCHEfreqs" cols:=tt; 
mm=1; 
nn=numexp+3; 
for(ll = 2 ; ll <= tt; ll++) 
{ 
   colcopy irng:=[curves]freqs2!Col($(mm)) 
orng:=[data]DNAfreqs!Col($(ll)); 
   ll=ll+1; 
   colcopy irng:=[data]CHE-GFP-posDNA!Col($(nn)) 
orng:=[data]DNAfreqs!Col($(ll)); 
    
mm=mm+2;  
nn=nn+1; 
} 
win -a data; 
page.active$ ="BG"; 
fp=col(C)[1]; 
if (fp == 3) POI$="-GFPpos"; 
 else POI$="-CHEpos"; 
  
 if (fp == 3) RP$="-CHEpos"; 
 else RP$="-GFPpos"; 

  
page.active$ ="all"; 
ss = wks.ncols; 
uu=ss+1; 
  
  
kk=2; 
ll=3; 
for (ii = 5; ii<uu; ii++)  
 { 
  
range r1 = [data]all!col($(ii)); // Point to the source 
column 
range r2 = [data]DNAfreqs!col($(kk)); // Point to the 
target column 
range r3 = [data]DNAfreqs!col($(ll)); // Point to the 
target column 
r2[L]$ = r1[L]$; // Copy the LongName 
strln1$=r1[C]$; 
strln2$=strln1.left(2)$ + POI$; 
strln2$=; 
strln3$=strln1.left(2)$ + RP$; 
r2[L]$ = strln2$;  
r3[L]$ = strln3$;  

r2[C]$ = strln2$;  
r3[C]$ = strln3$;  
ii=ii+3; 
kk=kk+2; 
ll=ll+2; 
} 
win -a data; 
page.active$ ="BG"; 
numexp=col(C)[20]; 
tt = numexp+1; 
for (ii = 2; ii<tt; ii++) 
{ 
page.active$ = "DNAfreqs"; 
window -a $(ii)-DNAs; 
Rescale; 
layer.y.from = 0; 
layer.x.from = 650; 
layer.x.to = 3500; 
label -xl Hoechst; 
label -yl number of cells; 
window -ch 1; 
} 
type -b "o.k. All done-save your project as....";

 

 

11.1.2. Macro: “Analyze different cell cycle populations”
// First, declare the variables to be used: 
string ccphases$="G1, S, G2 or pos"; 
getn 
(G1, S, G2 or pos) ccphases$ 
(Select which cell cycle phase to analyze); 
win -a data; 
page.active$ = "%(ccphases$)"; 
ss = wks.ncols; 
rr=ss/3; 
tt=rr+1; 
page.active$ = "BG"; 
fp= cell(1,3); 
//////new book 
newbook name:=exlevels%(ccphases$) sheet:=1 
option:=1; 
exlevels$=page.name$; 
win -a %(exlevels$); 
newsheet name:=FLs cols:=$(ww); 
for (ii = 1; ii<tt; ii++) 
{ 
newsheet name:=s0$(ii) cols:=1; 
} 
//////get FLs and perform FLx/FLy 
mm=1; 
for (ii = 1; ii<tt; ii++) 
{ 
range FL1 = [data]%(ccphases$)!col($(mm)); 
range logFL1 = [%(exlevels$)]FLs!col($(mm)); 
logFL1 = log(FL1); 
mm=mm+3; 
} 
mm=3; 
for (ii = 1; ii<tt; ii++) 
{ 
range FL3 = [data]%(ccphases$)!col($(mm)); 
range logFL3 = [%(exlevels$)]FLs!col($(mm)); 
logFL3 = log(FL3); 
mm=mm+3; 
} 
mm=1; 
kk=3; 
ll=2; 
for (ii = 1; ii<tt; ii++) 
{ 
range logFL1 = [%(exlevels$)]FLs!col($(mm)); 
range logFL3 = [%(exlevels$)]FLs!col($(kk)); 
range logFLxFLy = [%(exlevels$)]FLs!col($(ll)); 
if (fp == 1)  logFLxFLy = logFL1/logFL3; 
else logFLxFLy = logFL3/logFL1; 
mm=mm+3; 
kk=kk+3; 
ll=ll+3; 
} 
page.active$ = "Fls"; 
uu=rr*3+1; 
kk=3; 

if (fp == 1)  jj=3; 
else jj=1; 
for (ii = 1; ii<uu; ii++) 
{ 
//sort by FLx (Column 1, 1, etc.) acending and in-
clude Column 1(c1)-3(c2)etc. 
wsort descending:=0 bycol:=$(jj) c1:=$(ii) c2:=$(kk);  
ii=ii+2; 
jj=jj+3;  
kk=kk+3;  
} 
aa = 0.5; 
ab = 0.75; 
if (fp == 1)  qq=3; 
else qq=1; 
rb=1; 
for(ds = 1; ds<tt; ds++) 
{ 
aa = 0.5; 
ab = 0.75; 
uu=1; 
op=1; 
for(ww = 1 ; ww < 16 ; ww++) 
{ 
page.active$ = "FLs"; 
get col($(qq)) -e numpoints; 
for(ll = op ; ll <= numpoints ; ll++) 
{ 
   if (Col($(qq))[ll] > aa)  break; 
} 
for(mm = ll ; mm <= numpoints ; mm++) 
{ 
  if (Col($(qq))[mm] > ab)  break; 
} 
op=mm; 
op=; 
if (mm == ll) 
{ll=1; 
mm=1;} 
//////if (op >= numpoints )  break; 
copydata 
irng:=[%(exlevels$)]FLs!col($(rb))[$(ll):$(mm)] 
orng:=[%(exlevels$)]s0$(ds)!col($(uu))[1]; 
uu=uu+1; 
rb=rb+1; 
copydata 
irng:=[%(exlevels$)]FLs!col($(rb))[$(ll):$(mm)] 
orng:=[%(exlevels$)]s0$(ds)!col($(uu))[1]; 
uu=uu+1; 
rb=rb+1; 
copydata 
irng:=[%(exlevels$)]FLs!col($(rb))[$(ll):$(mm)] 
orng:=[%(exlevels$)]s0$(ds)!col($(uu))[1]; 
uu=uu+1; 
rb=rb-2; 
aa=aa+0.25; 

ab=ab+0.25; 
} 
qq=qq+3; 
rb=rb+3; 
} 
for (jj = 1; jj<tt; jj++) 
{ 
aa = 0.5; 
ab = 0.75; 
page.active$ = "s0$(jj)"; 
sr = wks.ncols; 
for (ii = 1; ii<=sr; ii++) 
{ 
wks.col = ii; 
wks.col.lname$ = "logFL1"; 
ii=ii+1; 
wks.col = ii; 
wks.col.lname$ = "$(aa)-$(ab)"; 
if (fp == 1)  wks.col.comment$ = "FL1/FL3"; 
else wks.col.comment$ = "FL3/FL1"; 
ii=ii+1; 
wks.col = ii; 
wks.col.lname$ = "logFL3"; 
aa=aa+0.25; 
ab=ab+0.25; 
} 
} 
win -a data; 
page.active$ = "%(ccphases$)"; 
ss = wks.ncols; 
rr=ss/3; 
tt=rr+1; 
win -a %(exlevels$); 
if (fp == 1)  qw=3; 
else qw=1; 
qp=1; 
qr=2; 
qs=2; 
for(ll = 1; ll < tt ; ll++) 
{ 
copydata irng:=[%(exlevels$)]FLs!col($(qw)) 
orng:=[%(exlevels$)]Sheet1!col($(qp)); 
copydata irng:=[%(exlevels$)]FLs!col($(qr)) 
orng:=[%(exlevels$)]Sheet1!col($(qs)); 
qw=qw+3; 
qp=qp+2; 
qr=qr+3; 
qs=qs+2; 
} 
page.active$ = "Sheet1"; 
uu=rr*2; 
mm=1; 
for(ll = 1; ll <= uu ; ll++) 
{ 
wks.col = ll; 
if (fp == 1)  wks.col.comment$ = "$(mm)-FL3"; 



221 |  S u p p l e m e n t s  

else wks.col.comment$ = "$(mm)-FL1"; 
wks.col$(ll).type = 4; 
ll=ll+1; 
wks.col = ll; 
if (fp == 1)  wks.col.comment$ = "$(mm)-FL3/FL1"; 
else wks.col.comment$ = "$(mm)-FL1/FL3"; 
wks.col$(ll).type =1; 
mm=mm+1; 
} 
type -a "185"; 
for (ii = 1; ii<tt; ii++) 
{ 
newsheet name:=sFL0$(ii) cols:=1; 
page.active$ = "s0$(ii)"; 
st = wks.ncols; 
rt = st/3; 
ru = rt+1; 
dg=2; 
ia=1; 
for (ia = 1; ia<ru; ia++) 
{ 
colcopy irng:=[%(exlevels$)]s0$(ii)!col($(dg)) 
orng:=[%(exlevels$)]sFL0$(ii)!col($(ia)) data:=1 for-
mat:=1 lname:=1 units:=1 comments:=1; 
dg=dg+3; 
} 
} 
page.active$ = "FLs"; 
mm=1; 
sr = wks.ncols; 
for (ii = 1; ii<sr; ii++) 
{ 
wks.col = ii; 
wks.col.lname$ = "logFL1"; 
ii=ii+1; 
wks.col = ii; 
wks.col.lname$ = "$(mm)"; 
if (fp == 1)  wks.col.comment$ = "FL1/FL3"; 
else wks.col.comment$ = "FL3/FL1"; 
ii=ii+1; 

wks.col = ii; 
wks.col.lname$ = "logFL3"; 
mm=mm+1; 
} 
newsheet name:=FL3FL1 cols:=24; 
uu=(rr*3); 
co=2; 
for (ia = 1; ia<=uu; ia++) 
{ 
colcopy irng:=[%(exlevels$)]FLs!col($(ia)) 
orng:=[%(exlevels$)]FL3FL1!col($(co)) data:=1 for-
mat:=1 lname:=1 units:=1 comments:=1; 
ia=ia+2; 
co=co-1; 
colcopy irng:=[%(exlevels$)]FLs!col($(ia)) 
orng:=[%(exlevels$)]FL3FL1!col($(co)) data:=1 for-
mat:=1 lname:=1 units:=1 comments:=1; 
co=co+3; 
} 
mm=1; 
sr = wks.ncols; 
for(ll = 1; ll <= sr ; ll++) 
{ 
wks.col = ll; 
wks.col$(ll).type = 4; 
wks.col.comment$ = "$(mm)"; 
ll=ll+1; 
wks.col$(ll).type = 1; 
mm=mm+1; 
} 
for (ii = 1; ii<tt; ii++) 
{ 
page.active$ = "sFL0$(ii)"; 
st = wks.ncols; 
ru = st+1; 
ia=1; 
for (ia = 1; ia<ru; ia++) 
{ 
wks.col = ia; 
get col($(ia)) -e np; 

wks.col.unit$ = $(np); 
} 
} 
for (ii = 1; ii<tt; ii++) 
{ 
layer -d "s0$(ii)"; 
} 
layer -d "FLs"; 
page.active$ = "Sheet1"; 
wks.name$ = "FLx_FLxFLY";  
newsheet name:= "number-cells" cols:=13; 
page.active$ = "number-cells"; 
aa = 0.5; 
ab = 0.75; 
for (kk = 1; kk<15; kk++) 
{ 
string sh$="$(aa)" + "-" + "$(ab)"; 
Cell($(kk),1)$=sh$; 
aa=aa+0.25; 
ab=ab+0.25; 
} 
for (ii = 1; ii<tt; ii++) 
{ 
page.active$ = "sFL0$(ii)"; 
st = wks.ncols; 
ru = st+1; 
ia=1; 
for (ia = 1; ia<ru; ia++) 
{ 
wks.col = ia; 
get col($(ia)) -e np; 
wks.col.unit$ = $(np); 
mm=ii+1; 
range rc1 = number-cells!Col($(mm))[$(ia)]; 
rc1=np;  
} 
} 
page.active$ = "sFL02"; 
type -b "O.K. have fun analyzing your data";

 

11.1.3. Macro: “Select expression level range”
// First, declare the variables to be used: 
type -b "look at the name of the sheet with the ex-
pressio level range. It might look like this. Exlevel-
G4 - exlevel-G1. Select the first G-numer, for G1 you 
would then need to type G4 in the next window"; 
string ccphases$="G1, S, G2 or pos"; 
double yf =  0.75; 
double yt = 2;  
getn 
(G1, S, G2 or Pos) ccphases$ 
(Expression-from) yf 
(Expression-to) yt 
(Select which cell cycle phase and expression level 
range); 
win -a data; 
page.active$ = "pos"; 
ss = wks.ncols; 
rr=ss/3; 
tt=rr+1; 
page.active$ = "BG"; 
fp= cell(1,3); 

win -a exlevels%(ccphases$); 
newsheet name:=sel cols:=$(rr); 
page.active$ = "FLx_FLxFLY"; 
aa = yf; 
ab = yt; 
qq=1; 
rb=2; 
ds=1; 
uu=1; 
for(ww = 1 ; ww < tt ; ww++) 
{ 
page.active$ = "FLx_FLxFLY"; 
get col($(qq)) -e numpoints; 
for(ll = 1 ; ll <= numpoints ; ll++) 
{ 
   if (Col($(qq))[ll] > aa)  break; 
} 
for(mm = ll ; mm <= numpoints ; mm++) 
{ 
  if (Col($(qq))[mm] > ab)  break; 
} 

if (mm == ll) 
{ll=1; 
mm=1;} 
//////if (op >= numpoints )  break; 
copydata 
irng:=[exlevels%(ccphases$)]FLx_FLxFLY!col($(rb))[
$(ll):$(mm)] 
orng:=[exlevels%(ccphases$)]sel!col($(uu))[1]; 
rb=rb+2; 
uu=uu+1; 
qq=qq+2; 
} 
page.active$ = "sel"; 
for(ww = 1 ; ww < tt ; ww++) 
{ 
wks.col = ww; 
wks.col.lname$ = "0$(ww)"; 
} 
wks.name$ = "sel_$(yf)-$(yt)";  
type -b "O.K. selected" 
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11.2. Supplementary Tables 
Table S 1| Single and three letters for amino acids 

One letter code Three letter code Amino acid 

   

A Ala Alanine 

C Cys Cysteine 

D Asp Aspartate 

E Glu Glutamate 

F Phe Phenylalanine 

G Gly Glycine 

H His Histidine 

I Ile Isoleucine 

K Lys Lysine 

L Leu Leucine 

M Met Methionine 

N Asn Asparagine 

P Pro Proline 

Q Gln Glutamine 

R Arg Arginine 

S Ser Serine 

T Thr Threonine 

V Val Valine 

W Trp Tryptophan 

Y Tyr Tyrosine 

   

 

 

Table S 2| APC/C subunits and their structural domains 

Subunit Stoichi-

ometry 

Location Domain 1 Domain2 Domain 3 

Apc1 1 Scaffolding module 

platform 

WD 40 domain mid-N 

mid-C 

PC domain 

Apc2 1 Catalytic module NTD cullin repeats CTD including WHB 

domain 

- 

Apc3/ 

3A 

2 Scaffolding module 

TPR lobe 

TPR dimer interface 

TPR motif 1-7 

TPR superhelix 

TPR motif 8-14 

- 

Apc4 1 Scaffolding module 

platform 

WD 40 domain - - 

Apc5 1 Scaffolding module 

platform 

NTD TPR superhelix 

TPR motif 1-13 

- 

Apc6A/ 

6B 

2 Scaffolding module 

TPR lobe 

TPR dimer interface 

TPR motif 1-7 

TPR superhelix 

TPR motif 8-14 

- 

Apc7A/ 

7B 

2 Scaffolding module 

TPR lobe 

TPR dimer interface 

TPR motif 1-3 

TPR dimer interface 

TPR motif 4-7 

TPR superhelix 

TPR motif 8-14 

Apc8A/ 

8B 

2 Scaffolding module 

TPR lobe 

TPR dimer interface 

TPR motif 1-7 

TPR superhelix 

TPR motif 8-14 

- 

Apc10 1 Substrate recognition 

module 

Doc homology IR tail - 

Apc11 1 Catalytic module β-strand RING domain - 

Apc12A/ 

12B 

2 Scaffolding module 

TPR lobe 

N-term extended 

chain, short α-helix 

- - 

Apc13 1 Scaffolding module Extended chain -  
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Subunit Stoichi-

ometry 

Location Domain 1 Domain2 Domain 3 

TPR lobe 

Apc15 1 Scaffolding module 

platform 

Extended chain and 

α-helix  

- - 

Apc16 1 Scaffolding module 

TPR lobe 

α-helix - - 

Cdc20/ 

Cdh1 

1 Substrate recognition 

module 

NTD WD40 domain IR tial 

 
Table based on Alfieri et al., 2017 

 

Table S 3| Amino acid and nucleotide sequence of WT-T2A, ddT2A, and mT2A 

WT T2A sequence 
Glu 
(E) 

Gly 
(G) 

Arg 
(R) 

Gly 
(G) 

Ser 
(S) 

Leu 
(L) 

Leu 
(L) 

Thr 
(T) 

Cys 
(C) 

Gly 
(G) 

Asp 
(D) 

Val 
(V) 

Glu 
(E) 

Glu 
(E) 

Asn 
(N) 

Pro 
(P) 

Gly 
(G) 

Pro 
(P) 

Gly 
(G) 

Ser 
(S) 

GAA GGA CGC GGC AGC CTA CTG ACT TGC GGA GAT GTC GAA GAG AAC CCT GGC CCT GGT TCC 

                    

ddT2A sequence                  

Glu 
(E) 

Gly 
(G) 

Arg 
(R) 

Gly 
(G) 

Ser 
(S) 

Leu 
(L) 

Leu 
(L) 

Thr 
(T) 

Cys 
(C) 

Gly 
(G) 

Asp 
(D) 

Val 
(V) 

Glu 
(E) 

Glu 
(E) 

Asn 
(N) 

Pro 
(P) 

Gly 
(G) 

Pro 
(P) 

Gly 
(G) 

Ser 
(S) 

GAA GGC CGC GGG AGT CTA CTA ACT TGT GGG GAC GTA GAA GAA AAT CCT GGG CCT GGG TCT 

                    

mT2A sequence                 

Glu 
(E) 

Gly 
(G) 

Arg 
(R) 

Gly 
(G) 

Ser 
(S) 

Leu 
(L) 

Leu 
(L) 

Thr 
(T) 

Cys 
(C) 

Gly 
(G) 

Asp 
(D) 

Val 
(V) 

Glu 
(E) 

Glu 
(E) 

Asn 
(N) 

Pro 
(P) 

Ala 
(A) 

Ala 
(A) 

Gly 
(G) 

Ser 
(S) 

GAA GGA CGC GGC AGC CTA CTG ACT TGC GGA GAT GTC GAA GAG AAC CCT GCA GCC GGT TCC 

 

Table S 4| Identification of Rca1 interaction partners by mass spectrometry 

Protein Biological process (related to GO term “cell cycle”) 

 

Score 

 

No. of peptides 

 

SC [%] 

 

14-3-3 epsilon DNA damage checkpoint 

regulation of mitotic nuclear division 

mitotic cell cycle checkpoint 

mitotic G2 DNA damage checkpoint 

 

1438.6 

 

23 53.4 

14-3-3 zeta Mitotic cell cycle, embryonic 769.0 9 41.9 

*SC = sequence coverage 

4XFLAG‐Rca1 precipitate from S2R+ cells was analyzed by LC‐MS/MS. Raw MS data were searched 

against the Drosphila UniProtKB database. Identified proteins were restricted to proteins involved in 

cell cycle regulation using the gene ontology browser QuickGo (GO‐term “cell cycle”/GO:0007049, 

releationship settings: is_a, part_of, occurs_in, regulates, positively_regulates and negatively_regu-

lates). Data from Kies, 2017.  
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11.3.  Supplementary Figures 
 

 

Figure S 1| Flow cytometric analysis of N- and C-terminal tagged Dap_dCDI 

Comparison of N- and C-terminal reporter fusions of CycB-NT285. Box plot (exp.lvl. 1.0 - 1.75) summarizing the 
mean quantification of CHE/GFP ratios of independent replicates normalized to the RPS control values. Increase 
of CHE-Dap_dCDI proteins levels is detected in S-phase for all four RPS variants. 

 

 

 

 

 

Figure S 2| Western blot of cell lysates of APC/C inhibition assay 

Western blot analysis of cell lysates from APC/C activity assay. Protein expression of 4xFLAG-Fzr and NLS-4xFLAG-
Rca1 was analyzed via Western blot analysis using an anti-FLAG-antibody. Protein expression after transient 
transfection resulted in relatively comparable amounts of the FLAG-tagged proteins. 
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Figure S 3| Rca1 ZBR sequence alignment 

Sequence alignment of Rca1 zinc binding region (ZBR) among different Drosophila species. The seven cysteine 
and the histidine residue of the C6HC IBR consensus pattern are highly conserved. Cysteine and histidine residues 
are highlighted in red. The first part of the ZBR containing the first two cysteine residues is separated from the 
second ZBR part by a 63 amino acid long loop (pink line).  
 
 
 

 

Figure S 4| Summary of Rca1 phosphorylation site mutants 

Illustrtaion of the positions of the ten S/T-P Cdk phosphorylatin sites and phosphorylation site S326 in 

Rca1. Substitution of the amino acid residue is marked with an “x”. Deletions of Rca1 are shown by the 

grey boxes.   
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12. Zusammenfassung 

Der durch E3 -Ubiquitin -Ligasen vermittelte proteolytische Abbau von Proteinen zu genau definierten 

Zeitpunkten ist ein zentraler Bestandteil der Regulation des Zellzyklus. Der APC/C-Komplex (Anaphase-

Promoting-Complex/Cyclosome) ist verantwortlich für den strikt geregelten Abbau einer Vielfalt von 

regulatorischen Proteinen während der Mitose und der G1-Phase. Eine Inaktivierung des APC/C in der 

S- und G2-Phase, die eine erneute Akkumulierung der für die Mitose benötigten Proteine ermöglicht, 

erfolgt durch inhibitorische Phosphorylierung des Co-Aktivators Cdh1/Fzr und die Interaktion mit 

spezifischen APC/C- Inhibitoren. In Drosophila, fungiert das Protein „Regulator of Cyclin A1“ (Rca1) als 

spezifischer APC/C -Inhibitor, welches selbst während der G1-Phase abgebaut wird und somit eine 

vollständige Aktivierung des APC/C-Komplexes ermöglicht. Im Fokus dieser Dissertation lag es den 

Abbau von Rca1 in der G1-Phase, den inhibitorischen Mechanismus und die Regulation von Rca1 im 

Verlauf des Zellzyklus zu untersuchen. Um den Abbau von Proteinen in Drosophila Zellkulturzellen 

untersuchen zu können, wurde ein Durchflusszytometrie basierte Hochdurchsatzmethode zur Analyse 

von relativen Proteinstabilitäten in asynchronen Zellpopulationen etabliert. Mit dem als „Relative 

Protein Stability“ (RPS) System bezeichneten Verfahren konnte gezeigt werden, dass der Abbau von 

Rca1 in der G1-Phase dem Abbau des APC/C-Substrates Geminin ähnelt. Im weiteren Verlauf konnte 

aufgezeigt werden, dass die Degradation von Rca1 von der Aktivität des APC/C abhängig ist und durch 

spezifische APC/C-Erkennungssequenzen und einer weiteren RL-tail Domäne vermittelt wird. Somit 

handelt es sich bei Rca1 sowohl um einen APC/C-Inhibitor als auch -Substrat. 

Im weiteren Verlauf konnten mittels eines in vivo APC/C- Aktivitäts-Assay mehrere für die APC/C- 

Inhibition notwendige C-terminale Proteindomänen identifiziert werden. Hierbei handelte es sich, 

ähnlich zum Vertebraten APC/C Inhibitor Emi1, unter anderem um ein KEN-box und D-box Degron, 

eine Zink-Binde-Region (ZBR) und eine RL-tail Domäne. Die Verwendung ähnlicher struktureller 

Domänen lässt auf einen vergleichbaren inhibitorischen Mechanismus für Rca1 schließen und 

widerspricht der bisherigen Annahme einer hauptsächlichen Inhibition als Pseudosubstrat.  

Da Rca1 abhängig von der entsprechenden Phase des Zellzyklus als ein APC/C Inhibitor oder Substrat 

fungiert, wurden verschiedene regulatorische Mechanismen für die Funktion und den Abbau von Rca1 

untersucht. Hierbei konnte gezeigt werden, dass die Phosphorylierung von Rca1 in der C-terminalen 

Region einen verstärkenden Effekt auf die APC/C Inhibition hat und Rca1 gleichzeitig durch N-terminale 

Phosphorylierung stabilisiert wird. Auch die Lokalisation von Rca1 in den Zellkern war essenziell für die 

Degradation von Rca1 während der G1-Phase. In weiteren Experimenten wurde eine bisher 

unbekannte phosphorylierungs-abhängige Interaktion mit einem 14-3-3 Protein entdeckt, die den 

Export von Rca1 aus dem Zellkern in das Zytoplasma verstärkt. Diese Ergebnisse geben erste Hinweise 

auf einen komplexen Regulationsmechanismus von Rca1, der auf synergetischen Effekten von 

Veränderungen der Phosphorylierung und zellulärer Lokalisation von Rca1 beruhen könnte.   
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