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Chapter 1

Introduction

In the last decade computer microelectronics have approached physical limits of
transistor sizes and the Moore’s trend of the transistor number enhancement per
microchip has slowed down. Heat produced by transistors is among the faced phys-
ical problems, while currents consumed by CPUs and GPUs amount to hundreds of
Amperes, and the heat has manifested itself as the main performance-limiting factor
for the market of mobile devices. The spin is another degree of freedom of electrons,
i.e. an information channel. A very young branch of electronics1, spin caloritronics
[12], potentially addresses both an enhancement of the information density trans-
ported by the electron and simultaneously it can transform the Joule heat produced
by electronic components into useful work.

The term ”current” is usually understood as the conventional electron charge
transfer ~j, whereas the spin current ~js is the transfer of spin angular momentum ~s
of electron. Moreover, the electron has a spin magnetic moment ~µs, which is coupled
to ~s via the gyromagnetic ratio γ:

~µs = γ~s, (1.1)

for this reason the spin current is sometimes called ”magnetic current”. Due to the
interconnection, the spin current can influence magnetic properties of a substance,
for example, it can switch the magnetization direction of a ferromagnet. Different
examples of charge and spin transfer for electrons are depicted in Fig. 1.1. Conven-
tional electric current is the flow of randomly polarized electrons so that net spin
transfer ~js is absent. Enhancing the polarization of the electric current one addi-
tionally gets spin transfer. A pure spin-current ~js is observed when the current ~j↑
(spin-up electrons) moves into the direction opposite to the current ~j↓ (spin-down),
with |j↑| = |j↓|, i.e. a pure spin current is the transfer of spin angular momentum
with net charge current j = 0.

The spin current can be induced by different means: the spin Hall Effect (SHE)
[122], the inverse spin galvanic effect (ISGE, also known as the Rashba-Edelstein
effect) [52], spin pumping in ferromagnetic metal/non-magnetic metal (FM/NM)
systems in ferromagnetic resonance (FMR) experiments [101, 140], spin Seebeck
effect (SSE) [144, 147, 96], acoustic spin pumping [142, 141], spin-transfer torque
(STT) in spin valves [126], spin Nernst effect (SNE) [99] etc..

Conventional thermoelectric (Seebeck family) and thermomagnetic (Nernst fam-
ily) effects have been known for about two centuries and deal with the interaction of

1more precisely a branch of spintronics [23]
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Figure 1.1: Different cases of charge and spin transfer for electrons

charge currents and heat. These effects find broad application as modern thermome-
ters, power generators and coolers. The main issue with all thermoelectric/magnetic
phenomena is those efficiency and sensitivity to the applied heat currents. The rea-
son why charge-based electronics have got its important position in the modern life
is that the electrical conductivity of solids spans more than 30 orders of magnitude
offering an astronomical tuning range by different means. On the other hand, for
the thermal conductivity the range barely makes 5 orders. While for metals the
Wiedemann–Franz law is valid and the linear dependence between the thermal λ
and electrical σ conductivities takes place at RT (see Dulong–Petit law for metals)
due to the electron mechanism, for electrical insulators different mechanisms are
responsible, such as the phonon contribution to the thermal conductivity. For the
latter reason, there are no real thermal insulators in nature, causing strong technical
limitations in the design of thermoelectric/magnetic devices. Even in perfect vac-
uum another heat flow mechanism, radiation, has a devastating impact to thermal
insulation. For example the sun brings to the Earth up to 700 W/m2 in a sunny
day through the vacuum of 150 million km. The heat power collected on 2-3 m2 is
the same power that one uses to boil a teapot.

So far the most expedient of thermoelectric generators is based on the See-
beck generator2. Its efficiency is characterized by the thermoelectric figure of merit
zT = σS2T

λ
, where S is the conventional Seebeck coefficient, T is the temperature.

According to the mentioned Wiedemann-Franz law, stating linear proportionality of
σ and λ for electrically conducting materials, a separate tuning of σ and λ for max-
imization of zT is very limited. Semiconductors show the highest zT value due to
an asymmetric band structure around the Fermi energy leading to higher S values.
In turn, spin-based phenomena are practically uncoupled from the thermal conduc-
tivity of solids and, therefore, spin caloritronics may offer better ways to enhance
the efficiency of thermoelectric devices.

Different applications for spincaloric effects were proposed, illustrated by some
examples:

2the structure is also known as Peltier element, where the Peltier effect is the effect reciprocal
to the Seebeck effect
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1. It was shown that the thermal spin-transfer torques (STT) can switch the mag-
netization in ferromagnetic-insulator-based (FMI) spin valves more efficiently
than charge-current-induced torques [127];

2. The longitudinal SSE (LSSE) [147] in combination with the inverse spin Hall
effect (ISHE) converts a heat flow into an electric voltage proportional to the
size of the ISHE detector. The structure of such a device is simpler than of
the conventional thermopiles of Seebeck generators;

3. Rotational engines driven by heat currents were proposed in [13]. In the device
a domain wall existing between magnetic domains in a two-domain FM is
driven by a spincaloric effect, leading to the magnetization change of the FM.
The magnetization change leads to a change of the mechanical moment of FM
via the Einstein-de-Haas/Barnett effect. As the result the FM rotates.

In this work we mostly focus on the detection of spincaloric effects, namely, the
transverse spin Seebeck effect (TSSE) and the spin Nernst effect (SNE). In analogy to
the families of conventional Nernst and Seebeck effects, the spincaloric effects are, so
to say, the second order of infinitesimals in the sense that they are more challenging
for detection as the non-thermal electronic effects. Already the pioneering effect
of spin caloritronics, the TSSE, has faced great problems in interpretation of the
experimental results, because a number of spurious conventional thermomagnetic
effects influence the measured signals. Another spincaloric effect, the SNE, despite
being officially observed [99], is still to be proof-checked in different materials and
by different methods.

In the appendix we additionaly discuss interdiffusion in metallic multilayers -
another important aspect for the thermal measurements.

3



Chapter 2

Theory

The theoretical part can be separated in two logical blocks related to: a) the trans-
verse spin Seebeck effect (TSSE); b) the spin Nernst effect (SNE).

The TSSE chapters include a discussion of the broad family of conventional
charge Nernst effects that interrupt a straight forward interpretation of TSSE ex-
perimental results, magnetic anisotropy used for charge Nernst effects signals de-
scription, and finally the theoretical details of the TSSE.

The SNE chapters include ferromagnetic resonance (FMR) used to induce magne-
tization dynamics, magnetooptical Kerr effect (MOKE) used for magnetization dy-
namics detection, SHE theory with spin accumulation and spin injection in NM/FM
bilayers as it is well established and strongly related to the SNE, and finally, the
SNE theoretical aspects are briefly mentioned.

2.1 Magnetic anisotropy

Magnetic bodies often have preferred directions of magnetization, in other words, a
magnetic anisotropy. In the general case different forces compete trying to orient
the magnetic moment along the so-called easy directions. In order to find the easy
direction at given conditions, one has to minimize the magnetic free energy U of a
body. In many cases [58, 28], the magnetic free energy can be separated into the
following parts:

U = UZ + UM + Ua, (2.1)

where UZ is the Zeeman energy, UM is the demagnetizing energy (also known as the
shape anisotropy energy), Ua is the term including the magnetocrystalline anisotropy
and growth anisotropy. In the following we neglect inhomogeneities of the mag-
netization M and treat the sample magnetization as a single vector (macrospin
approximation).

The Zeeman term equals to:

UZ = −µ0
~M ~HdV, (2.2)

where µ0 is the permeability of vacuum, ~H is the external magnetic field, ~M is the
magnetization vector, V is the FM volume.

4



2.1. Magnetic anisotropy

Shape anisotropy UM

For ellipsoidal ferromagnets Kittel [58, 28] has introduced the following description:

UM =
1

2
µ0
~MN̂ ~MdV, (2.3)

where N̂ is the demagnetizing tensor. Also cases of long thin cylinders and thin
films can be approximated with this equation. The demagnetizing term is also often
called shape anisotropy, as it induces easy magnetic directions depending on the
shape of the sample. Intuitively, spherical ferromagnets show no shape anisotropy.
Corrections to the Kittel’s N̂ tensor in case of a parallelepipedal sample can be
found in [2].

Anisotropy term Ua

Ua depends on the crystal symmetry and sample-growth conditions.

Uniaxial anisotropy

According to [58, 28], the in-plane density of magnetic free energy U in the presence
of a uniaxial magnetic anisotropy (UMA) reads:

Uu = Ku sin2(ϕM − ϕua), (2.4)

where ϕM is the direction of the magnetization vector, ϕua is the direction of the
easy axis.

Cubic anisotropy

The in-plane density of the magnetic free energy U in the presence of UMA and
CMA (cubic magnetic anisotropy) for a monodomain magnetization reads:

Uc = Kc1(α2
1α

2
2 + α2

2α
2
3 + α2

3α
2
1) +Kc2α

2
1α

2
2α

2
3, (2.5)

where αi are the direction cosines of the magnetization. In the following, for sim-
plicity, we neglect higher orders of the cubic anisotropy.

Interface anisotropy

In the vicinity of an interface hybridization of electrons of atoms of neighboring layers
can occur. This causes a distortion of the electronic orbitals, and in combination
with spin-orbit coupling leads to an effective anisotropy. The strength of this type of
anisotropy is reciprocal to the FM thickness because only the atoms in the vicinity
of the interface are involved. The anisotropy can be both in-plane and out-of-plane
[97]. For some thin FM film interfaces like Co/Pt [107], Ni/Cu [57] the out-of-plane
interface anisotropy is so strong that it overcomes the shape anisotropy field of FM,
which is of 1 T order large.
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Chapter 2. Theory

Growth anisotropy

Anisotropy of thin FM film samples strongly depends on growth conditions. If a
sample grows polycrystalline in absence of an external magnetic field it tends to be
macrosopically isotropic, because the individual crystallits compensate each others
magnetocrystalline anisotropy on average. If some non-zero field is present during
the growth, the FM is likely to get an uniaxial anisotropy. This anisotropy can
be removed by a post-annealing of FM. Additionally, the post-annealing can relax
some mechanical stresses acquired during the growth due to the mismatch of lattice
constants of grown film and substrate (practically up to about 15% mismatch is
tolerable). The above described issues are particularly relevant for Permalloy films
which we have used in the most of our experiments.

2.2 Ferromagnetic resonance (FMR) in thin films

2.2.1 Basics of FMR

In general, the magnetization is spatially non-uniform in sample. However, its be-
havior can be often adequately approximated by some averaged magnetization vector
~M = M~m (macrospin approximation), where ~m is the unit vector of magnetization.

Dynamics of the magnetization vector ~M in the case of a FM with losses is described
with the Landau-Lifshitz-Gilbert equation (LLG) [77, 28, 33]:

d~m

dt
= −γ~m×

(
µ0
~Heff

)
+ α~m× d~m

dt
= ~TFL + ~TDL,

~M = M~m,

(2.6)

where α is the Gilbert damping factor, µ0 is the permeability of vacuum, γ is the
gyromagnetic ratio, ~TFL is the field-like torque, which defines the resonance fre-
quency/resonance field, ~TDL is the damping-like torque, which defines the degree of

losses in system, ~Heff is the effective magnetic field containing different contributions:

~Heff = ~Hex + ~Hdem + ~Hani + ~Hext, (2.7)

here ~Hex is the exchange term, ~Hdem is the demagnetizing term (shape anisotropy),
~Hani is the anisotropy term including all types of anisotropy except the shape
anisotropy, ~Hext is the external applied magnetic field. For free electrons γ =
176 · 109, rad

Ts
and practically interesting materials like YIG and Py have values very

close to it. In macrospin approximation the exchange term from ~Heff can be omitted,
because this approximation explicitly assumes that all magnetic moments within the
FM are parallel. In Fig. 2.1 a motion of ~M according to the Eq. (2.6) is presented.

Conventionally, ~Heff is directed along the z-axis. Once ~M is not parallel to ~Heff , a
counter-clockwise precession of ~M driven by ~TFL starts with an ordinary frequency
of

f =
ω

2π
=

γ

2π
µ0Heff , (2.8)

where ω is the angular frequency.
This kind of precession is also known as the Larmor precession, and in the case

of lossless magnetic media ~M precesses infinitely long around ~Heff . Introduction of

6



2.2. Ferromagnetic resonance (FMR) in thin films

magnetic losses will exert ~TDL, which tends to align ~M with ~Heff . Additionally, in
a media with losses the resonance frequency is to be modified by a factor 1√

1+α2 . A
media with amplification instead of damping can be described by a sign change of
~TDL, which is then called an anti-damping term.

Y X 

Z 

𝐻eff 

𝑀 

𝑇FL 

𝑇DL 

Figure 2.1: Precession dynamics of the magnetization ~M in an external magnetic
field ~Heff in terms of field-like and damping-like torques ~TFL and ~TDL

Setting |M | = const strictly, we can write the following generalized forms for ~TFL

and ~TDL:

~TFL = −γτFL ~m× ~σ,
~TDL = −γτDL ~m× (~m× ~σ) ,

(2.9)

where ~σ is a unit vector, τFL and τDL are the torque strengths in units of Tesla.

2.2.2 Magnetic susceptibility

When a small periodic excitation field ~h = ~hde
iωt is applied perpendicular to the

static field ~Heff , an oscillation of the magnetization around the equilibrium position
starts in FM, where ω = 2πf . At a certain frequency the magnetic system reaches
FMR condition, see Eq.(2.8). In FMR experiments usually the frequency f is fixed
and the applied field Hext is swept in a certain range. The effective field Heff , at
which the resonance condition is fulfilled is called resonance field Hr.

In experiments the magnetic susceptibility is of particular interest, because it
represents the amplitude of magnetization precession. As defined, the magnetic
susceptibility is the relation between magnetization M and magnetic field strength
H: M = χH. Parameters of corresponding susceptibility curves evaluated for the
resonance conditions give insight into the physical processes of magnetic dynamics.

Solving the LLG equation (2.6) we can separate all torques acting on ~m into
dynamic and static ones [33]:

~Ts = γ~m× µ0
~Heff + γτDL,s ~m× (~m× ~σ),

~Td = γ~m× µ0
~hde

iωt + γτDL,d ~m× (~m× ~σ)eiωt.
(2.10)

7



Chapter 2. Theory

Under the action of the driving field ~h the magnetization oscillates around an
equilibrium direction ~meq, which can be found from the condition:

∂ ~meq

∂t
= ~Ts = 0. (2.11)

Once the equilibrium direction is found, we define a new local coordinate system
(~x′, ~y′, ~z′) with ~meq = ~x′, which simplifies the solution of the LLG equation. The
temporal magnetization dependance can be expressed as:

~m(t) = ~meq + ∆~m(t) =

 1
∆my′(t)
∆mz′(t)


with ~meq · ~m(t) = 0.

(2.12)

Thus, the problem is reduced to two dimensions. We solve the LLG equation
with complex magnetization in chosen form ∆~m(t) = ∆~meiωt and leave only linear
terms. The solution can be written via the dynamical susceptibility:[

∆my′(t)
∆mz′(t)

]
=

[
χy′y′ χy′z′

χz′y′ χz′z′

] [
dy′(t)
dz′(t)

]
, (2.13)

where dy′(t) = (hy′ − τDL,d

µ0
σz′)e

iωt and dz′(t) = (hz′ − τDL,d

µ0
σy′)e

iωt are the driving
torques. Note that the susceptibility terms have complex form χii = χ′ii + iχ′′ii.

In general case the susceptibility is:

χf =
1

Nf

[
H0 + i αω

µ0γ
−H2 + s + i ω

µ0γ

−H2 − s− i ω
µ0γ

H1 + i αω
µ0γ

]
,

Nf = H0H1 + s2 − H2
2 − (1 + α2)

(
ω

µ0γ

)2

+ i(H0 + H1)
ω

µ0γ

(
α +

2s

H0 + H1

)
,

(2.14)

where H0, H1, H2 are terms depending on the components of ~Heff and static field-like
SOT (or TSOT), s is the term containing static damping-like SOT torque.

Here we consider an important configuration of a magnetic system for which the
susceptibility can be expressed analytically. First, the demagnetizing energy of thin
FM films often has dominating contribution in the magnetic energy, for example the
demagnetizing field (shape anisotropy) Hdem = µ0Ms for Permalloy (Py) amounts to
around 1 T. This field forces the magnetization to lie in the plane of FM (xy-plane).
Layers adjacent to FM can exert forces on FM leading to an out-of-plane anisotropy
(interface anisotropy) that counteracts the demagnetizing field. Both the shape and
out-of-plane anisotropies have the same symmetry and for this reason they are often
combined into the effective magnetization:

Meff = Ms −
2Koop

µ0Ms

. (2.15)

In-plane-isotropic FM is very often a reasonable assumption for Py as well. Also,
the static damping-like SOT is usually very small, when compared to other terms
and can be omitted. With this simplifications we obtain:

H0 = H +Meff , H1 = H, H2 = 0, s = 0. (2.16)

8



2.2. Ferromagnetic resonance (FMR) in thin films

The resonance condition arises from minimization of the denominator Nf in Eq.
(2.14). By neglecting all insignificant small terms, i.e. terms containing α and s, we
get the so-called general Kittel formula:

H0H1 − H2
2 =

(
ω

µ0γ

)2

. (2.17)

Then we expand the H0 and H1 terms around the resonance field Hr, i.e. Hi =
Hir + (H−Hr), where Hir are the H0 and H1 at the resonance conditions. Using this
expansions and neglecting quadratic terms in α and 2s

H0+H1
we obtain the following

denominator:

Nf = (H0r + H1r)

(
(H −Hr) + i

αeffω

µ0γ

)
, (2.18)

where αeff is the effective damping factor with the damping-like SOT term of:

αeff = α +
2s

H0r + H1r

(2.19)

One should note that whereas the intrinsic damping parameter α is frequency-
independent, the second term (SOT term) is not. Also we define here the FMR
field-linewidth ∆H:

∆H =
αeffω

µ0γ
(2.20)

Expanding the numerator part of Eq.(2.14) similarly to the denominator, we get
the susceptibilities:

χy′y′ =
H0r

∆H(H0r + H1r)

∆H(H −Hr)− i(∆H)2

(H −Hr)2 + (∆H)2
= Ay′y′ [FA(H)− iFS(H)],

χy′z′ = −χz′y′ =
ω/(µ0γ)

∆H(H0r + H1r)

(∆H)2 + i∆H(H −Hr)

(H −Hr)2 + (∆H)2
= Ay′z′ [FS(H) + iFA(H)],

χz′z′ =
H1r

∆H(H0r + H1r)

∆H(H −Hr)− i(∆H)2

(H −Hr)2 + (∆H)2
= Az′z′ [FA(H)− iFS(H)],

(2.21)
where FS(H) and FA(H) are the symmetric and antisymmetric Lorentzian functions:

FS(H) =
(∆H)2

(H −Hr)2 + (∆H)2
,

FA(H) =
∆H(H −Hr)

(H −Hr)2 + (∆H)2
.

(2.22)

In case of pure in-plane or out-of-plane driving field ~h applied, only the χy′y′ or
χz′z′ are expected to be measured. However, due to imperfect match of the sample
and RF-line impedances, dependance of impedance of other parts of setup on the
magnetic field and other reasons, the measured FMR curve will always be a mixture
of symmetric and antisymmetric Lorentzian functions with weightening coefficients
different from those in Eq.(2.21):

pabs(H,Hr,∆H) = A(FS(H) cos(ε) + FA(H) sin(ε)), (2.23)

9



Chapter 2. Theory

where ε is some phase, A is some absorption amplitude. By fitting experimental pabs

FMR curves we can extract needed Hr and ∆H and estimate FM-media parameters
from those.

2.3 Magneto-optical Kerr effect (MOKE)

In 1877 John Kerr has observed polarization plane rotation of light reflected from the
polished iron pole of an electromagnet [28, 7]. The sense of rotation was dependent
on the magnetization direction. For 3d FMs the maximum of visible light Kerr
rotation lies at 1.5 eV. This means that the effect is stronger for the red light than
for the blue light.

Depending on the orientation of light incidence plane with respect to the mag-
netization of the reflecting surface three configurations are possible, see Fig. 2.2.
In transverse (T) configuration only a change of the reflectance coefficient is ob-
served. For both polar (P) and longitudinal (L) configurations the rotation of the
polarization plane is observed. The polar Kerr effect scales with the cos θ and the
longitudinal one with the sin θ, where θ is the angle of incidence. In our experiments
we use normal incidence of light, thus the polar Kerr effect is dominant. We register
the Mz component of the magnetization via the Kerr rotation angle θK ∝Mz.

Y 

X 

Z 

𝑀 (T) 

Θ 

(P) (L) 

Plane of incidence 

Figure 2.2: MOKE configurations: (T ) - transverse, (P ) - polar, (L) - longitudinal

with respect to the orientation of the magnetization vector ~M to the light incidence
plane.

The MOKE is of particular interest, as it gives a possibility of local FMR mea-
surements with resolution below 1 µm. These kind of measurements are advan-
tageous towards the SNE measurements, because large thermal gradients can be
produced on the micrometer scale, leaving the temperature of heater relatively low,
avoiding problems related to the interdiffusion and electromigration (see Appendix
A.1).
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2.4 Family of spin-current-related effects

Starting from the discovery of the giant magnetoresistance (GMR) [8, 15] in 1988, the
interest to the spin of electrons as a new controllable quantity has started to increase
and a new field of electronics, spintronics has been launched. The effect found its
application in constructing a very sensitive magnetic field sensors, particularly as the
read head of HDDs. The spin valve structure, which underlies the GMR effect is also
used in non-volatile random-access memory, the magnetoresistive RAM (MRAM).
Further research in the field led to the discovery of the tunnel magnetoresistance
(TMR) [102, 100] in a structure, similar to the spin valve, where the metal between
two FMs is changed to a thin insulator.

One of the newest effects of spintronics, the spin Hall effect (SHE), was discovered
experimentally only a decade ago and received a great attention as it can generate a
spin current without use of a ferromagnetic metal (FM), only a normal metal (NM)
with a large spin-orbit coupling is needed.

This chapter we start from the description of the charge-to-spin transformations
via the SHE. We briefly describe different mechanisms responsible for the SHE and
discuss a principal problem of its separation from the inverse spin Galvanic effect
(ISGE, also known as the Rashba-Edelstein effect) in experimental data. After this
we introduce a phenomenological drift-diffusion model extended to spin currents,
which is used for the interpretation of experimental results. Following this formalism
we show the appearance of a spin accumulation at the boundaries in NM. In case if a
FM is attached to the NM, the accumulated spin momentum will be transferred from
the NM to the FM. The efficiency of the spin transfer is limited by the spin-filtering
of interface, which we briefly explain. Then we discuss a possibility to evaluate
the efficiency of SHE, the spin Hall angle (SHA), via the modulation of damping
(MOD) technique. And finally, we sketch an idea of charge current distribution in
the FM/NM stack and factors that influence the distribution.

2.4.1 Charge current to spin current – the spin Hall effect
(SHE)

The SHE is the generation of a spin-current ~js transverse to the conventional charge
current ~j under applied electric field ~E in a NM, see Fig.2.3(a). The conventional
current ~j is being scattered in NM and electrons with opposite spin-polarization are
moving into the opposite directions transverse to the initial direction of ~j. Such a
spatial separation of the oppositely polarized electrons is nothing else but a pure spin
current ~js. At the boundaries the spin current is blocked and a spin accumulation,
similar to the charge accumulation for the conventional Hall effect, is formed. Note,
due to symmetry the spin current is also formed along the y-direction.

Reciprocal to the SHE, the inverse spin Hall effect (ISHE), is the generation of ~j
under inhomogeneous spatial spin-distribution [39, 114, 76]. The ISHE has found a
broad application as a detector of spin-currents and today it is a robust and simple
method for electrical sensing of spin currents [76].

Similarly, a thermal counterpart of SHE the spin Nernst effect (SNE) is the

production of spin current js transverse to an applied thermal gradient ~∇T , see
Fig.2.3(b). Here, we only emphasize the similarity of the SNE to the SHE and that
the physics underlying the SNE is closely related to that of the SHE. We will return
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Figure 2.3: a) Spin Hall Effect (SHE). The polarization ~σ (shown with green arrows)
of electrons is perpendicular to both ~j and ~js. b) spin Nernst Effect (SNE). Note

that the heat current ~jh is directed opposite to the thermal gradient ~∇T .

to the SNE in a few chapters, and now will focus on the SHE.
The SHE was predicted by Dyakonov and Perel [39] in 1971. First experimental

proof was provided by Kato [74] in 2004, who observed the spin accumulation at
the edges of a semiconductor sample via the optical Kerr rotation. The SHE is
important for practical applications due to the fact, that for spin-current production
one can use nonmagnetic (NM) materials and no magnetic field is needed. Before
the discovery of the SHE, the spin injection from ferromagnetic (FM) material was
used for spin current production.

The modern SHE theory is strongly bounded to earlier developed theory of the
AHE [44]. Despite the existence of established models, the SHE brought a new level
of theoretical complexity, while the spin, in comparison to the charge, is generally
not a conserved quantity.

Dyakonov and Perel first reported a phenomenological description [40] derived
from the symmetry considerations for the spin-charge coupled drift-diffusion equa-
tion. This model is well justified for weak spin-orbit coupling (SOC). Models based
on this formalism are often used to fit experimental results. Details of the drift-
diffusion model are presented later in the text.

Formally, the spin current formed by the SHE is written:

jzx = σzyxEx, (2.24)

where Ex is applied electric field and σzyx is spin Hall conductivity (SHC) consisting
of three contributions, intrinsic σz−int

yx , skew scattering σz−skew
yx (Mott-like), and side-

jump σz−sj
yx :

σzyx = σz−int
yx + σz−skew

yx + σz−sj
yx , (2.25)

An experimentally measured (effective) SHC is coupled to the the spin accumu-
lation and therefore its value depends on the measuring method, be it FMR-based
or non-local measurements, and actual value of σzyx need be recalculated from the
experimental one.

Similarly to the electrical conductivity in the AHE models, the taxonomy of
SHC is based on its dependence on the Bloch state transport lifetime τ. The skew
scattering has τ1 dependance, while the intrinsic and side-jump SHC contributions
have the τ0 dependance. Due to the latter fact, a separation of the intrinsic and
side-jump conductivities is not trivial.

12



2.4. Family of spin-current-related effects

Skew scattering mechanism

Skew scattering is an asymmetric scattering, its basic idea was described by Mott
[103, 105] in 1930s. Randomly polarized electrons acquire a certain polarization
during the scattering event from an atom (with a strong SOC), and the polarization
is dependent on the scattering direction, see Fig.2.4. In a frame centered on the
electron, the electric field of atom ~E is seen by the electron as a magnetic field
~B =

[
~E × ~ν

]
, where ~ν is the electrons velocity vector. The field ~B polarizes initially

randomly oriented spins of electrons. Electrons deflected to the left become spin-
down polarized and the electrons deflected to the right of the atom spin-up polarized.
Heavier elements show larger ~E due to the larger proton number Z. This description
is somewhat oversimplified, for a more in-depth quantum description see [128, 129].

𝐵 

+ 

𝐵 

𝐸 

𝐸 

𝜐  𝜐  

Figure 2.4: Skew scattering of an electron on an impurity atom.

The skew scattering contribution to the SHC is purely extrinsic and due to τ1

dependance, it dominates in nearly perfect crystals.

Side-jump mechanism

Semiclassically, the side-jump contribution can be considered as a Gaussian wave-
packet scattered from a spherical impurity with SOC. The wave-packet with incident
wave-vector ~k will be displaced transverse to its initial direction. This mechanism
was first mentioned in [128, 129], but taken in a more detailed consideration only
later in [14].

In materials with a strong SOC the side-jump contribution can be further sepa-
rated into:

� Intrinsic-side-jump. The spin-orbit coupled wave-packet is scattered on the
scalar potential without SOC.

� Extrinsic-side-jump. The non-spin-orbit coupled wave-packet is scattered from
the spin-orbit coupled disorder.

Particularly the intrinsic-side-jump is believed to be dominant for application-
important materials such as Pt and Ta.
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Intrinsic mechanism

The intrinsic SHC is a contribution in pure ideal crystal appearing due to the Berry
phase phenomena [20]. This phase is the addition to the dynamical phase of quantum
systems. It is accumulated as the quantum system adiabatically transported around
a circuit C and depends only on the geometry of the circuit C. It is related to the
topological property known as anholonomy (dependence of state of physical system
on the path taken in order to achieve it) and it is known in classical systems from
the problems related to the Foucault pendulum. The Berry phase phenomenon of
great importance in the field of magnetism.

To predict SHE values of a given sample composition the theorists use the Boltz-
mann [56] and Kubo Formalisms [48]. The Boltzmann model allows to calculate only
the skew scattering contribution (valid for dilute alloys) for the SHE conductivities,
whereas the Kubo formalism takes into account the strong SOC coherent effects of
the band structure and covers all contributions to transverse conductivities. More-
over, the theory of spin pumping (SP) was developed for the FM/NM systems with
oscillating magnetization [139]. For a more profound and comprehensive discussion
on the SHE we refer to the review [122].

In SHE experiments unavoidably another spin-current-inducing effect occurs, the
inverse spin galvanic effect (ISGE, also known as the Rashba-Edelstein effect). Both
effects have similar angular dependance, thus it is challenging to separate one from
another.

Inverse spin galvanic effect

ISGE is the generation of spatially homogeneous non-equilibrium spin polarization
by a charge current, whereas the SHE leads to the spin accumulation only at the
boundaries of the solid. ISGE is observed in systems with broken inversion symmetry
where a shift of spin-up sub-band toward spin-down sub-bands in momentum k-space
goes along with the spin-flip scattering asymmetry [52].

Two cases of the broken symmetry that lead to the spin splitting are known: the
Dresselhaus [37] and the Rashba [112] spin splittings. The Dresselhouse splitting is
related to the bulk inversion asymmetry (being inherent crystallographic property),
whereas the Rashba splitting is related to the structure inversion asymmetry (ap-
pears in multilayer structures with unequal interfaces). For the NM/FM systems
usually only the Rashba spin splitting is relevant, while materials with bulk inversion
asymmetry are very rare.

Simplifying, the ISGE can be imagined as an analogue to the spin-orbit coupling
of an electron with orbital momentum l that moves in the electric field ~E of a
nucleus. Due to relativistic effects, the electric field transforms into an effective
magnetic field acting on the spin of the electron, thus coupling orbital and spin
moments. If now the electric fields in a crystal have a broken symmetry, e.g. at the
interface where the ligand fields for example may have a preferred axis out-of-plane,
the conduction electrons experience a net electric field perpendicular to the interface.
The field ”seen” by electrons is BSO = − ~

2mc2
~k× ~E, where m is the electron mass, c

is the speed of light in vacuum, and ~k is the wave-vector of electron. Then, if spin
relaxation is taken into account, the electron spins align with the average Rashba
field.

Due to the coupling of electron spin and ~m, a torque will be exerted on ~m [91]:

14



2.4. Family of spin-current-related effects

~TSO,R =
mδex

e~EF

αR(~m× (~z ×~j)), (2.26)

where δex =
Jex~Ms

2γ
, EF is the Fermi energy, αR is the Rashba constant describing

the strength of the SOC. From this torque one can extract the Rashba field entering
the LLG equation:

µ0
~HR =

αR

2µBMs

P (~z ×~j), (2.27)

where µB is the Bohr magneton, P = δex

EF
is the spin polarization of the current. This

Rashba field (a shift in the resonance field following from the LLG equation) is not
to be confused with the relativistic Rashba magnetic field BSO mentioned earlier in
the text.

It was shown [123] that the Rashba field-like torque is inversely proportional to
the FM layer thickness. Thus, the Rashba effect can not be neglected in experiments
with ultrathin FM samples.

2.4.2 Spin injection and accumulation in NM/FM systems

Spin currents flowing in NM lead to spin accumulation in the vicinity of NM bound-
aries with a decay length λs called spin-diffusion length. If a FM is attached to
the NM the spin current will be injected into the FM producing spin-orbit torques
(SOTs). If simultaneously FMR is induced in the FM, the torque influences mag-
netization dynamics, see Fig. 2.1. In a reciprocal case, the FMR precession injects
spin currents into the NM, a phenomenon called spin pumping (SP).

Drift-diffusion formalism

One of the formalisms for the description of the spin current is the drift-diffusion
model. The model is applicable if the system is much larger than the mean free
path (MFP) of electrons, and it is widely used for interpretation of most of the SHE
experiments.

For conventional charge current the following set of equations is used:

− |e| ∂n
∂t

+∇j = 0

ji = σEi + |e|D ∂n

∂xi
= σ(∇µi),

(2.28)

where n is the electron density, ji is the charge current in direction i, σ = e2τn
m

is

the electrical conductivity, µ is the effective electrical potential, and D =
υ2

Fτ

2
is

the diffusion coefficient, m is the effective electron mass, υF is the Fermi velocity
and τ is the momentum relaxation time. The first expression is the continuity
equation, whereas the second describes the charge drift induced by the electric field
and diffusion phenomena.

For the spin current in NM another set of equations is used:
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0 =
~
2

(
∂sj
∂t

+
sj
τs

)
+
∂js

ij

∂xi
, (2.29)

js
ij =

~
2

(
−µ′Eisj −D

∂sj
∂xi

)
, (2.30)

where τs is the spin relaxation time, related to the spin diffusion length λs =
√
Dτs,

µ′ is the mobility and not the chemical potential, the bottom indexes of js
ij de-

scribe the spatial flow direction and the spin polarization direction. In NM the spin
accumulation is sj = n+j − n−j, where n±j is the number of electrons with spin
polarization in ±j-direction. The associated spin momentum is then ~

2
s.

The spin relaxation is usually modeled with the Elliott-Yafet spin-lattice relax-
ation [42, 154] where the idea is as follows: for each electron momentum scattering
there is a probability P at which additionally the spin switches, so that τs = P · τ,
where τ is the average time between momentum scattering events.

The first term in (2.30) describes a drift of electrons with certain polarization and
it is often refereed as a ”polarized current”, while the second term is the diffusion
of the spin without the charge redistribution and is often refereed as ”pure spin
current”. In comparison to the charge current, the spin current drift-diffusion model
has an additional degree of freedom and spin is not a conserved quantity.

The drift-diffusion formalism only describes spin and charge distributions. In
the following considerations the charge current distribution and the conductivity
are assumed homogeneous, which is not true in the general case. For simplicity a
homogeneous, but smaller than the bulk electrical conductivity value is used to fit
experimental data.

The drift-diffusion equations for the FM are out of scope of this work, but we
will mention that those have to be modified [61]. The first difference is that the
electron current in FM is modeled with the two channel model (spin-up and spin-
down electrons with respect to the magnetization ~m). Second, Eq. (2.29) needs
to be extended with two additional terms, which describe the precession of the
spin accumulation around the local magnetization and its damping. However, in
metallic FMs total damping of the non-collinear spin accumulation happens within
a few lattice translation periods as the spin current enters the FM. Due to this reason
the mentioned terms are often dropped and the damping of spin accumulation is
included into the boundary condition at the NM/FM interface.

The charge current in FM is j = j↑ + j↓. The electrical conductivity is then
σ = σ↑ + σ↓ and spin conductivity is σs = σ↑ − σ↓. The spin polarization is defined
as Pσ = σs

σ
and it is aligned with the magnetization direction.

Due to the SOC phenomenon, charge and spin currents are coupled. The charge
current produces a transverse spin current due to the SHE. The reciprocal phe-
nomenon (ISHE) can be described by exactly the same formalism. The transfor-
mation efficiency of one current into the other is described with a constant θSH

called the spin Hall angle (SHA) and its value lies in the range 0 < θSH < 1. The
connecting equation reads [38]:

ji = j0
i +

2 |e |
~

θSHεijkj
s,0
jk ,

js
ij =

~
2 |e |

θSHεijkj
0
k ,

(2.31)
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where εijk is the Levi-Civita symbol, j0
i and js,0ij are the charge and spin currents

without spin-orbit coupling, respectively. Spin current polarization ~σ is perpendic-
ular to both charge current and spin current directions. Using the Eqs. (2.31) we
can write the general form of equations for the charge and spin current:

ji = σEi + |e|D ∂n

∂xi
− θSH |e |εijk

[
µ′Ejsk +D

∂sk
∂xj

]
, (2.32)

js
ij =

~
2

(
−µ′Eisj −D

∂sj
∂xi
− θSH

|e |
εijk

[
σEk + |e|D ∂n

∂xk

])
. (2.33)

The terms in the square brackets in (2.32) are the AHE (a comprehensive review
can be found in [106]) and ISHE parts, whereas for Eq. (2.33) both terms are
referred in the literature as the SHE terms.

Now, let us imagine a NM with a homogeneous charge current in x direction.
Due to the symmetry of the system, the spin current will be induced into the y and
z directions by means of the SHE. Without the loss of generality we consider the
spin accumulation along the the z axis. Solving Eq. (2.29) together with Eq. (2.33)
we get the following spin accumulation distribution:

sy(z) =
λsθSHjx
|e|D

sinh( z
λs

)

cosh( w
2λs

)
(2.34)

where w is the width of NM film. An example of the spin profile sy(z) is shown in
Fig. 2.5. As can be seen from Eq. (2.34) the size of the spin accumulation region
depends on the spin diffusion length λs.

If a FM is attached on the top of the NM the spin accumulation will be partially
transported into the FM inducing the spin transfer torque (STT). The component
transverse to the magnetization ~m is absorbed. The transported angular momentum
therefore influences the magnetization dynamics of the FM.

It is important to mention that the spin transfer to the FM is in general not
complete due to a phenomenon called spin filtering. As a consequence the effective
SHA is reduced.
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Figure 2.5: An example spin accumulation at the boundary of FM/NM according
to Eq. (2.34)
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2.4.3 Spin filtering at the NM/FM interface

The SHE induces a spin accumulation in NM, and the magnetization dynamic is
influenced by the spin angular momentum transferred to the FM. The momentum
transfer might be not complete and it depends on the orientation of the magnetiza-
tion ~m and spin accumulation direction.

The drift-diffusion model works well down to nm-thick samples. In the general
case, the electronic band structure changes abruptly at the NM/FM interface and
therefore makes it impossible to use the drift-diffusion formalism at the interface.
However, this problem can be overcome by introduction of a quantum mechanical
boundary condition between NM and FM [19]. The interface can be considered
as a resistor characterized by a scattering matrix that connects states n of the
distribution function in the NM to the states m in the FM.

In FM we have a preferred direction: parallel and antiparallel to ~m, whereas for
the NM no such a preferred direction exists and the spin current polarization can
be directed arbitrarily. Therefore, to investigate the transfer/reflection of the spin
current on the interface one needs to consider the directions parallel and transverse
to the ~m.

The initial spin state can be written as a |↑〉 + b |↓〉, with complex amplitudes
a and b. The transverse component of the initial spin state is given by a∗b, the
reflected part of the transverse component is (r↑)∗r↓, the transmitted part is (t↑)∗t↓.
The parallel part is described by the two-current model, where the interface is
characterized by a finite conductance for majority and minority charge currents:

j↑ = G↑∆µ↑,

j↓ = G↓∆µ↓,
(2.35)

where G↑ and G↓ are the spin-dependent interface conductivities, ∆µ↑ and ∆µ↓ are
the respective drops in quasichemical potentials [3]. The spin current is built up
by the difference between the two charge currents. The interface conductivities are
given by [19]:

G↑(↓) =
e2

h

[
M −

M∑
nm

∣∣r↑(↓)nm

∣∣2] =
e2

h

M∑
nm

∣∣t↑(↓)nm

∣∣2 , (2.36)

where r
↑(↓)
nm and t

↑(↓)
nm are the reflection and transmission probabilities for up-spins

(down-spins) at the interface, M is the number of conducting channels in the NM.
While the transfer of the parallel part of the spin angular momentum through the

interface is intuitively clear, the transverse part transfer is a quantum phenomenon
and has no classical analogs, see Fig. 2.6.

The transverse spin transfer as for the parallel part is defined by the reflection
and transmission coefficient. However, unexpected effects appear, let’s consider
three limiting cases:

1. Full reflection for one of the spin populations and full transmission for the
other. As the result the transverse component of spin angular momentum will
be completely absorbed at the interface and both reflected and transmitted
parts of the momentum will not contain the transverse components. Due to
this property, this phenomenon is called the spin filtering [133].
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2. Full transmission of both spin populations. In this case the transverse com-
ponent is fully transmitted to the FM without a loss at the interface.

3. Full reflection of both spin populations. In this case no transverse component
is lost as well, however the transverse part might undergo a rotation.

The 1 − (r↑)∗r↓ value describes the amount of the transverse momentum that
reaches the interface. The quantity called the spin mixing conductance (SMC) can
be introduced:

G↑↓ =
e2

h

[
M −

M∑
nm

∣∣(r↑nm)∗r↓nm
∣∣2] , (2.37)

In literature one can find different designations for the SMC, here we define
notations that we use further in the text:

[
G↑↓
]

=
1

Ω
, G̃↑↓ =

G↑↓

Aint

,
[
G̃↑↓
]

=
1

Ωm2

where Aint is the area of NM/FM interface.
The full boundary condition for the spin current at NM/FM interface reads:

~js =
[
−(G↑ +G↓)∆~µs · ~m+ (G↑ −G↓)∆µ

]
~m+

+ Re{G↑↓}(2∆~µs × ~m)× ~m− Im{G↑↓}(2∆~µs × ~m), (2.38)

The first two terms describe the parallel part of the spin current with the drops
in the quasichemical spin ∆~µs and charge ∆µ potentials. The second pair of terms
describes the transverse part, where the double cross product gives the part of ~µs

that is transverse to the ~m and simultaneously lies in the plane spanned by the ~m
and ~µs (i.e. the incoming transverse part). The incoming transverse part is reduced
by the amount of backscattered transverse spins without rotation (real part of the
SMC). For the backscattered spins the rotated part is perpendicular to both ~m and
the incoming transverse part (imaginary part of the SMC).

In the context of interface conductivities a value called the Sharvin conductivity
is introduced GSH = e2

h
M . The value describes the conductivity of interface for

the perfectly transparent contacts and it is the upper limit for all spin-dependent
conductivities.

2.4.4 Spin Hall angle in FMR experiments with FM/NM
bilayers

Once the spin angular momentum is transferred from NM to FM, a torque acting
on the magnetization ~m is produced. The parallel part of the transferred spin does
not produce a torque on ~m and the angular momentum is transferred to the lattice
[61]. In turn, the transverse part of the spin angular momentum is transferred
predominantly to ~m. As the electron enters FM, the transverse spin part starts to
precess in the exchange field of the FM and it relaxes after a few lattice translation
periods of the FM [133]. Additionally, rotation of the reflected part of the transverse
part exerts the torque on the magnetization as well.
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Figure 2.6: Spin filtering at the NM/FM interface. The phenomenon is relevant
only for the transverse spin component (with respect to ~m).

Using the drift-diffusion model for the SHE in NM/FM bilayers one gets the
following expressions for the field-like and damping-like torques acting on the ~m
[61]:

~TFL = −γτFL ~m× ~σ, τFL =
h

2|e|MsdFM

ηFLθSHj,

~TDL = −γτDL ~m× (~m× ~σ) , τDL =
h

2|e|MsdFM

ηDLθSHj,

(2.39)

where dFM is the FM thickness, τDL and τFL are the corresponding torque strengthes
in units of Tesla, ηDL and ηFL are the spin injection efficiencies, the values lie in the
interval [0,1]. From the expressions one sees, that the effect on thin FM is stronger
than on thicker ones. Also, the comparison of the expression for Rashba torque
Eq.(2.26) and Eq.(2.39) for the SHE-induced torque shows the principal problem to
separate those contributions due to the shared symmetry. However, the knowledge
of the SMC can give an upper limit for the SHE-induced torque [33].

Since the STT is not complete due to the spin filtering phenomena and the
interaction of reflected spin accumulation from the boundaries of NM, the effective
SHA is defined as θeff = ηDLθSH. The injection efficiency from the drift-diffusion
model reads:

ηDL =

(
1− 1

cosh(dNM

λs
)

) ∣∣∣G̃↑↓r ∣∣∣2 + Re
(
G̃↑↓r

)
tanh

(
dNM

λs

)2

∣∣∣G̃↑↓r ∣∣∣2 + 2Re
(
G̃↑↓r
)

tanh
(
dNM

λs

)2

+ tanh
(
dNM

λs

)4 ,

ηFL =

(
1− 1

cosh(dNM

λs
)

)
Im
(
G̃↑↓r

)
tanh

(
dNM

λs

)2

∣∣∣G̃↑↓r ∣∣∣2 + 2Re
(
G̃↑↓r
)

tanh
(
dNM

λs

)2

+ tanh
(
dNM

λs

)4 ,

G̃↑↓r = G̃↑↓
2λs tanh

(
dNM

λs

)
σ0

NM

,

(2.40)
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where σ0
NM is the bulk electrical conductivity of NM. The first multiplier in both

efficiencies comes from the drift-diffusion model within the NM, whereas the second
multiplier is due to the NM/FM interface transparency. The first multiplier reduces
the efficiency if dNM is not significantly larger than the spin-diffusion length λs. This
happens due to the reflection and backflow of the spin current from the boundary
opposing to the NM/FM interface. As the rule of thumb, the NM thickness should
be ≥ 2λs, to avoid strong reduction of the SHE efficiency [33].

For the evaluation of experimental data the approximation
∣∣∣G̃↑↓∣∣∣2 ≈ Re

(
G̃↑↓
)2

seems reliable enough, because Im
(
G̃↑↓
)

is about one order of magnitude smaller

than Re
(
G̃↑↓
)

for metal/metal systems [159]. The SMC cannot be measured di-

rectly and a series of thickness-dependent measurements has to be done to extract
it. In order to avoid a series of measurements we use for our experimental data an
expression obtained for the Pt/Py system by [4]:

ηDL =
2 sinh2

(
dNM

2λNM

)
cosh

(
dNM

λNM

)[
1 +

λPy

λNM

ρNM

ρPy

tanh
(

dNM
λNM

)
tanh

(
dPy
λPy

)
] , (2.41)

where λPy and λNM are the spin diffusion lengths of Py and NM, ρPy and ρNM are
the resistivities of Py and NM. The spin diffusion lengths from literature are cited
in Table 5.10.

2.4.5 Charge current distributions in FM/NM stack

In order to evaluate the strength of the SOTs one needs to know the current flowing
through the NM INM, being only a fraction of a total current Istack flowing through
FM/NM stack. More specifically, one needs to know the current density jNM. Start-
ing from a simple model where the FM and NM can be treated as two resistors
connected in parallel, we obtain a fraction k of INM in the Istack:

k =
INM

Istack

=
1

1 + ρNM

ρFM

dFM

dNM

, (2.42)

where dFM and dNM are the thicknesses of FM and NM layers, ρFM and ρNM are the
electrical resistivities of FM and NM layers.

For macroscopically large and homogeneous samples the Drude theory can be
used to describe the conductivity. The theory assumes that electrons move freely
between scattering events. Scattering leads to the randomization of the motion with
conservation of the electron velocity. The average distance that an electron travels
between scattering events is called the mean free path (MFP, usually labeled with
λ).

For thin films the bulk values of resistivities cannot be used anymore if the
thickness of film is below or comparable with the electron MFP. At this point in-
terfaces start to play a significant role for scattering events. Moreover, the current
distribution in thin film starts to be inhomogeneous.

Models based on the Boltzmann equation were established in order to describe
the thickness dependence of thin film conductivity and current distribution within it.
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The first developed Fuchs-Sondheimer model [49, 132] takes into account scattering
at metal/substrate and metal/vacuum interfaces. In this model the interfaces are
assumed to be perfectly flat. Electrons are reflected from the interface either specular
or diffusive (somewhat similar to the optical Lambertian reflection). In the model
the degree of specular/diffusive reflection is a tunable parameter. Logically, the
diffusive scattering reduces the conductivity of thin films stronger because electrons
can be reflected backwards. For purely specular-reflecting interfaces the conductivity
is not changed, whereas for purely diffusive-reflecting interfaces it is significantly
reduced already for 4− 5λ-thick films and amounts to ≈ 70% of bulk value at film
thicknesses = 1λ. However, the hypothesis with perfectly flat interfaces is somewhat
a bold assumption and the Fuchs-Sondheimer model was modified with inclusion of
interface roughness [130]. The roughness leads to a strong enhancement of the
diffusive scattering probability, making it almost 100% for non-epitaxially grown
samples (roughness > 0.5 nm). In case of the purely diffusive scattering at the
interface, the maximal density of the current is found in the middle of a film with
its reduction towards the interfaces (about 30% deviation for film thickness = 1λ).

Next extension to the Fuchs-Sondheimer model is the Mayadas-Shatzkes model
[92]. It includes scattering at grain boundaries for polycrystalline samples. This is
relevant for samples grown in sputtering chambers, the average grain size is often
estimated to be equal to the film thickness up to a certain thickness when it satu-
rates [116]. The grain boundaries are modeled as the vertical planes with a certain
reflection probability from it, which leads to a further reduction of the film conduc-
tivity. If reflection happens in 50% of cases, the conductivity amounts to ≈ 35%
of the bulk value for 1λ-thick polycrystalline films. The current distribution stays
similar to the Fuchs-Sondheimer model with fully diffusive scattering.

And the last to mention: so far we were talking about the conductivity of vac-
uum/metal/insulating substrate structure. But for the vacuum/FM/NM/insulating
substrate the FM/NM interface plays an additional role for the current distributions.
The interface is transparent for the electrons to some extent. Thus, a layer with a
larger MFP pumps the second layer with electrons enhancing the current density in
the vicinity of the interface as shown in [33].

In experiments we use FM/NM/insulating substrate stacks with metal layer
thicknesses below 2λ. All samples show large surface roughness of 1-1.5 nm, which
assume similar interface roughnesses of the stack. Due to all mentioned reasons, we
use electrical and thermal conductivity values reduced by factor ≥ 2 for metals as
compared to the bulk conductivity, see simulations in Ch. 5.1.

22



2.5. Conventional Nernst effects

2.5 Conventional Nernst effects

Nernst (the author of the third law
of thermodynamics) was breeding
fishes in a pond near his cottage. -
Why do you bother with them? -
asked his acquaintance. - Even a
poultry breeding seems to be more
interesting. - I bred animals which
are in thermodynamic equilibrium
with the environment. - replied
Nernst. - Breeding homeotherms
just means warming the Universe
at your expense.

In this chapter we describe the conventional Nernst effects, because those are
required for interpretation of the spin Seebeck effect experiments.

Among conventional Nernst effects are the ordinary Nernst effect, the Anoma-
lous Nernst effect (ANE), the Anisotropic magnetothermopower (AMTEP) and the
Planar Nernst effect (PNE). All these effects are thermomagnetic analoga of the Hall
and magnetoresistive effects. The connection of the mentioned thermomagnetic ef-
fects to electromagnetic effects is presented in Table 2.1.

Electromagnetic effect Thermomagnetic effect

ordinary Hall effect ←→ ordinary Nernst effect
anomalous Hall effect (AHE) ←→ anomalous Nernst effect (ANE)

ordinary anisotropic ←→ anisotropic magnetothermopower
magnetoresistance (AMR) (AMTEP)

planar Hall effect (PHE) ←→ planar Nernst effect (PNE)

Table 2.1: Correspondence table between electromagnetic and thermomagnetic ef-
fects

A usual way to describe the Nernst effects is to start from description of a certain
electromagnetic phenomenon and then extend it on to the corresponding Nernst
effect. Such an approach is valid, because in fact, Nernst effects are combinations
of the mentioned electromagnetic effects with the conventional Seebeck effect [78].

2.5.1 Seebeck effect as the driving force of Nernst effects

The Seebeck effect is the phenomenon describing the appearance of an electric cur-
rent caused by a thermal gradient. Two mechanisms are responsible for the Seebeck
effect: the charge carrier diffusion and the phonon drag.

Charge carrier diffusion

First, we discuss the case of charge carrier diffusion. Let us imagine a piece of a
metallic solid one side of which has higher temperature (hot side) than the other side
(cold side). What happens with the electronic structure of the metal? In Fig. 2.7 we
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present Fermi-Dirac (F-D) distributions at different temperatures T for some metal
with characteristic Fermi temperature TF = 105 K. As the temperature of the solid
state body elevates from 0 K, the slope of the F-D distribution of electrons in the
region of the Fermi energy EF changes from infinite (grey line with sharp corners)
to finite (red, black and blue lines with rounded corners) [77]. The step is steep,
because the deviation in energy of electrons due to the thermal term kBT is very
small in comparison to the Fermi energy EF = kBTF, where kB is the Boltzmann
constant. For many metals the Fermi temperature ranges from 104 to 2 · 105 K [77,
5].
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Figure 2.7: Fermi-Dirac distributions of electrons for some metal set at different
ambient temperatures T = 0, 100, 300, 500 K. As the Fermi temperature of the
metal we take a common value TF = 104 K.

In the hot region the energy levels above the Fermi level are more populated than
in the cold region, while the energy levels below the Fermi level are less populated.
Due to this fact, opposing concentration gradients of high- and low-energy electrons
appear, leading to diffusion of electrons. Thus, opposed diffusional flows of cold
electrons from the cold region and of hot electrons from the hot region appear.
Following the Mott formalism [31],

GS =
kB

−e

∫
E − µ

kBT
σ(E)(−df(E)

dE
)dE, (2.43)

where G is the electrical conductance, σ(E) is the energy-dependent conductiv-
ity, f(E) is the F-D distribution, S is the Seebeck coefficient, µ is the chemical
potential. If those flows have significantly different conductivities, one gets a sub-
stantial effective current flow. This leads to accumulation of charges on opposite
sides of the sample. These charges produce an electric field that counteracts fur-
ther charge accumulation. At some moment a steady-state voltage is formed. It
is proportional to the temperature difference between opposite sides, and to the S
coefficient. According to the free electron model together with the Mott formalism
and Sommerfeld expansion, all metals are expected to have a negative Seebeck co-
efficients S = −eL0T

∂
∂E

lnσ(E)|EF
, where L0 is the Lorenz number. However, the

free electron model does not take into account the complexity of real metals.
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Larger Seebeck coefficients S are observed for semiconductors, while those con-
ductivities have stronger temperature dependence. 10 µV/K is pretty usual S value
for metals, while for semiconductors values as high as 1 mV/K are common.

Phonon drag

Another contributor to the Seebeck effect - the phonon drag - is strong for tem-
peratures T close to 1

5
of the Debay temperature ΘD [90], [78]. Usually, 1

5
ΘD-value

lies far below RT. At these temperatures oscillations of the crystalline lattice are
large and electron-phonon scattering starts to affect electron movement, contribut-
ing to the Seebeck coefficient. At higher temperatures phonon-phonon interaction
becomes very strong, and the phonon drag contribution to the Seebeck effect is
greatly suppressed [90].

2.5.2 The anomalous Nernst effect (ANE)

The anomalous Nernst effect (ANE) [43, 68, 17, 117, 94] is a phenomenon well known
for more than a century, similar to the Hall effect. For convenience of explanation,
we will start from the description of the ordinary Hall effect [59].

When an electric current of density j is applied to the sample in a certain direc-
tion, say the x-direction, and simultaneously an external magnetic field ~B perpen-
dicular to the current (conventionally along the z-direction) is applied, the charge

carriers q experience the Lorentz force [46] ~Fy−L = q~v × ~B, see Fig. 2.8(a). This

force is perpendicular to both ~B and ~j, and drive electric charges q in y-direction.
The charges are accumulated at the boundaries of the sample (in case of open cir-
cuit condition at the y-boundaries) producing an electric field Ey which counteracts
infinite charge accumulation.
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Figure 2.8: (a) The Hall Effect. Magnetic field ~B is applied in z-direction. Electric

field ~E applied in x-direction produces an electric current of density ~j. Due to
the Lorentz force, electric charges (blue line is for negative charges trajectory and
red line is for positive charges) are deflected in y-direction. Electric charges are
accumulated at the y-boundaries of the sample (open circuit geometry). (b) The

Nernst effect. Magnetic field ~B is applied in z-direction, thermal gradient ~∇T - in
x-direction (T1 > T2). Due to the conventional Seebeck effect, electric current in
x-direction is formed, leading to an effective Hall effect.

Next, if a sample additionally possesses FM properties, an effect stronger than
the Hall effect is observed, namely, the anomalous Hall effect (AHE), first described
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in [60]. The AHE and the SHE are two closely related phenomena, with the same
three mechanisms responsible for it, see Eq. (2.25) in Ch. 2.4.1.

Substitution of the electric field Ex with a thermal gradient ~∇T (Nernst effect
in Fig.2.8(b)) leads to the formation of a thermally driven electric current by means
of the conventional Seebeck effect. This thermally induced current, in turn, leads
to the formation of a Hall effect in case of a non-magnetic material. To be more
precise - the resulting signal is the difference of Hall signals produced by cold and hot
carriers. This thermomagnetic effect was first observed by Nernst and Ettingshaus
[43] and is named after them (often shortened to just Nernst effect). In analogy
to the AHE, a stronger thermomagnetic effect is observed in FM - the Anomalous
Nernst effect (ANE).

~EANE = α~∇T × µ0
~H, (2.44)

where α is a material constant, µ0 is the permeability of vacuum. From the famous
constitutive relations of electromagnetism ~B = µ0H for vacuum.

2.5.3 The planar Nernst effect (PNE) and anisotropic mag-
netothermopower (AMTEP)

The anisotropic magnetothermopower (AMTEP) and the closely related planar
Nernst effect (PNE)) [6, 117, 94, 111, 80] are the thermal analogues of the anisotropic
magnetoresistance (AMR) and the Planar Hall effect (PHE), respectively. Both
AMTEP and PNE can be expressed with the same mathematical framework.
AMTEP is the voltage drop measured along the applied thermal gradient ~∇T and
PNE is the voltage drop measured perpendicular to ~∇T .

A usual way to describe the AMTEP and PNE is to start from the description of
the anisotropic magnetoresistance (AMR, ordinary magnetoresistance) introduced
by Thompson [138]. The AMR is a phenomenon that describes the difference of the
electric resistivity in parallel and perpendicular to the magnetization direction in a
conductive ferromagnet. Due to the spin-orbit coupling the overlap of atom orbitals
changes as the magnetization ~M rotates. As a result, the electron scattering cross
section is influenced and, therefore, the electric conductivity changes. Typically, the
conductivity is higher when the magnetization ~M is perpendicular to the electric
current ~J .

We assume an electric current density jx directed along the x-axis (Fig. 2.9).
Following the formalism of [137], we introduce components of the electric field E‖
and E⊥ parallel and perpendicular to ~M :

E‖ = ρ‖jx cosϕ,

E⊥ = ρ⊥jx sinϕ,
(2.45)

where ϕ is the angle between ~M and x-axis, ρ‖ and ρ⊥ are the resistivities par-

allel and perpendicular to the ~M , respectively. Projections of these electric field
components onto the x-axis are:

Ex,‖ = E‖ cosϕ = ρ‖jx cos2 ϕ,

Ex,⊥ = E⊥ sinϕ = ρ⊥jx sin2 ϕ.
(2.46)

Both projections lead to an electric field longitudinal to j
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Figure 2.9: (a) When an electric current of density j is driven through a ferromag-

netic conductor along the x-axis, the electric resistances ‖ and ⊥ to ~M are different

due to the AMR. The different electric fields parallel and perpendicular to ~M result
in different electric fields along the x- and y-direction strongly depending on the
angle between the electric current ~j and ~M . (b) Thermal analogue to (a): a temper-
ature gradient is the driving force of an electric current along the x-axis. Due to the
anisotropic orbitals of atoms, the parallel and perpendicular Seebeck coefficients S‖
and S⊥ differ from each other. Thus, the measured voltage depends on the direction
of the magnetization.

Ex = Ex,‖ + Ex,⊥ =
(
ρ‖ cos2 ϕ+ ρ⊥ sin2 ϕ

)
jx. (2.47)

Using well known trigonometric equations sin2 ϕ = 1 − cos2 ϕ and cos2 ϕ =
1+cos 2ϕ

2
one can derive the longitudinal AMR:

Ex =

(
ρ‖ + ρ⊥

2
+

ρ‖ − ρ⊥

2
cos 2ϕ

)
jx. (2.48)

In a similar way we obtain an expression for the transverse electric field Ey:

Ey = Ey,‖ + Ey,⊥ = (ρ‖ − ρ⊥) cosϕ sinϕjx. (2.49)

With cosϕ sinϕ = 1
2

sin 2ϕ,

Ey =
ρ‖ − ρ⊥

2
sin 2ϕjx. (2.50)

The last equation describes the transverse AMR, also known as the planar Hall
effect (PHE) [80].

Now, if we substitute the current density jx with a thermal gradient ∇Tx along
the x-axis, the ordinary Seebeck effect (see Ch. 2.5.1) generates an electric current
in the x-direction. Consequently, the AMR and the PHE are involved. Thus, we
can use the same mathematical framework for the description of such an anisotropic
effect. For a longitudinal-to-thermal-gradient measurement (open circuit geometry)
the anisotropic magnethothermopower (AMTEP, the thermomagnetic counterpart
of the AMR) leads to an electric field along the x-axis:

EAMTEP−x = −
(
S‖ + S⊥

2
+
S‖ − S⊥

2
cos 2ϕ

)
∇Tx. (2.51)
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For a transversal-to-thermal-gradient measurement the planar Nernst effect
(PNE, thermomagnetic counterpart of the PHE) induces an electric field along the
y-axis:

EPNE−y = −
S‖ − S⊥

2
sin 2ϕ∇Tx (2.52)

For directions of a thermal gradient |∇T | different from the x- and y-axes one
gets a superposition of the AMTEP and PNE signals. For measurements in the
AMTEP configuration (along the x-axis) Eq. (2.51) transforms into

EAMTEP−x = − (S+ + S− cos 2ϕ) |∇T | cosϕT , (2.53)

where S+ =
S‖+S⊥

2
, S− =

S‖−S⊥
2

, ϕT is the angle between |∇T | and the x-axis.
Similarly, Eq. (2.52) transforms into

EPNE−y = −S− sin 2ϕ |∇T | cosϕT (2.54)

Now, we need to find an expression for the AMTEP measured along the y-axis.
Taking into account that angles are defined with respect to the x-axis, a phase shift
of 90◦ has to be introduced:

EAMTEP−y = − (S+ + S− cos(2(ϕ− 90◦))) |∇T | cos(ϕT − 90◦) =

= − (S+ − S− cos(2ϕ)) |∇T | sinϕT . (2.55)

By combining Eq. (2.54) and (2.55) and applying the trigonometric equality
sin(α− β) = sinα cosβ− cosα sinβ the final expression for the electric field along
the y-axis is obtained:

Ey = −(S+ sinϕT + S− sin(2ϕ− ϕT )) |∇T | (2.56)

In the case of an arbitrary direction of the thermal gradient ~∇T , it is not very
correct to refer to the electric field Ey as the PNE. In the following, we mostly
refer to both AMTEP and PNE as just AMTEP, since this name more generally
describes the phenomena. Note, some authors use the abbreviation AMTP instead
of AMTEP.

2.6 Spincaloric effects

Spin caloritronics [12] is a very young branch of spintronics which appeared just
recently, however a great amount of work has already been done in the field and the
relevant phenomena can be roughly separated into the following three classes:

1. independent electron effects in metallic magnets, which are the generalization
of the collinear magnetoelectronics. The effects are described by the two-
current model, where the minority and majority of spin carriers flow in parallel
channels with different resistance dependent on the spin direction. The model,
first introduced by Mott in 1936 [104], is applied in the bulk of a FM as well as
for the interfaces between FMs and NMs, also with tunneling barriers where
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at least one metal is magnetic. Particularly, the spin-dependent Seebeck effect
[124] belongs to this class, and this effect should not be confused with the
spin Seebeck effect (SSE, also referred by some as the spin wave or magnonic
Seebeck effect), which belongs to the class of collective effects.

2. collective dynamics effects based on the magnetic order parameters that couple
to single particle spins via the spin-transfer torque (STT) and spin pumping.
At elevated temperatures the phonons, magnons and electron-hole excitations
coexist and carry heat. Most non-equilibrium states are well explained in terms
of a weakly interacting three-reservoir model, in which phonons, magnons and
electrons are all at their own equilibria and have different temperatures. The
coupling of different modes can lead to such phenomena like the phonon-drag
effect on the thermopower at low temperatures. Phonons and electrons are
relatively strongly coupled in comparison to their coupling to the spin;

3. relativistic effects, thermoelectric generalization of relativistic correction of
such effects as the AMR, AHE, and SHE, i.e. the corresponding AMTP, ANE
and SNE.

In the following subchapters we focus on the theory of transverse SSE (TSSE)
and the SNE.

2.6.1 Thermal counterpart of SHE – the spin Nernst effect
(SNE)

The spin Nernst effect (SNE, also known as thermo-spin Hall effect) is the thermal
counterpart of the SHE, see Fig. 2.3(b). Namely, it is the generation of spin-current
~js transverse to an applied temperature gradient ~∇T , an effect which has been,
untill recently, investigated only by theorists [26, 86, 136, 150]. A first experimental
observation of SNE effect has just been published [99]. The effect was experimentally
found in Pt/YIG with the technique refereed by the authors as the spin Nernst
magneto-thermopower (SNMTP). The authors found that the SNE magnitude is
comparable to the magnitude of the SHE, but has a sign opposite to it. This
technique is very similar to the recently discovered spin Hall magnetoresistance
(SMR) [25].

In contrast to the SNMTP technique, we use in our experiments the modulation
of damping technique (MOD) [33] in order to detect the SNE. This technique has
already proven to be a reliable tool for the detection of spin currents in the SHE
experiments and it is in fact a less ambiguous method for the interpretation of spin
current detection in comparison to transport measurements, which are more prone
to side effects. However, according to [99], the lower limit of spin current detection
sensitivity for the SNMTP method is by orders of magnitude better than of the
MOD technique.

2.6.2 Theoretical aspects of the SNE

In analogy to SHC in Eq. (2.24), the Spin Nernst conductivity (SNC) is introduced
by [26, 86]:
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jzx = −αzyx∇Tx. (2.57)

The name spin Nernst conductivity is somewhat misleading, since its unit of
measurement is AK−1m−1, the name is just coined due to its affinity to the spin
Hall conductivity. And similarly to Eq.(2.25), the SNC can be subdivided into the
intrinsic, the skew scattering, and the side-jump conductivities:

αzyx = αz−int
yx + αz−skew

yx + αz−sj
yx . (2.58)

According to the Mott relation at 300 K [136, 150] the SNC amounts to:

αzyx = − e
h

∫
dε

df(ε,µ, T )

dµ
σzyx(ε)

ε− µ

T
. (2.59)

As it is obvious from the equation, the asymmetry of σyzx(ε) in the vicinity of the
Fermi level is the key property to achieve a large SNC. This means, that materials,
which are good for SHE experiments are not necessarily good for SNE experiments.

In analogy to the SHA, one can introduce the spin Nernst angle (SNA):

jzx = −θSNσS∇Tx. (2.60)

where θSN is the SNA, σ is the electrical conductivity, and S is the conventional
Seebeck effect coefficient. As the SHA, the SNA is a dimensionless quantity, and
connection of the SNA to the SHA reads as the

θSH

θSN

= −S
σzyx

αzyx
. (2.61)

One of the first theoretical works [26] on the SNE is conducted for a Hall-bar
structure with the Rashba spin-orbit interaction (SOI) with external magnetic field
included. The authors use the formalism of the tight binding model and the Landau-
Buttiker formula, which states, that the conventional Nernst effect shows maxima
when the Landau levels cross the Fermi levels. In turn, the SNE shows non-zero
oscillatory behavior in the vicinity of the Landau levels only when the SOI is not 0.
Also, the authors underline that strong electrical fields suppress SNE.

The conventional Seebeck and Nernst effects are known for a stronger sensitiv-
ity to the details of the electron DOS than the electrical conductivity. Similarly,
the SNE shows significantly more complicated dependence, than the SHE. But, in
contrast to the charge Nernst effects, which are in fact combinations of the conven-
tional Seebeck effect with a corresponding charge Hall effect, the SNE is not simply
a combination of the Seebeck effect and the SHE. Authors [136] show that the SNE
conductivity consists of two parts - electrical and thermal αzyx = αsc,zyx +αsq,zyx , where
the electrical part is in fact a SHE effect induced by the conventional Seebeck ef-
fect, and the thermal part is determined by the electronic structure variation in the
vicinity of the Fermi energy.

Liu and Xie [86] exploit similar ideas to [26], but with external magnetic field
switched off. They showed that the SNE is generated even if the Seebeck effect is
0 (the electrical part in [136]). Unexpectedly, it is found that the disorder in the
system might enhance the SNE coefficient.

An intrinsic (topological) SNE was evaluated in single-layer and bilayer graphene
in [41]. The presence of the SOC in graphene leads to the appearance of a band gap,
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and the SNC has peaks in the vicinity of the boundaries of valence and conductivity
bands, everywhere else it rapidly goes to 0.

Tauber et al. [136] use DOS calculations together with the semi-classical lin-
earized Boltzmann equation to investigate the extrinsic skew scattering mechanism
of the SNE. A Cu host with 1% dilution by Au, Bi, and Ti atoms is simulated,
because these impurity metals show distinct features in their local DOS. The au-
thors found large SNA for CuAu, which lies in the range from −0.72 to −0.28, and
predicted 1 · 109 A/m2 spin current density production at 5 · 107 K/m temperature
gradient applied. Reduction of the dilution level by 10 times (down to 0.1 at. %)
can theoretically enhance the spin current by 10 times. Controversially, it is shown
that the SNE conductivity (for skew scattering) is proportional to the temperature
in comparison to the observations in [86]. In contrast to the SHE, the SNE in the
CuAu alloy is high due to the lower scattering (impact of the longitudinal conduc-
tivity). The theoretical work has encouraged us to produce Cu1−xAux samples for
experimental SNE investigation. According to the work, lower dilution levels are
preferred for a higher SNE. However, we were able to produce controllably only 1-2%
dilutions of Au atoms in the Cu host.

Wimmer et al. [150] use the Kubo-Středa formalism for the calculation of the
same metallic system as the previous authors [136]. This formalism has already been
proven to be useful for the AHE and SHE calculations, and in comparison to the
Boltzmann equation formalism (exploited by [136]), which gives access only to the
skew scattering, the Kubo-Středa formalism accounts for all possible contributions.
It can be applied to disordered, pure systems, and concentrated alloys. Wimmer et
al. report on about two times higher values for the thermal part of the spin Nernst
conductivity and 14 times higher values for the electrical part than Tauber et al.’s
study. It is shown for the CuxAu1−x system that by far the strongest contribution
to the SNE is skew scattering. Additionally to the divergence of the SNE in the
low dilution limit x→ 0 shown by [136], Wimmer et al. demonstrate that the SNE
diverges as well in the case x→ 1.

The problem of the sensitivity of spin phenomena to the thermal gradients was
underlined by Long et al. [87]. They tried to find theoretically a system with higher
SNE sensitivity. The authors report that Ag(111) with skew scattering off impurities
on its surface leads to a gigantic SNE. Previously shown coefficients of 20-30 A/Km
for spin Nernst conductivity in Cu0.99Au0.01 [136, 150] can be enhanced by an order
of magnitude in 10-monolayer thick of Ag(111) with a 1% Cr or Pb adatoms on
its surface. Authors underline that the way to enhance the SNE is to introduce an
asymmetry of the SHC energy dependence around the Fermi energy. The possibility
used in their work is the resonant impurity scattering-off on d-impurities introduced
by Fert and Levy [45]. Another suggestion to enhance the SNE is to introduce
Kondo impurities.

The authors of [54] have modeled the spin-orbit torque (SOT) and the thermal
spin-orbit torque (TSOT) with the Kubo Formalism for a FePt/Pt sample. They
aimed to estimate a possibility to switch the direction of the magnetization of FM.
The authors have estimated, that the thermal gradient needed to accomplish this
task amounts to 2·109 K/m. Such a large thermal gradient is technically challenging,
and in practice gradients one order of magnitude smaller are used.
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2.6.3 The spin Seebeck effect (SSE)

The transverse spin Seebeck effect (TSSE)

In 2008 an indication to a phenomenon - the spin Seebeck effect was published by
Uchida et al. [144]. Experiments were conducted on the following system: a ferro-
magnetic (FM) conductive thin film of permalloy (Py) was grown on an insulating
saphire substrate, see Fig. 2.10(a). At the opposite sides of the Py film, thin stripes
of Pt were deposited. A heat source and heat sink attached to the FM produce heat
flow and a thermal gradient ∇T perpendicular to the Pt stripes. An external mag-
netic field H is applied in the plane of sample. The voltage signal V proportional
to ∇T is measured on each Pt strip. Note, that the sign of the measured voltage
depends on whether one or another Pt strip is chosen. Additional measurements
with the Pt strips placed at different positions of the Py film reveal that the voltage
drop V changes gradualy along the Py film reaching 0 in the middle of it. Also,
the V signals scales lineary with ~∇T . These experimental voltage readings were ex-
plained as detection of the spin current ~js produced by the heat flow. The detection
is performed via inverse spin Hall effect (ISHE) [39, 76, 114] in the Pt strip:
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Figure 2.10: Spin Seebeck effect (SSE). (a) Transverse SSE: due to a thermal gra-

dient ~∇T applied along the x-axis, a spin current ~js arises in FM (grey area) and
flows into NM (yellow area) attached to it. The spin current has polarization σ that

coincides with the magnetization ~M direction. Via the ISHE ~js is transformed into
an electric field perpendicular to both ~js and ~∇T . (b) Longitudinal SSE: a thermal
gradient ∇T is parallel to spin current ~js. Similarly to the TSSE, the NM layer
transforms ~js into an electrical field ~E.

~EISHE = DISHE
~js × ~σ, (2.62)

where DISHE is the ISHE efficiency, ~σ is the spin polarization vector. DISHE shows
higher values in the noble heavy metals due to the spin-orbit coupling. Following
this equation at the given geometry, the voltage drop is proportional to cos(Θ),

where Θ is the angle between ~∇T and ~M .
The discovery of this effect was followed by further measurements in a variety of

materials: in the half-metallic Heusler compound Co2MnSi [17], in the ferromagnetic
semiconductor GaMnAs [70, 71, 131], in the FM insulator LaY2Fe5O12 [146].
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Later, the authors referred to the described measuring geometry as the conven-
tional or transverse spin Seebeck effect (TSSE), underlining that the spin current
flows perpendicular to the thermal gradient.

The longitudinal spin Seebeck effect

In contrast to the initial TSSE geometry, measurements in FM/NM systems, where
~js is parallel to the thermal gradient (longitudinal spin Seebeck effect geometry),
were conducted [147], see Fig. 2.10(b). First measurements were performed in the
Pt/YIG/GGG stack.

This observation showed that the measured voltage signal V is proportional
to ~∇T and has a dependence on the external magnetic field obeying Eq.(2.62).
Measurements were also conducted in a few other materials [95, 143, 121].

LSSE measurements are limited to electrically insulating materials, because oth-
erwise the anomalous Nernst effect masks it in the experimental signal (see Ch.
2.5.2). LSSE and ANE share same angular dependence and Nernst coefficient usu-
ally larger than LSSE.

Theoretical description of the spin Seebeck effect

The first attempt to describe theoretically the nature of the measured signal was
made already by Uchida et al. in their pioneering work on the TSSE [144]. Au-
thors assumed that the spin-dependent chemical potentials µ↑ and µ↓ have different

temperature dependencies. More precisely, the so called ”entropy terms”
∂µ↑
∂T

and
∂µ↓
∂T

are not equal, leading to spin Seebeck coefficient Ss = 1
e
(
∂µ↑
∂T
− ∂µ↓

∂T
). This de-

scription needs to be distinguished from the spin-dependent Seebeck effect [124],
where ”diffusional terms” are used for the description of the phenomenon. Later the
description of SSE via chemical potentials was neglected, because the conduction
electron’s spin-flip diffusion lengths λ in Py is of several nm order, which contradicts
to the experimental observations of voltage signals on the mm-scale.

Experiments of Jaworski et al. [70] on GaMnAs film-samples reveal that the
TSSE signal does not originate from the macroscopic longitudinal spin current.
This was shown with the help of a scratch perpendicular to the thermal gradient
~∇T separating GaMnAs film into two electrically insulated pieces. The measured
TSSE signal remained unchanged after the scratch was made. This indicated the
importance of the substrate, specifically, the phonon interactions. Further experi-
ments with the GaMnAs system at low temperatures [71] showed similarities between
the TSSE and thermal conductivity amplitudes in the range of the Umklapp-process
temperatures [77]. These findings in combination with the experiments on insulating
FM have supported the phonon-based sugestion, practically excluding conduction
electrons of FM from the consideration.

Next, Xiao et al. [153] proposed a magnon-mediated mechanism (magnon
heat current) based on the difference between the temperatures of the conduction
electrons in NM and magnons in the FM underneath, see Fig.2.11(a). The inequilib-
rium magnon temperature arises from the neighboring part of FM with the higher
temperature. The temperature difference between magnon and electron systems can
be found [153, 118] as follows:
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∆Tme =
VsatπMSVatNM

grγkBeΘSHρNMlPtλ tanh tNM/2λ
, (2.63)

where Vsat is the difference in SSE signal when external magnetic field direction is
switched, Va is the magnetic coherence volume, tNM is the thickness of the NM-
detector, gr is the real part of the spin mixing conductance, γ is the gyromagnetic
ratio, kB is the Boltzmann constant, e is the electron’s elementary charge, ΘSH is
the spin Hall angle, ρPt is the resistivity of NM-detector, and λ is the spin diffusion
length.

T1          <          T2 
 

N1 

T1          <          T2 
 

N2 

F1 F2 
F1 F2 

N1 N2 

S1 S2 

(a) (b) 

Figure 2.11: Mechanisms of the SSE. (a) Magnon-mediated mechanism. (b) Phonon-
dragged SSE. N is a nonmagnetic metal, F is a ferromagnet, S is a substrate. N,
F and S are divided into regions with different temperatures. The solid black lines
with arrows are electron propagators, the solid blue lines are magnon propagators,
the dashed purple lines are phonon propagators.

However, this mechanism is unable to explain the Umklapp-process-based TSSE
signal enhancement.

A second mechanism was proposed by Adachi et al. [1] in analogy with the
phonon-drag in the conventional Seebeck effect. Magnons of one part of FM are
dragged via the magnon-phonon interaction into the neighboring FM part, caus-
ing a magnon temperature imbalance there, see Fig.2.11(b). This mechanism can ex-
plain the Umklapp-proccess-based TSSE enhancement, since phonons are involved.

Experiments on acoustic spin pumping in NM/FM/acoustic actuator systems
[142, 141] are proving the importance of the phonon-magnon coupling by the ap-
pearance of an ISHE voltage signal when MHz-range acoustic resonances are gener-
ated.

Interestingly, the authors showed two simultaneous contributions to the SSE
signal. First is the mentioned above MHz phonon-magnon interaction in FM that
lead to inequilibrium magnon temperature with following injection of spin current
into NM. For their sample the de Broglie wavelengths of magnons and phonons were
close to each other in the MHz range leading to effective phonon-magnon interaction.
The second contribution came from heating of the acoustic actuator and the detected
ISHE voltage signal was of the opposite sign with respect to the MHz-range-induced
one. RT phonons are of the THz-range in which the phonon-electron scattering in
NM appears. This leads to an imbalance in electron and magnon temperatures and
spin current is ejected from the NM into the FM.
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Controversy on the transverse spin Seebeck effect
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Figure 2.12: Table of spurious effects in TSSE measurements. (a) (b) (c)

Since the first observation of the TSSE in 2008 many other scientific groups
worldwide tried to reproduce these measurements. Most of them faced problems of
reproducibility.

There are a few effects to mention, which might interfere the measurements. All
these effects are carefully collected by Meier et al. [96], see Tables in Fig.2.12.

First is the AMTEP (described in Ch. 2.5.3), see table in Fig. 2.12(a). This
effect produces a voltage signal that adds up to the TSSE signal. However, this
effect is easy to filter out, because it is symmetric to the external magnetic field H,
while the TSSE is antisymmetric.

Some NM like Pd, Sc, Pt are very close to satisfy the Stoner criterion [28]. In
vicinity of FMs such materials interact with the magnetic moments of FM and can
fulfill the Stoner criterion. In this case a few atomic monolayers of NM become
also FM. This effect is called magnetic proximity effect (MPE) [83, 69]. Thus, a
spurious AMTEP in NM can appear, which is important for ferromagnetic insulator
(FMI)/NM samples. However, as mentioned before, AMTEP is easy to filter out
due to its symmetry with respect to the magnetic field.

Next, there are effects, that might be induced by the unintended out-of-plane
thermal gradient, see Fig.2.12(b). Among those are ANE (see Ch. 2.5.2) and LSSE,
which are antisymmetric to the external magnetic field making difficulties in inter-
pretation of the TSSE signal in conductive FMs [96].
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In the case of the NM/FMI system one may assume that the ANE is not induced
in the FMI, because the ANE is a feature of the conductive materials. But, again the
MPE leads to the formation of a few FM atomic layers in NM and to the appearance
of the ANE in NM.

Few sources of unintended out-of-plane ∇T were reported: a heat sink formed
by the voltmeter measuring probes [94], surface-to-surface heat radiation coupling
of sample surface to the surroundings in the measurement set-up [117].

The effects based on the out-of-plane gradient can be filtered out by comparison
of voltage signals for ∇T with opposite sign and fixed temperature at position of
the NM detector strip [117].

In the experimental part of this work we show additional effects that hamper the
interpretation of the TSSE measurements.
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Experimental methods

3.1 Set-up �1 for measurements of TSSE

With this set-up we examine Pt/Py/MgO and Pt/YIG/MgO samples in Ch. 4.1
and 4.2 respectively.
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Y 

7 mm 

0,8 mm 

Cu block (heat sink) 

Cu base plate 

Pt100 (temperature sensor) 

𝑉𝑦 

Peltier element 

𝐻 
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xT 

Δ 
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X 
Y 

Au wire 

Cu bridge with 

conductive pads 

Figure 3.1: Sample holder: two Cu blocks are attached to a common Cu base plate,
and carry the Peltier elements with Pt100 temperature sensors attached to them
(these sensors measure the temperatures T1 and T2, see Ch. 3.1.1). Close-up: the
sample is connected by thermally conductive glue to the Cu interfaces of the Peltier
elements, which produce the temperature gradient ~∇xT . The external magnetic
field ~H is applied in the x-y plane with the angle ΘH in reference to the x-axis.

In Fig. 3.1 the sample holder is shown. A Cu base plate holds two Cu blocks (heat
sinks). Peltier elements are attached to each Cu block. The sample is glued onto
the Cu pads, which are mounted as heat sinks onto the Peltier elements. The Peltier
elements provide a controlled temperature gradient in the sample plane along the x-
axis (see close-up in the inset in Fig. 3.1). The temperatures of the Peltier elements
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are measured with Pt100 temperature sensors.
The examined samples have the following composition: substrate/FM/Pt

strip, where the Pt strip is exploited for spin-current measurements via the ISHE,
see Ch. 2.4.1 for the effect description. The temperature value at the position
of the Pt strip Tstr is used as the base temperature. For details concerning the
determination of Tstr and the temperature difference on the sample ∆Tx, see Ch.
3.1.1.. 20 µm thin Au wires are glued to the ends of the Pt strip detector to provide
electrical contacts to a nanovoltmeter. Opposite ends of the Au wires are glued to
conductive pads of a Cu bridge, where a voltage signal gets picked up by two spring
contacts. The conductive pads are electrically isolated one from another and from
the Cu bridge as well.

Measurements are performed in a vacuum chamber (see Fig. 3.2) at a base pres-
sure 2 ·10−6 mbar to prevent influence of convection and thermal conductivity of air.
Each measured voltage signal is averaged over 8 measurements. The external mag-
netic field is produced by Helmholtz coils for the Pt/Py sample (H = −44..+44 Oe)
and by a electromagnet with iron yoke for the Pt/YIG sample (H = −1120..+ 1120
Oe). Both magnets can be rotated around the fixed measuring chamber. The mag-
netic field is applied in the x-y plane of the samples with angles in steps of 30◦

(ΘH = 0◦, 30◦, .., 360◦, see close-up in Fig. 3.1) with respect to the x-axis.

3.1.1 Definition of temperature gradients

The effective temperature difference on the sample ∆Tx can be evaluated:

∆Tx = (1− 2αt)(T1 − T2), (3.1)

where T1 is the temperature measured with the Pt100 sensor on the Cu interface
of the Peltier element that is closer to the Pt strip of the sample (on Fig. 3.3 left
heat sink with Pt 100 sensor on it), T2 is the temperature measured on the second
Peltier element, αt is a dimensionless coefficient that describes temperature ”losses”
αt(T1 − T2) on each of the glue interfaces between Peltier elements and sample.
To find αt we conduct measurements with 2 additional thermocouples of type K
and at ambient pressure (opened vacuum chamber), because: the vacuum chamber
is not suited for additional electrical outputs; wires of thermocouples can rupture
the 20µm-thick Au wires. Thermocouples are placed on top of the sample in the
points T1thc and T2thc shown in Fig. 3.3. The difference between the temperatures
measured by these thermocouples gives us ∆Tx = T1thc−T2thc. We assume that the
temperature changes linearly with distance from a point with temperature T1thc to
a point with temperature T2thc. Thus:

Tstr = T1thc −∆Tx
lstr
l
, (3.2)

where lstr is the distance from the point with T1thc to the position of the Pt strip, l -
distance between the point with T1thc and the point with T2thc. Since we fix certain
Tstr and ∆Tx in our measurements, we need to know at which temperatures both
Peltier elements should be kept. These temperatures can be calculated as follows:

38



3.1. Set-up �1 for measurements of TSSE
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2 

Figure 3.2: Set-up: The sample holder (1) rests on a pillar (2) and is placed in the
middle of the vacuum chamber (3) without any contact to its walls. The vacuum
chamber is mounted onto a table (4) and fixed rigidly. Helmholtz coils (5) (or
alternatively an electromagnet with iron yoke, not shown here) surround the vacuum
chamber and are able to rotate around it. Additionally, an Al shield (not shown
here) covers the whole set-up. This shield is used to decrease external temperature
variations as well as electro-magnetic noise during the measurements.

T1 = Tstr + ∆Tx

(
lstr
l

+
αt

1− 2αt

)
T2 = Tstr −∆Tx

(
l − lstr
l

+
αt

1− 2αt

)
 (3.3)

3.1.2 Data processing

Pt/Py/MgO sample

In Fig. 3.4 we show a typical set of the experimental voltages Vy(H) (green lines)
measured across the Pt strip of a Pt/Py sample. The red dots shown on the left
and on the right side of each green curve represent two averaged values of Vy(H):
for the H ranges −44..− 40 and 40..44 Oe, respectively. From these two values we
find the mean value A(ΘH) and the difference value ∆(ΘH).

The peaks visible in the Vy(H) curves as well as the sin 2ΘH dependence of
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T1 T2 

lstr 

l 

Tstr 

T1thc T2thc 

Pt100 

glue interface 

Heat Heat 

Figure 3.3: Definition of certain temperatures: T1 and T2 are the temperatures of
the Peltier elements measured by temperature sensors Pt100; Tstr is the temperature
at the position of the Pt strip; T1thc and T2thc are the temperatures at the edges of
the suspended part of the sample, ∆Tx = T1thc − T2thc.

A(ΘH) are related to the AMTEP, for details see Ch. 2.5.3. With modification of
the Eq. (2.56), the transverse voltage, associated with the AMTEP traces, can be
described as:

Vy(H)− Voffset = A0(∆Tx) sin 2Θ0(H), (3.4)

where Θ0 is the angle between the temperature gradient ~∇xT and the magnetization
vector ~M , which corresponds to 2ϕ − ϕT from Eq. (2.56) with ϕT = 0; A0 is the
AMTEP amplitude, which corresponds to −S− from Eq. (2.56); Voffset is the voltage
signal produced in the Au wires due to the conventional charge Seebeck effect, but
unrelated to the −S+ sinϕT term from Eq. (2.56), because for TSSE set-up �1
ϕT = 0. The details on the offset voltage are given in next subsection - 3.1.3. The
peaks in Vy(H) are caused by the alignment procedure of the magnetization ~M
parallel to the magnetic easy axis of the Py film [94]. The easy axis of the sample
has an angle of ϕ ≈ 35◦ with respect to the x-axis of the sample. For angles of
the sweeping field ΘH = 30◦, 60◦, 210◦, 240◦ we observe the smallest peaks in the
AMTEP curves since the easy axis is close to the direction of the sweeping field
~H. When values of H are large enough to saturate the sample, the magnetization
direction angle Θ0 is very close to the angle ΘH of the applied magnetic field. In
this case the mean values A follow the sin 2ΘH dependence as can be seen for the
blue dashed line.

The difference signal ∆(ΘH) has a cos ΘH dependence (see inset in Fig. 3.4). Its
amplitude ∆0 can be interpreted as a mixture of TSSE and ANE signals, where the
ANE is produced by a spurious out-of-plane temperature gradient ~∇zT [117], see
also end of Ch. 2.6.3.

Pt/YIG/GGG sample

The experimental voltage sets Vy(H) (green line) for a Pt/YIG sample are presented
in Fig. 3.5. Fig.3.5(a) represents the Vy(H) signals for the case of idle Peltier
elements (current is off). These voltage signals have a loop-like hysteretic artifact,
which is produced by the iron yoke electromagnet. This artifact starts to vanish
when the iron yoke of the electromagnet is saturated (|H| > 900 Oe) and it is not
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Figure 3.4: Set of transverse voltages Vy(H) (green traces) of Pt/Py sample for
temperature difference ∆Tx = 28 K (∼ ∇xT = 4.7 K/mm), base temperature
Tstr = 360 K and different ΘH . The average values A (blue dots and blue dashed line)
follow a sin 2ΘH dependence with amplitude A0 as expected from the contribution
of the AMTEP. The difference values ∆ (inset, red dots) show a cos ΘH dependence
with amplitude ∆0. This cos ΘH dependence could be associated with both TSSE
and ANE.

related to the YIG magnetization process, because the coercive field of YIG does
not exceed 200 Oe [96]. The difference signal ∆(ΘH) (small inset) is calculated
analogously to the one for the Pt/Py sample in Fig. 3.4 with the only difference
that the minuend is the voltage signal averaged over H = −1120..−1050 Oe and the
subtrahend - over H = 1050..1120 Oe. The obtained ∆(ΘH) signal barely contains
any cos ΘH contribution. The cos ΘH-fit is shown by the red line in the small inset
of Fig. 3.5(a) and its amplitude amounts to 6± 4 nV.

In the following, we subtract voltage sets Vy(H) with Peltier elements turned
off from measured Vy(H) sets with Peltier elements turned on. An example of such
a corrected voltage set is shown in Fig. 3.5(b). This voltage set is measured for
∆Tx = 0 K and Tstr = 387 K. The average voltage offset of Vy(H) appears because
of the charge Seebeck effect (details are in subsection 3.1.3). The deviation from the
average offset-position shows stochastic slow drift of Vy(H) with a maximum am-
plitude of ±350 nV. The difference signal ∆(ΘH) shows a weak cos ΘH dependence
(red line in the inset), which might be related to the LSSE signal (or also to ANE,
when MPE in NM is involved) produced by an unintended out-of-plane temperature
gradient [96].

3.1.3 Offset voltage in TSSE measurements

For the Pt/Py sample the functional dependence of Voffset is given by:

Voffset = α1∆Tx + α2∆Tx(Tstr − Troom), (3.5)

where Troom is room temperature (RT), α1 and α2 are the effective first and second
order coefficients of the conventional charge Seebeck effect. According to our mea-
surements at Troom ≈ 296 K, α1 = −0.53 µV/K and α2 = −4.6 nV/K2. In this
case the coefficients α1 and α2 are not only usual thermoelectric coefficients, but
thermoelectric coefficients of the Py/Ag interface (coefficients of the first and the
second order) multiplied by the geometrical mismatch coefficient lx−m

l
, where lx−m is
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Figure 3.5: Sets of transverse voltages Vy(H) (green traces) for the Pt/YIG sample.
(a) measurements with Peltier elements turned off: temperature difference ∆Tx = 0
K, base temperature Tstr = 295 K (RT). (b) corrected Vy(H) data (data set from
(a) is subtracted from raw Vy(H) experimental data) for temperature difference
∆Tx = 0 K, base temperature Tstr = 387 K, and different ΘH . The difference values
∆ shown in the inset (extracted the same way as for the Pt/Py sample from Fig.
3.4) possess a weak cos ΘH dependence with amplitude ∆0 = 11±4 nV. This cos ΘH

dependence could be associated with LSSE or ANE contributions.

the x-projection of the distance between the centers of the glue drops that connect
the Au wires with the Pt strip (see Fig. 3.6), l is the length of the suspended part
of the sample (see Fig. 3.3). According to the several sources [81, 152, 34], the first
order Seebeck coefficient of Py/Ag amounts to −19.5 µV/K. Assuming l = 6 mm,
we get lx−m = 0.16 mm, which is a reasonable value.

We consider a Py/Ag interface since Ag is the main component of the glue that
connects the Au wires with the Pt strip of the sample and since the glue spots are
distributed not only over the Pt strip, but also over the Py film. We take into
account only the Py/Ag interfaces for estimation of the thermoelectric coefficients
as the Pt/Ag interfaces stay at the same temperature and produce no thermoelectric
voltage. The thermoelectric voltage produced by the Au/Ag interface is at least 2
orders of magnitude smaller than the voltage produced by the Py/Ag interface [81,
152, 34]. All other pairs of electrical interfaces, starting from the Cu bridge and
finishing by the direct contacts of the nanovoltmeter, do not produce thermoelectric
voltage, since all pairs stay at the same temperatures.

For the Pt/YIG sample the offset voltage is of the following functional de-
pendence:

Voffset = α3(Tstr − Troom), (3.6)
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Figure 3.6: Appearance of a thermoelectric signal in Au wires for the Pt/Py sample.
The ends of the Au wires that are connected to the voltmeter are kept at temperature
Tbridge which is close to room temperature Troom. Opposite ends are glued to the Pt
strip. A small x-coordinate mismatch lx−m of the centers of the glue drops in the
presence of a temperature gradient ~∇xT leads to the temperature mismatch of these
ends of the Au wires.

where α3 is the first order Seebeck coefficient the of Pt/Ag interface multiplied by
some factor that takes into account inhomogeneities in temperature distribution over
the Pt strip. In the case of the Pt/YIG sample the distribution of the Ag-based
glue is not important, as YIG is an insulator, thus the YIG/Ag Seebeck coefficient
is 0. We find α3 = 14± 0.5 nV/K. Because the Pt/Ag Seebeck coefficient equals to
6.5 µV/K, the inhomogeneity factor in α3 is about 0.002.

3.2 Set-up �2 for measurements of TSSE

A collaborate research on a Py/MgO system was conducted using the set-up of the
Bielefeld group [113], see Fig. 3.7.

The set-up exploits Peltier elements for heating and cooling purposes. As a
key feature, this set-up allows the in-plane rotation of a thermal gradient |∇T | and,
thus, also the angle-dependent investigation of the anisotropic magnetothermopower
(AMTEP) and planar Nernst effect (PNE).

The set-up realizes an in-plane rotation of |∇T | by four independently heated
sample holders (Fig. 3.7(a)). The sample is clamped at the center of the sample
holders and the application of different x- and y- temperature differences leads to a
superpositioned net thermal gradient along ϕT. Each pair of opposing poles produces
a magnetic field in the direction of the poles axis. Superposition of two perpendicular
magnetic fields provides a rotatable in-plane magnetic field along ϕ. All four cores
are connected via a toroidal yoke (not shown in Fig. 3.7(a)). The magnetic field
produced by each pair of opposing poles is separately calibrated with a Hall probe.
The values of the magnetic coil currents are used in the experiments to determine
the magnetic fields.

To reduce parasitic effects induced by unintended out-of-plane |∇Tz|, the heat is
transferred into the sample using an upper and a lower half of the sample holder (Fig.
3.7(b)). This was already used in the set-ups in [94, 96] and proved to successfully
reduce unintended out-of-plane thermal gradients. PT1000 elements are glued at the
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Figure 3.7: (a) The sample is clamped without thermal grease between four circu-
larly shaped copper holders, which can be heated independently. Thus, the variation
of different applied ∇Tx and ∇Ty results in a rotated net |∇T |. Due to its centered
deposition, the Py film is electrically insulated from the sample holder. Two pairs
of electromagnets rotated by ±45◦ with respect to the x-axis supply a rotatable in-
plane magnetic field based on the superposition of the fields of both magnetic axes.
(b) Each sample holder consists of a lower and upper half to reduce unintended
out-of-plane thermal gradients in the sample. The temperatures are detected via
PT1000 elements attached at ≈ 2 mm next to the sample.

backsides of each sample holder to detect the temperatures of the sample holders.
A voltmeter is mechanicaly conected to the FM surface with Au gold tips.

3.3 Set-up for measurements of SNE

The heart of the set-up for SNE measurements is the time-resolved magneto-optic
Kerr effect (TRMOKE) spectroscope. We start with a description of TRMOKE and
continue with an explanation of coplanar waveguides (CPWs) and the FMR curve
fit-procedure in finer detail. The description of the SNE sample production steps
is followed by an explanation of FM temperature measurement technique with the
use of FMR. And finally we describe the application of the MOD technique for the
SNE experiments and discuss a criterion of the SNE detection.

3.3.1 TRMOKE set-up

For the SNE-related FMR measurements we use a complex set-up for time-resolved
MOKE measurements (TRMOKE), see Fig.3.8. The set-up allows to study the
out-of-plane magnetization dynamics mz(t) of a sample via the polar MOKE in a
stroboscopic manner with picosecond resolution. For probing, we exploit a Ti:Sa
laser with a wavelength of 800 nm.

The sample is placed onto a piezo stage, which allows lateral scans of the sample
for a 30 × 30 µm2 area. For focusing on the sample surface we use an objective
lens with a magnification factor of 100 and numerical aperture of 0.9. The spatial
resolution is limited by the diffraction of the laser light and amounts to ≈ 0.5µm (for
λ = 800 nm). For lateral navigation a bright field LED source with a wavelength of
532 nm is set to illuminate the sample surface. The reflected light is collected with
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an objective lens and then reflected by a dichroic mirror and sent to a CCD camera.
The focal planes of laser light and LED light are adjusted to match each other.

A rotatable electromagnet produces sweeps of external in-plane static magnetic
field ~Hext. A Hall probe is glued on one of the electromagnet poles in order to
measure the magnitude of ~Hext. Prior to FMR measurements, the Hall probe is
calibrated with an additional Hall probe placed in the middle of electromagnet’s
gap.

Laser light falls normally to the sample surface and reflects onto a Wollaston
prism that separates the incoming light into two orthogonal polarisation compo-
nents. The incidence light polarisation is preset in the way that if no Kerr rotation
happens, the beam separates into two components equal in magnitude (adjusted
with the help of a polarizer). The separated components are then sent to a balanced
photodetector. The change in the polarisation angle of the reflected light leads to the
2θK signal on the photodetector. The sum signal, also known as the ”Topography”,
and the difference ”Kerr” signal are acquired by a PC.

The probing light is formed by a Ti:Sa laser. Laser pulses of 150 fs duration
are sent with a repetition rate frep of 80 MHz. The RF driving magnetic field
frequencies f in the experiments are multiple of frep. In this way MOKE probing
secures the same phase of magnetic oscillations. To ensure synchronization of the
system, a feedback and stabilization loop are employed. First, the laser system has
a ”synchrolock” module with its feedback loop that adjusts the length of the laser
cavity in order to set frep exactly to 80 MHz. The synchrolock provides a 10 MHz
synchronization signal that feeds the reference input of a RF generator. Before
reaching the reference input of the RF generator, the 10 MHz signal is delayed with
an adjustable phase shifter ”delay”. Thus, the phase between magnetic dynamics
and laser probing can be chosen. The generated RF signal is split in two: one is
sent to the sample, another is sent to the second channel of a fast oscilloscope. The
oscilloscope is triggered with the laser pulses and in this way the RF signal actual
phase is defined. This phase is sent to the PC where it is compared to a certain
value fixed for the experiment. Then a correction signal is generated and sent to
the delay module for tuning of the phase.

In general, the measured Kerr signal is very small. In order to improve the
signal-to-noise ratio we use a lock-in amplifier [134]. The RF signal is multiplied
with the square wave signal of fmod = 6.6 kHz, therefore at each half-period of the
modulating signal we switch the phase of the RF signal by 180◦. As a consequence,
the Kerr signal changes its sign. The modulated Kerr signal is sent through the
lock-in amplifier, denoised and rectified there, and after this saved on the PC.

The described optical measuring method has some advantages in application
to the SNE: 1) the spatial resolution below 1 µm allows to produce huge thermal
gradients on a very small distance, thus dramatically reducing problems related to
the interdiffusion and electromigration in FM/NM structures, see Appendix A.1;
2) it allows to avoid many possible spurious signals in comparison to transport
measurements (SMR-like set-up for SNE measurements [99]).

3.3.2 Coplanar waveguide FMR

For generation of an oscillating driving field ~h in FMR experiments we use a coplanar
waveguide (CPW). A CPW is known for its wide bandwidth and compatibility with
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Figure 3.9: COMSOL simulations of the driving magnetic field ~h in the cross-section
of a CPW. (a) The Magnitude of ~h in rainbow scale (blue for the smallest, red for

the highest). Arrows show the direction of ~h in a point of interest. Left and right
rectangles are the ground lines of the CPW and the middle rectangle the signal
line. (b) hx and hy the in-plane and out-of-plane components in dependence of the
x-coordinate.

standard microwave generators and RF lines. The geometry of the CPW can be
easily tuned for a certain sample structure. A CPW consists of a signal line in the
middle and two ground lines. We simulate the ~h field distribution of the CPW with
COMSOL, see Fig. 3.9. In the gaps between the signal line and ground lines ~h is
mostly directed out-of-plane and on top of the lines ~h is mostly in-plane. Depending
on a certain needed excitation field direction a FM film can be placed either in the
gap or on the top of the line. One important property of FMR excitation needs to
be considered: the magnitude of FMR is ∝ sinα, where α is the angle between ~Hext

and ~h. In our experiments we apply in-plane ~Hext. Thus, the in-plane ~h efficiency of
FMR is angle-dependent and maximal FMR is induced when ~h ⊥ ~Hext, whereas the
out-of-plane ~h efficiency is close to maximal and is independent from the azimuthal
angle of ~Hext. For the last reason we place FM structures in the gap of the CPW.

As the RF line has an impedance of 50 Ohm, we adjust the CPW geometry in
order to match the mentioned impedance value. The CPW lines are wired to the
RF line with a wedge-bonder. The bonder wires have to be as short as possible and
symmetric in order to reduce their effect on the impedance of the system.

Calculations of ~h shown in Fig. 3.9 are made for a DC current. However, in
the experimental set-up we apply AC currents of GHz range. Due to the skin effect
[28, 46] the GHz-currents are no more homogeneous over the cross-section of CPW

lines. This leads to a partial deviation in the ~h distribution with some enhancement
of the out-of-plane component. For 10 GHz the skin depth of Au and Cu is about
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Figure 3.10: Example of raw TRMOKE/FMR data. The experimental data is
fitted with Eq. (3.7). The symmetric and antisymmetric Lorentzian components
are additionaly presented.

600 nm. For the experiments we designed the CPW to be 200 nm thick to suppress
this effect.

3.3.3 Example of a measured FMR curve

The measured raw data from TRMOKE (see an example in Fig. 3.10) can be fitted
with

mz(H,Hr,∆H,Θ) = A[cos(Θ′)FS(H) + sin(Θ′)FA(H)], (3.7)

where Θ′ = Θ + const is a certain phase that depends on the pre-installed phase
Θ described before, A is some magnitude. The experimental curve can at will be
made either purely symmetric (FS) or purely antisymmetric (FA) by adjusting Θ,
for definition of the FS and FA see Eqs. 2.22. After the fit procedure the parameters
of interest Hr and ∆H are extracted. Those values are used for the estimation of
the SOT and TSOT, see Ch. 3.3.7 concerning the MOD technique.

The FMR parameters such as the gyromagnetic ratio γ and Gilbert dissipation
parameter α can be extracted from the frequency dependencies of Hr and ∆H,
respectively. Combining the FMR resonance condition from Eq.(2.17) with terms
from Eq. (2.16), where we substitute the external field value Hext with the resonant
value Hr, we get an explicit resonance condition:

ω

γ
= (µ0Hr)

2 + µ2
0HrMeff , (3.8)

where Meff is the effective magnetization of the sample including the out-of-plane
anisotropy, see Eq.(2.15); ω = 2πf is the angular frequency, Hr is the FMR resonance
field. The Hr frequency dependence is fitted with Eq. (3.8), see Fig. 3.11 (a). ∆H
is fitted with a linear function

∆H =
αeffω

µ0γ
, (3.9)
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Figure 3.11: Example of parameters extracted from FMR measurements. (a) Res-
onance field Hr in dependence on the frequency, fitted with Eq.(3.8). (b) FMR
linewidth ∆H in dependence on the frequency, fitted with Eq.(3.9).

see Fig. 3.11 (b). We use this fit procedures in the Appendix for FM film charac-
terization.

3.3.4 Sample geometries and production steps

To investigate thermal phenomena on the µm-scale a nanometer-thick membrane
substrate is often exploited. Thin membranes have very low thermal conductivity
making it possible to produce gigantic thermal gradients. The studied SNE samples
consist of three main components: 1) a heater to induce an in-plane thermal gradient;
2) a NM/FM stack, where NM subjected to the in-plane thermal gradient induces
a spin current in the FM layer; 3) a coplanar waveguide (CPW) to induce the FMR
in the FM.

Here we present production steps of two geometries for the SNE measurements.
One of them has a traditional square-wave-like shape of the heater, which is placed
aside the FM, whereas another one has shovel-like shape and is placed underneath
the FM. Both have their physical cons and pros: magnetic stray-field strength,
inductive loop size, which influences a danger of heater explosion during the RF
generator switching on due to inductive disturbances, thermal gradient homogeneity
and amplitude, and others, all discussed in detail in Ch. 5.1. Another important
aspect is the production difficulty, following the principle that the less number of
production steps is the less sample defect probability.

Geometry 1 production

In Fig.3.12 production steps for two different samples with Pt and Pt0.98Mn0.02

as a NM layer are shown. We used 50 nm-thick Si3N4 membrane (sand color in
figure) substrates with 50x50 µm2 lateral size. The production process includes the
following steps:

1. Deposition of Pt heater

(a) Cr(5)/Au(50) bilayers of alignment crosses (light brown, shown only in
top view) are deposited by thermal evaporation at a pressure level of 10−6
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Figure 3.12: Sample production steps in geometry 1: (1) Deposition of the Pt
heater (red) on the Si3N4 membrane (sand) substrate. Alignment crosses are shown
in brown. Contacts of the heater are marked in violet. Alumina layer (light blue)
for electrical insulation is placed. (2) Deposition of the non-magnetic/ferromagnetic
(NM/FM) stack. Pt (or Pt0.98Mn0.02)/Py/Al stack (also referred to as NM/FM
stack) is presented in red/green/light blue, respectively. Contacts of the NM/FM
stack are marked in orange. (3) Deposition of the coplanar waveguide antenna
(CPW, yellow color). Cross-linked PMMA (mint green) is deposited between CPW
and contacts of the heater and NM/FM stack for electrical insulation. CPW antenna
area is about 1.7x0.8 mm2
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mbar. We use Cr as an adhesion layer. Additionally, 30 sec of Ar-etching
is used prior to the metallization for better adhesion. Planar geometries
are drawn with e-beam lithography on positive PMMA resist. In the
following, we imply that each metallization step is preceded by positive
PMMA e-beam lithography and Ar-etching.

(b) We deposit a 20 nm Alumina (Al2O3, light blue in figure) layer for addi-
tional electrical insulation of the adjacent layers from the semi-conductive
Si substrate. Atomic layer deposition (ALD, [108]) technique is exploited
for this step.

(c) A 10 nm-thick Pt heater (red color) is deposited using electron beam
evaporation at a pressure level of 10−6 mbar. At this step we avoid Ar-
etching because it enhances surface roughness, which potentially leads to
inhomogeneities of the temperature gradient.

(d) Cr(5)/Au(50) heater electrical contacts (violet) are deposited with the
thermal evaporation at a pressure level of 10−6 mbar.

(e) 80 nm of Alumina (light blue) is deposited using the ALD technique to
insulate the heater structures from the NM/FM structures.

2. Deposition of the Pt(or Pt0.98Mn0.02)/Py detector-bilayer

(a) The NM/FM stack is placed without breaking the vacuum: Pt 10 nm
(red color) with electron beam evaporation, 5 nm of Py (green color)
with thermal evaporation, and 3 nm of Al (light blue) capping layer with
thermal evaporation. In case of the Pt0.98Mn0.02 sample, the Pt0.98Mn0.02

is deposited in the MBE, with subsequent breaking of vacuum before
deposition of Py and Al. The Al capping layer is converted into 3.8 nm
of Alumina due to exposure to air. At this step the Ar-etching is not
applicable, because it induces high surface roughness, which is critical for
interface effects of the NM/FM structure.

(b) Cr(5)/Au(70) bilayer - electrical contacts of NM/FM stack (orange color)
deposited with thermal evaporation at a pressure level of 10−6 mbar. For
the Pt sample the contacts are shifted to 12 µm from the membrane
edge, while for Pt0.98Mn0.02 to 6 µm, due to its influence on the thermal
gradient strength, as is discussed in Ch. 5.1.

3. Deposition of cross-linked PMMA and CPW

(a) A trapezoid of cross-linked PMMA (mint green color) above the contacts
of heater and NM/FM stack is made in order to insulate the last two
from the CPW. The trapezoid height is about 300 nm and the angle at
the base is about 10 deg.

(b) A Cr(5)/Au(150) bilayer - CPW (yellow color) is deposited with thermal
evaporation at a pressure level of 10−6 mbar.

(c) A water solution of NaOH is used to remove Alumina at the broadest
part of the heater contacts in order to improve the bonding of samples
to the sample holder. A 30-µm Al wire bonder is used.
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Geometry 2 production

This geometry is used with the Cu0.98Au0.02 alloy as the NM layer, see Fig. 3.13.
Many of the production steps are similar to those for the geometry 1.

1. Deposition of the Au heater

(a) Alignment cross deposition is similar to the step 1.(a) of geometry 1.

(b) Alumina insulation layer deposition is similar to step 1.(b).

(c) A Cr(5)/Au(30) 0.5µm-broad meander-structure heater (red) is deposited
using thermal evaporation at a pressure level of 10−6 mbar.

(d) A Cr(5)/Au(100) heater contacts (violet) are also deposited using thermal
vapor deposition.

2. Deposition of the Cu0.98Au0.02/Py detector-bilayer

(a) The NM/FM stack of the following composition: 5 nm Cu0.98Au0.02 (red),
10 nm Py (green color), 3 nm Al (light blue) capping layer, all are de-
posited in situ at a pressure level of 10−10 mbar in the MBE. The Al
capping layer is converted into 3.8 nm of Alumina by exposure to air. At
this step Ar-etching is avoided as it causes high surface roughness that is
critical for interface effects of the NM/FM structure.

(b) Similar to 2.(b) of geometry 1, Cr(5)/Au(70) bilayer - contacts of the
NM/FM stack (orange color) are deposited with thermal evaporation.

3. Deposition of cross-linked PMMA and CPW. This step copies step 3 for ge-
ometry 1.

A physical comparison of the sample geometries is presented in the experimental
part Ch. 5.1. Some technical details of geometry 2 are worth mentioning.

1. In the last step of the CPW lithography, we have encountered a problem
with mechanical tensions produced on the membrane by the PMMA resist
layer, which led in some cases to the membrane rupture. The cross-linked
PMMA from the previous step shows different degree of thermal expansion in
comparison with fresh PMMA resist during its drying. Different geometries of
heater contacts are also of some importance, but less relevant.

2. The loop of the heater contacts has to be kept as small as possible to reduce
induced voltages by switching-on of the RF field of the CPW. Too large loops
(especially when placed under the CPW) lead to explosion of the heater.

3.3.5 Determination of the temperature of FM

During the SNE measurements it is necessary to know the temperature distribution
in order to estimate the temperature gradient across the FM. The FMR measure-
ments give such a possibility.

The main value that changes with the temperature is Meff . We express a tem-
perature dependence of the magnetization as following:
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Figure 3.13: Sample production steps in geometry 2: besides the heater structure
and its position the production steps are similar to those in Fig. 3.12.
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Meff(T ) = Meff(Tb) + ∆Meff(∆T ), (3.10)

where T = Tb + ∆T is the local temperature of FM, Tb is the base temperature of
the sample holder, and ∆T is the enhancement of temperature in comparison to the
base temperature.

After substitution of Eq.(3.10) into Eq.(3.8), rearrangements of terms and divi-
sion by Hr(T ) one gets an expression for the magnetization deviation:

µ0∆Meff(∆T ) =

(
2πf

γ

)2
1

µ0Hr(T )
− µ0Hr(T )− µ0Meff(Tb) (3.11)

In practice, the Bloch’s law approximation for FM magnetization temperature
dependence is used:

MS(T ) = MS(0K)

[
1−

(
T

TC

)3/2
]
, (3.12)

where MS is the saturation magnetization, TC is the Curie temperature. The Curie
temperature TC of Py is 843 K for bulk [28], and according to the performed SQUID
measurements (in Ch. 5.2) it is at least above 500 K for our thin film samples.
According to the data from the Appendix, the safe temperature limit in terms of
interdiffusion is below 450 K and is not exceeded in our SNE experiments. Thus,
we can use a linear approximation for the change of magnetization. Assuming only
a linear temperature dependence:

µ0∆Meff(∆T ) = Mlin.T∆T, (3.13)

we rewrite Eq.(3.11) as:

∆T =
1

Mlin.T

((
2πf

γ

)2
1

µ0Hr(T )
− µ0Hr(T )− µ0Meff(Tb)

)
(3.14)

Thus, knowing the resonance field Hr(T ) at elevated temperature T from FMR
measurements, the magnetization of FM at the base temperature Meff(Tb) and the
linear coefficient of change of magnetization Mlin.T, we can measure the local tem-
perature distribution of a FM film. In experiments we induce a temperature en-
hancement with currents applied to the heater and define T (I) dependencies.

In Fig.3.14 an example magnetization dependence of a Pt/Py sample on T is
shown. The slopeMlin.T of a linear fit (red line in plot) is performed for a temperature
range of 295-450 K. The upper limit is chosen as 450 K in view of the starting
interdiffusion of NM and FM layers. In Appendix in Fig.A.5a for a PtMn/Py/Al
sample one can see, that after a temperature of about 450 K a significant change of
magnetization starts due to the layer interdiffusion.

In Fig.3.15 one can see a modeled behavior from Eq.(3.14). For 10 GHz we
obtain ≈ 1K per 1 Oe shift. Also, the higher the resonance frequency the more
pronounced is the change of Hr with the temperature.
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Figure 3.14: Temperature dependence of the saturation magnetization measured
with SQUID. A linear fit of the parameter Mlin.T (see Eq.(3.13)) is performed in a
temperature range of 295-450 K. Above 450 K not only the reduction of saturation
magnetization is observed while approaching the Curie temperature, but also a
reduction due to the interdiffusion of NM and FM layers, see Appendix.

3.3.6 Data processing

Here we describe the modulation of damping (MOD) technique [122, 33, 135] often
exploited for detection of the spin currents injected in a FM. The MOD technique
has already found a broad acknowledgment in the field of the SHE and we will
extend it to the field of the SNE.

3.3.7 Modulation of damping technique in FMR experi-
ments

The SOT induces both field-like and damping-like torques in FM. Both can be
extracted and evaluated from a experimental FMR data.

As shown in Eq.(2.19) the SOT damping-like torque brings an additional term to
the intrinsic FMR damping parameter α. For in-plane isotropic FM the damping-
like torque evaluated from a change of FMR linewidth reads [4, 85]:

µ0δ∆H =
ω

γ

2s

µ0(H0r + H1r)
=
ω

γ

−τDL sinϕ

µ0

(
Hr + Meff

2

) , (3.15)

where ϕ is the angle between meq and the x-axis. Therefore, the maximal effect is
achieved when the external magnetic field is parallel to the spin current polarisation
σ, which is parallel to the y-axis of our samples as described in the previous chapters.

Additionally to the damping, the magnetization equilibrium direction slightly
shifts from the purely in-plane orientation to the out-of-plane one. However, this
shift is usually negligibly small and the effect on the resonant field is:

µ0δHr = (τFL + µ0H
Oe
y ) sinϕ, (3.16)
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Figure 3.15: Dependencies according to Eq.(3.14) calculated at 6 and 10 GHz, where
∆Hr(T ) = Hr(T )−Hr(Tb). Parameters in the model are set to: γ = 1.76 · 1011 1

s·T ,
µ0Meff(Tb) = 0.85 T, Mlin.T = 1.16 mT/K.

where τFL is the field-like torque strength, HOe
y is the Oersted magnetic field in-

duced by the charge current flowing in NM of the FM/NM structure or also in the
heater, depending on the geometry, as shown in Ch. 5.1. A precise estimation of
HOe
y often brings some difficulties, because the exact current density distribution

in FM/NM depends on the resistivity of NM and FM, and also possible structural
inhomogeneities in NM cause a change in the distribution of the induced Oersted
field, see Ch. 2.4.5.

MOD is a good method for the estimation of SOTs in materials with relatively
low damping; it is proven to be a reliable tool for the SHE experiments. However,
in confined FM one needs to be careful with interpretation of the damping data,
because an overlap of multiple dynamic magnetization modes can lead to an addi-
tional deviation of the linewidth. According to [33] 7% deviation was reported in
such a case. To minimize the effect of the edge modes on measurements one must
make measurements exactly in the middle of FM.

MOD in application to the SNE experiments

For the SNE measurements we expect to have three contributions to the FMR
linewidth:

∆H = ∆Hintr + ∆Hintr,therm + ∆HSNE,

∆Hintr,therm ∝ ∆T ∝ I2
heater,

∆HSNE ∝ ∇T sin(ϕ) ∝ I2
heater sin(ϕ),

(3.17)

where ∆Hintr is the term due to the intrinsic damping of FM, ∆Hintr,therm is the
enhancement of the intrinsic linewidth due to the heating of FM, ∆HSNE is the term
that describes the effect of TSOT induced by the SNE, and ϕ is the angle between
~∇T and ~meq. Thus, switching the angle between external field ~Hext direction and
~∇T by 180◦ one can change the sign of ∆HSNE contribution to the FMR linewidth,
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see conceptual consideration in Fig. 3.16. As we need the highest possible ~∇T ,
we have chosen membrane samples. This makes a change of the direction of ~∇T
impossible, thus only the change of ~Hext direction is an option to convey the SNE
measurements. From this we conclude that the way to detect the SNE in the MOD
experiments is to analyze changes in magnitude of the quadratic term of ∆H as the
field ~Hext is reversed. In the experimental data called ”SNE configuration” we
designate +H and -H cases when the field ~Hext is parallel and antiparallel to the y-
axis, respectively. ~∇T is directed along the x-axis. The term ∆HSNE corresponds to
the one in Eq.(3.15) and contains Hr+Meff/2 in denominator. Strictly speaking, this
has to introduce disturbances in the expected quadratic current dependence of the
SNE, since both terms are temperature-dependent. However: a) as Hr grows with
temperature, while Meff is reducing, the changes in the denominator are partially
compensated; b) In our experiments in the positions of measurements the changes
of Meff are below 10%, therefore, we neglect these perturbations to the quadratic
current dependencies.
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Figure 3.16: Schematic description of the expected thermal influence on the
linewidth in SNE experiments. Temperature is approximately proportional to the
square of the Iheater. The linewidth ∆H (in the absence of SNE) is roughly propor-
tional to the temperature change.

Additionally, we conduct measurements called ”SNE⊥ configuration” with
~Hext directed parallel and antiparallel to the x-axis and designate those again +H
and -H, respectively. Here, ∇T is oriented along the x-axis as before. In these
orientations we do not expect to detect the SNE-induced torques. Thus, ∆HSNE is
supposed to be 0.

During the SNE measurements we fit the Hr(Iheater) and the ∆H(Iheater) depen-
dencies with the quadratic function y = A + Bx + Cx2. For ∆H(Iheater) fits we fix
the slope B to 0.

The SNE⊥ configuration is always measured later than the SNE configuration.
This is important for the discussion of sample deterioration due to interdiffusion
and electromigration.

Current measurements are performed in the order 0, +1, -1, +2, -2 and so on, to

57



Chapter 3. Experimental methods

reduce the systematic error due to the possible sample deterioration. For the same
reason the field ~Hext directions are switched for each new current value. In this way
a drift in the linear components B is significantly reduced.

Connection schemes for SHE and SNE measurements

Both sample geometries described in Ch.3.3.4 are possible to use for SHE and SNE
measurements depending on the connection scheme of electrical contacts, see an
example for the geometry 1 in Fig. 3.17. Prior to the SNE measurements we conduct
SHE measurements in order to check the quality of the interface and detectability
of spin currents.

SHE measurements SNE measurements 

Istack 
0/1 

0 - opened circuit 
1 - closed circuit 

(a) (b) 

x 

y 

Iheater 

Figure 3.17: Connection schemes for the sample geometry 1. a) SHE configuration
for check of interface quality. The FM/NM stack is powered with the Istack, whereas
the heater is grounded. b) SNE configuration. FM/NM stack can be closed or
opened. The heater is powered with the Iheater.

For the case of the SNE measurements in Fig. 3.17(b) the question whether the
FM/NM should be opened or closed might be disputable at first glance. On the one
hand, closing/opening the circuit can ”switch off/on” the ∆HSNE term in the MOD
measurements, thus providing another method for the SNE MOD detection besides
the switching of the magnetic field direction. On the other hand, following [99] if the
wiring between the spin detecting terminals is longer then the spin diffusion length
λ, the magnetic circuits are always open with respect to the spin current, and thus
make no impact on the SNE detection. We have checked the last statement in our
experiments and we do not observe any detectable difference in the experimental
data for opened/closed FM/NM stack circuit. Another aspect to consider is the
danger of induced surge voltages in the opened circuit due to the effect of the CPW,
especially during switching on and off of RF generator. This danger is even higher
for the sample geometry 2, because it has larger electrical loop. In the light of the
surge voltages, we have chosen in our experiments the electrically closed (but spin
current/magnetically open) circuit connection scheme.
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TSSE measurements

As described in Ch. 2.6.3 and shown in Fig.2.12, different effects influence the TSSE
measurements. Some of the effects can be filtered out via the use of experimental
set-ups allowing rotation of the external magnetic field H. Other effects are induced
by unintended out-of-plane thermal gradients, which appear due to the thermal
coupling of the sample surface to the set-up environment. In many of the very
first TSSE studies [144, 70, 146] the in-plane temperature difference ∆Tx was varied
and not much attention was focused on the temperature Tstr at the position of the
detector strip. However, with variation of Tstr at fixed ∆T one can estimate and
exclude the influence of the out-of-plane gradient [117]. In our measurements we

rotate the field ~H and vary the values of Tstr and ∆T . In this way we can exclude all
spurious contributions to the TSSE shown in the table in Fig.2.12. Here we present
our experimental findings for different sample compositions and contribute to the
table of spurious effects with artifacts induced by small perturbations of the external
magnetic field.

4.1 Pt/Py/MgO sample

A 20 nm thick permalloy (Py) film with area of 6 mm × 4 mm is deposited onto a
0.5 mm thick MgO substrate (area of 10 mm × 4 mm) using sputter deposition as
shown in Fig. 3.1(a). To detect the expected pure spin current via the inverse spin
Hall effect (ISHE) Ch. 2.4.1) a 10 nm thick Pt strip is deposited in-situ through
a shadow mask onto the Py film ensuring a clean Py/Pt interface. For the Py/Pt
sample measurements we use TSSE set-up �1 described in Ch. 3.1. A similar
structure was investigated in the pioneering work on the spin Seebeck effect[144].

4.1.1 ANE induced artifact

In Fig. 4.1(a) we re-plot the experimental difference signal amplitude ∆0 (defined in
Ch. 3.3.2) for a similar Py/Pt sample that was published in [117]. These measure-
ments have been performed for fixed temperature differences ∆Tx = −25, 0,+25 K
(gradients ∇xT = −4.2, 0, 4.2 K/mm) and as a function of base temperature Tstr.
The slope of the ∆0 lines of fixed temperature differences ∆Tx = −25, 0,+25 K
(dashed lines in Fig. 4.1(a)) was explained in [117] as a contribution of ANE pro-

duced by a spurious ~∇zT gradient due to surface-to-surface radiation heat transfer
between the sample and the vacuum chamber (∇zT ∝ (Troom−Tstr)

2, where Troom is
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Figure 4.1: (a) Dependence of the difference signal amplitude ∆0 on the base tem-

perature Tstr for fixed temperature differences ∆Tx = −25, 0, 25 K (∼ ~∇xT =
−4.2, 0, 4.2 K/mm respectively) taken from [117]. (b) Dependence of the ampli-
tude of the difference signal ∆0 on the temperature difference ∆Tx for fixed base
temperatures Tstr = 323 K (blue dots and light blue arrow) and 360 K (red dots
and magenta arrow). The data shown in (b) is represented in (a) as the numbered
arrows 1 (magenta) and 2 (light-blue). The inset represents the dependence of the
AMTEP magnitude A0 on ∆Tx.
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4.1. Pt/Py/MgO sample

the ambient temperature in the laboratory). At first sight, the shifts of the ”undis-
turbed” line for ∆Tx = 0 K (up for a positive temperature gradient and down for a
negative one) are expected to be related to TSSE. However, after having performed
control measurements on the samples, where we have replaced the Pt detector strip
with a Cu strip we found that the vertical shift is not related to the TSSE (Cu is
not expected to give a measurable ISHE signal contribution), but at this point its
origin was an open question [117].

To clarify the nature of these shifts, we compare the data to additional mea-
surements of ∆0 for a fixed Tstr and varying ∆Tx (see Fig. 4.1(b)). Here, we use
Tstr = 360 K and Tstr = 323 for the strip being located at the hot and being lo-
cated at the cold side, respectively. The inset in Fig. 4.1(b) proves that no in-plane
temperature gradient is generated at the point ∆Tx = 0 K, since the AMTEP am-
plitude A0(∆Tx = 0 K) is equal to 0 V within the uncertainty range meaning that
no in-plane temperature gradient is generated. Note that the black dashed lines in
Fig. 4.1(b) indicate that ∆0(∆Tx = 0 K) is not equal to 0 V for both Tstr = 360
K and Tstr = 323 K. This is caused by an ANE signal, since the base tempera-
tures Tstr differ from Troom (compare to the line for ∆Tx = 0 K in Fig. 4.1(a)).
The experimental data shown in Fig. 4.1(b) is also represented in Fig. 4.1(a) as the
numbered arrows. We note that the data agrees with the previously observed ex-
perimental findings: ∆0 increases with positive temperature gradients and decreases
with negative temperature gradients.

Next we take a more precise look at the evolution of the ∆(ΘH) traces (its
definition is depicted in Ch. 3.1.2) as a function of ∆Tx. Fig. 4.2 reveals a new,
non cosine-like contribution to the ∆(ΘH) signal. This contribution becomes even
more obvious for larger temperature gradients ∇xT . In the following we will show
that it can be explained in terms of an antisymmetric AMTEP-based artifact due
to extremely small static parasitic magnetic fields ~Hp.

4.1.2 TSSE-like artifact in the AMTEP signal induced by
external magnetic field inhomogeneity

Simulation model

To simulate the AMTEP curves we need to know the equilibrium angle of the mag-
netization Θ0 (see Eq. (3.4)) for every value of the sweeping field H. The angle Θ0

can be found by minimization of the magnetic free energy in presence of the uni-
axial magnetic anisotropy (Ch. 2.1). The model in Fig. 4.3 for calculation of the
free energy includes an in-plane uniaxial magnetic anisotropy (UMA) with angle ϕ,

sweeping field ~H with angle ΘH and parasitic static magnetic field ~Hp with angle α.

The effective magnetic field ~HΣ with angle ΘΣ is found as a vector sum of ~H and
~Hp. All angles are counted with respect to the x-axis direction.

The magnetic free energy reads then as:

U = −M0HΣ cos(Θ−ΘΣ) +K sin2(Θ− ϕ), (4.1)

where the first term is the Zeeman energy, the second term represents the mag-
netocrystalline anisotropy energy, M0 is the saturation magnetization, K is the
constant describing the strength of the UMA and Θ is an arbitrary angle between
the magnetization vector ~M and the temperature gradient ~∇xT .
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Figure 4.2: Difference signals ∆(ΘH) for fixed base temperature Tstr = 360 K and
temperature differences: (a) ∆Tx = 0 K (∇xT = 0 K/mm); (b) ∆Tx = 28 K
(∇xT = 4.7 K/mm); (c) ∆Tx = 56 K (∇xT = 9.5 K/mm). With higher temperature
differences ∆Tx a non cosine-like behavior appears. The red line is a fit function in
Eq. (4.3) described in detail below.
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Figure 4.3: Definition of the coordinate system. The axis of the UMA is defined
through the angle ϕ, the direction of the sweeping field ~H through the angle ΘH ,
the direction of the parasitic static magnetic field ~Hp through the angle α and the

direction of the effective magnetic field ~HΣ (vector sum of ~H and ~Hp) through the

angle ΘΣ. The temperature gradient ~∇T is parallel to the x-axis.

In our model we exclude the demagnetization energy, since its in-plane contri-
bution for our geometry is two orders of magnitude smaller than the energy of the
magnetocrystalline anisotropy of our sample. We calculate the demagnetization
factors according to [2] that leads to an effective in-plane demagnetization factor
(Nx − Ny)/4π of the order of 10−6 (effective in-plane demagnetizing field ≈ 0.01
Oe).

The equilibrium angle Θ0 can therefore be found as a root of the derivative of
the magnetic free energy U (Eq. (4.1)) :

0 = HΣ sin(Θ0 −ΘΣ) +
Ha

2
sin 2(Θ0 − ϕ), (4.2)

where Ha = 2K
M0

is the effective UMA field. The subsequent calculation includes the
following steps:

1. The parameters ΘH , Hp, α,Ha, ϕ are kept fixed. For each value of the sweep
field H (with a certain step in the range [Hmax; −Hmax], where Hmax is the

maximum value of the sweep field) we compute the effective magnetic field ~HΣ

(with its angle ΘΣ) as a sum of the sweep field ~H and the parasitic field ~Hp,
see Fig. 4.3. After this step we know the dependencies HΣ(H) and ΘΣ(H);

2. We solve Eq.(4.2) numerically for the variable Θ0. This equation is solved for
each value of H. After this step the dependence Θ0(H) is known;

3. Inserting the computed dependence Θ0(H), the experimental values A0(∆Tx)
and Voffset into Eq.(3.4) we build our calculated curve Vycalc(H), which we can
compare with the experimentally determined Vy(H). Determination of the
Voffset is described in Ch. 3.1.3.

4. We repeat steps 1.-3. for ΘH = 0◦..360◦. Finally, we calculate the AMTEP
artifact difference signal ∆calc(ΘH) = Vycalc(ΘH ,−Hmax)− Vycalc(ΘH , Hmax).
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Chapter 4. TSSE measurements

Fig. 4.4(a) shows that the calculated AMTEP curves without the offset voltage

(Vycalc(H) − Voffset) shift and become asymmetric as the parasitic field ~Hp appears
and increases. The curves become actually antisymmetric for moderately high values
of Hp (> 2 Oe). We should note that a change of symmetry appears only if ~Hp is

not parallel to ~H, otherwise only a shift of the AMTEP curves can be observed.
However, a difference signal ∆calc(ΘH) 6= 0 caused by the parasitic field must be
introduced in any way, since Vycalc(Hmax) 6= Vycalc(−Hmax) due to the induced shift.
Fig. 4.4(b) presents the AMTEP artifact difference signals ∆calc(ΘH), related to the
curves from Fig. 4.4(a). The artifact’s magnitude obviously scales with the parasitic
field value Hp and in the absence of a parasitic field the difference signal ∆calc(ΘH)
does not appear.
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Figure 4.4: Appearance of an asymmetry in the AMTEP curves: (a) Calculated
AMTEP curves (Vycalc(H) − Voffset)/A0 for ΘH = 0◦ and Hp = 0, 1, 3 Oe; (b) Cal-
culated difference signals ∆calc(ΘH) related to Vycalc(H) from figure (a); (c) Experi-
mental curve Vy(H) for Tstr = 360 K, ∆Tx = 65 K (∼ ∇xT = 11 K/mm), ΘH = 0◦

and calculated curve Vycalc(H) for Hp = 0.28 Oe (the measured parasitic field in the
current set-up).

The good match of the experimental data Vy(H) with the calculation Vycalc(H)
for Hp = 0.28 Oe (the value of the parasitic field found in our set-up) can be seen
in Fig. 4.4(c). We use parameters of our set-up from Table 4.1 for all calculations in
Fig. 4.4.

1Since we average the experimental Vy data points from ±40 to ±44, a range of H=-42...+42
Oe is used for the simulation of ∆calc(ΘH)
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4.1. Pt/Py/MgO sample

Parameter Value Unit
Hp 0.28 Oe
α -51 ◦

Ha 4.5 Oe
ϕ 35 ◦

H range -44...+441 Oe

Table 4.1: Parameters of experimental TSSE set-up �1 (see Ch. 3.1) used for
AMTEP artifact calculation.

Verification of the simulation model

To verify the accuracy of the computational model we perform additional measure-
ments with a large static parasitic magnetic field (several 10s of Oe). In this case
the AMTEP curves are expected to be antisymmetric. A small permanent magnet
was glued to the wall on the outside of the vacuum chamber at the same height
with the sample. The value and direction of the magnetic field at the position
of the sample are determined with a Hall probe. One of the measurements for
Hp = 19 ± 2 Oe, α = −80 ± 3◦, Tstr = 323 K and ∆Tx = 28 K is exemplarily
shown in Fig. 4.5. Fig. 4.5(a) and Fig. 4.5(b) present a comparison of the calculated
dependencies Vycalc(H) with the experimental Vy(H) for angles of the sweeping field
ΘH = 0◦ and 90◦. Fig. 4.5(c), in turn, presents a comparison of the calculated depen-
dence ∆calc(ΘH) with the experimental ∆(ΘH). The calculated traces Vycalc(H) and
∆calc(ΘH) nearly perfectly reproduce the experimental traces Vy(H) and ∆(ΘH),
respectively. A very small difference between ∆calc(ΘH) and ∆(ΘH) due to contri-
butions of ANE and (potentially) TSSE signals to the experimental data is barely
visible, since their magnitudes are smaller by 2 orders than the artifact’s magnitude.

Parasitic difference signal ∆calc for the actual parameters of the set-up

In Fig. 4.6 we present the calculated difference signal ∆calc(ΘH) (normalized by A0)
for the parameters from Table 4.1. ∆calc(ΘH) is in a good agreement with the
experimental curve ∆(ΘH) shown in Fig. 4.2(c) for a large temperature difference of
∆Tx = 56 K. The divergence of ∆(ΘH) in Fig.4.2 from ∆calc(ΘH) is caused by an
additional cosine contribution of the ANE signal (with magnitude of ≈ 35 nV) to
the experimental data ∆(ΘH).

Since we use numerical calculations, we cannot extract a functional dependence
from ∆calc(ΘH). However, using a fit function:

∆(ΘH)fit = ∆AMTEP cos ΘH + E sin(ΘH + φ1) cos(2ΘH + φ2) (4.3)

we can match our calculations ∆calc with less than 10% error, R2 = 0.99. Here
∆AMTEP = 4A0(∆Tx) · Hp

Hmax
sin(−α) is the amplitude of the cos-like part of the

artifact, where Hmax is the maximum value of the applied magnetic field; E =
4A0(∆Tx)

Hp

Hmax
is the amplitude of the non-cos-like part of the artifact; phase φ1 = 0◦;

phase φ2 = −α. The fit function (4.3) describes the behavior of the difference signal
∆calc(ΘH) very well until the conditions Hp

Hmax
� 1 and Ha

Hmax
� 1 are satisfied. The

anisotropy field Ha and its orientation angle ϕ keep the shape of the calculated
curve nearly undisturbed, until Ha

Hmax
� 1. The larger Ha

Hmax
becomes, the more the

parameters ∆AMTEP, E, φ1 and φ2 deviate from the values defined above. After a
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Figure 4.5: Experiments with large static parasitic magnetic field Hp = 19 ± 2
Oe with angle α = −80 ± 3◦ for Tstr = 323 K and ∆Tx = 28 K (∼ ∇xT = 4.7
K/mm). Experimental Vy(H) in comparison with calculated Vycalc(H): (a) Angle of
the sweeping magnetic field ΘH = 0◦; (b) ΘH = 90◦. (c) Experimental ∆(ΘH) in
comparison with calculated artifact ∆calc(ΘH).

certain point ( Ha

Hmax
≈ 1

2
) the difference signal ∆calc(ΘH) gets peaks, its shape changes

strongly and it cannot be described with function (4.3) anymore. The angle α of a
parasitic magnetic field strongly defines the phase φ2 and the amplitude ∆AMTEP:
when ~Hp ‖ ~∇xT (α = 0◦) ∆AMTEP = 0 V; when ~Hp ⊥ ~∇xT (α = 90◦) ∆AMTEP

has a maximum value. When Hp

Hmax
� 1 the shape of the difference signal ∆calc(ΘH)

transforms from function (4.3) into − sin(ΘH+φ2). As shown in the inset of Fig. 4.6,
∆calc(ΘH) contains a significant cosine-like contribution that can be mistaken for a
TSSE or ANE contribution.

The shape of the AMTEP artifact ∆calc(ΘH) does not depend on ∆Tx, but its
magnitude scales linearly with ∆Tx. In this sense, the cosine-part of the artifact
∆AMTEP has absolutely the same behavior as the TSSE. It shows the same angular
dependence as TSSE and both effects are proportional to the temperature gradient
∇xT . The ANE, in turn, shares with the TSSE only the angular dependence.

Since we found a new fit function (4.3), we can use it to fit the experimental
difference signals ∆(ΘH). We only replace ∆AMTEP in (4.3) by ∆0, which in case of
the experimental data contains three contributions:

∆0(Tstr,∆Tx) =

∝T 2
str︷ ︸︸ ︷

∆ANE(Tstr) +

∝∆Tx︷ ︸︸ ︷
∆AMTEP(∆Tx) + ∆TSSE(∆Tx), (4.4)

where ∆AMTEP is the cosine-part of the AMTEP artifact, ∆ANE the contribution of
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Figure 4.6: ∆calc(ΘH) computed for the parameters of the experimental set-up
(see Table 4.1). The red line is a fit to equation (4.3). Artifacts of ≈ 2% of the
AMTEP amplitude A0 are found. The inset presents the extracted fitted parts of the
∆calc(ΘH) signal: ∆AMTEP cos(ΘH) (green line) and E sin(ΘH + φ1) cos(2ΘH + φ2)
(blue line). The fit curve deviates from ∆calc(ΘH) by less than 10% of its amplitude,
R2 = 0.99.

the ANE due to a spurious out-of-plane temperature gradient ~∇zT , and ∆TSSE the
contribution of the TSSE due to the applied in-plane thermal gradient. The phases
φ1 and φ2 in (4.3) are extracted from the ∆calc(ΘH) in Fig. 4.6 (which is computed
for actual set-up parameters, see Table 4.1) and are then kept constant in (4.3) for
fitting the experimental data.

4.1.3 Interpretation of the experimental results

The vertical shift of the line for ∆Tx = 0 K in Fig. 4.1(a) corresponding to the
temperature difference ∆Tx change is mostly caused by the AMTEP artifact. It can
finally be proven by the data in Fig. 4.7. The experimental data points are calculated
by subtracting the ANE contribution ∆ANE = ∆0(∆Tx = 0 K) from the experimental
amplitude ∆0(∆Tx), see Eq. (4.4) (i.e. these points contain a mixture of possible
TSSE signal magnitude ∆TSSE and cosine-part of AMTEP artifact ∆AMTEP). The
normalized amplitude of the calculated cosine-part of the AMTEP artifact amounts
to ∆AMTEP/A0 = 1.9 % (green line). This value is in good agreement with the
experimental value (∆0−∆ANE)/A0 of 2±0.5% (magenta line and shaded area). This
means, that the maximum possible contribution of the TSSE inside the error bars
is < ± 0.3 nV/K (∼ ±2 ·10−12 V·m/K in terms of the temperature gradient), which
leads to ±20 nV for the maximum achieved temperature differences ∆Tx = ±65 K.
Comparing this value with the value 250 nV/K reported in Uchida et al. [144] one
sees a discrepancy of 3 orders of magnitude.

Sources of the parasitic field and methods to suppress it

We have examined possible sources of parasitic magnetic fields in our set-up and
found that the parasitic field Hp = 0.28 Oe is caused by external magnetic fields
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Figure 4.7: Comparison of the experimental level (∆0 − ∆ANE)/A0 (blue and red
points, magenta line with shaded area presents the averaged experimental data)
with the normalized calculated AMTEP artifact ∆AMTEP/A0 (green line). Large
deviations of the experimental points from the average value in the region of small
differences ∆Tx are connected to small values of the ∆0−∆ANE and are proportion-
ally impacted by noise.

existent in the laboratory. We have also examined the magnetic field contribution
from the Peltier elements and verified that it produces only an insignificant field of
0.03 Oe maximum.

There are few possibilities to suppress the cos-part of the AMTEP artifact:

1. Increasing of the maximum value of the sweep field Hmax, as the equilibrium
angle Θ0 will then be closer to the angle of the sweep field ΘH . According
to our calculations, the level of the artifact could be reduced from 2% of the
AMTEP amplitude A0 (equal to 70 nV for the highest temperature gradients
∇xT = ±11 K/mm) to 0.06% (equivalent to 2 nV � than noise level of 20
nV) by increasing the Hmax from 44 Oe to 2000 Oe. The level of the artifacts
is inversely proportional to the Hmax. Unfortunately, in our set-up we have no
possibility to produce high magnetic fields larger than 50 Oe.

2. Keeping the sweep field ~H parallel to the parasitic field ~Hp and rotating the

sample together with the applied in-plane temperature gradient ~∇T . In this
case the symmetry of the AMTEP traces is not disturbed, but a horizontal
shift of traces equal to the value Hp appears. After this shift is subtracted, no
AMTEP artifact in the difference signal ∆(ΘH) will be observed. However,
rotation of the vacuum chamber in our case is not feasible.

3. Keeping the parasitic field ~Hp parallel to the applied in-plane temperature

gradient ~∇T . With this alignment the cos-part of the AMTEP artifact will be
strongly suppressed. The lower is the ratio Ha

Hmax
and the closer is ϕ to n · 90◦

(where n is integer), the stronger the suppression is. However, the non-cos-part
of the AMTEP artifact will be not suppressed in this way.
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4. Suppressing Hp using additional compensating magnetic field. This is the best
solution, because no source of artifacts is introduced in the set-up.

Conclusion on Py/Pt sample measurements

In this study we have shown that in conductive FM samples a small parasitic static
magnetic field below 1 Oe (of the order of the earth’s magnetic field) can produce
an AMTEP artifact with an amplitude of 10-100 nV that contains a TSSE-like
contribution. This artifact has the same order of magnitude as the previously found
source of misinterpretations in the TSSE experiments - the ANE due to out-of-plane
temperature gradient. But in contrast to the ANE-based parasitic effects, the new
artifact does depend on the applied in-plane temperature gradient. This fact makes
it more difficult to separate from possible TSSE signal, and, consequently, it has to
be thoroughly taken into account. We have found that the investigated parasitic
effect also gives us the missing explanation for the vertical shift observed in [117].
Finally, no TSSE signals larger than the noise level of 20 nV have been detected in
permalloy thin films. This upper error level is 3 order of magnitude lower than in
the first report on the TSSE [144].

4.2 Pt/YIG/GGG sample

A 24 nm thick Yttrium iron garnet (Y3Fe5O12, YIG) film is deposited on a Gadolin-
ium gallium garnet (Gd3Ga5O12, GGG) (111)-oriented single crystal substrates with
5 nm width and 9 mm length by pulsed laser deposition (PLD) [27] from a stoichio-
metric polycrystalline target. The PLD technique allows production of thin YIG
films with the low Gilbert damping constant [62].

After a vacuum break and cleaning with ethanol in an ultrasonic bath a 10 nm
thin Pt strip was deposited by DC magnetron sputtering in an Ar atmosphere of
1.5 · 10−3 mbar through a 100 µm wide split-mask on one sample side of the YIG
film.

Our YIG sample shows a coercive field close to 100 Oe and an effective saturation
magnetization of Meff = 190 emu/cm3 (µ0Meff of about 239 mT). This Meff value is
somewhat higher than the bulk saturation magnetisation of YIG (µ0Meff of about
163 mT), what can be explained by the influence of the out-of-plane anisotropy.

For Pt(10)/YIG(24)/GGG sample we perform measurements with fixed Tstr and
varying ∆Tx with TSSE set-up �1, described in Ch. 3.1. Instead of the Helmholtz
coils in Ch. 3.1 we use an iron yoke electromagnet with field magnitude up to 1120
Oe.

4.2.1 LSSE contribution to the measured signal

As it was mentioned in Ch. 2.6.3 and in Fig. 2.12(b), ferromagnetic insulators (FMI)
have fewer sources of misinterpretation in TSSE experiments. For those the spurious
effects are produced solely by the unintended out-of-plane gradients, namely LSSE
and ANE. The LSSE is expected to be present always, while ANE appears only
when a magnetic proximity effect appears in the NM detector strip.

The experimental difference signal amplitude ∆0 is shown in Fig. 4.8. The
extraction procedure for this signal is explained in Ch. 3.1.2. The plot contains 3
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data sets with ∆Tx = −40, 0, 40 K (∼ ~∇xT = −5.7, 0, 5.7 K/mm, respectively). The
base temperature Tstr is varied in a range from 20 to 110◦ C. When the temperature
gradient is varied and at the given Tstr we see no difference between experimental
points within error bars of ±5 nV, meaning no measurable TSSE contribution. All
three traces show an increase of ∆0 magnitude with Tstr: up to 10 nV for maximal
110◦ C (90 ◦ C temperature difference with respect to room temperature). The
negative slope of ∆0 is in agreement with the observations in [96, 147]. We attribute
this signal to the influence of the LSSE signal induced by an unintended out-of-
plane temperature gradient. The unintended temperature gradient appears because
of the surface-to-surface radiation between the chamber walls and the sample surface
(same as for Pt/Py sample written in Ch. 4.1.1).

In the next step we calculate the difference in temperatures of magnon and
electron systems ∆Tme via Eq.2.63, where Vsat corresponds to the measured ∆0. All
YIG parameters, except MS are taken from [118]. A resistivity ρPt = 40µ Ohm ·
cm is used for the calculation. For ∆0 = 10 nV we obtain a value ∆Tme = 0.1µ K,
which is of the same order as in [96].
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Figure 4.8: Pt(10)/YIG(24)/GGG sample. Dependence of the difference signal
amplitude ∆0 on the base temperature Tstr for fixed temperature differences ∆Tx =
−40, 0, 40 K (∼ ~∇xT = −5.7, 0, 5.7 K/mm respectively).

4.2.2 Discussion on possibility of the magnetic proximity
effect

Another possible explanation for the ∆0 shift in Fig.4.8 is the ANE contribution
induced by the unintended out-of-plane temperature gradient. Neither YIG (di-
electric material) nor Pt (non-magnetic material) are expected to show any ANE
contribution. However, observations of magnetic proximity effect (MPE) induced
in Pt on ferromagnetic metal (FM) [88] and ferromagnetic insulator (FMI) [89, 53,
88, 83] were reported. This effect might lead to the appearance of an ANE effect in
Pt, which is difficult to separate from LSSE contribution, while both have the same
angular and out-of-plane temperature gradient dependencies.

X-ray magnetic circular dichroism (XMCD) is an often employed technique to
investigate MPE. However, XMCD data for the Pt/YIG interface seem contradictory
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[89, 53]. Authors of [89] found an induced average magnetic moment per atom in
Pt to be 0.054 µB at 300 K and 0.076µB at 20 K. But authors of [53] have measured
only 0.003± 0.001 µB per Pt atom at RT. DFT simulations of the Pt/YIG interface
give values 0.07µB for Pt(100)/YIG(100) and 0.03µB for Pt(111)/YIG(111) [83].

Additionally to the MPE, the SHE, ISHE, spin-mixing conductance, and mag-
netocaloric effect in the Pt/YIG system are shown to be strongly dependent on the
treatment of the interface and vary from sample to sample. The strength of the
MPE changes dramatically with the surface variation between different YIG sam-
ples [88]. Annealing, ion milling, or wet chemical cleaning can significantly influence
ISHE and the spin-mixing conductance [72]. Annealing the YIG film prior to Pt
film deposition leads to a change of the strength of the LSSE [75]. These findings
highlight the importance of the interface structure for the magnetic properties of
the Pt/YIG system.

Finally, XMCD investigation of our sample made by the Bielefeld group show a
large error in the estimation of the magnetic moment in Pt. Thus, we can not make
a conclusion on the presence or absence of MPE in the sample.

4.3 Py/MgO sample

In this Chapter we present a collaborate work on a Py/MgO sample conducted on
set-up of a Bielefeld group. A detailed description of the set-up can be found in Ch.
3.2.

Electric measurements are conducted along the y-axis of a sputter deposited
Py thin film (5 × 5 mm2, 18 nm thick) on MgO(001). A voltmeter is connected
mechanically to the Py surface via Au tips.

The main goal of the measurements was to prove the functionality of the set-
up towards TSSE measurements. In TSSE measurements a NM-detector strip is
exploited to detect spin-currents via the ISHE. Thus, the TSSE is not expected to
be detected in the bare FM. However, the detections of TSSE in such case were
reported in GaMnAs [70] and in Py [145]. This phenomenon was explained by the
authors as the ”self-ISHE” of FM, meaning that the FM works as its own spin
current detector.

Our measurements on the Py/MgO sample with the Au tip contacts reveal volt-
age traces of very peculiar shape. Some odd mixture of effects, including TSSE, was
assumed as the starting hypothesis to explain it. However, after detailed analysis,
these traces were attributed to another AMTEP artifact.

In this chapter we follow the designation for AMTEP signal used in Ch. 2.5.3
and specifically Eq. (2.56). We conduct 2 types of measurements: 1) with rotation

of magnetic field ~H direction at fixed thermal gradient ~∇T direction; 2) vice versa.

Changing the magnetic field direction

In the first series of measurements, the Py/MgO sample was kept at a constant
temperature difference of ∆Tx = 30 K, so that the cold side was kept at 293 K and
the hot side at 323 K. Field-sweep measurements were recorded for 0◦ ≤ ϕ ≤ 360◦

and six exemplary chosen curves in the range of 0◦ ≤ ϕ ≤ 180◦ are shown in Fig.
4.9(a–f). The measured voltage difference Vy saturates for high magnetic fields but
shows differently shaped extrema, depending on ϕ. Figure 4.9(a) for ϕ = 0◦ shows a
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similar data set as Fig. 4.9(e) for ϕ = 180◦ with the appearance of a minimum and a
maximum. Increasing ϕ to 20◦ (Fig. 4.9(b)) changes the signal in the low magnetic
field regime into a minimum for both branches with lower intensity but similar shape.
For ϕ = 40◦ (Fig. 4(c)) the intensity of these minima increases until for ϕ = 70◦

(Fig. 4.9(d)) the curves change their shape into a minimum and maximum again.
But in contrast to Fig. 4.9(a) both branches have the same progression, thus, the
magnetization reversal process is independent of the sweep direction of the magnetic
field. For ϕ = 130◦ (Fig. 4.9(e)) large, clearly separated maxima can be observed,
that in the case of ϕ = 180◦ (Fig. 4.9(f)), form a similar curve as for ϕ = 0◦. For
angles larger than ϕ = 180◦ the curves repeat those from the range 0◦ ≥ ϕ ≥ 180◦.

Not only the shape of the curves but also the saturation voltage depends on ϕ.
All saturation voltages Vsat = Vy(for |H| ≥) 140 Oe for each ϕ were averaged (similar
to the average signal A(Θ) described in Ch.3.1.2 for the set-up �1) and plotted vs.
ϕ forming Vsat trace, see Fig. 4.9(g). Apart from the offset level, Vsat shows a clear
sin 2ϕ dependence, which is a clear sign of the AMTEP signal. Vsat oscillates around
an offset voltage of ≈ -15.0 µV, which originates from the ordinary thermovoltage,
which is described in Eq. (2.56) by S+. Small deviations of Vsat from the fit can be
found around ϕ = 90◦, 270◦, but the analysis of Vsat−Vsin 2ϕ reveals no systematical
higher order measurement artifacts.

The Vy trace in Fig. 4.9(a) has, for the initially expected AMTEP signal, a very
unusual behavior: it is antisymmetric (the AMTEP is symmetric with respect to
magnetic field) and changes sign of the asymmetry depending on the sweep direction.
The small magnitudes of both sweep-up and sweep-down curves for ϕ = 20◦, 70◦

indicate the presence of magnetic easy axes in these directions [94].
As it was discussed in Ch. 2.6.3 and shown in Table in Fig. 2.10, measured Vy

traces in TSSE experiments are usually separated into a symmetric and antisym-
metric part. A systematically observed antisymmetric part with cosϕ dependence
will indicate an ANE induced by an unintended out-of-plane ∇Tz. However, using
this method for the data in Fig. 4.9 we do not find any systematic dependence of
the antisymmetric contribution. Therefore, we can exclude any unintended out-of-
plane ∇Tz for the set-up, as authors [94, 96] do for their thermal set-ups, where
unintended out-of-plane thermal gradients are strongly suppressed.

Changing the thermal gradient direction

As the next series of measurements, the angle of the thermal gradient ϕT (see Fig.
3.7) was increased in steps of 15◦, and sweep measurements were conducted at
ϕ = 0◦. In Fig. 4.10(a–f) each curve again shows a saturation voltage for high
magnetic fields and two extrema close to each other at around 0 Oe. For the data
in Fig. 4.10(a) the voltage measurement is carried out perpendicular to the thermal
gradient, thus, the signal is expected to originate from the pure PNE (Ey(∇Tx),
Eq. (2.52)). In Fig. 4.10(c) the voltage measurement is conducted parallel to the
thermal gradient because it was rotated to ϕT = 90◦. Here, the voltage signal is
expected to be produced purely by the AMTEP, since this effect needs a longitudinal
∇T (Ey(∇Ty), Eq. (2.55)). But only the last mentioned signal has a more or less
symmetric shape, whereas both of them have to be symmetric.

The results for 0◦ < ϕT < 90◦ consist of a superposition of the PNE and the
AMTEP, since for these ϕT the∇T consists of a x- and y-component, in the following
we refer to all these signals as AMTEP as this name well represents the nature of the
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Figure 4.9: (a–f) Measurement of Vy against the magnetic field in the Py/MgO
sample. The temperature difference ∆T = 30 K is kept constant along the x-
direction (ϕT = 0◦). The in-plane angle ϕ of the external magnetic field was varied.
The data for ϕ ≥ 180◦ repeat the data in a range of ϕ = 0◦ to 180◦. (g) The voltage
Vsat for each ϕ was averaged in the range of 140 Oe ≤ |H| ≤ 150 Oe and plotted
against ϕ, showing the theoretical sin 2ϕ dependence (Eq. (2.56)).
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effect. A qualitative change in the signal can also be observed in the voltage features
for low magnetic fields. Figure 4.10(a) shows the same signal progression as in Fig.
4.9, reaching a minimum before crossing 0 Oe. Increasing ϕT now suppresses this
minimum before the zero crossing point until for ϕT = 90◦ only two sharp maxima
are shaped. Due to the rotation of ∇T the relative orientation of ~M with respect
to ∇T changes for different ϕT, thus, leading to changing contributions of the pure
PNE and AMTEP to the measured voltage signal.

Figure 4.10(g) shows the saturation voltages of Fig. 4.10(a–f) vs. ϕT. In contrast
to Fig. 4.9(g), where the oscillation of Vsat(ϕ) is only due to the PNE part, Fig.
4.10(g) identifies the contribution of the ordinary, magnetic field independent See-

beck effect Vsat(ϕT) , expressed by S⊥ in Eq. (2.56) (remembering that S+ =
S‖+S⊥

2

and S− =
S‖−S⊥

2
). Since Vy is measured, the rotation of ∇T leads to a sinϕT shaped

projection of ∇T on the y-axis, resulting in a sine-shaped Vy signal. The nonmag-
netic Seebeck signal is three orders of magnitude higher than the one of the PNE,
while the magnetic field dependent part of the AMTEP is expected to be of the
same order of magnitude as the PNE.

4.3.1 Unriddling the magnetization vector rotation from
AMTEP curves

The appearance of two magnetic easy axes (MEA, ϕ = 20◦, 70◦) in Fig. 4.9 can be
explained by the superposition of a uniaxial (UMA) and a fourfold in-plane cubic
magnetic anisotropy (CMA). A UMA can be attributed to, e.g., surface steps [24],
oblique growth [109], substrate shape [79] or dangling bonds [32]. For example,
Fe/MgO(001) systems were used to manipulate the UMA in terms of strength and
orientation with different deposition techniques [158, 157] showing the likelihood of
forming a UMA during the deposition of thin films, not only for Fe/MgO(001) but
also for Py thin films on different substrates [73, 82]. Due to the crystalline symmetry
of cubic magnetic films, a CMA is expected to be present for cubic systems [158,
157].

The magnetic field dependent voltages in Fig. 4.9 and 4.10 have partially asym-
metric behavior, although AMTEP traces are known to be symmetric to the mag-
netic field in case of a present UMA [6, 117, 94, 111, 131]. To resolve this situation
different simulations are conducted and described in the following.

In Eq.(2.56) it is implicitly assumed that the magnetization vector ~M coincides

with the magnetic field ~H which means that ϕM0 = ϕ, where ϕM0 is the angle of
equilibrium position of ~M . This assumption works well when the applied magnetic
field is at least one order of magnitude stronger than the magnetic anisotropy and
any parasitic field ~Hp contribution in the system [58] |H| >> CiKi/Ms, |Hp|, where
Ki is some anisotropy constant with the dimension of J/cm3, Ms is the saturation
magnetization and Ci is a dimensionless constant of the order of unity (depends on
the present type of anisotropy: uniaxial/cubic/hexagonal or other). However, this
assumption is fulfilled only for external magnetic fields greater than 100 Oe (satu-
ration of Vy signal in Fig. 4.9 and 4.10). Thus, an adequate model for calculation
of ϕM0 for lower magnetic fields is needed in order to reproduce the field sweeps of
the experimental AMTEP traces.
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First of all, we rewrite Eq.(2.56):

Ey = −S− sin(2ϕ− ϕT ) |∇T | (4.5)

where we have neglected the summand with S+, since it does not depend on ~H
and produces only an offset of the field sweep traces. Then remembering that
the measured voltage is Vy = −Eyd (where d is distance between the measurment
contacts) and that in general ϕM0 6= ϕ, we get the following expression for the
AMTEP field dependent traces Vy:

Vy(H) = dS− |∇T | sin(2ϕM0(H)− ϕT). (4.6)

In further calculations we show normalized AMTEP traces (i.e. we take dS− |∇T | =
1).

As a suggestion for the rotation of ~M during the field sweep, being later proven
by model C (see below), the shape of the experimental curves can be understood
with the help of the sweep-up trace shown in Fig. 4.11. According to Eq.(4.6) the
maximum and minimum of the Vy signal appear for ϕM0 = 45◦, 225◦ and ϕM0 =
135◦, 315◦, respectively (gray dashed lines in Fig. 4.11(b)). Point ”0” is the fully

saturated state of the sample, when ~M is aligned with the field ~H (corresponds to

negative values of H). When the absolute field value H is decreased, ~M tends to

rotate away from the direction of the external magnetic field and ~M passes through
the direction of minimum ”1” (despite it is expected to rotate in opposite direction,
closer towards MEA1). When the magnetic field switches its direction (towards the

red dashed arrow) and increases its absolute value, ~M passes through the maximum
position ”2” trying to align with the magnetic field in direction ”3”.

Model A - classical theoretical anisotropy model

Here we write the energy equation for combined in-plane uniaxial and cubic magnetic
anisotropies (UMA and CMA, respectively):

U = −MSH cos(ϕM − ϕ) +Ku sin2(ϕM − ϕua) +
Kc

4
sin2 2(ϕM − ϕca), (4.7)

where the first term is the Zeeman energy, the second and the third terms represent
the magnetocrystalline uniaxial and cubic anisotropy energies, MS is the saturation
magnetization, Ku and Kc are the constants describing the strength of the UMA
and CMA with angles ϕua and ϕca, respectively, and ϕM is an arbitrary direction of
the magnetization vector ~M .

The demagnetization energy is excluded, since its in-plane contribution for the
given geometry is negligible. Calculation of the demagnetization factors according
to [2] leads to an effective in-plane demagnetization factor (Nx−Ny)/4π of the order
of 10−6 (effective in-plane demagnetizing field ≈ 0.01 Oe).

Using reasonable values of µ0MS = 1 T, Kc = 5 · 104 erg/cm3 [155], Ku = 2 · 104

erg/cm3 [47, 120], ϕca = 0◦ and ϕua = 45◦ and assuming magnetic field H set to
zero, the free magnetic energy angular distribution is plotted in Fig. 4.12. As it can
be seen, the magnetic easy axes are aligned to the previously mentioned directions of
20◦ and 70◦. However, with application of this model only symmetric AMTEP traces
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Figure 4.11: Explanation of the experimental field sweeps: (a) The experimental

sweep up trace for ϕ and ϕT = 0◦ passes through 4 specific positions; (b) ~M reversal
in relation to the experiment at ϕ = 0◦. The solid red line corresponds to the
orientation of ~M at high negative magnetic fields ~H and the dashed red line - to the
positive. MEA1 and MEA2 (green lines) are magnetic easy axes situated around 20◦

and 70◦, respectively. The gray dashed lines ”min” and ”max” correspond to the
minimum and maximum of the AMTEP signal, respectively. Shown rotation from
”0” to ”3” is somewhat ”unnatural”, while it is expected that ~M would orient along
closest to the easy magnetic axis MEA1 as the external magnetic field ~H reduces to
0 Oe.

can be obtained (see Fig. 4.4 for Hp = 0 Oe), because ~M switches between directions

”1” and ”2” immediately via multidomain state after inverting ~H (described below
in model B Fig. 4.13(b)). A multidomain state exists only in an extremely narrow
range around H = 0 Oe, which is a reasonable assumption for Py thin films.

Model B - simulation of multidomain state

A more elaborate research with keeping the magnetic prehistory of the sample (hys-
teresis phenomenon), using multidomain state and including modeling of finite tem-
peratures as well as UMA and CMA was performed in MuMax3 [148], see Fig. 4.13.
In this model it is not possible to conduct simulations for large sample areas (5×5
mm2), because of the cell number limitation of MuMax3. Instead, an area of 1×1
µm was used. The reduction of area leads to an enhanced contribution of demagne-
tization energy to anisotropy by 3 orders of magnitude. To make this contribution
negligible, MS has to be reduced twice in comparison to the Py value and the
anisotropy constants are enlarged by an order of magnitude in comparison to model
A. The sweep region was expanded to [-1000, 1000] Oe. Thus, this model only gives
a qualitative description.

The simulated voltage trace in Fig. 4.13(a) gives an antisymmetric trace, but yet

the transition of ~M in Fig. 4.13(b) significantly differs from the supposed one shown

in Fig. 4.11(b). ~M rotates in the direction ”1” in Fig. 4.13(b) which corresponds

to MEA1, when the field sweep goes up (absolute value H goes down). Then ~M
switches its direction by 180◦ via a multidomain state (the region between ”1” and
”2” in Fig. 4.13(a); position ”1” is related to H ≈ 0 Oe) into ”2”. The minimum of
the voltage trace does occur not because of passing through the minimum direction
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Figure 4.12: a) Energy angular dependence according to Eq.(4.7) with parameters
µ0MS = 1 T, Kc = 5 · 104 erg/cm3, Ku = 2 · 104 erg/cm3, ϕca = 0◦ and ϕua =
45◦. Magnetic easy directions are situated around ϕmin1 =20◦ and ϕmin2 =70◦; b)
Representation of the energy landscape in polar coordinate system.

at 135◦, but because of the multidomain state, which tends to reduce the absolute
value of ~M (AMTEP signal is ∝ |M |2). Next, when ~H switches its direction and

increases its value, ~M tends to align with the external magnetic field (point ”3”).
Such an asymmetric behavior in systems with CMA, low MS and large magnetic
anisotropy was already observed in other AMTEP experiments [111, 131].

Model C - influence of electromagnet calibration method

Next, we take a more precise look to the parameters of model A, namely the direc-
tions of UMA and CMA. The fact that the magnetic hard directions 45, 135, 225,
315 ◦ coincide with the directions of the magnetic caps of the electromagnet (see Fig.
3.7(a)) hints to a magnetic anisotropy which rather comes from the electromagnet
system itself than from the sample. In case of a perfect geometry of the magnet
a pure CMA could be expected only due to its symmetry. Since all four caps of
the electromagnet are connected via the toroidal magnetic core, slightly different
distances between the opposing magnetic cores and/or inhomogeneities in the yoke
can introduce an additional contribution of UMA, just because one magnetic pair
might be more preferable for the magnetic flux than the other one. Magnetic hard
directions of CMA coincide with the magnetic poles of the magnet, since even when
only one pair is used, there is always some remanence in the second pair. Thus, the
fields of both pairs always have to be summed up, so that the superpositioned field
direction always tends to align somewhere between the pole directions.

In this model a parasitic field Hp due to the magnetic yoke is assumed. The
set-up’s magnetic field was initially calibrated in the following manner: a magnetic
field of each pair of opposing poles (B+45◦ and B−45◦ components) was measured as a
function of magnetizing current, while the current through the other pair was set to
0. After the field calibration the current values I+45◦ , I−45◦ were used in the exper-
iments to evaluate the total field B(I+45◦ , I−45◦) =

√
B2

+45◦(I+45◦) +B2
−45◦(I−45◦).

However, since x- and y- magnetic poles share the same toroidal yoke the magnetic
state of one pair may be sensitive to the state of the second one.

In fact, this leads to the ”strange” magnetic anisotropy. In Fig. 4.14(a) we show
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Figure 4.13: MuMax3 simulation for the sweep up curve: a) normalized voltage
sweep up curve for ϕ = 0◦. The minimum of the voltage trace occurs because of the
multidomain state, which tends to reduce the absolute value of ~M (AMTEP/PNE

signal is ∝ |M |2); b) ~M behavior during field sweep up for ϕ = 0◦. ~M rotates in
the direction ”1”, which corresponds to MEA1, when the field sweep goes up. Then
~M switches its direction by 180◦ via a multidomain state (position ”1” is related to

H ≈ 0 Oe) into ”2”. Next, when ~H switches its direction and increases its value,
~M tends to align with the external magnetic field (point ”3”).

paths of magnetic fluxes producing magnetic fields B+45◦ and B−45◦ in position of
the sample. In Fig. 4.14(b) the schematic current dependence of these fields is
depicted in assumption that the magnetizing current through the opposing set of
magnetic poles is set to 0. In Fig. 4.14(e) a close-up in the region of the origin is
presented.

Despite the fact that the magnetic easy axes are situated close to the directions
ϕ = +20,+70◦, we assume that the remanent magnetization in ϕ = −45◦ direction
is stronger than for ϕ = +45◦. Thus, the magnitude of B+45◦(Ii = 0) is larger than
for B−45◦(Ii = 0).

To qualitatively explain magnetic behavior of the system, we choose 3 orienta-
tions of the resulting magnetic field B, ϕ = 0, 20, 40◦. In Fig. 4.14(e) we normalize
the corresponding Ii abscissa values for each magnetic pair by the maximal sweep
current Ii−max(ϕ). Making this we ensure that each abscissa point simultaneously
represents the momentary produced magnetic fluxes of each pair of the poles.

For ϕ = 0◦, the Bi(Ii) traces for both pairs of poles are parallel, but the remanent
magnetizations Bi(Ii = 0) and coercive current values Ic−i (points ”1” and ”2” in
Fig. 4.14(e)) differ for different pairs. This leads to the following behavior of the

magnetization vector ~M of the sample: for large negative Ii values the ratio of
|Bi/Bj| is very close to 1 (point ”0”) and ~M is oriented in the direction ϕ = 180◦.

When the sweep reaches position ”1”, B+45◦ = 0 and ~M orients in the direction
ϕ = 135◦. Next, when the sweep reaches position ”2” B−45◦ = 0 and ~M orients in
the direction ϕ = 45◦. Then, as the amplitudes of both Bi components increase, ~M
rotates towards ϕ = 0◦. In this way we obtain already discussed asymmetric voltage
trace in Fig. 4.14(c) for ϕ = 0◦.

For ϕ = 40◦ the field component B+45◦ is very large in comparison to simul-
taneously applied B−45◦ . The B−45◦ trace is effectively ”stretched”(by mentioned
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Figure 4.14: To the explanation of the observed magnetic anisotropy. (a) Magnetic
fluxes in the yoke of the set-up. (b) Hysteresis loops of each pair of magnetic poles.
(c) Experimental Vy(H) voltage traces for different angles ϕ of applied magnetic
field. Note, that here we interchangeably use H and B for magnetic field, because
for air those are linearly connected via B = µ0H. (d) Rotation of the magnetization

vector ~M during field sweep. (e) Magnetic fields Bi of pairs of the electromagnet
induced by corresponding coil currents Ii, enlarged region from (b). Points ”1” and
”2” are related to the current values Ic+45◦ and Ic−45◦ , which correspond to the
coercitive fields of magnetic poles.
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Figure 4.15: |Hp(ϕ)| according to Eq.(4.8): Hpmax = 7.5 Oe, ϕmin1 = 20◦, ϕmin2 =
70◦. The angular dependence resembles that from Fig. 4.12.

Ii normalization), shifting the position of point ”2” (coercive current Ic−45◦). This
makes the evolution from min to max voltage values (directions ”1” and ”2”, re-
spectively) relatively slow.

For ϕ = 20◦ field sweep we get another mechanism counteracting the mentioned
”stretching”. The flux in the yoke induced by B+45◦ facilitates the orientation of
magnetic domains in the low-current region, effectively reducing Ic−45◦ (coercive
field of the ”−45◦” pair of poles is reduced due to the crosstalk of the yoke). This
brings points ”1” and ”2” close together, leading to a faster evolution from min to
max voltage Vy in Fig. 4.14(c),

Taking into account the above considerations, the effective parasitic magnetic
field (produced by the crosstalk in the electromagnet) can be written as

|Hp(ϕ)| = |Hpmax| |sin(ϕ− ϕmin1) sin(ϕ− ϕmin2)| , (4.8)

with Hpmax=7.5 Oe as the modulus of parasitic field, ϕmin1 = 20◦ and ϕmin2 = 70◦.
Hp(ϕ) is oriented along

ϕp(H,ϕ) = ϕ± 180◦
(
Hmax +H

2Hmax

)
, (4.9)

where Hmax is the maximal amplitude of the produced magnetic field during the
sweep (-150 Oe→ 150 Oe). |Hp(ϕ)| (see also simulated trace in Fig. 4.15) takes into
account the anisotropic character of the magnet system (amplitude of anisotropy).
Its angular dependence behaves very similar to the energy angular dependence of
model A shown in Fig. 4.12. The angular dependence ϕp(H) describes a forced

rotation of ~M due to the inequality of the hysteretic loops for different pairs of
the magnetic poles. The sign of the phase shift (+ or −) is chosen so that ~M
rotates in the direction of the closest minimum of the AMTEP signal +135/-45 deg.
(Fig. 4.11(b)).

The subsequent calculation for each sweep measurement at a specific angle ϕ
includes the following steps:

1. The parameters Hpmax, ϕT, ϕ, ϕmin1, ϕmin2 are kept fixed. First, |Hp(ϕ)| is cal-
culated. For each value of the sweep field H, ϕp(H) is determined;
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Chapter 4. TSSE measurements

2. In Eq. (4.1) H is substituted with HΣ(H) and ϕ with ϕΣ(H), where HΣ is
the magnitude of the superimposed magnetic fields H and Hp and ϕΣ is its
superimposed angle. Kc = 5 · 104 erg/cm3, Ku = 0 erg/cm3, ϕCA = 0◦ are
used. In order to find ϕM0(H) the derivative of Eq. (4.1) is taken and its root
is determined. This procedure is done for each value of H. After this step the
ϕM0(H) dependence is known.

3. After inserting the computed dependence ϕM0(H) into Eq.(4.6) the normalized
curve Vy(ϕΣ(H)) (with dS− |∇T | = 1) can be constructed and compared with
the experimentally determined data.

Calculated traces are presented in Fig. 4.16 and 4.17. The simulated voltage
signals for ϕ = 20◦, 70◦ in Fig. 4.16(b,d) coincide, whereas in the experiment cor-
responding traces do not. Furthermore, the simulated traces show no shift between
the sweep-up and sweep-down traces for this angles. All simulated sweep-up and
sweep-down traces in Fig. 4.17 appear to be mirror reflections of each other with
respect to the H = 0 point. The experimental curves in Fig. 4.17 (b-e) in the same
time have significant disturbances, which are explainable due to the stochastic drift
of the nanovoltmeter signal. Drifts of 300 nV are usual for nanovoltmeters.

All in all, the simulations fit the experimental data decently, despite the use of
a relatively simple ad hoc model.

Methods to suppress the electromagnet’s self-interference artifact

There are at least 2 ways to avoid the described magnetic artifact:

1. Use two separated electromagnets with no common yoke. This will sufficiently
suppress the crosstalk between magnetic poles.

2. Use other calibration technique for the magnetic poles. The magnetic fields
produced by each pair of poles have to be measured during the experiments,
then compared to the required values, corrected, then again compared and so
on in an iterative manner till a permissible precision is reached. This adds a
complexity to the electromagnet’s control and somewhat enhances the exper-
iment time.

Conclusion on the Py/MgO sample

The oddness of the observed Vy signals is qualitatively well explained by the AMTEP
behavior in Py influenced by the cross-talk effect in the electromagnet.

At some circumstances this oddness in the AMTEP signal can lead to false
extraction of apparent TSSE signal. However, detailed measurements with rotated
~H leave no space for such misinterpretation.

4.4 Conclusion on the spin Seebeck effect

At the present time, most research groups consider the absence of the TSSE ef-
fect or at least that the signal is beyond measuring capabilities of their equipment.
TSSE measurements show a bad reproducibility and a strong dependence on cer-
tain properties of the set-up. Finally, experimental results that were declared as
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Figure 4.16: Simulations based on the model C for different angles ϕ in comparison
to the experimental data from Fig. 4.9. Simulations fit well the experimental data
for different angles of the external magnetic field ϕ.
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Figure 4.17: Simulations based on the model C for different angles ϕT in comparison
to the experimental data from Fig. 4.10.
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4.4. Conclusion on the spin Seebeck effect

the manifestation of the TSSE can be mostly explained as a number of spurious
effects gathered by Meier et al. [96] in Tables in Fig.2.12. Those effects are pre-
dominantly evoked by the combination of the unintended out-of-plane temperature
gradient in the set-up with one of the conventional Nernst effects. We contribute
to the list of spurious effects with the phenomena evoked by the interference on the
magnetic side of the set-up: an external weak static magnetic field that leads to
distortion in AMTEP, which accompanies TSSE measurements in conductive FM;
a self-interference in the electromagnet of the set-up that also leads to a distortion
of the AMTEP signals.

Though the TSSE-crusade failed trying to find the TSSE, it attracted a great
attention to the field of spin Caloritronics. Different effects were investigated, in-
cluding the LSSE that appears as a sturdy phenomenon. Conclusively, the spin
Seebeck effect does exist, yet not in the initial form but in the LSSE.
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SNE measurements

At the moment, there is a very few information regarding the SNE in certain ma-
terials, the most of works are theoretical. CuxMe1−x systems, where Me is some
metal, were simulated [136, 150] with the help of different formalisms. Specifically,
the Cu0.99Au0.01 system shows fairly large SNC values.

Meanwhile, Pt is a standard material for SHE measurements and there is an
assumption1 that a small amount of Mn will make the electron DOS of Pt more
asymmetric, thus, enhancing the SNE magnitude.

In our experiments we exploit MOKE-measured FMR with use of the MOD
technique in order to detect the SNE. The lower sensitivity level of our setup to
the spin currents is about 1 · 109 A/m2, which is expected to be generated in the
Cu0.99Au0.01 alloy at a temperature gradient of 5 · 107 K/m. Such a high value
of thermal gradient is technically challenging for a few-micrometer-large samples,
because the materials might destroy due to high resultant temperatures. Another
SNE detection technique based on transport measurements [99] (the authors refer to
it in analogy to the SMR as the SNMTP - the spin Nernst magmeto-thermopower),
shows SNE-related voltage signature already at the 5·103 K/m thermal gradients.
Despite transport measurements being more sensitive to the thermal gradients, the
MOD technique is a more direct method to detect spin currents, because it has a
smaller number of spurious contributions to the measured signal. Thus, the MOD-
measured SNE suggests less problems with interpretation of the measurements.

Summarizing, we prepared the following samples for the SNE measurements:

� the Cu0.98Au0.02 alloy as the SNE strength for it was already calculated [136,
150] and it is fairly large;

� Pt as it is a standard material for SHE measurements and its usefulness for
the SNE experiments has to be checked;

� the Pt0.98Mn0.02 alloy due to the Mn specific band structure in the vicinity of
the Fermi level, which might enhance the SNE.

In this chapter we follow a certain path. First we provide simulations of heat
and stray magnetic fields produced in two different arrangements of samples. Then

1Author is sincerely grateful to Nguyen H. Long and Yuriy Mokrousov from Peter Grünberg
Institut and Institute for Advanced Simulation, Forschungszentrum Jülich for a fruitful discussion
of theoretical aspects of the SNE and suggestions for the experimental sample compositions
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5.1. Simulation of temperature distribution over the sample in view of different geometries

we present the temperature dependencies of the magnetization for different samples,
which we use for the estimation of temperatures from FMR data. The experimental
temperature profiles are compared to the simulated ones. Next, we conduct SHE
measurements in order to verify the quality of FM/NM interfaces and prove the
detectability of spin currents in different samples. And finally, we conduct SNE
measurements and complete this chapter with a conclusion and an outlook.

5.1 Simulation of temperature distribution over

the sample in view of different geometries

In this chapter we perform finite elements method (FEM) simulations of the tem-
perature distribution over the sample surface using COMSOL Multiphysics [67]. In
the following, we compare simulations and experimental data. We model the mem-
brane part of the device and 5-µm-surroundings of the membrane, see Fig.5.1(b) for
the SNE geometry 1 and Fig.5.3(b) for the SNE geometry 2. For the detailed layer
structure of samples we refer to Ch. 3.3.4.

In general, metal layers thicker than tens of nm have electrical and thermal
conductivity lying very close to the bulk conductivity, whereas insulators have sig-
nificant deviation from the bulk values even for thicknesses above 100 nm. This fact
is based on the following physical properties of materials: 1) the thermal conductiv-
ity of metals consists of a phonon and an electron contribution with domination of
the electron mechanism at RT (Wiedemann-Franz law, [77]), whereas for insulators
only the phonon mechanism [77] matters; 2) the electron mean free path (MFP) is
usualy shorter than the phonon mean free path (the electron MFP lies in a range
of 1-10 nm [51] and the phonon MFP is of order 100 nm at RT [18]). Therefore,
the thermal conductivity of thin film insulators is affected at significantly larger
thicknesses than for metals.

The MFP is defined via the time between scattering events. Scattering mecha-
nisms include incoherent (surface roughness, impurities, defects of crystal structure)
and coherent (destructive interference) effects. As scattering phenomena include
a huge variety of possible mechanisms, resistivity values can be extremely sample-
dependent, which implies that conductivity values from literature are to be used
circumspectively.

In the current simulations we use thermal and electrical conductivity values
smaller than for bulk for all materials except for Au, because the Au layer thick-
nesses for our samples are larger or comparable with the MFP of electron [51]. The
resistivities of the Pt, Cu and Py layers are set a few times higher than their bulk
values, see Table 5.3, in further chapters on the SHE angle. The thermal conductiv-
ity for alumina and silicon nitride are reduced three times as compared to the bulk
values.

We expect the safe limit of the applicable temperatures for the investigated
NM/FM stacks to be below 450-500 K, because at higher temperatures the interdif-
fusion phenomena significantly changes the properties of the stack. For more details
about interdiffusion processes in FM/NM stacks see Appendix A.1. Additionally,
one should differentiate the homogeneous heating of NM/FM stack (provided by
an external heat source) from the Joule heating produced by the electric current
passing through the NM/FM. In the former case one has only a diffusive regime of
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chemical mixing, while for the latter a drift phenomenon additionally occurs, lead-
ing to an electromigration effect which appears at current densities j of the order of
1011− 1012 A/m2 [84, 11, 63]. Thus, the upper safe limit of applicable temperatures
will be even lower than the 450 K-level mentioned above.

In the next two subchapters we simulate and compare thermal capabilities of two
different geometries for the SNE experiments. These results are followed by another
subchapter where we analyze an influence of current-induced magnetic fields and
laser beam heating on the SNE experiments.

Geometry 1, Pt0.98Mn0.02(10)/Py(5) and Pt(10)/Py(5) samples

A detailed description of the geometry 1 layer structure can be found in Ch. 3.3.4.
The COMSOL simulation in Fig.5.1(c) shows the maximal temperature distri-

bution close to the gold contact (x =-6.5 µm for Pt0.98Mn0.02(10)/Py(5) 2) of the
NM/FM structure, which occurs due to the significant cooling effect of the thick
gold contacts. The highest temperature gradient, in turn, is observed closer to the
edge of the membrane (1/6 length of the suspended NM/FM stack part).

One can evaluate the temperature enhancement, produced by the heater in the
following way: from a thermodynamical point of view, ∆T = βP , where P is the
Joule heat produced by the heater and β is some linear coefficient of dimension Ks

J

related to the heat-capacitance; from the electrodynamic point of view, the Joule
heat is P = RI2, where I is the electric current. Combining both views, one gets:

∆T = βRI2. (5.1)

The quadratic dependence of ∆T on current is very often considered during the
analysis of SHE experimental data. However, the resistance R of an electric device
also depends on the temperature, and the applicability of the quadratic fit for the
SNE experiments need to be prove. We model resistance with a linear dependence
on the temperature difference:

R(∆T ) = R0(1 + αR∆T ), (5.2)

where ∆T is the deviation from the base temperature of the substrate (RT), R0 is
the resistance of the heater at RT, αR is the linear temperature coefficient of the
resistivity (TCR). Inserting Eq. (5.2) in Eq. (5.1), we get the following iterative
dependance

∆Tn+1 = βR0(1 + αR∆Tn)I2, (5.3)

which leads to an exponential solution:

R(I) = R0 + γ exp (vI), (5.4)

where γ and v are constants depending on αR and R0.
The simulated current dependencies of the heater resistance R, the maximal

temperature Tmax over the NM/FM bilayer and the maximal temperature gradients
∇Tmax, all for the sample geometry 1 are presented in Fig. 5.2. In Fig. 5.2(a) we fit

2the Pt(10)/Py(5) sample has comparable results with the only difference that the sus-
pended (means heated) part of the FM/NM stack is 13 µm long, instead of 6.5 µm for the
Pt0.98Mn0.02(5)/Py(10) sample.
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Figure 5.1: COMSOL simulation for geometry 1 of the SNE device for the
Pt0.98Mn0.02(10)/Py(5) sample. (a) Top view of the geometry 1 (for details of the
layer structure see Ch. 3.3.4) and corresponding (b) COMSOL simulation for a-
spatial temperature T distribution at the heater current Iheater = 14 mA. (c) Tem-
perature T and temperature gradient ∇T distribution along the middle line of the
FM/NM stack (light blue). The origin point O is placed on the membrane edge.
The maximal temperature gradient ∇T is situated at ≈ 1 µm from the edge of the
membrane.

the simulated resistance trace R with an exponential function (5.4), the resulting co-
efficient of determination isR2 = 0.99992. Next, we analyze the highest reached tem-
perature Tmax = 300 K +∆T and the highest temperature gradient ∇Tmax against
the applied heater current Iheater in Fig. 5.2(b). We fit these dependencies with
the quadratic function y = uI2 + yoffset (which is conventionally used in SHE mea-
surements) and with combined expo-quadratic function y = w exp (v∆I)I2 + yoffset,
where u,w, v, yoffset are some fit parameters. For fits of Tmax we set yoffset=300 K
(RT in simulations) and for ∇Tmax yoffset = 0. One can see that the following
function (hereinafter ”expo-quadratic”) fits the COMSOL simulation better than
the quadratic function alone. Discrepancy between quadratic and expo-quadratic
function becomes significant at high values of ∆T , but still for the geometry 1 the
quadratic fit is a good assumption.

Geometry 2, Py(10)/Cu0.98Au0.02(5) sample

In Fig. 5.3(c), no maximum feature in the temperature gradient ∇T distribution is
observed over the FM/NM stack for geometry 2. In fact, ∇T is very homogeneous
over the FM/NM stack in comparison to geometry 1 in Fig. 5.1(c). Also, one can
see a drastic temperature change over a narrow gap (thermally low conductive layers

89



Chapter 5. SNE measurements

(a) (b) 
0 5 10 15

40

50

 COMSOL simulation

 exp(x) fit

R
 (

O
h

m
)

I
heater

 (mA)
0 5 10 15

300

400

500
 COMSOL simulation

 x
2
 fit

 exp(x)x
2
 fit

T
m

ax
 (

K
)

I
heater

 (mA)

  T
m

ax
 (

K
/m

)

0

2x10
7

4x10
7

 

Figure 5.2: COMSOL simulation for the geometry 1 of SNE devices,
Pt0.98Mn0.02(10)/Py(5) and Pt(10)/Py(5) samples. (a) Resistance R of the heater
against the applied current Iheater (black dots) and its fit with an exponential function
(red line). (b) Maximal reached temperatures Tmax (black dots) and temperature
gradient ∇Tmax (red axis on the right) in dependence on the Iheater. Dependencies
are fitted with the quadratic function (black line) and expo-quadratic function (red
line).

of Si3N4 and alumina) between the heater and FM/NM structure with Au contact
over it. This significantly (up to 20%) reduces the practically achievable maximal
temperature gradients over the FM/NM stack.

In Fig 5.4(a) we present R(I) and its fit with Eq. (5.4), similar to Fig. 5.2(a)
for geometry 1. As for geometry 1, the fit is nearly perfect with R2 = 0.993. In
Fig 5.4(b) we simulate maximal values Tmax(I) and ∇Tmax(I) over the FM/NM
structure. Traces are fitted with the same quadratic and expo-quadratic functions
as for geometry 1. The maximal reached gradient amounts to 6 · 107 K/m, close
to the value for geometry 1. The discrepancy of the quadratic fit compared to the
expo-quadratic is larger than for geometry 1 and the expo-quadratic function fits
the simulation data significantly better. This fact is related to higher temperatures
of the Au heater in geometry 2 and the Pt heater, leading to a higher relative change
of the resistance R. The maximal temperature of the Au heater is 1.87 times higher
than the maximal temperature of the FM/NM stack. For geometry 1 the maximal
temperature of the Pt heater is the same as the maximal temperature of FM/NM.
In fact, higher temperatures of the heater for geometry 2 might mean lower stability
of the device due to electromigration. Thus, the practical maximal temperature
gradients are lower than for geometry 1.

The highest temperature gradient for geometry 1 reaches 4 · 107 K/m, being not
very far from the absolute limit for MOKE measurements at RT. Keeping in mind
450 deg C as the highest allowed temperature for the FM/NM stack, considering the
optical resolution of 0.5− 1 µm and minimizing the FM lateral size to the limit of
1−2µm one cannot achieve gradients higher than 2·108 K/m. Generally, a quadratic
fit ∆T (I2) is reasonable for most of the SHE experiments, as SHE measurements
are usually conducted on a well-cooled thick substrate. In the following SHE and
SNE experiments we use the quadratic fit, because the moderate level of difference
between quadratic and expo-quadratic fits is masked by the measurement inaccuracy.
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5.1. Simulation of temperature distribution over the sample in view of different geometries
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Figure 5.3: COMSOL simulation in geometry 2 of a SNE device for a
Py(10)/Cu0.98Au0.02(5) sample; heater current Iheater =9 mA. In all pictures the
x-axis is directed along the FM/NM stack. (a) Top view of geometry 2 (for details
of the layer structure see Ch. 3.3.4) and (b) COMSOL simulation of the spatial
temperature T distribution. (c) Temperature T and temperature gradient ∇T dis-
tribution along the middle line of the FM/NM stack (light blue). The origin point
O is placed at the membrane edge.
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Figure 5.4: COMSOL simulations of geometry 2 of SNE devices for a
Py(10)/Cu0.98Au0.02(5) sample. (a) Resistance R of the heater element against the
applied current Iheater (black dots) and its fit with exponential function (red line). (b)
Maximal reached temperatures Tmax (black dots) and temperature gradient ∇Tmax

(red axis on the right) vs. Iheater. Dependencies are fitted with a quadratic function
(black line) and expo-quadratic function (red line).

Current through heater
Geometry HOe

x /I, Oe/mA HOe
y /I, Oe/mA HOe

z /I, Oe/mA

1 0, for the whole FM 0.62, for y = 0 µm 0, for y = 0 µm
2 0.0008, x = SNE spot 0, for the whole FM 0.144, x = SNE spot

Current through NM of FM/NM stack
Geometry HOe

x /I, Oe/mA HOe
y /I, Oe/mA HOe

z /I, Oe/mA

1&2 0, for the whole FM 0.79, for y = 0 µm 0, for y = 0 µm

Table 5.1: Stray magnetic field values divided by current values at the points of inter-
est for SHE and SNE measurements, as extracted from COMSOL simulations. The
position ”SNE spot” is the position where the SNE measurements are performed,
see Ch. 5.4.

Additional simulations

The stray magnetic field HOe produced by a current passing through the
heater or NM of FM/NM structure is simulated and evaluated. For comparison
with the experimental data we divide the field values HOe by the relevant current
values I. The origin point O is placed at the edge of the membrane and marked as
a black circle in Figs. 5.1(c) and 5.3(c). The data for both geometries are collected
in Table 5.1. These values are required for the interpretation of the experimental
SHE and SNE data obtained later in the text.

The heating induced by the laser beam of the MOKE set-up is simulated.
The modeled laser-heating area is a circle of 0.5 µm in diameter with homogeneous
laser power distribution, 10 µm apart from the edge of the membrane. Assuming
100% absorption of ≈ 500 µW laser power we get a temperature enhancement of
about 20 K. However, according to calculations made with the help of the reflectance
calculator [151] the absorption coefficient for geometry 1 is 61% and for geometry 2
is 24%. Also, not all the energy is transformed into heat, but also into magnetization
dynamics. Thus, we do not expect an additional temperature enhancement to exceed
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5.2. Experimental thermal magnetization dependencies and temperature distribution at the

experimental FM/NM interfaces

Sample Meff(T=300K) (T) µ0Mlin.T (mT/K)
Py(10)/Cu0.98Au0.02(5) 0.62 −1.67± 0.07
Py(5)/Pt0.98Mn0.02(10) 0.72 −0.94± 0.14

Py(5)/Pt(10) 0.71 −1.16± 0.07

Table 5.2: Measured room-temperature magnetization Meff(T=300K) and linear
temperature coefficient of the magnetization Mlin.T, SQUID data.

10 K, and this value will not qualitatively change the thermal gradient distributions
obtained in previous simulations.

Summarizing, geometry 2 has a homogeneous thermal gradient over the NM/
FM bilayer and a smaller stray in-plane magnetic field in comparison to geometry
1, but the maximal theoretical thermal gradient is smaller. Geometry 2 has disad-
vantages in terms of the maximal achievable temperature gradient caused by the
small thermal conductivity of Si3N4 in the gap between the heater and FM/NM
structure. Another issue is the somewhat large electrical loop formed by the heater
and its feed line. This loop works as the inductive receiver of CPW-line energy.
Starting from a certain level of the RF-generator power the switch-on process leads
to excessive heating and explosion of the heater. The area of the heater loop has
to be minimized in order to avoid heater explosions. The only doubtless advantages
of geometry 2 are the significantly smaller number of production steps and smaller
stray in-plane field. And finally, the assumption of a quadratic dependance of the
temperature generated by the heater current is shown to be adequate to a certain
extent in the SNE experiments.

5.2 Experimental thermal magnetization depen-

dencies and temperature distribution at the

experimental FM/NM interfaces

Here we present the magnetization Meff and the linear temperature coefficient of
the magnetization Mlin.T in dependence on temperature of FM measured with the
SQUID technique [28], see Fig. 5.53. With the values provided, we are able to
estimate the temperature of FM from FMR data via Eq. (3.14). The temperature
dependencies for Py(5)/Pt0.98Mn0.02(10) and Py(5)/Pt(10) are very similar, whereas
the Cu0.98Au0.02(5) sample shows a somewhat faster decaying magnetization. We
average the linear temperature coefficient of the magnetization Mlin.T for T = 270−
450 K. These averaged values together with Meff(T=300K) are presented in Table
5.2.

We choose this specific range of temperatures for averaging of the linear coeffi-
cient Mlin.T because of the interdiffusion effects that start after 450 K (for details we
refer to Fig. A.5(a) in Appendix A.1). All investigated samples possess a thermal
magnetization coefficient Mlin.T of about 1 mT/K. As one can see from Fig. 5.5,
changes of Meff in the mentioned range can be considered as linear, thus tempera-
tures evaluated from our linear model in Ch. 3.3.5 are expected to be adequate.

3Author is grateful to Arpita Mitra (University of Leeds, W.Yorkshire, UK) who had conducted
the SQUID measurements
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Figure 5.5: Magnetization Meff temperature dependencies for different samples,
SQUID data. Points represent measured values, lines are linear fits for the evaluation
of the linear temperature coefficient of the magnetization Mlin.T in a temperature
range of 270− 450 K.

Experimental temperature profiles in the FM/NM stack

Here we quantify spatial temperature profiles over the FM/NM stacks. The profiles
are evaluated for both cases when current passes through the heater and through
the FM/NM stack. First, we have measured FMR curves in different points along
the x-axis (light blue line in Fig. 5.1(c) and Fig. 5.3(c)) and extracted resonant
fields Hr. FMR data was measured twice: for some non-zero value of I and for
I = 0. Next we made the following procedure:

1. Hr−aver is found as the average of Hr(x) values for I = 0;

2. The difference ∆Hr(x) = Hr(x)(I 6= 0)−Hr(x)(I = 0) is calculated;

3. Modified resonant fields Hr−mod(x) = Hr−aver + ∆Hr(x) are calculated.

4. Then, using Eq. (3.14) and Mlin.T value from Table 5.2 Hr−mod(x) is re-
calculated into the temperature differences ∆T (x) over FM, where ∆T (x) =
T (x)− TRT, TRT = 300◦ K.

This procedure helps to reduce the influence of inhomogeneities of a FM layer
on the evaluation of temperatures. Inhomogeneities in Hr (I = 0) up to 3% are
observed. FMR data were collected at frequency of 10 GHz.

With the current Iheater passing through the heater we investigate both
geometries. In Fig. 5.6(a) a ∆T (x) plot for the Cu0.98Au0.02(5)/Py(10) sample
(geometry 2) shows a very good quantitative match of COMSOL simulation and
experimental points indicating fairness of conductivity values used in the simulation.

For the Pt0.98Mn0.02(5)/Py(10) sample (geometry 1) the COMSOL simulation
data in Fig. 5.6(b) match well the experimental points in the vicinity of the mem-
brane edge (-2 to +3 µm region), but has a qualitative discrepancy for the points
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experimental FM/NM interfaces
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Figure 5.6: Experimental (black dots) and simulated (red lines) ∆T (x) temperature
dependencies for the current Iheater applied to the heater structure. Temperatures are
evaluated via Eq. (3.14) with use of parameters from Table 5.2, FMR data are mea-
sured at 10 GHz. (a) Cu0.98Au0.02(5)/Py(10) sample, geometry 2. Simulated trace
(red line) is similar to that in Fig. 5.3(c). Measurements are performed at current
Iheater = 3.24 mA, current density jheater = 2 ·1011 A/m2. (b) Pt0.98Mn0.02(5)/Py(10)
sample, geometry 1. Simulated trace is similar to one from Fig. 5.1(c). Iheater = 4.23
mA, jheater = 3.5 · 1010 A/m2.
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far from the membrane edge (-3 to -5 µm region). The experimental data show an
extremum at 3 µm, while the simulation has a smooth character over the FM/NM
stack. Possible reasons for that are:

� laser-beam-induced heating;

� inhomogeneities in the FM layer produced by electromigration and interdiffu-
sion;

� not exact thermo- and electrical conductivity values in simulations.

For the Pt(10)/Py(5) sample we checked the temperature distribution ∆T (x) for
the current Istack sent through the FM/NM stack. Simulation and experi-
mental data are presented in Fig. 5.7. The COMSOL trace match the experimental
points qualitatively well. In the region far from the membrane edge (-6 to -13 µm)
the experimental data show higher temperatures than the simulation. This might
be related to the partial interdiffusion or electromigration, because Meff drops due
to these processes, leading to an overestimation of the temperatures derived from
Eq. (3.8). The other two reasons listed above might also be responsible for the not
perfect match of the simulation and the experiment.
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Figure 5.7: ∆T (x) dependencies for Pt(10)/Py(5) sample with current Istack = 5
mA passing through the NM/FM stack. Current density jNM passing through the
NM layer amounts to 4.3 · 1010 A/m. Please refer to Ch. 5.3 for the determination
of the current density jNM.
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5.3. Check of spin-accumulation by means of the SHE

5.3 Check of spin-accumulation by means of the

SHE

In a FM/NM stack current flows not only through the NM, but also through the FM.
Depending on thicknesses and electrical conductivities of the FM and NM layers,
this might lead to a significant underestimation of the spin Hall angle (SHA). From
Eq.(2.42) for the model of two parallel resistances one can estimate a fraction k of
INM current in the total current Istack.

In the following, for binary NM alloys Pt0.98Mn0.02 and Cu0.98Au0.02 we use resis-
tivities of the main component (Pt and Cu, respectively), as these alloys supposedly
satisfy the low-dilution limit condition. In Table 5.3 we present data for the used
resistivities. These resistivities deviate from bulk values 4-10 times, because the
thicknesses of films are below the MFP of electron. One should carefully use the
resistivity values for thin films, because those are very sensitive to condition and
method of thin film production.

Material ρ (µΩ·cm) reference
Pt(10) 46 [115]
Py(5) 86 [29]
Py(10) 72 [29]
Cu(5) 12 [50]

Table 5.3: Resistivity data for Pt, Py and Cu thin layers

Using the values from Table 5.3 we calculate k and present the resulting values
in Table 5.4. The calculated k values give 21 − 26% reduction of the estimation of
the current INM. A correct evaluation of the k coefficients is necessary for precise
estimation of the actual SHA values.

Sample k
Py(5)/Pt0.98Mn0.02(10) and Py(5)/Pt(10) 0.79

Py(10)/Cu0.98Au0.02(5) 0.74

Table 5.4: Calculated k values for used FM/NM stacks

For all samples we have experimentally evaluated the SHE on the part of the
FM/NM stack outside of the membrane. This part of the stack in the following is
referred to as the ”cold side”, and the membrane part as the ”hot side”. For the
Pt0.98Mn0.02(5)/Py(10) sample we have additionally measured the SHE on the hot
side. For geometry 1 (Pt0.98Mn0.02(5)/Py(10) and Pt(5)/Py(10) samples) the hot
side measurement point is situated at 1/6 distance of suspended length of FM (≈ 1
µm), where the highest temperature gradient is expected according to the COMSOL
simulations.

In the following, to the magnetic field ~H oriented in the positive direction of
y-axis we refer as to ”+H” state and oriented in negative direction as to ”-H”

Py(10)/Cu0.98Au0.02(5) sample (geometry 2)

For the Cu0.98Au0.02(5)/Py(10) sample the experimental data measured at the cold
side is shown in Fig. 5.8. Data sets for Hr and ∆H are fitted with linear functions
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Figure 5.8: SHE data for Cu0.98Au0.02(5)/Py(10) stack (geometry 2) at maximal
applied current density of 4.4 · 1010 A/m2. Measurements are performed on the cold
side of the NM/FM stack. (a) Resonant field Hr. (b) The FMR linewidth ∆H. All
data sets are fitted with linear function and the fit parameters are gathered in Table
5.5.

y = A+Bx, and the extracted parameters A and B are presented in Table 5.5. For
the resonant field Hr the intersection point of the +H and the -H traces is shifted to
the right. Difference in y-intercept values A for Hr set is 1±0.3 Oe, which is outside
the 3σ criterion. This difference can not be explained by the stray field induced
by current passing through the NM layer. A possible explanation is a impedance
change in the RF-line due to the reverse magnetization of its parts exposed to the
magnetic field of the electromagnet. The slope B of Hr, in turn, is related to the
stray magnetic field induced by the current INM flowing in the NM. The change of
sign of the of the slope B when switching from the +H to the -H direction is, clearly,
due to the change of field direction with respect to the INM. Taking into account the
k factor, COMSOL simulations (the HOe

y /I value from Table 5.1) predict a value
of 0.79 Oe/mA ·0.74=0.58 Oe/mA, which is very close to the average experimental
B 0.49 ± 0.05 Oe/mA. The mismatch is explainable by incorrect resistance values
for Cu used in the COMSOL simulation, while its MFP is 39.9 nm [51] meaning
extreme resistivity sensitivity to the thickness in the range of 5 nm.

The offset level A in the ∆H data shows some discrepancy between +H and
-H data sets, which is most probably due to the change of the RF-line impedance;
the difference amounts to 1 ± 0.4 Oe. The slope B for ∆H is 0 within error bars,
meaning no measurable SHE effect for this sample.

Measured value Field direction A (Oe) B (Oe/mA)

Resonant field Hr
-H 1474.25± 0.15 −0.46± 0.05
+H 1473.2± 0.15 0.51± 0.05

Linewidth ∆H
-H 67.9± 0.18 −0.02± 0.06
+H 66.86± 0.19 −0.08± 0.06

Table 5.5: SHE measurements. Fit parameters for the Cu0.98Au0.02(5)/Py(10) sam-
ple
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Py(5)/Pt0.98Mn0.02(10) sample (geometry 1)

The Pt0.98Mn0.02(5)/Py(10) sample was investigated on the hot side (distance from
the membrane edge x =1.3 µm) and on the cold side (x = −1.9 µm), see Fig. 5.9.
There are clear qualitative differences in the trace shapes for the resonant fields
Hr and linewidth ∆H, when the measurement side is changed. For the cold side
the dependencies have linear character and for the hot side an additional quadratic
contribution due to enhanced temperatures (up to +34◦ C) is present. Therefore,
it is logical to fit the cold side data with a y = A + Bx function and the hot side
data with y = A+Bx+Cx2 functions. The experimental fit parameters A,B, and
C are listed in Table 5.6.

The linear part B of Hr originates mostly from the stray magnetic field of the
current INM and the parabolic part C originates from the heating induced by the
total current Istack.

For Hr on the hot side the average slope B amounts to 0.95 ± 0.10 Oe/mA,
whereas for Hr on the cold side to 0.72 ± 0.06 Oe/mA. The slope B is not
expected to be side-dependent, since the current in NM is assumed to be the same.
However: 1) some inhomogeneities in the NM layer may lead to a variation in
the current distribution; 2) the FM/NM interface inhomogeneities might lead to a
difference in spin-filtering of the interface, thus different field-like SOT contributions
to the resonant fields; 3) resistance temperature dependence leads to deviations of
∆ from quadratic dependence, as discussed in Ch. 5.1, and as result the linear
component B get fit artifacts. The average B for both sides is 0.83± 0.06 Oe/mA.
The simulated value equals to 0.79 Oe/mA·0.79 = 0.62 Oe/mA. The discrepancy
between experiment and simulation is explainable by extra contributions of the field-
like torques in Eqs. (2.39), (2.26) induced by SHE and ISGE.

The linewidth ∆H for both cold and hot side has distinctly a regular linear
current dependency, which confirms the influence of the SHE on the magnetization
precession. The spin Hall angle (SHA) is estimated below.

Hot side
Measured value Field direction A (Oe) B (Oe/mA) C (Oe/mA2)

Resonant field Hr
-H 1276.4± 0.7 0.90± 0.14 1.32± 0.05
+H 1277.0± 0.6 −0.99± 0.14 1.41± 0.05

Linewidth ∆H
-H 73.8± 1.4 1.1± 0.3 0.47± 0.10
+H 78.4± 0.6 −1.14± 0.12 0.24± 0.04

Cold side
Measured value Field direction A (Oe) B (Oe/mA) C (Oe/mA2)

Resonant field Hr
-H 1258.1± 0.3 0.76± 0.09 0
+H 1258.8± 0.3 −0.68± 0.08 0

Linewidth ∆H
-H 67.8± 0.4 −1.10± 0.11 0
+H 67.2± 0.6 1.04± 0.10 0

Table 5.6: SHE experimental data. Fit parameters for Pt0.98Mn0.02(10)/Py(5) sam-
ple
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Figure 5.9: SHE data for Py(5)/Pt0.98Mn0.02(10) stack (geometry 1) for the hot side
(membrane part) and for the cold side (bulk part) of the FM/NM stack and the
maximal applied current density jNM of 5.5 · 1010 A/m2. (a) Hot side resonant field
Hr. Temperature enhancement ∆T above RT is evaluated via Eq.(3.14) with use of
the experimentally defined parameters in Table 5.2. (b) Cold side resonant field Hr.
(c) Hot side FMR linewidth ∆H. (d) Cold side FMR linewidth ∆H. All data sets
are fitted with quadratic functions and the fit parameters are collected in Table 5.6.
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5.3. Check of spin-accumulation by means of the SHE

Py(5)/Pt(10) sample (geometry 1)

The Py(5)/Pt(10) sample is investigated on the cold side, see Fig. 5.10. The res-
onant field Hr shows some parabolic behavior compared to the cold side data for
the Py(5)/Pt0.98Mn0.02(10) sample. The reason is the two times higher maximal
current density jNM, which leads to a measurable temperature enhancement ( ≈ 4◦

C). The Hr dependency is fitted with a quadratic polynomial, see Table 5.7. As for
the previous sample, the linear part B in resonant field Hr originates mostly from
the stray magnetic field of the current INM and the parabolic part originates from
the heating induced by the total current Istack.

The slope value B for Hr averaged over the +H and -H data sets amounts to
0.87 ± 0.07 Oe/mA. The simulated B value from Table 5.1 equals to 0.79 · 0.79
Oe/mA= 0.62 Oe/mA. The discrepancy between the simulation and the measure-
ments is again explainable by extra contributions of the field-like torques induced
by SHE and ISGE.
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Figure 5.10: SHE data for Py(5)/Pt(10) stack (geometry 1) for the cold side of the
FM/NM stack. (a) Resonant field Hr. Temperature enhancement ∆T above RT is
evaluated via Eq.(3.14) with use of the experimentally defined parameters in Table
5.2. (b) FMR linewidth ∆H. All data sets are fitted with quadratic functions and
the fit parameters are gathered in Table 5.6. The maximal reached current density
jNM amounts to 1 · 1011 A/m2.

The linewidth ∆H in Fig. 5.10(b) barely shows a parabolic contribution, and we
fit it with a linear function. The linear coefficient B for the linewidth is confidently
outside the error bars stating an influence of the SHE.

Measured value Field direction A (Oe) B (Oe/mA) C (Oe/mA2)

Resonant field Hr
-H 1384.9± 1.1 −0.92± 0.15 0.07± 0.2
+H 1385.6± 0.5 0.82± 0.06 0.055± 0.011

Linewidth ∆H
-H 66.2± 0.8 0.77± 0.13 0
+H 64.3± 0.4 −0.74± 0.06 0

Table 5.7: SHE experimental data. Fit parameters for the Py(5)/Pt(10) sample
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5.3.1 Evaluation of spin Hall angles

The effective SHA θeff can be found from the experimental data using:

θeff = ηDLθSH =
js

jNM

=
dFMµ0Ms(2Hr +Meff)

ω~
γ∆HSHE

jNM

(5.5)

where ηDL is the spin injection efficiency, dFM is the FM film thickness, jNM is
the electrical current density in the NM layer, µ0 is the vacuum permeability, γ

is the gyromagnetic ratio, ~ is the reduced Planck constant, MS is the saturation
magnetization of FM, Meff is the effective magnetization which deviates from the MS

due to out-of-plane magnetic anisotropy induced in the FM. The ratio ∆HSHE/jNM

is in fact the linear coefficient B from the fits of linewidth ∆H (Tables 5.5, 5.6 and
5.7) multiplied with the NM cross-section area ANM. Areas ANM are presented in
Table 5.8.

Sample Area ANM, m2

Py(5)/Pt0.98Mn0.02(10) and Py(5)/Pt(10) 8 · 10−14

Py(10)/Cu0.98Au0.02(5) 4 · 10−14

Table 5.8: Cross-section areas of NM for SNE samples

The highest applied current densities jNM for the studied membrane samples were
0.4−1.2 ·1011, which is only a few times smaller than the highest applicable current
densities for bulk substrate samples, due to interdiffusion and electromigration limit.
Smaller than the maximal values are used intentionally, as the suspended parts
of FM/NM stack are subjected to significantly higher temperatures due to worse
cooling capability of the membrane. Thus, those are more vulnerable towards the
interdiffusion and electromigration processes.

Calculated effective SHAs are listed in Table 5.9. A relatively large contribution
to the error comes from uncertainty in dFM thickness (5 %), which is used in cal-
culation of the ANM. The difference in the SHA values between Pt(10)/Py(5) and
Pt0.98Mn0.02(5)/Py(10) samples exceeds 1σ error bars, meaning that 2% additive of
Mn in Pt can lead to an enhancement of the SHE.

Sample ηDLΘSH

Pt(10)/Py(5) 0.024± 0.005
Pt0.98Mn0.02(10)/Py(5) 0.036± 0.006

Table 5.9: Effective SHA values for studied samples

To find actual the SHA values θSH one needs to know the spin injection efficiency
ηDL. For its estimation we need to know the spin diffusion length of NM. The values
for the used samples are presented in Table 5.10.

Material λ (nm) Reference
Pt(10) 5± 3 averaged value from SHE review [122]
Py(5) 3 [4]

Table 5.10: Spin diffusion lengths for the studied samples

102



5.4. Check of SNE

Using Eq.(2.41) and values from Tables 5.10 and 5.9 we obtain ηDL = 0.34.
Knowing it, we finally calculate the actual SHA values θSH, see Table 5.11.

Sample θSH

Pt(10)/Py(5) 0.089± 0.019
Pt0.98Mn0.02(10)/Py(5) 0.13± 0.022

Table 5.11: Actual SHA for studied samples

Conclusion on the SHE measurements

In the SHE review [122] the average SHA for Pt amounts to 0.04±0.03, whereas the
maximal reported value is 0.12. A large deviation in the SHA values is related to the
difference in measuring and sample production techniques. For example, the authors
in [33] have shown, that the SHA values evaluated in SHE and ISHE experiments
with magnetization dynamics induced by FMR are not completely the same. This
is mostly due to the details (differences) of the charge current distribution. Our
measurements for Pt show SHA larger than average in literature, but not larger
than the maximal reported. Interestingly, the SHA for Pt0.98Mn0.02 is 46% larger
and even exceeds the maximal reported value for Pt. Based on this fact, we conclude
that the Mn small additive to Pt leads to enhancement of the SHE.

We have observed signatures of the SHE in Pt0.98Mn0.02(5)/Py(10) and Pt(5)/
/Py(10) samples, while for the Py(10)/Cu0.98Au0.02(5) sample we see no measurable
effect.

5.4 Check of SNE

According to the conducted SHE measurements, we can detect spin injection for
electrical currents jNM starting from 5 · 1010 A/m2 for the Pt(10)/Py(5) sample and
2.5 · 1010 A/m2 for the Pt0.98Mn0.02(10)/Py(5) one. Using the effective SHA values
from Table 5.9, those electrical current values translate to spin current densities js of
1, 2 · 109 A/m2 and 0, 9 · 109 A/m2, respectively. This gives us the lowest sensitivity
limit in SNE measurements for the mentioned samples.

The Cu0.98Au0.02(5)/Py(10) sample does not show any SHE, but we expect its
sensitivity threshold to be about 2 · 109 A/m2 (according to the theoretical model
in [150]), which is somewhat higher than for Pt-based samples.

Cu0.98Au0.02(5)/Py(10) sample (geometry 2)

The experimental data sets are presented in Fig. 5.11 and the corresponding fit
parameters are presented in Table 5.12.

The extracted slope B of the resonant field Hr for the SNE configurations shows
a negative value for the field direction -H and a positive value for the field direction
+H. However, both values are in the range of 1σ error bars and are actually
expected to be equal to zero for sample geometry 2, because the heater produces
only an insignificant out-of-plane bias field, see HOe

z /I value in Table 5.1.
No difference within the error bars is observed in the parabolic coefficient C of

∆H between the +H and -H measurements. The dependence of ∆H on the applied
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Figure 5.11: SNE measurements for the Cu0.98Au0.02(5)/Py(10) sample, geometry
2. The maximal reached current density jheater = 2.1 · 1011 A/m2. (a) and (c) SNE
configuration of the experiment. The maximal reached temperature enhancement is
6.4 K (temperature gradient ∇T = 4.3 · 106 K/m) in the SNE measurement point,
and the overall maximal temperature enhancement ∆T over the heater is about 24 K.
(b) and (d) SNE⊥ configuration of experiment. The maximal reached temperature
enhancement is 7.5 K (∇T = 5.1 · 106 K/m) in the SNE measurement point. The
overall maximal temperature over the heater is about 28 K. All fit parameters are
collected in Table 5.12. In (c) and (d) the extracted parabolic coefficients C are also
shown as numbers.
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SNE configuration
Measured value Field direction A (Oe) B (Oe/mA) C (Oe/mA2)

Resonant field Hr
-H 1483.3± 0.7 0.22± 0.18 1.18± 0.10
+H 1485.3± 0.8 −0.1± 0.2 1.13± 0.11

Linewidth ∆H
-H 84.2± 0.7 0 0.00± 0.10
+H 81.7± 0.8 0 0.07± 0.11

SNE⊥ configuration
Measured value Field direction A (Oe) B (Oe/mA) C (Oe/mA2)

Resonant field Hr
-H 1468.8± 0.9 −0.6± 0.3 1.67± 0.15
+H 1464.7± 0.8 0.00± 0.2 1.67± 0.15

Linewidth ∆H
-H 75.6± 0.9 0 0.28± 0.14
+H 78.3± 1.0 0 0.08± 0.15

Table 5.12: SNE data. Fit parameters for the Cu0.98Au0.02(5)/Py(10) sample

current Iheater is barely visible. From these facts we conclude that we do not detect
any influence of the SNE.

From the enhanced temperature ∆T in the SNE⊥ configuration compared to the
SNE configuration it is evident, that the heater conductivity is reduced due to a cer-
tain deterioration. Surprisingly, the offset value A of Hr for the SNE⊥ configuration
is lower than for the SNE configuration, meaning an enhancement of the effective
magnetization Meff . The enhancement can occur via the heating-induced relaxation
of the mechanical tensions in the vicinity of the FM/NM interface.

The offset value A for ∆H in the SNE⊥ configuration is smaller than in the SNE
configuration, which means a reduction of the dissipation in the magnetic system.
This statement also coincides with the assumption of mechanical stress relaxation, if
one additionally assumes a reduction of the magnetic inhomogeneity in FM. Another
possible explanation is an influence of standing waves: in the SNE configuration the
film is more confined in the Hext-field direction than in the SNE⊥ configuration, edge
modes appear and affect the damping in FM [33]. MOKE measurements conducted
along the middle line of FM significantly reduce the influence of edge modes, but
not completely.

The B value of Hr in both SNE and SNE⊥ configurations lies mostly inside
the error bars. It might be that the stray-field component HOe

z of the heater does
influence B, however HOe

z /I = 0, 14 Oe and it is smaller than the error bars.
The parabolic coefficient C of Hr for the SNE⊥ configuration is on average higher

than for the SNE configuration due to higher temperatures.

Pt0.98Mn0.02(10)/Py(5) sample (geometry 1)

The measured SNE data is shown in Fig. 5.12. In the same manner as for the pre-
vious sample we fit the data with the quadratic function, fixing the linear coefficient
B for ∆H to 0. The fit parameters can be found in Table 5.13.

For the SNE configuration the ∆H parabolic coefficient C is a constant
within error bars between the +H and -H directions, implying absence of SNE.
The linear coefficient B of Hr is slightly larger than the error bars. The average
|B| for the Hr coefficient is 0.26 ± 0.13, while simulations for geometry 1 provide
HOe
y /I = 0.62 Oe/mA. This value is about two times larger being well above the
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SNE configuration
Measured value Field direction A (Oe) B (Oe/mA) C (Oe/mA2)

Resonant field Hr
-H 1276.3± 0.7 −0.32± 0.17 1.02± 0.07
+H 1274.5± 0.9 0.2± 0.2 0.98± 0.09

Linewidth ∆H
-H 73.5± 0.8 0 0.32± 0.08
+H 75.9± 1.0 0 0.26± 0.10

SNE⊥ configuration
Measured value Field direction A (Oe) B (Oe/mA) C (Oe/mA2)

Resonant field Hr
-H 1290.2± 0.9 −0.18± 0.18 1.24± 0.08
+H 1290.2± 1.2 0.3± 0.3 1.19± 0.10

Linewidth ∆H
-H 80.3± 0.7 0 0.2± 0.06
+H 78.7± 0.9 0 0.33± 0.08

Table 5.13: SNE data fit parameters for the Pt0.98Mn0.02(10)/Py(5) sample

error bars and the reason for such a divergence is unclear. The earlier thermal simu-
lations are in good agreement with the experiment, which means that the simulation
parameters are not far from reality. As a possible explanation, one can assume a
contribution of the field-like TSOT, but it contradicts the results for the parabolic
coefficient C of ∆H. Thus, the SNE is not detected for this sample.

For the SNE⊥ configuration the offset value A for Hr is higher compared to
the SNE configuration, which is very likely due to a deterioration of the FM/NM
stack resulting in a reduced effective magnetization Meff . The parabolic coefficient
C for the resonant field Hr is higher than for the SNE configuration, implying
higher temperatures, again due to the deterioration of the FM/NM stack. The
linewidth’s ∆H offset level A is higher than for the SNE configuration due to the
deterioration of the FM/NM. The average |B| for Hr amounts to 0.24±0.17 Oe/mA.
From simulations we get 0.62 Oe/mA ·1/2 = 0.31 Oe/mA. We halve the value,
because the vector sum of the applied magnetic field Hext with the magnetic field
HOe
y induced by the Iheater is twice as small in the SNE ⊥ configuration than in the

SNE configuration. This time the calculated value is in good agreement with the
experiment.

The slope B for ∆H in both SNE and SNE⊥ configurations changes sign when
the field direction is changed, which is consistent with the assumed influence of the
magnetic field produced by Iheater. A similar behavior is observed for all samples of
geometry 1.

Pt(10)/Py(5) sample (geometry 1)

The measured SNE data is shown in Fig. 5.13. The fit parameters are collected in
Table 5.14.

For the SNE configuration the linear coefficient B of the resonant field Hr

is significantly outside the error bars. This fact implies an influence of the stray
field HOe

y produced by Iheater. The sign change is consistent with the change of field
direction in relation to the current-induced field of the heater. The averaged |B|
amounts to 0.6± 0.18 Oe/mA, which is in very good agreement with the simulated
value of 0.62 Oe/mA unlike for the previous sample. The parabolic coefficient C for
∆H is unchanged as the applied field direction is switched, meaning no measurable
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Figure 5.12: SNE measurements for the Py(5)/Pt0.98Mn0.02(10) sample, geometry 1.
The maximal reached current density is jheater = 3.70 · 1010 A/m2. (a) and (c) SNE
configurations of experiment. The maximal reached temperature enhancement is
16.4 K (temperature gradient ∇T = 1.6 · 107 K/m) in the SNE measurement point,
the overall maximal temperature enhancement ∆T over the heater is about 32.3 K.
(b) and (d) SNE⊥ configuration of experiment. The maximal reached temperature
enhancement is 20.9 K (∇T = 2.0 · 107 K/m) in the SNE measurement point. The
overall maximal temperature over the heater is about 41 K. All fit parameters are
collected in Table 5.13. In (c) and (d) the extracted parabolic coefficients C are also
shown.
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Figure 5.13: SNE measurements for the Pt(10)/Py(5) sample, geometry 1. The
maximal reached current density is jheater = 4.2 · 1010 A/m2. (a) and (c) SNE
configuration of experiment. The maximal reached temperature enhancement is
55.1 K (∇T = 1.8 · 107 K/m) in the SNE measurement point, the overall maximal
temperature enhancement ∆T over the heater is about 115 K. (b) and (d) SNE⊥
configuration of experiment. The maximal reached temperature enhancement is
61.2 K (∇T = 2.0 · 107 K/m) in the SNE measurement point. The overall maximal
temperature over the heater is about 128 K. All fit parameters are collected in Table
5.14. In (c) and (d) the extracted parabolic coefficients C are also shown.

SNE contribution.
For the SNE⊥ configuration. The Hr offset A is somewhat higher than for

the SNE configuration. A possible reason is a reduction of Meff due to deterioration
of the FM/NM stack. The averaged |B| coefficient for Hr amounts to 0.2 ± 0.18
Oe/mA compared to 0.62 Oe/mA ·1/2 = 0.31 Oe/mA from the COMSOL simula-
tions. And again the experimental value is in good agreement with the simulated
one. The parabolic coefficient C for Hr is larger than in the SNE configuration
due to higher temperatures of the heater at the given current value. The higher
temperatures are related to the increased resistivity of the heater induced by the
deterioration of the FN/NM stack. The difference between the parabolic coefficients
C for ∆H is slightly outside 1σ error bars, but this is definitely an artifact, since
in this configuration an influence of the SNE on the linewidth ∆H is not expected
from theory.

Note for all measured samples. The offset value A of ∆H (∆H is value
related to dissipation of the magnetic system) in different directions of the magnetic
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SNE configuration
Measured value Field direction A (Oe) B (Oe/mA) C (Oe/mA2)

Resonant field Hr
-H 1376.7± 1.2 −0.4± 0.3 3.51± 0.11
+H 1375.3± 1.2 0.8± 0.2 3.68± 0.10

Linewidth ∆H
-H 68.5± 1.0 0 0.54± 0.08
+H 64.7± 0.8 0 0.56± 0.07

SNE⊥ configuration
Measured value Field direction A (Oe) B (Oe/mA) C (Oe/mA2)

Resonant field Hr
-H 1382.2± 0.9 0.2± 0.3 4.07± 0.10
+H 1383.4± 0.7 −0.2± 0.2 4.01± 0.07

Linewidth ∆H
-H 69.6± 0.6 0 0.81± 0.07
+H 65.0± 0.8 0 0.63± 0.08

Table 5.14: SNE data fit parameters for the Pt(10)/Py(5) sample

field ~Hext (+H/-H) differs by 2−6% for all samples. The reason, presumably, is the

RF line impedance dependence on the direction of ~Hext due to magneto-mechanical
coupling of parts of the RF line to the electromagnet. The coefficient C for ∆H
shows a constant behavior within error bars meaning absence of a measurable SNE
signal.

5.4.1 Conclusion and outlook on the SNE

For all samples we observe higher temperatures in the SNE⊥ configuration com-
pared to the SNE configuration. This is related to a degradation of heaters and
the fact, that the SNE⊥ measurements were performed after the SNE configura-
tion measurements. According to the interdiffusion research on Pt(10)/Py(5) and
Pt0.98Mn0.02(10)/Py(5) samples (described in the Appendix A.1), the sample’s dete-
rioration comes rather from an electromigration phenomenon then from interdiffu-
sion alone. We make such a statement based on the fact that the interdiffusion for
the mentioned samples starts from about 450 K, while in the SNE measurements
430 K is barely reached. For the Au heater (geometry 2) the maximal applied cur-
rent densities j are 2 · 1011 A/m2 and for the Pt heater (geometry 1) samples are
3 − 4 · 1010 A/m2. These values are sufficient to lead to electromigration in these
materials, especially in thin films, which have high atom mobility due to a very large
surface-to-volume ratio [63].

Generally, the simulated temperature and stray magnetic field distributions in
the samples are in a good agreement with the experiment. We showed, that a
quadratic fit for temperature dependence on the heater current is reasonable at RT
of surroundings and temperatures of FM under the interdiffusion limit.

At least Py(5)/Pt(10) and Py(5)/Pt0.98Mn0.02(10) interfaces show sufficient de-
tection capability of the spin currents in SHE experiments. The extracted SHA value
for Pt is somewhat larger than the average value from literature, but not larger than
the maximal value published, whereas the Pt0.98Mn0.02 shows 46% larger SHA than
the Pt and its absolute value exceeds the maximal reported value for Pt. On the
base of this we conclude, that a small addition of Mn in Pt enhances the SHE.

No SNE signature is detected in our experiments, however we can at least give
an upper limit for the spin current that was reached in the experiments. Based
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on the conducted SHE measurements, for Py(5)/Pt(10) and Py(5)/Pt0.98Mn0.02(10)
samples this value amounts to 1.2 · 109 and 0.9 · 109 A/m2, respectively. For the
Py(10)/Cu0.98Au0.02(5) sample we assume a similar value of 2 · 109 A/m2 based on
the theoretical work of [136].

In the experiments we reach thermal gradients of 5·106 K/m for Cu-based sample
and 2 · 107 K/m for Pt-based samples. The theoretical limit of the MOKE-based
SNE measurements amounts to 2 · 108K/m. However, technical problems such as
the homogeneity of the thermal gradient and the interdiffusion of the FM/NM stack
reduce this limit, and actually the thermal gradient can not be larger than what
we got in our experiments by more than two times. Improvements can be done by
making the suspended part of the FM/NM stack as short as possible, i.e. 3-4 µm.

Additionally, a thermal gradient 2-3 times stronger in MOKE experiments can
be achieved by reduction of the base temperature down to cryogenic temperatures.
In our lab a cryogenic set-up with blue laser light is available. We have conducted
some test measurements, but unfortunately, the photon energy of the blue laser is
too high and it leads to destruction of our samples after a certain exposure time.

As a matter of speculation, it might be that some thermal analogon of the ISGE
reduces the amplitude of the SNE in experiments, similarly as the ISGE makes it in
some SHE experiments. Thus, even larger thermal gradients might be neeeded for
SNE experiments.

We believe that for MOKE-based experiments another NM materials with SNE
strength larger by an order of magnitude as for the NMs used in this work are
necessary. A Ag(111) layer with 1% adatoms on its surface was offered by Long
et al. [87] as a candidate for gigantic SNE strength. Theoretically, the system has
the highest SNE strength ever reported, about an order of magnitude stronger than
for the Cu0.99Au0.01 system. However, it production is technically challenging. The
gigantic effect in this work is based on resonant impurity scattering of the surface
adatoms. This idea can be translated on resonant scattering of impurity adatoms in
the NM volume and also the Kondo effect might be a key for such an SNE strength
improvement. To the current date, such material compositions need to be modeled
and found.
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Appendix A

Interdiffusion in FM/NM bilayer
systems

A.1 General

Stability of spintronic devices is an important question, especially in the subfield
of spincalorics, where degradation of the devices caused by side effects as electro-
migration [63, 11, 84], interdiffusion [93], thermal-induced stresses [22], reduction
of saturation magnetisation due to high temperatures [28] (and other) might occur.
In the case of interdiffusion, not only exposure to high temperatures is a source of
degradation (exp(− const

T
) dependance), but also prolonged exposure to lower tem-

peratures (
√
t dependence).

Interdiffusion (also known as chemical diffusion) is a phenomenon of mutual
diffusion of heterogeneous structure components, for example, bilayers composed
of two different materials A and B. Interdiffusion of metals in macroscopic-scale
devices is usually supposed to be insignificant at temperatures below 60% of the
melting temperature Tm (for most of the widely used metals this value is above
600 K) and particularly at room temperature (RT). The interdiffusion in diffusion-
couples of monocrystalline bulk metals is usually driven by defects of the crystal
structure, namely vacancies [Ch. 6.3 in 93], while for semiconductors the main
mechanism is the interstitial mechanism [Ch. 6.1 in 93]. In addition, other interdif-
fusion mechanisms (called high-diffusivity paths [Ch. 31 in 93] accelerating diffusion
rates by orders of magnitude) might be involved. Grain boundaries in polycrys-
talline samples, free surfaces, and dislocations are among them (see Fig. A.1(a)).
All these mechanisms become increasingly important for nanoscale multilayer struc-
tures, since the ratio of inner volume to surface drops, roughness and inhomogeneities
of the substrate favor defect formation, and lattice parameter mismatch above 15%
or amorphous substrate both can lead to polycrystalline growth with typical grain-
boundaries width of δ ≈ 0.5 nm [p.559 in 93]. For grain size of, say, 5-10 nm this
means that 20−50% of atoms are located in boundaries. A comparison of the diffu-
sivities for all cases (D is for monocrystalline bulk diffusivity, Dgb - grain-boundary
diffusivity, Dd - dislocation pipe diffusivity, Ds - diffusivity at surfaces) is shown
in Fig. A.1(b). One can easily see, that these additional mechanisms enhance in-
terdiffusion by many orders and can cause significant interdiffusion of multilayer
structures even at RT.
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Figure A.1: (a) Schematic illustration of high-diffusivity paths in a solid [from 93,
p.547]. (b) Schematic illustration of the diffusion spectrum for metals in reduced
temperature scale [from 93, p.549]; Tm denotes the melting temperature

A.2 Solution of Fick’s second equation for a bi-

layer stack

We consider a bilayer structure composed of ferromagnetic and non-magnetic (FM/
NM) metals. Interdiffussion is expressed mathematically by Fick’s second equation:

∂C

∂t
= D(C)

∂2C

∂x2
+

dD(C)

dC

(
∂C

∂x

)2

, (A.1)

where C is the concentration of the FM atoms along x-axis, where the x-axis is
perpendicular to the interface of the FM and NM layers, D is the interdiffusion
coefficient and t is the time. In general, the diffusivity D depends on concentrations
of surrounding chemical elements. As Eq. (A.1) is a non-linear partial differential
equation, it can not be solved analytically for arbitary D(C) dependences. If we
neglect the concentration dependence of D, which is often justified, the solution of
Eq. (A.1) according to [93] is expressed as:

C(x)

C0

=
1

2
erfc

(
x

2
√
Dt

)
, (A.2)

where C0 is the initial concentration of FM atoms, the value 2
√
Dt ≡ ldiff is the

characteristic diffusion length, which occurs frequently in diffusion problems, erfc is
the complementary error function.

A plot of the error function is presented in Fig. A.2 (red curve) along with a
linear approximation of this solution (black dashed line), which deviates from the
exact solution by less than 8%. In the following we use the linear approximation for
simplicity, because its deviation from the exact solution has even smaller impact on
the averaged magnetic moment mav of thin films, which we use in the analysis.

The diffusivity D almost always obeys the famous Arrhenius equation:

D = D0e
−∆Ha

kBT , (A.3)

where D0 is the pre-exponential factor, ∆Ha is the activation enthalpy, kB is the
Boltzmann constant, and T is the temperature. Typical exceptions from the Ar-
rhenius behavior are cases of phase transitions. The pre-exponential factor D0 for
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Figure A.2: Solution of the second Fick’s law (red line) and its approximation by
linear functions (black dashed line). The difference between the approximation and
the exact solution does not exceed 8%. The value 2

√
Dt ≡ ldiff is the characteristic

diffusion length.

grain-boundary interdiffusion in polycrystals is usually similar to those in single
crystals (lattice diffusion). However, according to [93] the activation enthalpy of
grain-boundary interdiffusion usually amounts to 0.4-0.6 of lattice diffusion.

A.3 Magnetic valence model for 3d-FM-

containing alloys

In order to describe the magnetic moment per atom m (and subsequently the satu-
ration magnetization MS) of alloys of 3d FM with other metals we use the magnetic
valence model [28, 110]:

m(x) =

(
C(x)

C0

(ZFM
m + 2N↑s ) +

(
1− C(x)

C0

)
(ZNM

m + 2N↑s )

)
µB, (A.4)

wherem is the magnetic moment per atom, Zi
m is the magnetic valence of a substance

i, 2N↑s ≈ 0.6 − 0.7 is the number of electrons in the unpolarised 4sp-band (for
further calculations we take it equal 0.6), and µB is the Bohr magneton. Some of
the magnetic valences are presented in Table A.1.

Substance Zm

Fe1 2
Co 1
Ni 0
Cu -1

Table A.1: Magnetic valences Zm for different materials [28, 110]

For a homogeneous alloy of known stoichiometry containing 3d FM metals (Fe,
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Co, Ni), one can estimate m via Eq. (A.4). According to Table A.1, the effective
Zm for Py of Fe0.2Ni0.8 composition is 0.4.

Magnetic valence model is a generalization of the rigid-band model for 3d FM
and proved to be reliable for ”strong” FM (Co and Ni) and somewhat less reliable
for Fe. The most famous manifestation of this fact is the Slater-Pauling curve [125,
110, 10].

A.4 Dependence of sample magnetization on dif-

fusion length

In the following we are focused on the calculation of an averaged magnetic moment
mav in order to compare it with values known from the experiment. The geometry
of the calculation model is shown in Fig. A.3. We consider a case of a bilayer
stack composed of a ferromagnetic metal and a nonmagnetic metal (FM/NM). For
normalized concentrations C(x)/C0 of the FM below a critical value pcr the magnetic
moment per atom m is zero. Thus, for the averaged m the following equation fulfills:

mav(ldiff) =
1

d1 + d′

∫ d1+d′

0

m(x)dx, (A.5)

where integration goes over a ”magnetically active” region d1 +d′, d1 is the thickness
of FM layer, d′ is the ”magnetically active” part of the diffusing FM front in the
NM.

FM NM 

d1 d2 

4 𝐷𝑡 

d‘ 

pcr 

𝐶(𝑥)

𝐶0
 

𝐴1 

𝐴2 

Figure A.3: Interdiffusion in a FM/NM bilayer stack. The red line is the normalized
concentration C(x)/C0 of FM atoms, which varies in the range of 0 to 1. d1 and
d2 are thicknesses of the FM and NM layers before diffusion, respectively; pcr is a
critical normalized concentration, below which m = 0; d′ is the length of the diffused
FM front for which the magnetic moment m > 0; A1 and A2 (blue and red shaded
areas) are diffused ”volumes” of NM and FM, respectively.

1for bcc αFe (thermodynamically stable structure of bulk Fe at normal conditions). fcc γFe is
notoriously known for its magnetic moment (thus its Zm as well) being very sensitive to the lattice
parameter. Depending on it Fe crystal might be ferromagnetic, antiferromagnetic or nonmagnetic
at all. γFe can be stabilized at RT by alloy addition or on an fcc substrate. Fe is often called
”weak” ferromagnet.
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If mav, corresponding to the experimental saturation magnetization MS, is mea-
sured with the help of CPW-FMR (like in our case), one might need to multiply the
integrand in (A.5) by a factor of exp(−x

δ
), where δ is some logarithmic decrement.

The reason is the phenomenon of the RF magnetic field shielding by metallic films
[9], which occurs for film thickness much smaller than the relevant skin depth [28,
46] 2. At 50 GHz one should add the exponential factor starting from thickness
of ≈ 45 nm for Py, ≈ 10 nm for Cu and ≈ 65 nm for Pt. In our measurements,
the samples are sufficiently thinner than this threshold thicknesses and therefore we
neglect the exponential factor. SQUID and VSM measuring techniques [Ch. 10.5.1
in 28] are free from the magnetic shielding problem (magnetic field frequencies are
in the acoustic range).

Because the number of atoms has to be conserved in the described system, equal-
ity A1 = A2 (see Fig. A.3) must always hold during the interdiffusion process. This
is the key moment to calculate d′.

In the following we use next designations:

mFM = (ZFM
m + 2N↑s )µB,

mNM = (ZNM
m + 2N↑s )µB,

m2 = mFM(1 + pcr)/2 +mNM(1− pcr)/2.

ldiff = 2
√
Dt

(A.6)

Depending on whether the FM layer is thinner or thicker than the NM layer two
cases with slightly different solutions arise:

1. Case d1 < d2 (FM layer is thinner than NM). The interdiffusion process can
be separated into 4 stages:

(a) For the first stage ldiff ≤ d1 diffusion fronts equally spread in both direc-
tions, into the FM and NM. d′ and average magnetic moment mav,1 are
equal to:

d′ = ldiff(1− 2pcr),

mav,1 =
mFM(d1 − ldiff) +m2(d′ + ldiff)

d1 + d′
.

(A.7)

(b) As the diffusion front reaches the left border of the FM, the red line in
Fig. A.3 shifts down in order to keep equality A1 = A2. Diffusion fronts
into the FM and NM are not symmetric with respect to the initial bilayer

interface any more. For (d1+d2)2

4d1
≥ ldiff > d1 (the second stage condition)

we have:

d′ = 2
√
ldiffd1 − d1 − 2pcrldiff ,

mav,2 = mFM

(
1

1 + ldiff/d1

+ pcr/2

)
+

+mNM

(
1− 1

1 + ldiff/d1

− pcr/2

)
.

(A.8)

2in the range of 5− 50 GHz the skin depth δskin is 0.6− 1.9 µm for Py
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(c) The diffusion front has already reached the right border d2 of the NM

(ldiff >
(d1+d2)2

4d1
), but the edge of the magnetically active zone d′ has not

reached the right border of the NM (d′ < d2):

pav,3 = 1/2

(
d1

d1 + d2

+
d1 + d2

4ldiff

+ pcr

)
,

d′ = (d2 − d1)/2 + 2ldiff

(
d1

d1 + d2

− pcr

)
,

mav,3 = mFMpav,3 +mNM(1− pav,3).

(A.9)

(d) Once d′ reaches the length of d2 (d′ ≥ d2), mav is constant:

mav,4 =
d1

d2

mFM +

(
1− d1

d2

)
mNM, (A.10)

though interdiffusion continues.

The situation of d′ having negative and decreasing values (border of pcr shifts
towards the left boundary of the FM region) is possible as well, when the
thickness d1 of the FM is very small in comparison to d2 of the NM and/or
the magnetic valence ZNM

m of the NM has very large negative values. Once
−d′ = d1 (the position of pcr reaches the left boundary of the FM region), the
average magnetic moment mav is 0.

2. Case d1 > d2 (FM is thicker than NM)

(a) Solution for the first stage is the same as (A.7), but the stage finishes
when diffusion front ldiff reaches border d2 instead of d1 as in the first
case.

(b) For the second stage ( (d1+d2)2

4d2
≥ ldiff > d2) the red line in Fig. A.3 will go

up. The solution for this region is different from (A.8) and equals:

d′ = d2 − 2ldiff(1− pcr)− 2
√
ldiffd2,

mav,2,2 =
mFM(d1 + d2 − 2

√
ldiffd2) +m2(d′ − d2 + 2

√
ldiffd2)

d1 + d′
.

(A.11)

(c) The solution for the third stage coincides with the case of thin FM pre-
sented in (A.9).

(d) After d′ reaches d2, mav is a constant and equals (A.10).

Note that dillute alloys or compounds which contain less than 10% magnetic
atoms cannot be expected to order magnetically at RT, if at all [Ch. 11.1 from
28]. Thus, pcr extracted from (A.4) might slightly underestimate resulting mav for
materials with small Zm.

It is worth noting that owing to different chemical surrounding, the magnetic
moment m of atoms of the FM layer which are in direct contact to the NM should
rather be estimated as the magnetic moment for the bulk composition FM0.5NM0.5

than for the pure FM. This should reduce mav and might be significant for ultra-thin
films (below 1-2 nm). However, here we omit the discrete character of the FM. Other
problems influencing m in thin films will be discussed in the following subsections.
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A.5 Experimental interdiffusion in FM/NM bi-

layers

Samples of composition Al(3)/Py(5)/Alumina(20)/Si3N4 and Al(3)/Py(5)/Pt0.98-
Mn0.02(10)/Alumina(20)/Si3N4 (in the following referred as Py(5)/Pt0.98Mn0.02(10))
are examined. The first sample is prepared in situ in an evaporation chamber with
a vacuum level of 5 · 10−6 mbar. For the second sample the Pt0.98Mn0.02 layer is
deposited in an MBE chamber (vacuum level of ≈ 10−10 mbar), then the sample is
installed into the evaporation chamber with higher vacuum pressure 5 · 10−6 mbar
to deposit other layers. The Al capping layer of each stack is exposed to air and
oxidized to ≈ 4 nm of Alumina. The samples are magnetically characterized at RT
by CPW-FMR allowing for the determination of the saturation magnetization MS,
the damping factor α and the intercept value of the line-width ∆Hinterc. Then each
sample is annealed at different temperatures in the range of 450-800 K for a certain
period of time (mostly 70 min) and further characterized by CPW-FMR at RT. To
countercheck the interdiffusion data extrapolated from the magnetic measurements,
we additionally measure concentration-profiles of the Py(5)/Pt0.98Mn0.02(10) sample
with X-ray Photoelectron Spectroscopy (XPS) before annealing and after the last
step of annealing.

The calculated dependence of mav on the diffusion length ldiff for Py/Pt0.98Mn0.02

is shown in Fig. A.4. The presence of Mn is not considered in the calculation, as
concentration in the NM layer of only 2% does not give any significant contribution.
The calculated curve has a plateau region after a sufficiently large diffusion length
is reached. Theoretical plateau-level is 0.4 µB. Magnetic valences Zm used in cal-
culations are 0.4 for Py (composition Fe0.2Ni0.8, calculated according to the data in
Table A.1) and −0.50± 0.15 for Pt (average value extrapolated from [30, 21]). The
critical level pcr used in calculation is 0 (extracted from (A.4) for known Zm).
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Figure A.4: Theoretical dependence of mav on the diffusion length ldiff for a
Py(5)/Pt(10) bilayer. The calculated curve has a plateau region after a diffusion
length of 10 nm is reached. Theoretical plateau-level is 0.4 µB.

Fig. A.5 shows FMR-data and themav values estimated from them. The expected
mav value for bulk Py is 1 µB corresponding to µ0MS = 1.04 T. Experimental
values of MS in the plot are effective in-plane magnetization values extracted from
raw FMR data by using Eq. (??). These effective values for MS do not contain
an out-of-plane anisotropy contribution, which in some bilayer systems might lead
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to significant underestimation of the actual magnetization of the sample. MS of
not annealed Al(3)/Py(5)/Alumina(20) and Py(5)/Pt0.98Mn0.02(10) samples (300 K
point in Fig. A.5(a)) deviate by less than 9% from bulk MS of Py and therefore we
omit this difference in following.
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Figure A.5: FMR parameters of Al(3)/Py(5)/Alumina(20) and Py/Pt0.98Mn0.02

samples after annealing at a certain temperature T . (a) Saturation magnetisa-
tion MS and average magnetic moment mav. (b) Gilbert damping constant α. (c)
Intercept value of the line-width ∆Hinterc.

For simplicity, experimental mav values are calculated as 1.0µB · µ0MS(T )/0.97
T, where 0.97 T is the magnetization of the Al(3)/Py(5)/Alumina(20) sample before
annealing.

The MS(T ) dependence for the Al(3)/Py(5)/Alumina(20) sample indicates no
interdiffusion of Alumina and Py layers up to 650 K. Based on these data, we are
safe to say, that all changes in MS of the Py/Pt0.98Mn0.02 sample up to 650 K are
caused by the intermixture of the metallic layers. The Py/Pt0.98Mn0.02 sample shows
strong interdiffusion already at a moderate temperature of 500 K and reaches closely
the predicted level of 0.4 µB (experimental value is 0.38 µB). The plateau region
is not observed, because the SNR of the FMR-signal was too small to continue the
experiment (due to the rapid enhancement of the damping parameter α after the
annealing step at 570 K).

From experimental mav values we estimate the effective accumulated diffusion
length lΣ via formulae reciprocal to (A.7),(A.8),(A.9) and (A.11). This effective
diffusion length lΣ sums up all preceding annealing steps and equals to:
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l2Σ(n) =
n∑
i=1

4D(Ti)ti, (A.12)

where n is the number of annealing steps, Ti and ti are annealing temperature and
time of the i-th annealing step, respectively. Knowing this dependence one can
extract individual values D(Ti) from the accumulated diffusion length lΣ.
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Figure A.6: Extracted diffusivities of the Py(5)/Pt0.98Mn0.02(10) sample. The points
are experimental data and the dashed line its fit with Arrhenius equation (A.3)

The extracted diffusivities are shown in Fig. A.6. Table A.2 summarizes the ac-
tivation parameters. From empirical data it is well known that close-packed crystal
structures (e.g. fcc or hcp) are usually less diffusive than structures with a lower
packing efficiency, like bcc [93]. Bulk Ni and Pt have fcc crystal structure at normal
conditions, while Fe has bcc structure. Py of the composition Fe0.2Ni0.8 is a ran-
dom solid solution with a tendency to L12 (γ’FeNi3-type, also close-packed) order
[28]. Thus, we do not expect structural phase transitions (from close-packed to less
dense) in the investigated intermixing bilayer and as consequences the Arrhenius
dependence of the diffusivity shown in (A.3) should hold well, and the interdiffusion
coefficient D(C) should not vary significantly with concentration (which proved at
least for Ni/Pt in [35, 55]). This makes the assumptions of our calculation model
legitimate.

Sample D0 (m2/s) ∆Ha (eV) T range (K)
Py(5)/Pt0.98Mn0.02(10) (0.1− 2.7)10−11 1.14± 0.2 300-625

Table A.2: Extracted interdiffusion activation parameters of the
Py(5)/Pt0.98Mn0.02(10) sample. Fit with Arrhenius equation (A.3)

To check the appropriateness of the extracted activation parameters we compare
these with data from literature for Pt/Ni , Table A.3. These data should be appli-
cable for our study, because Py consists 80% of Ni and, the concentration of Mn in
the Pt0.98Mn0.02 alloy is negligible and all components of the mentioned stacks (ours
and from literature) have fcc-like crystal structures.
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Sample, mono/polycrystalline, investi-
gation method, reference

D0 (m2/s) ∆Ha (eV) T range (K)

(Pt(25µm)/Ni(25µm))9 multifoil stack,
monocrystalline, energy-dispersive
spectroscope, [35]

10−6 2.33 1570

Pt/Ni semi-infinite diffusion cou-
ples, monocrystalline, Electron Probe
Micro-Analysis, [55]

– 3.21 1420-1570

Table A.3: Interdiffusion activation parameters of Pt/Ni from literature

For the Py/Pt0.98Mn0.02 sample the activation enthalpy ∆Ha is 2-3 times lower
than for a monocrystalline Pt/Ni bilayer. This implies low quality and high poly-
crystallinity. No contradiction here, since Py never (except composition Ni0.75Fe0.25)
grows as single crystal, and the Pt0.98Mn0.02 layer is grown on an amorphous sub-
strate. The extracted pre-exponential factor is 5 orders smaller than in literature.

A.6 XPS concentration depth-profiling

For concentration-profile measurements we exploit X-ray photoelectron spectroscopy
(XPS), also known as Electron Spectroscopy for Chemical Analysis (ESCA) [149,
156, 98, 64]. XPS is a surface analysis technique with an information depth of
1-10 nm. During a concentration measurement we remove sample material by Ar-
ion bombardment (sputtering). The error on the concentrations determined in our
measurements is 5%. A monochromatic Al Kα X-ray source (Ephoton = 1486.7 eV)
is used for the XPS analysis.

Measured XPS concentration-profiles are shown in Fig. A.7 (25 min of Ar-etching
time t correspond to ≈ 5 nm). The concentration of Mn in the Pt0.98Mn0.02 alloy
is not measured, since its concentration of 2% is below the detectivity of XPS mea-
surements. One can see from Fig. A.7(a) for the unannealed Py(5)/Pt0.98Mn0.02(10)
sample, that no step-like concentration change is visible on each of the interfaces
(alumina/Py, Py/Pt, Pt/alumina). Smearing of a sharp interface is caused by pres-
ence of a surface roughness σ, partial interdiffusion of the layers at the interfaces,
and due to the fact, that the analysis depth λ is never zero. According to Hofmann
et al. [65], two most common models are used for the depth-profile description,
namely: MRI model (atomic Mixing, Roughness and Information depth, see also
[66]) and UDS model (up- and downslope, see also [36]). Both approaches are based
on a convolution integral, where the measured normalized concentration Cmeas(x)
as a function of the sputter-depth x is given by the convolution between the actual
depth-profile C(x) and the depth resolution function (DRF) g(x):

Cmeas(x) = (C ∗ g)(x) =

∫ +∞

−∞
C(x′)g(x− x′)dx′. (A.13)

We base our next estimations on ideas of the MRI model, because its parameters
have clearer physical meaning. For the MRI model the DRF is itself a convolution
of the next functions:
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Figure A.7: Concentration profiles of the chemical elements obtained from XPS
depth profiling. t is the Ar-etching time (current 3 µA, acceleration voltage 1.2 kV),
5 nm of the sample are removed in ≈ 25 min. In the figures Ni+Fe denotes Py and
the O data points originate from alumina. (a) unannealed Py(5)/Pt0.98Mn0.02(10)
sample with the top alumina layer removed by NaOH prior to the XPS measure-
ments. The points are experimental data and the lines are fits of the concentration
profiles at the interfaces with Eq. (A.17). (b) shows the same sample after the last
annealing step. Concentration resolution is 5%. The magenta line is a fit of the Py
concentration profile in middle part with Eq. (A.16)

gw(x) =
1

w
e

x+w
w , for x < −w;

gσ(x) =
1√
2πσ

e−( x
σ

)2

, for x ∈ (−∞,+∞); (A.14)

gλ(x) =
1

λ
e−

x
λ , for x > 0;

where w is the mixing length, σ is the roughness parameter, and λ is the information
depth parameter. Function gw(x) takes into account the influence of unintended
layer mixing at the interface, gσ(x) takes into account surface roughness (modeled
by a Gaussian function), gλ(x) takes into account the finite analysis depth. λ is in
fact an attenuation length of the electrons, which is related to the inelastic mean free
path (IMFP) [149, 156, 98, 119] and depends on the electron’s kinetic energy. Depth
resolution of XPS experiments δXPS (not to confuse it with the information/analysis
depth λ) is usually defined as 2σ [64, 149], however this is not always quite precise.
If σ is smaller than λ/2 or w/2 then the mentioned definition will give understated
numbers.

The mixing function gw(x) described above is an exponential function, which is
usually applied for delta layers (one-atomic layer). But the actual diffused concen-
tration profile in our experiments (solution of the interdiffusion problem for semi-
infinite half-spaces) is an error function, which we approximate by a linear function
(in subsection A.2). We assume an idealized concentration profile Cideal(x) of the
following form:
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Cideal(x) =


0 , for x ∈ (−∞, 0);

kx , for x ∈ [0, 1/k];

1 , for x ∈ (1/k,+∞);

where k is an arbitrary real positive constant. This concentration profile already
includes diffusion at an interface, thus we omit the mixing function gw(x) of the MRI
model. Our final goal is to determine from an experimental Cmeas(x) the slope k
of the actual (idealized) concentration profile Cideal(x). Function gσ(x) significantly
changes the slope k of the actual concentration distribution in the whole region
of concentration change, especially for concentration changes with high k (sharp
interfaces). Function gλ(x) in turn influences the slope k significantly only at the
edges of the concentration change region ((−2.3λ,0) and (1/k − 2.3λ,1/k)). For
metals in the energy range of our measurements we have λ = 1 − 2 nm. For our
final goal it is sufficient to use only the middle part of the concentration-transition
region of annealed sample. Based on this, we omit the influence of gλ(x) and do not
use it in our DRF g(x). Finally, g(x) = gσ(x).

Note that the surface roughness σ is not a constant during Ar-etching, but rises
with etching time (in the Appendix of [65] and in [64] a dependence σ = c1 + c2

√
x

is suggested, where ci is some positive constant). Enhancement of σ can be lowered
if one uses a rotating sample holder, however it was not the case for our study.
Performed AFM measurements show that the initial surface roughness of our samples
lies in a range of 1.1− 1.5 nm.

With all discussed corrections to the MRI model we can finally calculate an
expected concentration profile:

(CXPS,ideal ∗ g)(x) =
1

σ
√

2π

(∫ 1/k

0

(kx′)e
− 1

2

(
x−x′

σ

)2

dx′ +

∫ ∞
1/k

e
− 1

2

(
x−x′

σ

)2

dx′

)
.

(A.15)
Taking into account that

2√
π

∫ x2

x1

e−x
′2

dx′ = erf(x2)− erf(x1),

erf(0) = 0,

erf(∞) = 1,

we get next formula:

(CXPS,ideal ∗ g)(x) =
1

2

[√
2kσ√
π

(
e−

1
2

( x
σ

)2 − e−
1
2

(
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)2
)

+

+ kx

(
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(
1/k − x√

2σ

)
− erf

(
− x√

2σ

))
+

(
1− erf

(
1/k − x√

2σ

))]
. (A.16)

Even with all simplifications of the MRI model, this formula is not trivial. For
the case of a sharp interface (k =∞) we get the simple equation:
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A.6. XPS concentration depth-profiling

(CXPS,ideal ∗ g)(x) =
1

2

(
1− erf

(
−x√
2σ

))
. (A.17)

As was mentioned above, the gλ(x) function significantly influences the slope of
a concentration profile at the edges of the concentration transition zone, thus Eq.
(A.17) does not reproduce precisely the concentration profiles of the sharp interfaces.
However, Eq. (A.17) is sufficient to extract σ of the sharp interface, because gλ(x)
makes the concentration profile asymmetric, while gσ(x) makes it symmetric. Thus,
the influence of gλ(x) on σ extracted via Eq. (A.17) is strongly suppressed.

We use Eq. (A.17) to fit the concentration profiles of the unannealed sample in
Fig. A.7(a). Each profile is marked with an index and the extracted parameters
are collected in Table A.4. The roughness parameters σ for the solid lines 1 and
2 (for Py(5)/Pt0.98Mn0.02 interface) are slightly higher than the initial value of the
surface roughness. Moreover, σ for lines 3 and 4 are higher, than for lines 1 and 2.
These facts are in agreement with the assumption of a σ enhancement during the
Ar-etching.

Fit line number σ (nm)
initial (AFM data) 1.3± 0.2

1 1.6± 0.2
2 1.42± 0.08
3 2.3± 0.3
4 2.4± 0.2

Table A.4: Extracted convolution parameters of Eq. (A.17) for the unannealed
Py(5)/Pt0.98Mn0.02(10) sample. The numbers correspond to those in Fig. A.7(a).

The right end of the Py fit line 1 is lower than the experimental data points.
This indicates a partial diffusion of Py into the Pt0.98Mn0.02 alloy through the narrow
grain boundary channels.

Next we extract the slope k from the Py concentration profile for the annealed
sample in Fig. A.7(a). The fit is made with Eq. (A.16) in the t-range of 50-95
min (magenta line in the figure), where the O-concentration is 0%. We fixed σ at
the level of 1.95 nm, which is an average of σ for lines 1,2,3,4 in Fig. A.7(a) and
added an amplitude factor of 43% in Eq. (A.16). Other parameters are kept free.
As the result we get k = −0.072 ± 0.015 nm−1. From this we can easily calculate
the ”virtual” interdiffusion zone α = 1/k = 14±3 nm. Finally, we find the diffusion
length ldiff,XPS via the formula that we get during the development of the magnetic
interdiffusion model in the section A.4 for diffusion stages (c)-(d) (development of
formula is not explicitly described):

ldiff,XPS =
(α + di)

2

4di
, (A.18)

where di is the thickness of the thinner layer of the FM/NM bilayer.
The diffusion length ldiff,FMR is extrapolated from (A.12), where D(Ti) is calcu-

lated via Eq. (A.3) with activation parameters from Table A.2. FMR-extracted
diffusivity and XPS data are in a fair agreement within the error bars, see Table
A.5.
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Appendix A. Interdiffusion in FM/NM bilayer systems

Sample ldiff,FMR (nm) ldiff,XPS (nm)
Py(5)/Pt0.98Mn0.02(10) 22± 0.4 18± 4

Table A.5: Comparison of the diffusion lengths ldiff (after all annealing steps) ex-
tracted from FMR data and from XPS data

A.7 Conclusion on interdiffusion model

In principle, the described ”magnetic” interdiffusion model works quite well and
the extracted value of the activation enthalpy is reliable within 18% range. Not
many techniques give an access to the interdiffusion process in structures of 1-
10 nm thickness range and at relatively low annealing temperatures. To the best
of the authors knowledge, no comparable magnetic models for FM/NM pairs are
developed. The model might be extended on the case of a FM/FM bilayer without
any change in calculation procedure. Generally, it is well applicable for most of the
3d-FM metal/any metal interfaces (Mn is one of the exceptions, as it introduces
antiferromagnetic order).

However, our experiments on Al(3)/Py(10)/Cu0.98Au0.02(5)/Alumina(20)/Si3N4

sample (experimental data are not included here) grown in MBE show, that strains
induced in the FM/NM interface produce inhomogeneous canting of the magnetiza-
tion in out-of-plane direction and cracking of the sample surface during annealing
with subsequent partial oxidation of the FM/NM. Both facts make an interpretation
of the MS(T ) evolution during annealing difficult.

List of other possible problems of the model (also in relation to other systems):

1. in the very beginning we have implicitly assumed that interdiffusion process
is homogeneous, making it possible to describe the problem with the effective
diffusivity in spatial-1D Fick’s eq. (A.1). However, a numerical simulation
with 2D Fick’s equation [93], where grain-boundary channels (with D different
than the volume diffusivity) are introduced, show that the 1D description is
not always sufficiently precise. Cases with an average spacing between grain
boundaries either extremely large (vanishing amount of grain boundaries) or
very small (10 nm and smaller, also depend on T) can be well described with
the 1D model. Polycristalline thin films usually have grain sizes comparable
with their thickness, thus 1D Fick’s model is usually applicable for structures
with layer thicknesses below 20 nm.

2. for oxygen-containing materials the calculation of the magnetization and its
dependence on the concentrations of the constituents needs to be modified,
because oxygen tends to form antiferromagnetic order;

3. if the initial stack consists of materials with different density of packing, one
should consider violation of the Arrhenius law (A.3);

4. interstitial diffusion (dilution into FM crystal) of elements with small atomic
radii (below 100 pm): H, B, C, N. These elements disturb the average distances
between the FM atoms, thus leading to a change of the exchange integrals.
A classical example is the striking change of the magnetic properties of iron
alloys when H is diluted in it [p.379 in 28];
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A.7. Conclusion on interdiffusion model

5. one might need to use SQUID or VSM to estimate MS of relatively thick
samples (≈ 45 nm for Py, ≈ 10 nm for Cu and ≈ 65 nm for Pt), since CPW-
FMR has limited depth-sensitivity because of aforementioned RF magnetic
field shielding. However, CPW-FMR gives an insight into the change of mag-
netic damping due to diffusion. In principle, some interdiffusion model based
on the magnetic damping might be developed (for a detailed discussion of
damping mechanisms see [Ch. 5 in 16]), but magnetic damping is far more
sample-dependent and more difficult to interpret than MS. CPW-FMR is also
a tool to get a qualitative picture of magnetic inhomogeneities of different kind,
like pores in a FM material, polycrystalline grains, pinning of magnetization
direction at interfaces and others (all derived from contribution to line-width
because of two-magnon processes [16]).

6. in some FM systems, which constituents are not 3d-FM. For example Heusler
compounds, particularly Cu2MnAl: models based on findings of Slater and
Pauling (magnetic valence model, rigid band model) fail to estimate MS of
this material [10].
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List of abbreviations

AES Auger electron spectroscopy

AFM Atomic force microscopy

AHE Anomalous Hall effect

ALD Atomic layer deposition

AMR Anisotropic magnetoresistance

AMTP/AMTEP Anisotropic magnetothermopower

ANE Anomalous Nernst effect

bcc body-centered cubic (crystal packing)

CCD Charge-coupled device

CMA cubic magnetic anisotropy

CPU Central processing unit

CPW Coplanar waveguide

DAC Digital-to-analog converter

DOS Density of states

DRF depth resolution function

DFT density functional theory

fcc face-centered cubic (crystal packing)

F-D Fermi-Dirac (distribution)

FM ferromagnetic metal/ferromagnet

FMI ferromagnetic insulator

FMR Ferromagnetic resonance

GGG Gadolinium gallium garnet

GMR Giant magnetoresistance

GPU Graphics processing unit
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List of abbreviations

IMFP inelastic mean free path

ISGE inverse spin galvanic effect

ISHE inverse spin Hall effect

hcp hexagonal close packed (crystal structure)

HF High frequency

HDD Hard disk drive

LED Light-emitting diode

LLE Landau-Lifshitz equation

LSSE Longitudinal spin Seebeck effect

MBE Molecular beam epitaxy

MFP mean free path

MOD Modulation of damping

MOKE Magneto-optic Kerr effect

MPE Magnetic proximity effect

MRAM Magnetoresistive random-access memory

MRI atomic Mixing, Roughness and Information depth

NM non-magnetic/normal material/metal

PC Personal computer

PHE Planar Hall effect

PLD pulsed laser deposition

PMMA Poly(methyl methacrylate)

PNE Planar Nernst effect

Py Permalloy

RF Radio frequency

REE Rashba-Edelstein effect

RT Room temperature

SHA Spin Hall angle

SHC Spin Hall conductivity

SHE Spin Hall effect

138



List of abbreviations

SMC Spin mixing conductance

SMR Spin Hall magnetoresistance

SNA Spin Nernst angle

SNR or S/N Signal-to-noise ratio

SNC Spin Nernst conductivity

SNE Spin Nernst effect

SNMTP spin Nernst magmeto-thermopower

SOC Spin-orbit coupling

SOT Spin-orbit torque

SP Spin pumping

STT Spin transfer torque

SQUID Superconducting quantum interference device

SSE Spin Seebeck effect

TCR Temperature coefficient of resistivity

Ti:Sa Titan sapphire

TMR Tunnel magnetoresistance

TRMOKE Time resolved magneto-optical Kerr effect

TSOT Thermal spin orbit torque

TSSE Transverse spin Seebeck effect

UMA uniaxial magnetic anisotropy

VSM Vibrating sample magnetometer

XMCD X-ray magnetic circular dichroism

XPS X-ray photoelectron spectroscopy

XRD X-ray diffraction

YIG Yttrium iron garnet
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