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Abstract: We give a rigorous construction of the path integral in N = 1/2 supersym-
metry as an integral map for differential forms on the loop space of a compact spin
manifold. It is defined on the space of differential forms which can be represented by ex-
tended iterated integrals in the sense of Chen andGetzler–Jones–Petrack. Via the iterated
integral map, we compare our path integral to the non-commutative loop space Chern
character of Güneysu and the second author. Our theory provides a rigorous background
to various formal proofs of the Atiyah–Singer index theorem for twisted Dirac operators
using supersymmetric path integrals, as investigated by Alvarez-Gaumé, Atiyah, Bismut
and Witten.
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1. Introduction

Recently, B. Güneysu and the second-named author constructed a non-commutative
Chern character for Fredholm modules over differential graded algebras [25]. Applying
this construction to the dg algebra�(X)of differential formson a compact spinmanifold,
this is a functional ChD on the cyclic chain complex of�(X), which is given by a formula
closely resembling that of the JLO-cocycle [30] for Connes’ non-commutative Chern
character [14,15], but with further correction terms coming from the fact that the action
of �(X) by Clifford multiplication on the Hilbert space of L2-sections of the spinor
bundle is not multiplicative; see formula (3.13) below.

On the other hand, in supersymmetric quantum mechanics, one is interested in the
path integral of the N = 1/2 supersymmetric σ -model associated to a closed spin
manifold X . This is an integral over the supermanifold of maps S1|1 → X which, when
the supergeometry is translated into the language of differential forms, can be written
as the differential form integral [3,33]

I(θ)
formally=

∫
LX

e−S−ω ∧ θ, (1.1)

over the ordinary smooth loop space LX , where S is the energy functional and ω is the
canonical two-form on LX (see (2.7) below), exponentiated in the exterior algebra.

As there is no integration theory for differential forms in infinite dimensions, it is
unclear how to give a rigorous meaning to the right hand side of (1.1). However, the
task of giving a rigorous construction of this supersymmetric path integral has received
a lot of attention ever since Atiyah [3] and Bismut [8–10] used it formally as a tool
to give a “proof” of the Atiyah–Singer index theorem for twisted Dirac oprators. A
similar “proof” was given by Alvarez-Gaumé [1], based on ideas of Witten [40,41]; the
path integral (1.1) is the transfer of their supergeometric formulation to the language of
differential forms.

The purpose of this paper is to clarify the connection between the formal expression
(1.1) for the path integral and the Chern character ChD and to argue that, in fact, the
Chern character “is” precisely the desired path integral, or rather, more precisely, its
pushforward along Chen’s iterated integral map [13,23]. Using the results of [26] and
theWiener measure, we give a stochastic interpretation of the formula (1.1) and compare
this path integral with the Chern character. Together with [25] and [26], this paper
completes the program (which was to our knowledge initially started by Getzler [20–
23]) to rigorously construct the path integral (1.1) using the iterated integral map and
the cyclic cohomology of �(X).

Domain of the path integral. Our differential form integral will be defined on the sub-
space �int(LX) ⊂ �(LX) of iterated integrals. These were first introduced by Chen
[13] and further developed by Getzler–Jones–Petrack [23] as the image of the (extended)
iterated integral map

ρ : B(�T(X)
) −→ �int(LX) ⊂ �(LX),

the definition of which we recall in Sect. 3.2. Here B(�T(X)) is the bar complex of
the algebra �T(X) = �(X × T)T, (with T = R/Z), which is an enlargement of �(X)

needed in order to include the Bismut-Chern character forms (first introduced by Bismut
[8] and Wilson [39] in the odd case) into the theory [12,23]. Elements ϑ ∈ �T(X) will
always be written as ϑ = ϑ ′ + dt ∧ ϑ ′′ with ϑ ′, ϑ ′′ ∈ �(X). It turns out that the Chern
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character vanishes on the kernel of the iterated integral map and hence can be pushed
forward to a functional ρ!ChD on �int(LX).By the properties of the Chern character, it
is equivariantly closed (this is the supersymmetry property) and satisfies a localization
formula; see (3.16) below.

Definition of the path integral. In order to make sense of the formal expression on the
right hand side of (1.1), in a first step, one has to make sense of the top degree part, or
Berezinian of the differential form e−ω ∧ θ for any iterated integral θ . This is clearly
problematic by infinite-dimensionality of the loop space.

Our starting point here is a formula from our paper [26], which for any spin manifold
X and any iterated integral θ ∈ �int(LX) provides a good interpretation of the top degree
of the composite form e−ω ∧ θ . Explicitly, if θ = ρ(ϑ1, . . . , ϑN ) with ϑ1, . . . , ϑN ∈
�T(X), the formula is

∫
�N

[γ ‖0τ1 ]�
N∏

a=1

(
/c
(
ιKϑ ′

a(γτa )
)− /c
(
ϑ ′′
a (γτa )

))[γ ‖τa
τa+1

]�dτ, (1.2)

where [γ ‖••]� denotes parallel transport along the loop γ ∈ LX in the spinor bundle,
/c denotes (rescaled) Clifford multiplication, ιK denotes insertion of the velocity vector
field K (γ ) = γ̇ and �N = {0 ≤ τ1 ≤ · · · ≤ τN ≤ 1} denotes the N -dimensional
simplex.

Using the stochastic parallel transport and (iterated) Stratonovich integrals, the ex-
pression (1.2) has a canonical interpretation as the supertrace of a Clifford-algebra-
valued function Q(θ), which is measurable with respect to the Wiener measure. Since
the Wiener measure on the loop space is formally given by e−Sdγ , we arrive at the path
integral formula

I(θ)
def=
∫
X

Ex

[
str Q(θ)x• exp

(
−1

8

∫ 1

0
scal(xt )dt

)∣∣∣∣ x1 = x

]
dx, (1.3)

where the conditional expectation is taken over a Brownianmotion x• with x0 = x1 = x .
The appearance of scalar curvature term not present in (1.1) is somewhat of a curiosity,
owing to the Lichnerowicz formula; see Remark 4.4.

Relation to theChern character. Asmentioned above, theChern character ChD, initially
defined onB(�T(X)), can be pushed forward to a functionalρ!ChD on�int(LX). Ideally,
one would like to prove that this pushforward is precisely the path integral (1.3), in other
words the equality

ρ!ChD = I : �int(LX) −→ R. (1.4)

However, it turns out that this is only true on a certain subset of�int(LX); see Thm. 4.10;
the failure for (1.4) to hold for all entire iterated integrals seems to be due to the bad
interaction of certain singularities of the fermionic integral with stochastic integration.
The “correct” rigorous version of the right hand side of (1.1) is certainly ρ!ChD, as this
satisfies “supersymmetry”, i.e., is equivariantly closed.

In any event, our results reveal a remarkable connection between cyclic homology
and stochastic analysis [28]. More specifically, the complicated combinatorial structure
of the Chern character ChD coming from the failure of c : �(X) → Cl(X) to be an
algebra homomorphism (see formula (3.13) below) has its stochastic counterpart in so-
called Hu–Meyer formulas that arise when converting iterated Stratonovich integrals
into their Itô version.
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Application to index theory. Incidentally, all “interesting” forms seem to lie in the subset
of �int(LX) where I coincides with the Chern character; in particular, this is true for all
Bismut-Chern character forms (reviewed in Sect. 5). Their integrals can be calculated
both on the stochastic side and on the chain complex side. Explicitly,we have the formula

ChD
(
Ch(E)

) = in/2 ind(DE ),

where Ch(E) is the Bismut-Chern character of a vector bundle with connection E and
DE is the Dirac operator twisted with this bundle. The integral of an odd Chern character
of Wilson [39] can be expressed in terms of a spectral flow; see Prop. 5.6.

The localization formula (3.16) for the Chern character ChD translates to a formula
of Duistermaat–Heckmann type [7,16] for the path integral I. Applying this to the
Bismut-Chern characters, one obtains theAtiyah–Singer index formula for twistedDirac
operators, as envisioned by Atiyah, Bismut and others.

Further discussion. A formula similar to (1.3) has previously been given by Lott [33,
§V]; in fact, his paper was one of the main inspirations for our considerations. However,
his formula only works for a small subset of our �int(LX) and he does not investigate
any connections to the cyclic complex.

We would also like to remark that a construction of certain supersymmetric path
integrals has been given by Fine and Sawin [18,19], using finite-dimensional approxi-
mation. From our point of view, they construct the path integral I for specific integrands,
essentially the Bismut-Chern forms considered in Sect. 5.

Our methods give an approach to the index theorem for twisted Dirac operators,
using the path integral forN = 1/2 supersymmetry. In the supergeometric formulation
(as in, e.g, [1]), the path integral has rather straight forward generalizations to N = 1
and N = 2 supersymmetry. These correspond, on the index theory side, to the Gauss–
Bonnet–Chern theorem and the Grothendieck–Riemann–Roch theorem. However, it is
not clear in how far our theory allows any insights to these generalizations, as there, the
path integral does not have a clear interpretation in terms of differential forms.

Structure of the paper. After recalling some basic facts regarding loop space differential
forms and spin geometry, we define the bar complex, which is the home for both the
iterated integral map and the Chern character ChD, which are introduced next. Then in
Sect. 4, we introduce the path integral map I and compare it to the Chern character ChD.
Finally, in Sect. 5, we recall the definition of the Bismut-Chern characters and calculate
their path integrals.

2. Preliminaries

In this preliminary section, we collect some basic facts regarding differential forms on
the loop space of a manifold and spin geometry.

2.1. Loop space differential forms. In this section, we give a brief overview of the theory
of differential forms on the loop space LX = C∞(T, X) of a Riemannian manifold
X , where throughout, we denote T = R/Z. This is an infinite-dimensional manifold,
modelled on the Fréchet space C∞(T, R

n), where n = dim(X). Its tangent space Tγ LX
at γ ∈ LX is canonically identified with C∞(T, γ ∗T X), the space of sections of the
pullback bundle γ ∗T X over T.
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Before we discuss the general definition of differential forms on LX , let us start with
some examples. Given a differential form ϑ ∈ �N (X) and t ∈ T, setting

ϑ(t)γ [V1, . . . , VN ] def= ϑγ (t)
[
V1(t), . . . , VN (t)

]
(2.1)

for V1, . . . , VN ∈ Tγ LX produces a differential form on �N (LX) that we denote by
ϑ(t). Many more examples of differential forms LX building on this are given below in
Sect. 3.2, see in particular (3.6).

Differential forms on infinite-dimensional manifolds. Let Y be smooth manifold, mod-
elled on a (possibly infinite-dimensional) locally convex space. It turns out that the
“correct” definition of differential -forms on Y is to set

�(Y )
def= C∞(Y, L

alt(TY, R)
)
, (2.2)

the space of smooth sections of the vector bundle L
alt(TY, R) overY , the fiber ofwhich at

y ∈ Y is the space of bounded, alternatingmultilinear functionals on TyY [32, §33]. Here
one uses the notion of convenient smoothness, meaning that smooth curves are mapped
to smooth curves, a notion extensively discussed in [32]. With this definition, one has
a well-defined wedge product, exterior differential, pullback maps and Lie derivatives,
just as in finite dimensions (in contrast to several other possible definitions, e.g. sections
of the exterior power�T ∗Y of the cotangent bundle, see [32, 33.21]). Setting Y = LX ,
we let

�(LX)
def=

∞⊕
=0

�(LX). (2.3)

be the dg algebra of differential forms on LX .

Diffeological differential forms. To better understand the notion of smoothness present
in (2.2), we now introduce a second notion of differential forms, which happens to
coincidewith the previous one for the loop space. This notion of differential forms comes
from viewing an infinite-dimensional manifold Y as a diffeological space. Diffeological
spaces are given in terms of plots (for details on diffeological spaces, see e.g. [29]).
If Y already has a manifold structure, a collection of plots is given by taking smooth
maps f : S → Y for S ⊂ R

m or, more generally, S any finite-dimensional manifold. A
differential form θ on Y then consists by definition of a collection of differential forms
θ f ∈ �(S) for each plot f : S → Y , subject to the compatibility condition θ f1 = g∗θ f2
whenever fi : Si → Y are two plots such that f1 = f2 ◦ g for some smooth map
g : S1 → S2. We will call these diffeological differential forms. We remark that for
Y = LX and S finite-dimensional, a map f : S → LX is smooth (in the sense that it
maps smooth curves in S to smooth curves in LX ) if and only if the corresponding map
f ∨ : S × T → X is smooth.

Clearly, any differential form θ ∈ �(Y ) gives rise to a diffeological form by setting
θ f = f ∗θ for a smooth map f : S → Y ; the compatibility follows from naturality of
the pullback and one easily checks that the assignment θ → {θ f } f ∈Plots is injective.
Lemma 2.1. For the loop space LX, any diffeological form {θ f } f ∈Plots is of the form
θ f = f ∗θ for some θ ∈ �(LX).
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Proof. Let {θ f } f ∈Plots be a diffeological differential -form on LX . For γ ∈ LX and
non-zero V1, . . . , V ∈ Tγ Y , choose a plot f : R

 → Y such that d f0(ei ) = Vi ,
i = 1, . . . ,  and set

θγ [V1, . . . , V] def= θ f [e1, . . . , en].
Using the compatibility of the family {θ f }, one shows that this definition is independent
of the choice of plot.

So far, for each γ ∈ LX , we have constructed an element θγ ∈ L
alt(Tγ LX, R). This

gives the desired section of L
alt(TLX, R), but we have to verify its smoothness. In a

local parametrization κ : U → LX , where U ⊂ E = C∞(T, R
n) is an open set of the

model space, κ∗θ is a map U → L
alt(E, R); smoothness can now be verified for each

such parametrization κ . To this end, we have to verify that for each curve c : R → U ,
κ∗θ ◦ c is a smooth curve in L

alt(E, R). Let c be such a curve. Then for any a ∈ R

and V1, . . . , V ∈ E , there exists ε > 0 such that c(r) + s1V1 + · · · + sV ∈ U for all
si ∈ [−ε, ε] and r ∈ [−a, a]. We then define a plot f : (−ε, ε) × (−a, a) −→ LX by

f (s1, . . . , s, r) = κ
(
s1V1 + · · · + sV + c(r)

)
.

Then

(κ∗θ ◦ c)(r)[V1, . . . , V] = θ f |0,...,0,r
[
e1, . . . , e

]
,

which is a smooth function of r , since θ f is a smooth differential form on (−ε, ε) ×
(−a, a). The smoothness of (κ∗θ ◦ c)(r) as a function of r ∈ (−a, a) now follows from
Thm. 5.18 in [32], which states that smoothness can be tested pointwise in our case. ��

The space �(LX) of differential forms on the loop space has a natural topology
coming from considering LX as a diffeological space. It is the initial topology induced
by the pullback maps f ∗ : �(LX) → �(S) for smooth maps f : S → LX (such a
map is smooth if and only if the corresponding map f ∨ : S × T → X is smooth). This
is a (degreewise) complete locally convex topology on �(LX); a family of continuous
seminorms inducing this topology is the family ν f (θ) = ν( f ∗θ), where f ranges over
all smooth maps from smooth manifolds S into LX and ν is a continuous seminorm on
�(S). To see completeness, let θi ∈ �(LX), i ∈ I be a Cauchy net. Equivalently, this
means that all the nets f ∗θi are Cauchy, for all f : S → LX , hence by completeness
of �(S), we obtain limits θ f ∈ �(S). Whenever fk : Sk → LX (k = 1, 2) and
g : S1 → S2 are such that f2 ◦ g = f1, we have g∗ f ∗

2 θi = f ∗
1 θi and hence in the limit,

we obtain g∗θ f2 = θ f1 .We conclude that the collection {θ f } f ∈Plots defines a diffeological
differential form θ on LX , which is the same as an ordinary form by Lemma 2.1.

The circle action. So far, we ignored an important feature of the free loop space, which
is its circle action given by rotation of loops,

(τ · γ )(t) = γ (t + τ), t, τ ∈ T = R/Z.

The generating vector field for the circle action is the vector field

K (γ )
def= γ̇ ∈ Tγ LX, (2.4)
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where the notation references to the fact that it is a Killing vector field with respect to
the canonical L2-metric on LX , generating a one-parameter family of isometries. These
data induce the equivariant differential

dK
def= d − ιK , (2.5)

where ιK denotes insertion of the vector field K . By Cartan’s formula, dK squares to the
Lie derivativeLK with respect to K , hence dK is a differential on the complex �(LX)T

of T-invariant differential forms, which is Z2-graded by reducing the usual grading mod
2 (notice that dK is inhomogeneous, but does preserve the Z2-grading).

Throughout, �(LX) denotes the algebra of differential forms that are a direct sum of
its homogeneous components; see (2.3). It is well known, however, that in equivariant
cohomology of the loop space, it is important to allow differential forms that are an
infinite sum of its homogeneous components, in other words, elements of the direct
product of the homogeneous components [31]. Denote the direct product of the even
respectively odd forms by

�̂+(LX)
def=

∞∏
=0

�2(LX), �̂−(LX)
def=

∞∏
=0

�2+1(LX). (2.6)

The T-invariant subspace �̂(LX)T ⊂ �̂(LX) is a Z2-graded complex with respect to
the equivariant differential dK (2.5). This complex will be of importance in Sect. 5.

The action functional and the canonical two-formonLX appearing in the path integral
formula (1.1) are explicitly given by

S(γ ) = 1

2

∫
T

|γ̇ (t)|2dt, ω[V,W ] def=
∫
T

〈
V (t),∇γ̇ W (t)

〉
dt, (2.7)

where V,W ∈ Tγ LX = C∞(T, γ ∗T X) are smooth vector fields along γ . The inhomo-
geneous differential form S+ω appearing in (1.1) is closedwith respect to the equivariant
differential (see [33, §V] or [3,8]).

2.2. Spin geometry. In this section, we give a quick account of some notions of spin
geometry needed in this paper. Let X be a Riemannian manifold.

The real spinor bundle. A spin structure is a lift of the structure group form O(n) to
Spinn . In particular, this is a Spinn-principal bundle P . The associated (real) spinor
bundle is

�
def= P ×Spinn Cln, (2.8)

Here (as usual) we identify [p · g, a] = [p, g · a], g ∈ Spinn , inside P × Cln , where
the action of Spinn on Cln is by left multiplication, after realizing Spinn inside the even
part of the Clifford algebra. � is naturally a bundle of graded Cl(T X)-Cln-bimodules
on Y (where the grading comes from the even/odd grading of the Clifford algebra). Here
Cl(T X) is the bundle of Clifford algebras over X .� has a canonical connection induced
by the Levi-Civita connection on X ; the right Cln-action is parallel with respect to this
connection.
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Clifford (left-)multiplication by vector fields and its extension to differential forms
is denoted by c. It commutes with the right action of Cln . Explicitly, on -forms, it is
determined by the formula

c(ei1 ∧ · · · ∧ ei ) = 1

!
∑
σ∈S

sgn(σ )c(eiσ1 ) · · · c(eiσ
).

We also define a rescaled version of Clifford multiplication by

/c(ϑ) = 2−|ϑ |/2c(ϑ). (2.9)

Here |ϑ | denotes the degree of ϑ . Throughout, in formulas such as the above, we assume
that ϑ is homogeneous and extend by linearity. The Dirac operator D and its rescaled
version /D, acting on sections of �, are given by

Dψ =
n∑
j=1

c(e j )∇e j ψ and /Dψ =
n∑
j=1

/c(e j )∇e j ψ = 2−1/2Dψ (2.10)

with respect to a local orthonormal basis e1, . . . , en of T X . Since the right Cln-action is
parallel and commutes with Clifford multiplication, the Dirac operator also commutes
with the right Cln-action.

Supertraces. We denote by EndCln (�) the space of endomorphisms of the real spinor
bundle � that commute with the right action of Cln . Such an endomorphism is always
given by left multiplication by an element a of the Clifford algebra Cl(T X), and we
define its supertrace by the formula

str(a) = 2n/2〈a, c(e1) · · · c(en)〉 = 〈/c−1(a), e1 ∧ · · · ∧ en〉 (2.11)

for an oriented orthonormal basis e1, . . . , en of T X . This is indeed a supertrace, in the
sense that it satisfies the graded cyclic permutation property

str(ab) = (−1)|a||b| str(ba) (2.12)

on homogeneous elements a, b ∈ Cl(T X). The supertrace is even, respectively odd
(meaning that it vanishes on odd respectively even elements), depending on whether the
dimension n of X is even or odd.

Let A be a bounded operator on L2(X, �) with smooth integral kernel a(x, y) that
commutes with the right action of Cln , for example the heat kernel A = e−tD2

of the
Dirac operator. Such an operator has a supertrace, defined by integrating the pointwise
supertrace (2.11) over the diagonal,

Str(A) =
∫
X
str a(x, x)dx . (2.13)

This supertrace satisfies a cyclic permutation property analogous to (2.12).
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Comparison to the complex spinor bundle. We can also form the complex spinor bundle

�C

def= P ×Spinn S,

where S is the complex spinor space. If n is even, this is a bundle of irreducible graded
modules for Cl(T X), and hence this bundle satisfies End(�C) = Cl(T X) ⊗ C. We can
therefore also take the operator supertrace strC of elements of Cl(T X), which is related
to (2.11) by the formula

strC(a) = (−i)n/2 str(a) (2.14)

for a ∈ End(�C). In contrast, if n is odd, then S is not graded, and we have the formula

trC(a) = i
n+1
2 2n−1/2 str(a) + 2m〈a, 1〉 (2.15)

for the endomorphism trace of a ∈ Cl(V) ⊂ End(�C).

3. Iterated Integrals and the Chern Character

In this section, we review the iterated integral map and the definition of the Chern
character of [25]. Both of these naturally live on the bar complex, which we introduce
first.

3.1. The bar complex. The bar complex associated to a differential graded algebra � is
the graded vector space

B
(
�
) =

∞⊕
N=0

�[1]⊗N . (3.1)

Here �[1] equals � as a vector space, but with degrees shifted by one; explicitly,
ϑ ∈ �k+1 iff ϑ ∈ �[1]k . �[1]⊗N then carries the tensor product grading. The elements
of B(�) are called bar chains. It is customary to denote such elements by (ϑ1, . . . , ϑN ),
suppressing the tensor product sign in notation for convenience. B(�) has two differen-
tials, a differential coming from the differential of � and the bar differential; they are
given by

b0(ϑ1, . . . , ϑN ) = −
N∑

k=1

(−1)nk−1(ϑ1, . . . , ϑk−1, dϑk, . . . , ϑN )

b1(ϑ1, . . . , ϑN ) = −
N−1∑
k=1

(−1)nk (ϑ1, . . . , ϑk−1, ϑkϑk+1, ϑk+2, . . . , ϑN ),

where nk = |ϑ1| + · · · + |ϑk | − k. The above differentials satisfy b0b1 + b1b0 = 0,
hence turn B(�) into a bicomplex with total differential b := b0 + b1. The differentials
moreover descend to the subspace
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B�(�) = span
{ N∑
k=0

(−1)nk (nN−nk )(ϑk+1, . . . , ϑN , ϑ1, . . . , ϑk)
}

(3.2)

of cyclic chains, turning it into a subcomplex.
Of course, we can take � = �(X) in the above, the dg algebra of differential forms

on a manifold X . For our purposes, we more generally consider

�T(X)
def= �(X × T)T,

the space of differential forms on X ×T which are constant in the T-direction. Elements
ϑ ∈ �T(X) will always be written as

ϑ = ϑ ′ + dt ∧ ϑ ′′, with ϑ ′, ϑ ′′ ∈ �(X). (3.3)

The differential of �T(X) is dT = d − ι∂t , where ι∂t denotes insertion of the canonical
vector field ∂t on the T factor and d denotes the de-Rham differential on X ×T. In terms
of (3.3), we have

dTϑ = dT(ϑ ′ + dt ∧ ϑ ′′) = dϑ ′ − dt ∧ dϑ ′′ − ϑ ′′,

where on the right hand side, d denotes the de-Rham differential on X . Observe that this
differential is not homogeneous, so that �T(X) is only a Z2-graded complex; however,
this does not cause any complications for the theory (in [25], the approach was taken to
set σ = dt and to declare it to be of degree −1).

Entire chains. In order to deal with the Bismut-Chern characters in Sect. 5, we need
the larger complex of entire chains Bε(�T(M)), which allows certain infinite sums. It
is defined as the completion of B(�T(M)) with respect to the seminorms

εk(�) :=
∞∑
N=0

πN
k (�N )

�N/2�! for � =
∞∑
N=0

�N , (3.4)

where πN
k denotes the (N -fold) projective tensor product norm on �T(X)[1]⊗N , in-

duced by the Ck-norm on �T(X). The differential b extends to entire chains, making
Bε(�T(X)) a chain complex. In total, we have the following hierarchy of chain com-
plexes:

(entire cyclic chains) B�
ε(�T(X)) ⊂ Bε(�T(X)) (entire chains)

⊂ ⊂
(cyclic chains) B�(�T(X)) ⊂ B(�T(X)) (bar chains)

The Bismut-Chern characters Ch(q) defined in Sect. 5 live in B�
ε(�T(X)) but not in

B(�T(X)). Dually, the Chern character ChD defined in Sect. 3.3 is a linear functional a
priori defined on B(�T(X)), which then turns out to satisfy the necessary estimates to
extend to the space of entire chains. In particular, ChD can be evaluated on Ch(q).
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3.2. Iterated integrals. Given amanifold X , Chen’s iterated integralmap is amapwhich
constructs differential forms on the loop space LX from a collection of differential forms
on X [13]. For our purposes, we need an extension of this, introduced by Getzler, Jones
and Petrack [22,23]. The extended iterated integral map is the map

ρ : B(�T(X)) −→ �(LX) (3.5)

given by the formula

ρ(ϑ1, . . . , ϑN ) =
∫

�N

(
ιKϑ ′

1(τ1) − ϑ ′′
1 (τ1)
) ∧ · · · ∧ (ιKϑ ′

N (τN ) − ϑ ′′
N (τN )

)
dτ

(3.6)

for ϑ1, . . . , ϑN ∈ �T(X), where we recall that K (γ ) = γ̇ is the canonical velocity
vector field, and the forms ϑ ′

a(τa), ϑ
′′
a (τa) are given by (2.1). Owing to the grading shift

in the definition of B(�T(X)), ρ is degree-preserving. A tedious calculation shows that
ρ is a chain map when restricted on entire cylic chains; explicitly,

ρ
(
b(�)
) = dKρ(�) (3.7)

for all � ∈ B�
ε(�T(X)), where dK is the equivariant differential (2.5).

Lemma 3.1. The iterated integral map is degree-wise continuous when B(�T(X)) car-
ries the locally convex topology induced by the seminorms (3.4) and �(LX) the diffeo-
logical topology introduced in Sect. 2.1.

Here �(LX) carries the diffeological topology introduced in (2.1).

Proof. Let f : S → LX be a smoothmap, and let f ∨ : S×T → X be the corresponding
map defined by f ∨(s, τ ) = f (s)(τ ). Let ϑ ∈ �(X). Then for s ∈ S and v1, . . . , v ∈
Ts S, we have

f ∗ϑ(τ)[v1, . . . , v] = ϑ f ∨(s,τ )

[
d f ∨(s, τ )v1, . . . , d f

∨(s, τ )v

]
,

f ∗ιKϑ(τ)[v1, . . . , v−1] = ϑ f ∨(s,τ )

[
ḟ ∨(s, τ ), d f ∨(s, τ )v1, . . . , d f

∨(s, τ )v−1
]
,

where d f ∨ denotes the differential in the S entry and ḟ ∨ the τ -derivative. For a compact
set K ⊂ S and m ∈ N, we then have

‖ f ∗ϑ(τ)‖m,K ≤ ‖d f ∨‖
m,K ‖ϑ‖m,K , ‖ f ∗ιKϑ(τ)‖m,K ≤ ‖ ḟ ∨‖m,K ‖d f ∨‖−1

m,K ‖ϑ‖m,K ,

where ‖ · ‖m,K denote the Cm-norms on K . In view of (3.6), we therefore get

∥∥ f ∗ρ(ϑ1, . . . , ϑN )
∥∥
K ,m ≤ 1

N ! ‖d f ‖
|ϑ1|+···+|ϑN |
K ,m ‖ϑ1‖K ,m · · · ‖ϑN‖K ,m

= 1

N ! ‖d f ‖
|ϑ1|+···+|ϑN |
K ,m ν

(
(ϑ1, . . . , ϑN )

)
,

where we denoted ν = ‖ · ‖K ,m . Notice that |ϑ1| + · · · + |ϑN | = deg(ϑ1, . . . , ϑN ) + N ,
when the degree is taken in B(�T(X)). Therefore, if c = ∑∞

N=0 cN is a chain of total
degree  with cN ∈ �T(X)⊗N , then

‖ f ∗ρ(c)‖K ,m ≤
∞∑
N=0

1

N ! ‖d f ‖
+N
K ,m ν(cN ) ≤ sup

N∈N0

{‖d f ‖N+
K ,m�N/2�!
N !

}
νε(c),

where one observes that the supremum is finite. Since the topology on�(X) is generated
by norms of this type, this proves the claim. ��
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By the above lemma, any fixed degree  ∈ N0, we may continuously extend the iter-
ated integral map fromB(�T(X)) toB

ε(�T(X)). We can therefore make the following
definition.

Definition 3.2. (Iterated integrals) The space of degree  iterated integrals �
int(LX) ⊂

�(LX) is the image of B
ε(�T(X)) under the iterated integral map.

Remark 3.3. Observe that since the degree  component of B(�T(X)) is given by

B
(
�T(X)

) =
∞⊕
N=0

⊕
k1+···+kN=+N

�
k1+1
T

(X) ⊗ · · · ⊗ �
kN+1
T

(X),

for each N ∈ N and any  ≤ N , there are elements of degree  in �T(X)[1]⊗N : e.g.,
for any ϑ ∈ �1

T
(X), the chain (ϑ, . . . , ϑ) ∈ �T(X)⊗N has degree zero. Hence if we

call elements of the latter space N -ary chains, the completion Bε(�T(X)) will contain
infinite sums of unbounded arity even in each fixed degree . In fact, this happens for
the Bismut-Chern characters; see Remark 5.5.

3.3. The Chern character. In this section, we recall the definition of the loop space
Chern character

ChD : B(�T(X)
) −→ R,

associated to a compact spin manifold X , introduced in [25]. The terminology stems
from the fact that ChD is the Chern character of a certain Fredholm module (in the
sense of non-commutative geometry) on the dg algebra �(X) (respectively �T(X)),
essentially given by the Dirac operator D; for details, we refer to [25]. In Sect. 4.3, we
relate this to the path integral defined above.

Remark 3.4. The construction presented here differs slightly from that in [25]. For sim-
plicity, we use the bar complex instead of the cyclic complex; however, these are related
by a map (called α in [25, (5.2)]) such that the Chern character on the cyclic complex is
just the pullback of that on the bar complex. Also, we use the real spinor bundle instead
of the complex one, resulting in our Chern character being real. Finally, our Hilbert
space comes with the structure of a right Cln-module, and all operators in consideration
commute with this action. Thus, we can use the operator supertrace (2.13) induced by
(2.11), which allows to also handle the case that dim(X) is odd.

Cochains. Let � be a Z2-graded algebra. Given a Z2-graded algebra1 L, an L-valued
bar cochain over � is a linear map  : B(�) → L. Such a cochain can be viewed as a
sequence of multilinear maps

 : � × · · · × �︸ ︷︷ ︸
N

→ L,

again denoted by the same letter. In particular, for N = 0, this is just an element of L,
which we denote by (∅), by abuse of notation.We say that  is even if it preserves parity

1 In the case that L = C, we endow C with the trivial grading rendering it purely even and just speak of
bar cochains.
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and odd if it reverses parity. The standard coalgebra structure on the tensor algebraB(�)

induces a product on L-valued bar cochains, given by

(12)(θ1, . . . , θN ) =
N∑

k=0

(−1)nk |2|1(θ1, . . . , θk)2(θk+1, . . . , θN ), (3.8)

where nk = |θ1| + · · · + |θk | − k. This product is compatible with the codifferential β

defined by

(β)(θ1, . . . , θN ) = −(−1)||(b(θ1, . . . , θN ),

in the sense that β(12) = β(1)2 + (−1)|1|1β(2) for all homogeneous cochains
1, 2. In other words, β is a derivation on the cochain algebra.

The Chern character. If X is a compact spin manifold with spinor bundle �, there is
an associated cochain ω over �T(X) with values in operators on L2(X, �), given by

ω(∅) = /D, ω(ϑ) = /c(ϑ ′), and ω(ϑ1, . . . , ϑk) = 0, k ≥ 2,

with /D and /c being the (rescaled) Dirac operator and Clifford multiplication, see (2.9),
(2.10). Here as usual, we write ϑ ∈ �T(X) as ϑ = ϑ ′ + dt ∧ ϑ ′′ with ϑ ′, ϑ ′′ ∈ �(X).
The “curvature” of ω is the cochain F = βω +ω2, which is explicitly given by F(∅) =
H = /D2 = D2/2, and

F(ϑ) = [/D, /c(ϑ ′)] − /c(dϑ ′) + /c(ϑ ′′),
F(ϑ1, ϑ2) = (−1)|ϑ ′

1|(/c(ϑ ′
1 ∧ ϑ ′

2) − /c(ϑ ′
1)/c(ϑ

′
2)
)
,

F(ϑ1, . . . , ϑk) = 0 for k ≥ 3.

(3.9)

In the first formula, the commutator is the graded commutator, keeping in mind that
the Dirac operator is odd. The corresponding Chern character is then defined by the
Chern–Weyl-type expression

ChD = Str(e−F ), (3.10)

where Str is the supertrace induced by (2.11) on operators in L2(X, �) commuting with
the right Cln action; see (2.13).

As the components of F are unbounded, one needs to take some care making sense
of the exponential �t = e−t F ; an extensive discussion can be found in §4 of [25]. For
the purposes of this paper, it is convenient to define �t by the recursive relation

�t (ϑ1, . . . , ϑN ) = −
∫ t

0
e−(t−s)H F(ϑ1)�s(ϑ2, . . . , ϑN )ds

−
∫ t

0
e−(t−s)H F(ϑ1, ϑ2)�s(ϑ3, . . . , ϑN )ds.

(3.11)

for N ≥ 2 and

�t (∅) = e−t H , �t (ϑ1) = −
∫ t

0
e−(t−s)H F(ϑ1)e

−sHds.
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Since e−τH is a smoothing operator for every τ > 0 and the F(ϑ1), F(ϑ1, 2) are differ-
ential operators, an induction argument shows that also the operators �t (ϑ1, . . . , ϑN )

are smoothing operators whenever t > 0. We can therefore take its supertrace compo-
nentwise, giving the components of the Chern character as

ChD(ϑ1, . . . , ϑN ) = Str�1(ϑ1, . . . , ϑN ). (3.12)

It is not hard to work out that explicitly, �t is given by the combinatorial formula

�t (ϑ1, . . . , ϑN )
def=

N∑
k=1

1≤a1<···<ak≤N

(−t)k
∫

�k

e−tτ1H
k∏

i=1

F(ϑai−1+1, . . . , ϑai )e
−t (τi+1−τi )Hdτ,

(3.13)

which is formula (4.8) of [25]. Using this formula, one checks using the cyclic permu-
tation property of the supertrace that ChD is a cyclic cocycle, meaning that

ChD(ϑ1, . . . , ϑN ) = (−1)nk (nN−nk)ChD(ϑk+1, . . . , ϑN , ϑ1, . . . , ϑk), (3.14)

where nk = |ϑ1| + · · · + |ϑk | − k.

Remark 3.5. In [25], the Chern character is generally defined for Fredholm modules
M = (H, c, Q) over locally convex dg algebras �, where H is a Z2-graded Hilbert
space, Q is an odd operator onH and c : � → H is a parity-preserving map (subject to
several conditions). In the case that n = dim(X) is even, the above is the construction
of of [25], applied to the Fredholm module given by H = L2(X, �), Q = /D and
c(ϑ) = /c(ϑ) (see in particular Example 2.3 of [25]). The factors of 2−1/2 are present in
order to adhere to the convention (standard in both stochastic analysis and physics) that
the infinitesimal generator of Brownian motion is �/2, and not �.

In the odd-dimensional case, the trace considered above is not the standard supertrace
on B(H), but still a tracial functional on the subalgebra BCln (H) ⊂ B(H), and the
constructions carry over essentially without changes.

Properties of the Chern character. The Chern character is coclosed, meaning that

ChD
(
b(�)
) = 0 for all � ∈ B�(�T(X)). (3.15)

This follows from [25, Thm.A]; see also the short formal proof [35, Prop. 1.6].Moreover,
one can also show that ChD extends by continuity to a linear functional on the entire
complex Bε(�T(X)) [25, Thm. B], a fact that will be important when trying to plug in
Bismut-Chern characters in Sect. 5.

The most remarkable property of ChD, however, is that it satisfies the localization
formula

ChD(c) = (2π)−n/2
∫
X
Â(X) ∧ i(�) (3.16)

for any chain � ∈ B�
ε(�T(X)) with b� = 0. Here Â(X) is the A-hat-genus form of X

(see e.g. [6, formula (1.39)]) and i : B(�T(X)) → �(X) is the map defined by

i(θ1, · · · , θN ) = (−1)N

N ! θ ′′
1 ∧ · · · ∧ θ ′′

N .
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Observe that we have i = j∗ ◦ ρ, where ρ is the iterated integral map and j : X → LX
is the inclusion as constant loops. A proof of (3.16) can be found in [35]; see also
[25, Thm. E]. There it is proved in the case that dim(X) is even, using the complex
spinor bundle. This results in additional factors of the imaginary unit i , coming from the
comparison formula (2.14).When using the real spinor bundle, the proofs in the literature
generalize in a straightforward way, also to the odd-dimensional case. Observe that then
the supertrace (2.11) is odd, resulting in ChD being an odd functional. This matches the
fact that also the right hand side of (3.16) is an odd functional if dim(X) is odd.

4. The Path Integral

In this section, we will define a path integral map, which is a rigorous version of the
formal definition

I(θ)
formally=

∫
LX

e−S−ω ∧ θ. (4.1)

This functional I is then compared to the Chern character ChD introduced above.

4.1. Definition of the path integral. We now aim to define the path integral for all
differential forms on LX that are (extended) iterated integrals, in other words, all forms
in the image of the iterated integral map ρ as defined in (3.6).

A formal manipulation. A possible way to define the integral of a differential form θ

on a finite-dimensional, oriented Riemannian manifold Y is the following: Take it to be
the integral of its top degree component, that is, the function obtained by pairing θ with
the volume form.

When trying to apply this to the loop space, we observe that while a Riemannian
volume measure dγ does not exist, it is well known that the composite measure e−Sdγ
does have a sensible interpretation as the Wiener measure (rigorously, this can be made
sense of for example by using finite-dimensional approximation [2,4,34]). Formally
rewriting (4.1), we therefore get

∫
LX

e−S−ω ∧ θ
formally=

∫
LX

q(θ)e−Sdγ
formally=

∫
X

Ex
[
q(θ)
∣∣ x1 = x

]
, (4.2)

where q(θ) is the (yet to be defined) “top degree component” of the composite form
e−ω∧θ , and on the right hand side, the conditional expectation is taken along a Brownian
motion x• in X satisfying x0 = x1 = x . This leaves the task of finding an interpretation
of this “top degree component” as an integrable function with respect to the Wiener
measure.

The top degree component of iterated integrals. An interpretation of the “top degree
component” on right hand side (4.2) has been found in our paper [26], using formulas
for such top degrees in finite dimensions and arguing by analogy. Our main result was
then a reformulation of the resulting formula in terms of spin geometry. This requires
the manifold to be spin, which is a natural condition as it is well known to imply the
“orientability” of the loop space [37,38]. Explicitly, we showed that for wedge products
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θ1 ∧ · · · ∧ θN of one-forms θa ∈ L2(T, γ ∗T ′X) ⊂ T ′
γ LX , a sensible definition for their

top degree component is2

q(θ1 ∧ · · · ∧ θN )
def=
∑

σ∈SN
sgn(σ )

∫
�N

str

(
[γ ‖0τ1 ]�

N∏
a=1

/c
(
θσa (τa)

)[γ ‖τa
τa+1

]�
)
dτ,

(4.3)

where SN is the N -th symmetric group and str is the supertrace (2.11).

Lemma 4.1. Interpreting the right hand side of (4.3) in the distributional sense, the
functional q can be applied pathwise to iterated integrals, giving the identity

q
(
ρ(ϑ1 ∧ · · · ∧ ϑN )

) = str q(ϑ1, . . . , ϑN ), (4.4)

with ϑa ∈ �T(X) and

q(ϑ1, . . . , ϑN )
def=
∫

�N

[γ ‖0τ1 ]�
N∏

a=1

(
/c
(
ιKϑ ′

a(γτa )
)− /c
(
ϑ ′′
a (γτa )

))[γ ‖τa
τa+1

]�dτ.

(4.5)

Proof. Let θ ∈ �(LX). Then for each loop γ , θγ is an element of L
alt(T X, R), which

can be identified with the spaceD ′(T, γ ∗T ′X�) of distributions on T
 with values in

the -fold exterior product bundle γ ∗T ′X� over T
 [26, Lemma 1.2]. In particular, if

ϑ ∈ �(X), then the form ϑ(τ) ∈ �(LX) defined in (2.1) is pathwise a δ-distribution
supported on the point (τ, . . . , τ ) ∈ T

.
More generally, if ϑa ∈ �

a+1
T

(X), then for each τ1 < · · · < τN , the integrand ap-
pearing in the formula (3.6) for the iterated integral ρ(ϑ1, . . . , ϑN ) is a delta distribution
supported at the point

(τ1, . . . , τ1︸ ︷︷ ︸
1

, τ2, . . . , τ2︸ ︷︷ ︸
2

, . . . , τN , . . . , τN︸ ︷︷ ︸
N

) ∈ T
1+···+N .

Explicitly, inserting these integrands into q (interpreted in the distributional sense), we
obtain

q

(
N∧

a=1

(
ιKϑ ′

a(τa) − ϑ ′′
a (τa)
))

= str

(
[γ ‖0τ1]�

N∏
a=1

(
ιK /c
(
ϑ ′
a(γτa )

)− /c
(
ϑ ′′
a (γτa )

))[γ ‖τa
τa+1

]�
)

,

where the factor of (−1)N has been pulled into the product, the integral disappears as we
are “integrating” against a delta distribution and the sum over all permutations vanishes
as the integrand is supported in �N and hence all summands corresponding to a non-
trivial σ ∈ SN are zero. As ρ(ϑ1, . . . , ϑN ) is the integral of these integrands over �N ,
the result follows. ��

2 We remark that in the formula below, the factor of 2−N/2 present in the formula of Thm. 1.1 has been
absorbed into the definition of the rescaled Clifford multiplication, see (2.9).
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The discussion above is our motivation for taking the supertrace of the expression
(4.5) as an Ansatz for the top degree functional of iterated integrals on a spin manifold
X .

We would now like to integrate this function with respect to the Wiener measure.
The obstacle to overcome here is that the Wiener measure is not defined on the smooth
loop space LX but on the larger space LcX , to which (4.5) does not have a continuous
extension. The problem here is two-fold:

(1) The parallel transport appearing in (4.5) is only defined for sufficiently regular paths,
which form a zero set with respect to the Wiener measure.

(2) The terms including ιKϑ ′
a do not make sense along Brownian paths, since again, the

vector field K (γ ) = γ̇ is only defined for sufficiently regular paths.

However, (4.5) does have a stochastic interpretation, where the parallel transport is
interpreted in the stochastic sense, and the terms involving insertion of the velocity
vector field are interpreted as Stratonovich stochastic integrals. In this sense, (4.5) does
have a measurable extension, as we explain now.

Stochastic interpretation. In the following, let X be a compact spin manifold with
spinor bundle �. Let moreover x• be a Brownian motion in X , and denote by [x‖••]�
the stochastic parallel transport in the spinor bundle along x• (see e.g. [27, §2.3], [17,
§VIII] or [5, §2.3]). In complete formal analogy to (4.5), given ϑ1, . . . , ϑN ∈ �T(X),
we consider the iterated Stratonovich integral

q̃(ϑ1, . . . , ϑN )
def=
∫

�N

[x•‖0τ1 ]�
N∏

a=1

(
/c
(
ι•ϑ ′

a(xτa )
) ∗ dxτa

−/c
(
ϑ ′′
a (xτa )

)
dτa
)
[x•‖τa

τa+1
]�, (4.6)

adapted to the process x•. Here and throughout,wewrite∗dx for Stratonovich integration
and dx for Itô integration.

In fact, this integral is the canonical stochastic extension of (4.5), as we explain now.
Observe first that (4.5) is well defined also if the loop γ is only piecewise smooth. Now
for a subdivision τ = {0 = τ0 < τ1 < · · · < τm = 1} of the interval [0, 1], let xτ•
be a stochastic process such that xτ

τ j
= xτ j almost surely for each j = 1, . . . ,m and

such that almost surely, the sample paths of xτ• are minimizing geodesics on each of
the subintervals [τ j−1, τ j ]. It then follows from the finite approximation property of the
stochastic parallel transport and the Stratonovich integral (see [17, 7.14 & 8.15]) that
we have

lim|τ |→0
q(ϑ1, . . . , ϑN )xτ• = q̃(ϑ1, . . . , ϑN ) (4.7)

in probability,where the left hand side denotes the pathwise evaluationof theq-functional
on the piecewise smooth sample paths of xτ• , and the limit is taken over any sequence of
partitions τ the mesh of which tends to zero.

Lemma 4.2. The random variable q̃(ϑ, . . . , ϑN ) depends only on the differential form
ρ(ϑ, . . . , ϑN ) ∈ �(LX) and not on the particular representation as iterated integral.
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Proof. It followsdirectly from (4.4) that str q(ϑ1, . . . , ϑN )onlydependsonρ(ϑ1, . . . , ϑN )

and not on the particular choice of ϑ1, . . . , ϑN . One can now define a generalization of
the functional q defined at general (non-looping) paths γ , by dropping the supertrace
in (4.3); it is then straightforward to check that the result and the proof of Lemma 4.1
extend to this more general context. We obtain that q does only depend on the iterated
integral in �(LX), not the particular representation. By (4.7), the same must be true for
q̃ . ��

By the above lemma, for every θ = ρ(�),� ∈ B�(�T(X)), we obtain a well-defined
random variable q̃(θ) adapted to the Brownian bridge x• with x0 = x1. Explicitly, it is
defined by

q̃(θ) = str q̃(�);

by Lemma 4.2, the definition is independent of the choice of �. By the estimate from
Lemma 4.5 below (applied to the special case (4.26)), q(θ) is indeed integrable whenever
θ = ρ(ϑ1, . . . , ϑN ) for some ϑ1, . . . , ϑN . By definition (3.4) of the entire seminorm,
this estimate shows moreover that q(θ) extends to a well-defined integrable process for
all θ ∈ �int(LX).

Definition 4.3. (The path integral) The path integral map

I : �int(LX) −→ R,

is defined by the formula

I(θ) def=
∫
X

Ex

[
q̃(θ) · exp

(
−1

8

∫ 1

0
scal(xt )dt

) ∣∣∣ x1 = x

]
dx, (4.8)

where we take the conditional expectation of a Brownian motion x• starting at x , con-
strained to end at the same point.

Remark 4.4. −
(1) Our definition (4.8) differs from the heuristic version in the right hand side of (4.2)

by a scalar curvature term. This scalar curvature term is a necessary addition to the
formula in order to ensure supersymmetry. In effect, it comes from the Lichnerowicz
formula

/D2 = 1

2
∇∗∇ +

1

8
scal. (4.9)

(2) Formula (4.8) provides (up to factors) an extensionof the path integral definedbyLott
[33, §V] to a significantly larger domain. There, the scalar curvature term is stated
to arise due to “quantum effects”, coming from factor ordering in the Hamiltonian
form of the path integral and the Lichnerowicz formula (see [33, p. 624]).
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4.2. A Feynman–Kac formula. In this section, we will prove a Feynman–Kac type for-
mula that we need in order to compare the path integral map I defined in Sect. 4.1 with
the Chern character ChD. This formula allows us to express the kernels of certain opera-
tors on L2(X, �) as expectation values of corresponding stochastic processes, where X
is a compact spin manifold with spinor bundle�. We remark that the formulas we obtain
here have generalizations for operators acting on sections of general vector bundles over
complete but not necessarily compact Riemannian manifolds; see [11].

Throughout, fix a collection of 1-formsω1, . . . , ωN ∈ �1(X,EndCln (�)).Moreover,
we let ω

�
a ∈ C∞(X, T X ⊗ EndCln (�)), and divωa ∈ C∞(X,EndCln (�)) be defined

by

ω�
a
def=

n∑
j=1

e j ⊗ ωa[e j ], divωa(x)
def=

n∑
j=1

(∇�
e jωa)[e j ].

These definitions are independent of the choice of the orthonormal basis e1, . . . , en of
Tx X . Observe that for x ∈ X ,ω�(x)maybe interpreted as a linearmap T ∗

x X⊗�x → �x .
Moreover, fixing a collection of potentials, by which we mean sections V1, . . . , VN ∈
C∞(X,EndCln (�)), we define a stochastic process Q• by the iterated Stratonovich
integral

Qt =
∫ t

0

∫ τN

0
· · ·
∫ τ2

0
[x‖0τ1 ]�

N∏
a=1

(
ωa(xτa ) ∗ dxτa + Va(xτa )dτa

)
[x‖τa

τa+1
]�. (4.10)

The following lemma follows from writing Q• as an Itô integral using the Stratonovich-
to-Itô formula (see Lemma 4.7 below) and the Itô isometry.

Lemma 4.5. For each t > 0, there exists C > 0 such that

Ex
[|Qt |2

] ≤ CN

�N/2�!2
N∏

a=1

(‖Va‖2∞ + ‖ωa‖2∞ + ‖ divωa‖2∞
)
,

where the constant C > 0 is independent of the choice of ωa and Va and the expectation
value is taken with respect to a Brownian motion starting at x ∈ X.

By this lemma, if xt is a Brownian motion starting at x ∈ X , then for any ψ ∈
L2(X, �) and any t ≥ 0, the �x -valued random variable St · Qt · ψ(xt ) has a finite
expectation value, where the scalar curvature process S• is defined by

St = exp

(
−1

8

∫ t

0
scal(xs)ds

)
. (4.11)

To give an operator theoretic formula for this expectation values, define the auxiliary
operators

Aa = ω�
a∇ +

1

2
divωa + Va, Aa,a+1 = 1

2
ω�
aωa+1,

Aa,...,a+m = 0, m ≥ 2. (4.12)
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Using these, inductively define operators �
(a)
t by setting �

(N )
t = e−t H , �

(N+1)
t = 0

and

�
(a)
t =
∫ t

0
e−(t−s)H Aa+1�

(a+1)
s ds +

∫ t

0
e−(t−s)H Aa+1,a+2�

(a+2)
s ds (4.13)

for a < N , where H = 1
2D

2. Observe that since each of the operators defined in (4.12)

is a differential operator (of order at most one) and e−t H is smoothing, each of the �
(a)
t

ends up being a smoothing operator as the composition of a smoothing operator and
a differential operator is again smoothing. It will be important that the operators �

(a)
t

solve the differential equation

d
dt �

(a)
t = −H�

(a)
t + Aa+1�

(a+1)
t + Aa+1,a+2�

(a+2)
t , �

(a)
0 =
{
0 a �= N
id a = N

,

(4.14)

which can be taken as an alternative definition for the �
(a)
t .

Proposition 4.6. (Feynman–Kac formula) For any ψ ∈ L2(X, �), any x ∈ X and any
t > 0, we have

Ex
[
St · Qt · ψ(xt )

] = (�
(0)
t ψ)(x),

where on the left hand side, we take the expectation value of a Brownian motion x• such
that x0 = x.

We remark that in the case that N = 1, a similar result for not necessarily compact
manifolds and arbitrary bundles was recently obtained in [11].

In order to prove Prop. 4.6, it is convenient to lift the process Qt to the Spinn-principal
bundle P→X provided by the spin structure. The advantage of this approach is that we
can pass from sections of bundles over X to functions with values in a fixed vector space.
More precisely, the elements Va and ωa correspond to elements Va ∈ C∞(P,Cln)Spinn
and ω ∈ �1(P,Cln)Spinn , defined by

Va(x) = [u,Va(u)], ωa(x) = [u,ωa(u)]
for any u ∈ Px . Here we represented EndCln (�) ∼= Cl(T X) as the associated bundle
EndCln (�) = P ×Spinn Cln (where in this case, Spinn acts on Cln through SOn). Alter-
natively, we can view elements of Px as isometries u : Cln → �x respecting the right
Cln-action, which leads to the relations

Va(x) = u Va(u) u∗, ωa(x)w = u
(
ω(u)whor)u∗, (4.15)

withwhor the horizontal lift ofw ∈ Tx X . Let u• be the horizontal lift to P of a Brownian
motion x• (this can be defined as the solution to a stochastic differential equation, as
discussed in [27, §2.3]; see also [5, §2.2]). Define the Cln-valued stochastic processes
Q(a)• , a = 1, . . . , N , inductively as the solution to the Stratonovich differential equation

dQ(a)
t = Q(a−1)

t ·
(
ωa(ut ) ∗ dut + Va(ut )dt

)
, Q(a)

0 = 0, (4.16)
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where we let Q(0)
t ≡ 1 and (for use in the lemma below) Q(−1)

t ≡ 0. Explicitly, the
solution for a > 0 to this differential equation is

Q(a)
t =
∫ t

0

∫ τa

0
· · ·
∫ τ2

0

(
ω1(uτ1) ∗ duτ1 + V1(uτ1)dτ1

)

· · ·
(
ωa(uτa ) ∗ duτa + Va(uτa )dτa

)
.

In terms of u•, the stochastic parallel transport is just given by [x‖ts]� = utu∗
s , so it

follows with a view on (4.15) that we have

u0Q
(N )
t u∗

t = Qt , (4.17)

the process defined in (4.10).

Lemma 4.7. The processes Q(a)• solve the Itô differential equation

dQ(a)
t = Q(a−1)

t ·
(
ωa(ut )dut + V′

a(ut )dt
)
+
1

2
Q(a−2)

t · ω
�
a−1(ut )ωa(ut )dt, (4.18)

where V′
a ∈ C∞(P,Cln)Spinn is the lift to P of the section V ′

a := Va + 1
2 divωa.

Remark 4.8. This lemma can be used to transfer the multiple Stratonovich integral Qt
given by (4.10) into a multiple Itô integral. After a close look at the combinatorics
involved, one observes that the result is a sum of several integrals over various lower-
dimensional simplices, formally similar to (3.13). This is a general version of so-called
Hu–Meyer formulas [28].

Proof. First let a ≥ 2. Then by the Stratonovich-to-Itô formula X ∗dY = XdY + 1
2dXdY

and the Ito formula, we have

2
(
Q(a−1)

t · ωa(ut ) ∗ dut − Q(a−1)
t · ωa(ut )dut

)
= d
[
Q(a−1)

t · ωa(ut )
]
dut

= dQ(a−1)
t · ωa(ut )dut +Q(a−1)

t · d[ωa(ut )]dut + dQ(a−1)
t d[ωa(ut )]dut︸ ︷︷ ︸

=0

= Q(a−2)
t · ωa−1(ut )dut · ωa(ut )dut +Q(a−1)

t · ∇dutωa(ut )dut

= Q(a−2)
t · ω

�
a−1(ut )ωa(ut )dt +Q(a−1)

t · divωa(ut )dt,

which gives (4.18). Here we use that the higher terms in the Itô formula do not contribute
as dt · dt = dt · dut = 0 and the formula

B[dut , dut ] = trhorB(ut )dt (4.19)

which holds for any symmetric 2-tensor B on P; here the horizontal trace is defined by

trhorB(u) =
n∑
j=1

B(E j , E j ),

where E1, . . . , En is an orthonormal basis of the horizontal tangent space T hor
u P at u.

Finally, for a = 1, the same calculation works, except thatQ(a−1) ≡ 1 and consequently
dQ(a−1)

t ≡ 0. Since by convention, Q(a−2) ≡ 0, formula (4.18) holds also in that case.
��
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Fix ψ ∈ L2(X, �) and t > 0. For 0 ≤ s ≤ t and a = 1, . . . , N , let ψ
(a)
s be the

section of � defined by

ψ(a)
s (x) = (�

(a)
t−sψ)(x). (4.20)

Observe that ψ(a)
s is smooth for s ∈ [0, t).

Lemma 4.9. Letψ (a)
s ∈ C∞(P,Cln)Spinn be the horizontal lift ofψ

(a)
s . Then the process

ψ (a)
s (us) satisfies

d[ψ (a)
s (us)] = dψ (a)

s (us)dus

+

(
1

8
scal(us)ψ (a)

s − Ahor
a+1ψ

(a+1)
s (us) − Ahor

a+1,a+2ψ
(a+2)
s (us)

)
ds,

where scal is the lift of the scalar curvature function to P and Ahor
a , Ahor

a−1,a are the
horizontal lifts of the operators Aa and Aa−1,a.

Here, if A is a differential operator on X acting on sections of �, its horizontal lift
(to P) is the operator Ahor on C∞(P,Cln)Spinn such that Ahorψ is the lift to P of Aψ ,
if ψ is the lift of ψ .

Proof. By (4.14), the functions ψ (a)
s satisfy the system of differential equations

d
dsψ

(a)
s = Hhorψ (a)

s − Ahor
a+1ψ

(a+1)
s − Ahor

a+1,a+2ψ
(a+2)
s .

Let � be the function on P × [0, t] defined by �(u, s) = ψ (a)
s (u) and let Us = (us, s).

Then �(Us) = ψ (a)
s (us) and hence by the Stratonovich product rule,

d[ψ s(us)] = d[�(Us)] = d�(Us) ∗ dUs = dψ (a)
s (us) ∗ dus + d

ds ψ
(a)
s (us)ds

= dψ (a)
s (us) ∗ dus + Hhorψ (a)

s (us) − Ahor
a+1ψ

(a+1)
s (us) − Ahor

a+1,a+2ψ
(a+2)
s (us).

On the other hand, the Stratonovich-to-Itô formula yields

dψ (a)
s (us) ∗ dus = dψ (a)

s (us)dus − 1
2 (∇∗∇)horψ (a)

s (us),

where (∇∗∇)hor is the horizontal lift of the connection Laplacian on �. Combining this
with the Lichnerowicz formula (4.9) (keeping in mind that H = D2/2) results in the
claimed scalar curvature term; this finishes the proof. ��
Proof of Prop. 4.6. Define N(a)

s := Q(a)
s · ψ (a)

s (us). By the Itô formula,

dN(a)
s = dQ(a)

s · ψ (a)
s (us) +Q(a)

s · d[ψ (a)
s (us)

]
+ dQ(a)

s · d[ψ (a)
s (us)

]
.

Each of the terms is readily calculated using Lemmas 4.7 & 4.9. In particular, the third
term is

Q(a−1)
s · ωa(us)dus · dψ (a)

s (us)dus = Q(a−1)
s · ω�(us)dψ (a)

s (us)ds,
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where we used the rule dus · ds = ds · ds = 0 and the identity (4.19) again. Collecting
all the terms, we obtain

dN(a)
s = Q(a−1)

s ·
(
ω�dψ (a)

s (us) + V′
a(us)ψ

(a)
s (us)

)
ds − Q(a)

s · Ahor
a+1ψ

(a+1)
s (us)ds

+
1

2
Q(a−2) · (ω

�
a−1ωa)(us) · ψ (a)

s ds − Q(a) · Ahor
a+1,a+2 · ψ (a+2)

s ds

+
1

8
Q(a)

s · scal(us) · ψ (a)
s ds +Q(a−1)

s · ωa(us)dus · ψ (a)
s +Q(a)

s · dψ (a)
s (us)dus .

(4.21)

Now set

Ns
def= Ss ·

N∑
a=0

N(a)
s

where S• is the lift to P of the scalar curvature process (4.11). We obtain

dNs = dSs ·
N∑

a=0

N(a)
s + Ss ·

N∑
a=0

dN(a)
s +

N∑
a=0

dSs · dN(a)
s . (4.22)

Since S• satisfies the differential equation

dSs = −1

8
Ss · scal(us)ds,

the third term of (4.22) vanishes (again using ds · ds = ds · dus = 0). The middle
term can be calculated using (4.21): In view of the definition (4.12) of the operators Aa ,
Aa,a+1, the terms in the first two rows of (4.21) telescope, while the scalar curvature
terms cancel with the terms coming from the first summand of (4.22). We are left with

dNs =
N∑

a=0

(
Q(a−1)

s · ωa(ut )dut · ψ (a)
s (us) +Q(a)

s · dψ (a)
s (us)dus

)
,

so that Ns is a Martingale by the Martingale property of the Itô integral. Let

Ns
def= u0Nsu∗

s = Ss ·
N∑

a=0

u0Q(a)
s u∗

s · usψ (a)
s (xs)u∗

s = Ss ·
N∑

a=0

Q(a)
s · ψ(a)

s (xs),

where we used (4.17) and (4.15). By definition, ψ(a)
s (xs) = (�

(a)
t−sψ)(xs). We have

Q(a)
0 =
{
1 a = 0
0 a ≥ 1

and ψ
(a)
t (x0) =

{
ψ(x) a = N
0 a < N ,

using that x0 = x . Therefore

N0 = (�
(0)
t ψ)(x) and Nt = St · Q(N )

t · ψ(xt ),

and we obtain

Ex
[
St · Q(N )

t · ψ(xt )
]− (�

(0)
t ψ)(x) = Ex

[
Nt − N0

]
= Ex
[
u0Ntu∗

t − u0N0u∗
0

] = 0,

as the expectation value of a Martingale is zero. ��
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4.3. Comparison of path integral and Chern character.

Theorem 4.10. Let ϑ1, . . . , ϑN ∈ �T(X) and as always, write ϑa = ϑ ′
a + dt ∧ ϑ ′′

a with
ϑ ′
a, ϑ

′′
a ∈ �(X). Then if for each pair of subsequent indices a, a + 1, at least one of ϑ ′

a
or ϑ ′

a+1 has degree less or equal to one, then

ChD(ϑ1, . . . , ϑN ) = I(ρ(ϑ1, . . . , ϑN )
)
. (4.23)

Incidentally, the Bismut-Chern characters defined in Sect. 5 below satisfy the as-
sumptions of the theorem.

Remark 4.11. From inspection of the arguments below, it is easy to see that in general, the
difference of ChD(ϑ1, . . . , ϑN ) and I(ρ(ϑ1, . . . , ϑN )

)
can be written as an expectation

value of iterated Stratonovich integrals depending on the differences

F(ϑa, ϑa+1) − 1

2

n∑
j=1

/c(ιe j ϑa)/c(ιe j ϑa+1),

which happen to vanish if at least one of ϑ ′
a and ϑ ′

a+1 has degree less or equal to one.
This suggests that the fact that the equality (4.23) breaks down in the case that these
terms are non-zero comes from bad interactions of multiple stochastic integrals with the
diagonal singularities of the top degree current (4.3).

A crucial ingredient of the proof is the following rather magical lemma, which con-
nects the operators (4.12) to the terms appearing in the definition of ChD.

Lemma 4.12. For all ϑ ∈ �(X), we have

[/D, /c(ϑ)] − /c(dϑ) = −
n∑

i=1

/c(ιei ϑ)∇ei +
1

2
/c(d∗ϑ), (4.24)

where d∗ is the adjoint of d. Moreover, for ϑ1, ϑ2 ∈ �(X), if either ϑ1 or ϑ2 has degree
at most one, then

(−1)|ϑ1|(/c(ϑ1 ∧ ϑ2) − /c(ϑ1)/c(ϑ2)
) = −1

2

n∑
j=1

/c(ιe j ϑ1)/c(ιe j ϑ2). (4.25)

Proof. If |ϑ | = 0, the right hand side of (4.24) vanishes, so this is just the usual
commutator relation of the Dirac operator for functions; the case |ϑ1| = 1 is Prop. 3.45
of [6]. In the general case, the identity (4.24) can be found in [11].

Equation (4.25) is a pointwise statement. Hence wemay choose an orthonormal basis
e1, . . . , en of Tx X and (by linearity) assume that ϑ1 = ei and ϑ2 = e j1 ∧· · ·∧e j , where
J = {1 ≤ j1 < · · · < j ≤ n} is an arbitrary multi-index. Observe that if i /∈ J , then
both sides of (4.25) are zero. If i = ja ∈ J , then ϑ1 ∧ ϑ2 = 0 and

c(ϑ1)c(ϑ2) = (−1)ac(e j1) · · · ĉ(e ja ) · · · c(e j ) = −
n∑

k=1

c(ιek ei )c(ιek e j1 ∧ · · · ∧ e j ),

where we used that all summands on the right hand side vanish except that with k = a.
Swapping the roles of ϑ1 and ϑ2, the right hand side of (4.25) remains unhanged,
while the left hand side picks up a sign of (−1) = (−1)|ϑ2|. This finishes the proof
after dividing by the appropriate powers of 2−1/2 to rewrite the identity in terms of the
rescaled Clifford multiplication /c. ��
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We are now in the position to prove our the comparison theorem.

Proof of Thm. 4.10. Fix ϑ1, . . . , ϑN ∈ �T(X) throughout the proof. Define elements
ωa ∈ �1(X,EndCln (�)) and Va ∈ C∞(EndCln (�)) by

ωa[v] def= /c(ιvϑ ′
a), Va

def= −/c(ϑ ′′
a ), a = 1, . . . , N . (4.26)

Observe that for this choice of ωa and Va , we have the equality

Q1 = q̃(ϑ1, . . . , ϑN ), (4.27)

where Q• is the stochastic process defined in (4.10) and the right hand side is the iterated
Stratonovich integral (4.6) apearing in the definition of the path integral.

On the other hand, we will now show that for this choice of ωa and Va , the operator
�t (ϑ1, . . . , ϑN ) from (3.13) is equal to the operator �

(0)
t appearing in Prop. 4.6. This

will follow from comparing the recursive relation (3.11) for �t (ϑ1, . . . , ϑN ) with the
corresponding relation (4.13) for the�

(a)
t .We see that�t = �

(0)
t follows if we can show

that Aa = −F(ϑa) and Aa,a+1 = −F(ϑa, ϑa+1) for each a. To this end, we calculate

Aa = ω�
a∇ +

1

2
divωa + Va =

n∑
j=1

/c(ιeiϑ
′
a)∇ei − 1

2
/c(d∗ϑa) − /c(ϑ ′′

a ) = −F(ϑa),

where in the last equality, we used (4.24) to compare with the definition (3.9). In case
that either ϑ ′

a or ϑ ′
a+1 has degree less or equal to one, we have

Aa,a+1 = 1

2
ω�
aωa+1 = 1

2

n∑
j=1

/c(ιe jϑa) · /c(ιe j ϑa+1) = −F(ϑa, ϑa+1).

Here we used (4.25) to compare with (3.9) and the observation that the factor of 1
2 is

absorbed in the notation /c(ϑ) = 2−|ϑ |/2c(ϑ).
Using our Feynman–Kac-formula, Prop. 4.6 and (4.27), we therefore obtain that

Ex
[
S · q̃(ρ(ϑ1, . . . , ϑN )

)
ψ(x1)

] = (�1(ϑ1, . . . , ϑN )ψ
)
(x).

Taking conditional expectations and pointwise supertraces, followed by integration over
X , the left hand side is just I(ρ(ϑ1, . . . , ϑN )), while the right hand side becomes the
super trace of �1(ϑ1, . . . , ϑN ), represented in terms of the kernel formula (2.13) for the
supertrace. This is precisely the Chern character ChD(ϑ1, . . . , ϑN ) as defined in (3.12),
hence the proof is finished. ��

5. Bismut Chern Characters

In this section, we give an application of our path integral formula to the calculation
of the path integral of Bismut-Chern characters and comment on the connection to the
Atiyah–Singer index theorem for twisted Dirac operators.

Recall definition (2.6) of the complex �̂(LX), respectively the T-invariant subcom-
plex �̂(LX)T, for a Riemannian manifold X . The extended iterated integral map ρ de-
fined by (3.5) is a chain map from the entire cyclic complex B�

ε(�T(M)) to the complex
�̂(LX)T of T-invariant forms. Denote its image by �̂int(LX)T.
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Maybe the most prominent example of differential forms contained in the complex
�̂(LX)T are the Bismut-Chern-characters, first introduced in [8] in the even case and
[39] in the odd case. In fact, they can be represented by iterated integrals, hence lie in
the subcomplex �̂int(LX)T.

Definition 5.1. (Bismut-Chern-characters) −
(1) Let E be a vector bundle with connection over X and let R be its curvature. The

Bismut-Chern-character associated to this data is the differential form Ch(E) ∈
�̂+(LX, C) given by the formula

Ch(E) =
∞∑
N=0

(−1)N
∫

�N

trE

(
[γ ‖1τN ]E

N∧
a=1

R(τa)[γ ‖τa
τa−1

]E
)
dτ. (5.1)

(2) Let m ∈ N and let g : X → U (m) (the m-th unitary group) be a smooth map.
Then the odd Bismut-Chern character Ch(g) ∈ �̂−(LX, C) is defined using the
even Bismut-Chern character via the formula

Ch(g) = −
∫ 1

0
ι∂sCh(C

m,∇g)ds,

where C
m is the trivial bundle on X × R, but with non-trivial connection ∇g =

d + sg−1dg, s being the coordinate of R.

Remark 5.2. Explicitly, formula (5.1) says that the degree 2N -component ChN of Ch(E)

at γ ∈ LX is given by

ChN [V2N , . . . , V1]

= 1

2N N !
∑

σ∈S2N

∫
�N

trE

(
[γ ‖1τN ]E

N∏
a=1

R
(
Vσ2a (τa), Vσ2a−1(τa)

)[γ ‖τa
τa−1

]E
)
dτ.

A similar formula can be given for the odd Chern character, see [39, (6.1)].

Proposition 5.3. The Bismut-Chern characters are equivariantly closed. Moreover, if
j : X → LX is the inclusion, then j∗Ch(E) = ch(E) and j∗Ch(g) = ch(g), where
ch(E) ∈ �+(X, C), respectively ch(g) ∈ �−(X, C) are the usual even and odd Chern
character forms on X, defined by

ch(E) =
n/2∑
N=0

(−1)N

N ! tr(R j ), ch(g) =
� n−1

2 �∑
N=0

N !
(2N + 1)! tr

(
(g−1dg)2N+1). (5.2)

This result is proven in [8, Thm. 3.5], respectively [39, Thm. 6.2]. For us, the following
proposition is particularly important, which states that Ch(E) and Ch(g) are contained
in the domain of the path integral map.

Proposition 5.4. Both the even and the odd Chern characters can be represented by
entire, extended, iterated integrals and hence are contained in �̂int(LX)T.
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Proof. In the even case, this has been shown by Getzler, Jones and Petrack [23, §6],
whose construction we recall here. To write Ch(E) as an iterated integral, choose a
complementary bundle E⊥, meaning that E ⊕ E⊥ = C

m , a trivial bundle, and let q be
the projection onto E . It is possible to arrange this in such a way that the connection on
E is given by the formula ∇ = q(d + A), where A = (2q − 1)dq ∈ �1(X,Matm(C)) is
a matrix-valued one-form [36]. The curvature is then the two-form R = d A + A2, and
we set R := A + dt ∧ R, an element of �T(X,Matm(C)). The Chern character is then
given by Ch(E) = ρ(C̃h(q)), with 3

C̃h(q) =
∞∑
N=0

N∑
k=0

tr
(
R, . . . ,R︸ ︷︷ ︸

k

, dt ∧ q,R, . . . ,R︸ ︷︷ ︸
N−k

)
, (5.3)

where the trace is taken as in [25, Def. 7.2]; see Thm. 6.5 in [23] for a proof of this
claim. It is easy to see that C̃h(q) satisfies the necessary estimates in order to have finite
entire norms (3.4); compare also [25, §7].

A similar formula can be given for the odd Bismut-Chern characters. Explicitly, given
a smooth map g : X → Uk and s ∈ R, set

As = sg−1dg

Rs = d As + A2
s = −s(1 − s)g−1dg ∧ g−1dg.

(5.4)

andRs = As + dt ∧ Rs ∈ �T(X). Then the formula for the “combinatorial” odd Chern
character is

C̃h(g) = −
∞∑
N=0

N∑
k=0

∫ 1

0
tr(Rs, . . . ,Rs︸ ︷︷ ︸

k

, dt ∧ g−1dg,Rs, . . . ,Rs︸ ︷︷ ︸
N−k

)ds; (5.5)

this has been shown in [12, §5]. ��
Remark 5.5. The Chern character Ch(q) can be written elegantly using the shuffle prod-
uct. In fact, since in the grading-shifted space �T(X)[1], A has degree zero and R has
degree 2, the degree 2 part of Ch(q) is the infinite sum of shuffle products

∞∑
N=0

(dt ∧ p)� (dt ∧ R, . . . , dt ∧ R︸ ︷︷ ︸


)� (A, . . . , A︸ ︷︷ ︸
N

).

Hence even in each fixed degree, Ch(q) is an infinite sum and the entire topology (3.4)
is needed to make sense of it. In particular, the Continuity Lemma 3.1 is needed to apply
the iterated integral map to C̃h(q), a fact that is omitted in the discussion of [23, §6].

Application to index theory. To close this section, we calculate the path integrals of the
Bismut-Chern characters, which are given in terms of an index, respectively a spectral
flow.

Proposition 5.6. Let X be a compact spin manifold. Then the path integrals of the
Bismut-Chern characters are given as follows.

3 The formula here differs slightly from those in [23,25] owing to the use of the bar complex instead of the
cyclic complex of Connes used there.
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(a) If DE is the Dirac operator twisted by E, then

I(Ch(E)
) = in/2ind(DE ). (5.6)

(b) Let D be the Dirac operator acting on � ⊗ C
k and denote by sf(D, g−1Dg) the

spectral flow between the Dirac operators D and g−1Dg, where g : C → U (m).
Then

I(Ch(g)) = −(−i)
n+1
2

√
2π · sf(D, g−1Dg). (5.7)

It follows directly from the definition of the supertrace that str is and even respectively
odd, in even and respectively odd dimensions. This implies that I has the same property.
As the spectral flows of Dirac operators vanish in even dimensions (by symmetry of the
spectrum), (5.7) is trivial in even dimensions, while (5.6) is trivial in odd dimensions
(there, all indices vanish).

Proof. Let E be a Hermitian vector bundle with compatible connection ∇ over X . As in
theproof ofProposition5.4, realize E = im(q) for someprojectionq ∈ C∞(X,Matm(C)).
Let A be the corresponding connection 1-form and R = d A + A2 its curvature.

As in Sect. 4.3, let u• be the horizontal lift of the Brownian motion x• to the spin
principal bundle P , and let A ∈ �1(P,Matm(C))Spinn and R ∈ �2(P,Matm(C))Spinn

be the horizontal lifts of A, respectively R. LetQt be the solution to the Cn ⊗Matm(C)-
valued Stratonovich differential equation

dQt = Qt · (A(ut ) ∗ dut − /c
(
R(ut ))dt

)
, Q0 = id.

Here, /c(R) = 1
2

∑
i< j c(ei )c(e j ) ⊗ R[ei , e j ] ∈ C∞(P,Cln ⊗ Matm(C))Spinn is the

term appearing in the general Lichnerowicz formula for the twisted Dirac operator ( [6,
Thm. 3.52]). Then Qt can be written as the iterated Stratonovich integral

Qt =
∞∑
N=0

∫ t

0

∫ τN

0
· · ·
∫ τ2

0

N∏
a=1

(
A(uτa ) ∗ duτa − /c

(
R(uτa )

)
dτa
)
.

In view of (4.6) and the iterated integral expression (5.3) of Ch(E), we therefore obtain

q̃
(
Ch(E)) =

∫ 1

0
u1tr
(
Qt q Q1−t

)
u∗
0dt.

By the vector-valued Feynman–Kac formula (see [24]) and the Lichnerowicz formula
1
2D

2
A = 1

2∇∗∇ + 1
8scal + /c(R) for the Dirac operator DA twisted with the connection

∇� ⊗ (d + A) on � ⊗ C
m , we have by cyclicity of the supertrace

I(Ch(E)) =
∫ 1

0
Str⊗TrCm

(
e−tDA/2qe−(1−t)DA/2)dt = Str⊗TrCm (qe−DA/2)

= in/2 Str�C⊗E (e−DE/2),

where we observed qe−DA/2 = e−DE/2 and used (2.14) to convert the real supertrace to
the complex one. Now for the complex supertrace, the McKean-Singer formula applies
(see e.g. [6, Thm. 3.50]), giving statement (a).
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To see (5.7), we may assume that n = dim(X) is odd. Here, similar to the above, one
obtains that I(Ch(g)) equals

−
∫ 1

0
Str�⊗C

m

(
/c(g−1dg)e−D2

s /2
)
ds = −(−i)

n+1
2

∫ 1

0
Tr�C⊗C

m

(
c(g−1dg)e−D2

s /2
)
ds.

In the above equality, we used that since n is odd, for an odd element a ∈ Cln , we have

2−1/2 str(a) = (−i)
n+1
2 trC(a), by (2.15) and (2.11). This swallows the additional factor

of 2−1/2 coming from the use of the rescaled Clifford multiplication there. From Getzler
[21, Corollary 2.7], we have

sf(D, g−1Dg) = (2π)−1/2
∫ 1

0
Tr�C⊗C

k

(
Ḋse

−D2
s /2
)
ds. (5.8)

The result now follows after noticing that Ḋs = c(g−1dg). ��
Remark 5.7. Observe that since both Ch(E) and Ch(g) are such that Thm. 4.10 applies.
Hence we have

I(Ch(E)
) = ChD

(
C̃h(q)

)
,

i.e., we can also compute the path integral of the Bismut-Chern characters using the
algebraic Chern character. In fact, this gives another proof of Prop. 5.6(a), using the
results of [25, §8].

Using Thm. 4.10, the localization formula (3.16) for ChD can be carried over to a
localization formula for I, which reads as follows and is the loop space analog of the
finite-dimensional localization principle of Duistermaat–Heckmann [7,16].

Theorem 5.8. For any iterated integral θ ∈ �int(LX) that is equivariantly closed and
satisfies the assumptions of Thm. 4.10, we have

I(θ) = (2π)−n/2
∫
X
Â(X) ∧ j∗θ, (5.9)

where j : X → LX is the inclusion map.

Observe that Ch(E) satisfies the assumptions of Thm. 5.8. Since Ch(E) is equivari-
antly closed, we can alternatively use (5.9) in order to calculate the iterated integral of
the Bismut-Chern characters. In view of (5.2), in the even case, the result is

I(Ch(E)) = (2π)−n/2
∫
X
Â(X) ∧ ch(E).

Together with Prop. 5.6, this is the Atiyah–Singer index formula for twisted Dirac op-
erators. A similar result can be obtained in the odd case.

Acknowledgement. We are indebted to J.-M. Bismut and B. Güneysu for helpful discussions. We thank
the Max-Planck-Institute for Gravitational Physics in Potsdam (Albert-Einstein-Institute), the Max-Planck-
Institute for Mathematics in Bonn, the Institute for Mathematics at the University of Potsdam and the
University of Adelaide for hospitality and financial support. The second-named author was supported by
the Max-Planck-Foundation and the ARC Discovery Project Grant FL170100020 under Chief Investigator
and Australian Laureate Fellow Mathai Varghese.

Funding Open Access funding enabled and organized by Projekt DEAL.



F. Hanisch, M. Ludewig

OpenAccess This article is licensed under a Creative Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence,
and indicate if changes were made. The images or other third party material in this article are included in the
article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is
not included in the article’s Creative Commons licence and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.
To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims
in published maps and institutional affiliations.

Declarations

Data availability Data sharing not applicable to this article as no datasets were generated or analysed during
the current study.

References
1. Alvarez-Gaumé, L.: Supersymmetry and the Atiyah–Singer index theorem. Commun. Math. Phys. 90(2),

161–173 (1983)
2. Andersson, L., Driver, B.K.: Finite-dimensional approximations to Wiener measure and path integral

formulas on manifolds. J. Funct. Anal. 165(2), 430–498 (1999)
3. Atiyah, M.F.: Circular symmetry and stationary-phase approximation. Astérisque 1(131), 43–59 (1985).

(Colloquium in honor of Laurent Schwartz (Palaiseau, 1983))
4. Bär, C., Pfäffle, F.: Wiener measures on Riemannian manifolds and the Feynman–Kac formula. Mat.

Contemp. 40, 37–90 (2011)
5. ) Güneysu, B.: On the Feynman–Kac formula for Schrödinger semigroups on vector bundles. Ph.D. thesis,

Rheinische Friedrich-Wilhelms-Universität Bonn (2011)
6. Berline, N., Getzler, E., Vergne, M.: Heat Kernels and Dirac Operators. Springer, Berlin (2004)..

(Corrected reprint of the 1992 original)
7. Berline, N., Vergne, M.: Classes caractéristiques équivariantes. Formule de localisation en cohomologie

équivariante. C. R. Acad. Sci. Paris Sér. I Math. 295(9), 539–541 (1982)
8. Bismut, J.-M.: Index theorem and equivariant cohomology on the loop space. Commun. Math. Phys.

98(2), 213–237 (1985)
9. Bismut, J.-M.: Localization formulas, superconnections, and the index theorem for families. Commun.

Math. Phys. 103(1), 127–166 (1986)
10. Bismut, J.-M.: Duistermaat–Heckman formulas and index theory. In: Geometric Aspects of Analysis and

Mechanics, Volume 292 of Progress in Mathematics, pp. 1–55. Birkhäuser, New York (2011)
11. Boldt, S., Güneysu, B.: Feynman–Kac formula for perturbations of order ≤ 1 and noncommutative

geometry. arXiv:2012.15551
12. Cacciatori, S., Güneysu, B.: Odd characteristic classes in entire cyclic homology and equivariant loop

space homology. J. Noncommut. Geom. 15(2), 615–642 (2021)
13. Chen, K.-T.: Iterated integrals of differential forms and loop space homology. Ann. Math. 2(97), 217–246

(1973)
14. Connes, A.: Noncommutative differential geometry. Inst. Hautes Études Sci. Publ. Math. 62, 257–360

(1985)
15. Connes, A., Moscovici, H.: Transgression and the Chern character of finite-dimensional K -cycles. Com-

mun. Math. Phys. 155(1), 103–122 (1993)
16. Duistermaat, J.J., Heckman, G.J.: On the variation in the cohomology of the symplectic form of the

reduced phase space. Invent. Math. 69(2), 259–268 (1982)
17. Émery, M.: Stochastic Calculus in Manifolds. Springer, Berlin (1989)
18. Fine, D.S., Sawin, S.: Path integrals, supersymmetric quantum mechanics, and the Atiyah–Singer index

theorem for twisted Dirac. J. Math. Phys. 58(1), 012102 (2017)
19. Fine, D.S., Sawin, S.F.: A rigorous path integral for supersymmetic quantum mechanics and the heat

kernel. Commun. Math. Phys. 284(1), 79–91 (2008)
20. Getzler, E.: The Thom class of Mathai and Quillen and probability theory. In: Stochastic Analysis and

Applications (Lisbon, 1989), Volume 26 of Progress in Probability, pp. 111–122. Birkhäuser, Boston
(1991)

21. Getzler, E.: The odd Chern character in cyclic homology and spectral flow. Topology 32(3), 489–507
(1993)

http://creativecommons.org/licenses/by/4.0/
http://arxiv.org/abs/2012.15551


A Rigorous Construction of the Supersymmetric Path Integral

22. )Getzler, E., Jones, J.D.S., Petrack, S.: Loop spaces, cyclic homology and theChern character. In:Operator
Algebras and Applications, vol. 1, Volume 135 of London Mathematical Society Lecture Notes in Series,
pp. 95–107. Cambridge University Press, Cambridge (1988)

23. Getzler, E., Jones, J.D.S., Petrack, S.: Differential forms on loop spaces and the cyclic bar complex.
Topology 30(3), 339–371 (1991)

24. Güneysu, B.: The Feynman–Kac formula for Schrödinger operators on vector bundles over complete
manifolds. J. Geom. Phys. 60(12), 1997–2010 (2010)

25. Güneysu, B., Ludewig, M.: The Chern character of ϑ-summable Fredholm modules over dg algebras and
localization on loop space. Adv. Math. 395, Paper No. 108143 (2022)

26. Hanisch, F., Ludewig, M.: The fermionic integral on loop space and the Pfaffian line bundle.
arXiv:1709.10028

27. Hsu, E.P.: Stochastic Analysis on Manifolds. Graduate Studies in Mathematics, vol. 38. American Math-
ematical Society, Providence, RI (2002)

28. Hu, Y.Z., Meyer, P.-A.: Sur les intégrales multiples de Stratonovitch. In: Séminaire de Probabilités, XXII,
Volume 1321 of Lecture Notes in Mathematics, pp. 72–81. Springer, Berlin (1988)

29. Iglesias-Zemmour, P.: Diffeology. Mathematical Surveys and Monographs, vol. 185. American Mathe-
matical Society, Providence, RI (2013)

30. Jaffe, A., Lesniewski, A., Osterwalder, K.: Quantum K -theory. I. The Chern character. Commun. Math.
Phys. 118(1), 1–14 (1988)

31. Jones, J.D.S., Petrack, S.B.: The fixed point theorem in equivariant cohomology. Trans. Am. Math. Soc.
322(1), 35–49 (1990)

32. Kriegl, A., Michor, P.W.: The Convenient Setting of Global Analysis. Mathematical Surveys and Mono-
graphs, vol. 53. American Mathematical Society, Providence, RI (1997)

33. Lott, J.: Supersymmetric path integrals. Commun. Math. Phys. 108(4), 605–629 (1987)
34. Ludewig, M.: Path integrals on manifolds with boundary. Commun. Math. Phys. 354(2), 621–640 (2017)
35. Ludewig, M., Yi, Z.: A short proof of the localization formula for the loop space Chern character of spin

manifolds. J. Noncommut. Geom. arXiv:2010.05892 (To appear)
36. Narasimhan, M.S., Ramanan, S.: Existence of universal connections. Am. J. Math. 83, 563–572 (1961)
37. Stolz, S., Teichner, P.: The spinor bundle on the loop space (2005). https://people.mpim-bonn.mpg.de/

teichner/Math/Surveys_files/MPI.pdf
38. Waldorf, K.: Spin structures on loop spaces that characterize string manifolds. Algebr. Geom. Topol.

16(2), 675–709 (2016)
39. Wilson, S.O.: A loop group extension of the odd Chern character. J. Geom. Phys. 102, 32–43 (2016)
40. Witten, E.: Constraints on supersymmetry breaking. Nucl. Phys. B 202(2), 253–316 (1982)
41. Witten, E.: Supersymmetry and Morse theory. J. Differ. Geom. 17(4), 661–692 (1982)

Communicated by M. Hairer

http://arxiv.org/abs/1709.10028
http://arxiv.org/abs/2010.05892
https://people.mpim-bonn.mpg.de/teichner/Math/Surveys_files/MPI.pdf
https://people.mpim-bonn.mpg.de/teichner/Math/Surveys_files/MPI.pdf

	A Rigorous Construction of the Supersymmetric Path Integral Associated to a Compact Spin Manifold
	Abstract:
	1 Introduction
	2 Preliminaries
	2.1 Loop space differential forms
	2.2 Spin geometry

	3 Iterated Integrals and the Chern Character
	3.1 The bar complex
	3.2 Iterated integrals
	3.3 The Chern character

	4 The Path Integral
	4.1 Definition of the path integral
	4.2 A Feynman–Kac formula
	4.3 Comparison of path integral and Chern character

	5 Bismut Chern Characters
	Acknowledgement.
	References




