Feynman-Vernon influence functional approach to quantum transport in interacting nanojunctions: An analytical hierarchical study
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We present a nonperturbative and formally exact approach for the charge transport in interacting nanojunctions based on a real-time path-integral formulation of the reduced system dynamics. For reservoirs of noninteracting fermions, the exact trace over the leads’ degrees of freedom results in the time-nonlocal Feynman-Vernon influence functional, a functional of the Grassmann-valued paths of the nanojunction, which induces correlations among the tunneling transitions in and out of the nanojunction. An expansion of the influence functional in terms of the number of tunneling transitions, and integration of the Grassmann variables between the tunneling times, allows us to obtain a still exact generalized master equation for the populations of the reduced density matrix in the occupation-number representation, as well as a formally exact expression for the current. By borrowing the nomenclature of the famous spin-boson model, we parametrize the two-state dynamics of each single-particle fermionic degree of freedom, in the occupation-number representation, in terms of blips and sojourns. We apply our formalism to the exactly solvable resonant level model (RLM) and to the single-impurity Anderson model (SIAM), the latter being a prototype system for studying strong correlations. For both systems, we demonstrate a hierarchical diagrammatic structure. While the hierarchy closes at the second tier for the RLM, this is not the case for the interacting SIAM. Upon inspection of the current kernel, known results from various perturbative and nonperturbative approximation schemes to quantum transport in the SIAM are recovered. Finally, a noncrossing approximation for the hierarchical kernel is developed, which enables us to systematically decrease temperature at each next level of the approximation. Analytical results for a simplified fourth-tier scheme are presented both in equilibrium and nonequilibrium and with an applied magnetic field.
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I. INTRODUCTION

The qualitative understanding and quantitative description of transport properties of interacting nanojunctions is one of the core problems of nonequilibrium condensed matter physics. Interacting nanojunctions describe the general class of open systems whereby a quantum system S of interest (a molecule, a quantum wire, a set of quantum dots, etc.) is coupled via tunneling to two or more fermionic reservoirs held at different chemical potential and/or temperature (see Fig. 1). Relevant observables of interest are typically the average current flowing through the junctions, or its higher-order cumulants, which result from a nonequilibrium configuration in the leads.

The presence of many-body electronic interactions in the central system, in combination with the large number of degrees of freedom in the fermionic reservoirs, renders the solution of the transport problem a challenge. Not even for the archetypal single-impurity Anderson model (SIAM) [1], where the central system is a single orbital which can accommodate two electrons of opposite spin, the current-voltage characteristics for this model has yet been obtained in closed analytic form in the whole regime of parameters. The SIAM is a prototypical example to investigate the interplay between strong correlations in the central system and a continuum of degrees of freedom provided by the leads’ electrons. Below a critical temperature, known as Kondo temperature $T_K$, this interplay gives rise to the emergence of the Kondo singlet, a bound state at the Fermi level signaling the screening of the unpaired impurity spin by the conduction electrons [2–6]. Importantly, the Kondo temperature depends exponentially on the tunneling coupling, showing the need of nonperturbative approaches in the tunneling to capture this effect [4].

The necessity to develop approximation schemes enabling the treatment of tunneling and interactions on the same footing is at the core of various approaches to interacting quantum transport which have been proposed in the literature. In order to understand the method proposed in this work, and to put it in a proper context, we shortly summarize the very essence of the main approaches available so far. We start by distinguishing between numerically exact methods and analytical or semianalytical schemes. In equilibrium, numerically exact methods such as the numerical renormalization group (NRG) [7,8] or the density matrix renormalization group (DMNRG) [9,10] are well established to evaluate the linear conductance through nanojunctions with only few degrees of freedom of the central system. In this work we shall use results from DMNRG simulations to benchmark various approximation routes for the SIAM. Numerical schemes also applicable in nonequilibrium situations are being developed and involve, among others, time-dependent DMNRG methods [11,12], iterative [13] and Monte Carlo [14] path-integral schemes, and hierarchical equation-of-motion approaches [15,16], also based on the path-integral approach, or auxiliary function
methods [17–19]. See also [20] for a more detailed review and comparative study of some of these approaches. The computational effort, however, grows exponentially with the number of degrees of freedom of the central system, which renders numerical approaches impractical for interacting nanojunctions with more than a few degrees of freedom.

For this reason, also semianalytical and analytical schemes have attracted much interest to address the transport problem. These encompass frameworks where the expression for the current involves the calculation of nonequilibrium Green’s functions and associated self-energies [21–27] to ones where the current results from a statistical average, and thus the central quantities are the density operator or the reduced density matrix (RDM) of the open system (see, e.g., [28–31]). Given the large variety of methods and their different range of applicability, it is rather difficult to keep focus of the enormous amount of literature by now available, so that comparison between various schemes and short topical reviews becomes very valuable [32–38].

From the perspective of this work, it is convenient to separate the available methods in two main groups. In the first one, and by far the most popular, the starting point are dynamical equations for the relevant quantities, which are solved by truncating a hierarchy of equations, or by systematic perturbation schemes. The most known dynamical schemes involve equations of motion for the Green’s functions [33,39–43], kinetic equations for the density matrix [44,45] or the reduced density operator [29,46–52], and perturbative RG schemes [53–60]. In the second and much less explored one, the starting point are formally exact expressions for generating functions or for the reduced density matrix obtained with field integral methods. Here the relevant information on the time evolution of the open system is captured, e.g., by Keldysh effective action [61–63] or double-path Feynman-Vernon influence functionals [64,65], resulting from an exact trace over the reservoir degrees of freedom. The advantage of these approaches is to enable analytical solutions being intrinsically nonperturbative in both the tunneling and interaction. For example, generating functional methods have been used to treat zero-bias anomalies in metallic islands [66], and the nonequilibrium Kondo effect in the SIAM [67,68] and in carbon nanotube-based quantum dots [69–71]. However, a treatment of interacting nanojunctions based on an exact path-integral expression for the junction’s RDM has not been discussed yet. In this work, we wish to bridge this gap.

Here we propose an analytical method, based on the Feynman-Vernon influence functional approach for fermionic reservoirs. This approach provides an exact expression for the RDM in the fermionic coherent-state representation [72,73] and has been used to investigate transient and stationary transport in noninteracting nanojunctions [65,74–76]. We show that the influence functional is also a powerful tool to treat interaction effects all the way down to low temperatures for a generic nanojunction linearly coupled to nonequilibrium fermionic reservoirs. Starting from the exact formal expression for the system’s RDM, we derive a still exact quantum master equation for the same object. Importantly, and one major result of this work, a nested hierarchical structure of the quantum master-equation kernel is recognized which allows for devising systematic, nonperturbative schemes in the calculation of the kernel. Similarly, a path-integral expression for the current through the nanojunction is obtained and its relation to current formulas in terms of nonequilibrium Green’s functions [21] elucidated. We apply then our formalism to two archetypal examples. The first one, the exactly solvable resonant level model (RLM) [36], is used to show that the nesting in the hierarchical structure is finite for noninteracting models, and thus a closed analytical form for the current can be obtained. The second is the SIAM, where the combined effect of interactions and tunnel coupling implies an infinite, hierarchical structure. On the one hand, by performing an expansion of the kernel in powers of the tunneling coupling, Coulomb blockade physics, single-electron tunneling and cotunneling effects occurring in the weak coupling limit [77] can be described, in agreement with established diagrammatic perturbative schemes (see, e.g., [34,47]). On the other hand, by truncating the hierarchy to the second tier, the diagrammatic resonant tunneling approximation (RTA) [45,47] is recovered. By neglecting crossed diagrams in the RTA, a second-tier noncrossing approximation (NCA2) is obtained. Noticeably, the NCA2 reproduces the famous result for the SIAM Green’s function as obtained in [78] using the equation-of-motion (EOM) method. Finally, by only including charge fluctuations, the NCA2 reduces to the dressed-second-order (DSO) approximation discussed in [49]. Such schemes foresee the onset of the Kondo zero-bias anomaly, but are plagued by a pinning problem of the self-energy at the particle-hole symmetry point when decreasing the temperature (see, e.g., [40]). Further, the temperature for the onset of the anomaly differs from the proper Kondo temperature (see, e.g., [49]). Thus, higher-order tiers are required. In this work, we develop an infinite-tier scheme named dressed bubble approximation (DBA), and a simplified NCA version of it, whereby the problem of finding the self-energies, and thus the retarded Green’s function, is reduced to a geometrical problem involving the inversion of matrices of dimension $4 \times 4$, at most, for the SIAM. Exemplarily, we discuss a fourth-tier scheme, the NCA4, whose simplified version allows for an easy-to-handle analytical solution that improves over the second-tier schemes by lifting the pinning problem. We test the predictions for the linear conductance of this simplified NCA4 scheme against numerically exact DMNRG results. Moreover, we study the transport properties...
in a nonequilibrium situation and in the presence of an applied magnetic field.

The paper is structured as follows. In Sec. II we introduce the generic model for interacting nanojunctions and derive formally exact path-integral expressions in the coherent-state representation [72] for both the RDM and for the current at a given lead [65,74]. Here, as a result of the trace over the fermionic reservoirs, tunneling events in and out of the central system become correlated through the action of the time-nonlocal Feynman-Vernon influence functional. How to then obtain an exact master equation for the RDM in the case of noninteracting nanojunctions is further discussed in [65,74]. Since our focus is on the interplay of interactions and tunneling, we perform a first crucial step by expressing the exact propagator in the occupation-number representation starting from the coherent-state picture. This transformation paves the route for the expansion of the influence functional in series of tunneling transitions discussed in Sec. III, and for the diagrammatic representation of the propagator in terms of blips and sojourns illustrated in Sec. IV. Here, borrowing the nomenclature from the famous spin-boson problem [79], we show that by expanding the influence functional and integrating out the Grassmann variables we can view a path as a sequence of blips and sojourns as for the two-state system in the spin-boson problem; the two states of the spin correspond here to (fermionic) degrees of freedom of the central system being empty or singly occupied. In Sec. V this knowledge is used to obtain an exact generalized master equation (GME) for the diagonal elements (populations) of the RDM, as well as an integral equation for the current. The hierarchical structure of the populations kernel in Laplace space and the Dyson equation for its propagator are derived in the central Sec. VI. Specializing to the case of proportional coupling, the connection between the current kernel and the retarded Green’s function is established in Sec. VII. In such a case, the Meir-Wingreen formula for the current is recovered. There follow two sections where we apply our general formalism to the exactly solvable RLM, Sec. VIII, and to the SIAM, Sec. IX. Since the RLM accommodates at most one electron, interaction effects play no role here, and the Dyson equation for its propagator is solved exactly at the second-tier level. In the SIAM, in contrast, the hierarchy of equations for the propagator does not close, and approximation schemes are required. We show how to recover within our formalism various common approximation schemes for the SIAM and discuss further the infinite-tier DBA scheme. Analytical results, which include the temperature dependence of the linear conductance and the differential conductance in the presence of an applied magnetic field, are then exemplarily obtained within the NCA4, a truncation of this scheme to the fourth tier, with some additional simplifications. Finally, conclusions are drawn in Sec. X. Some of the detailed derivations are deferred to the Appendices.

II. PATH-INTEGRAL REPRESENTATION FOR THE REDUCED DENSITY MATRIX AND THE CURRENT

We consider the general transport setting depicted in Fig. 1, where a central interacting region, with a number $N$ of available electron states, indexed by $i$ or $j$ in what follows, is connected via tunnel coupling to noninteracting fermionic leads, held in general at different chemical potentials and/or different temperatures. This general setting can describe molecular junctions [26,27], manufactured nanostructures, such as lateral quantum dots [80], or other complex junctions [81].

The Hamiltonian of this transport setup consists of three terms, corresponding to the partition in central system (S) plus leads coupled via a particle exchange term, and reads as

$$H = H_S + \sum_{\alpha,\sigma} \epsilon_{\alpha} c_{\alpha \sigma}^\dagger c_{\alpha \sigma} + \sum_{\alpha k} \{ t_{\alpha k} a_{\alpha}^\dagger c_{\alpha \sigma} + t_{\alpha k}^* c_{\alpha \sigma}^\dagger a_{\alpha} \}. \quad (1)$$

The central system part is left unspecified at the present stage, being some function of the fermionic creation and annihilation operators $a_{\alpha}$ and $a_{\alpha}^\dagger$ relative to the single-particle basis $\{|i\}\}$ in S. It contains in principle interaction terms which are quartic in these operators. Further, for simplicity, $H_S$ is assumed to be time independent, although the inclusion of time-dependent terms in a real-time path-integral formalism is straightforward [64,82]. The second term is the free leads part with creation and annihilation operators $c_{\alpha \sigma}^\dagger$ and $c_{\alpha \sigma}$, where $\alpha$ runs over the leads, $\sigma$ is the spin degree of freedom, and $k$ denotes the $k$th electronic state in the lead $\alpha$. The third term in Eq. (1) describes the exchange of particles between dot and leads, with the energies $\epsilon_{\alpha k}$ giving the amplitude of the tunnel coupling. In the continuum limit, denoting with $\mathcal{E}_{\alpha \sigma}(\epsilon)$ the density of states of lead $\alpha$ in energy space, we set $\sum_{\alpha k} \rightarrow \sum_{\alpha} \int d\epsilon \mathcal{E}_{\alpha \sigma}(\epsilon)$. Then, the tunnel coupling is characterized by the energy-dependent hybridization matrix $\mathbf{\Gamma}(\epsilon) = \sum_{\alpha} \Gamma_{\alpha}(\epsilon)$ whose elements are

$$[\Gamma_{\alpha}(\epsilon)]_{ij} := 2\pi \sum_{\sigma} \mathcal{E}_{\alpha \sigma}(\epsilon) \langle n_{\alpha \sigma}(\epsilon) \rangle_{\alpha \sigma}(\epsilon) \mathcal{H}_{\alpha \sigma}(\epsilon). \quad (2)$$

A. Reduced density matrix and current

Let us denote with $\rho$ the reduced density matrix (RDM) of the central system. The RDM is obtained from $\rho_{\alpha\beta}(t)$, the total density matrix, by tracing out the leads’ degrees of freedom $\rho_{\alpha\beta}(t) = \text{Tr}_{\text{leads}}[\rho_{\alpha\beta}(t)]$, with the time evolution of $\rho_{\alpha\beta}$ being governed by the evolution operator associated to the Hamiltonian (1). Since we have assumed noninteracting leads, this trace can be performed exactly in the coherent-state representation using standard path-integral techniques [72,74]. We consider for simplicity an initially factorized density matrix $\rho_{\alpha\beta}(t_0) = \rho_{\alpha}(t_0) \otimes \rho_{\beta}^{\dagger}(t_0)$, where $\rho_{\alpha}(t_0) = \mathcal{D}_{\alpha}(t_0)$, with the lead $\alpha$ in the grand-canonical equilibrium state at a given temperature $T_{\alpha}$ and chemical potential $\mu_{\alpha}$ (see Fig. 1). The propagator $\mathcal{J}$ yields the matrix elements of the RDM in the coherent-state representation at time $t$ according to

$$(\xi_{\alpha})(\rho(t)) \langle \xi_{\beta} \rangle = \int d^2 \xi_0 d^2 \xi_0' \mathcal{J}(\xi_{\alpha}^\dagger, \xi_{\beta}; t; \xi_0, \xi_0', t_0) \rho_{\alpha\beta}(t_0), \quad (3)$$

where $\rho_{\alpha\beta}(t_0) = \langle \xi_0 | \rho(t_0) | \xi_0' \rangle$. The Grassmann variables $\xi = (\ldots, \xi', \ldots)$ and $\xi^\dagger = (\ldots, \xi^\dagger, \ldots)$ have one component for each electronic state which is defined by $\xi_i = \xi_{i\alpha}$ and $\xi_{i\alpha}^\dagger = \xi_{i\alpha}$. Following the procedure outlined in
Appendix A, the propagator acquires the formal, exact path-integral expression in the coherent-state representation

\[ \mathcal{F}(\xi^*, \xi, t; \xi_0, t_0) = \int _ {k_0} ^ {k_f} D\xi D\xi D\xi D\xi e^{i(S_k(t, t') - S_k(\xi^*, \xi))} \times \mathcal{F}(\xi^*, \xi^*, \xi^*, \xi), \]  

(4)

where \( \int D\xi = \int \prod _ {k=1} ^ {K} d\xi(t_k) \) and \( \int D\xi = \int \prod _ {k=1} ^ {K} d\xi(t_k) d\xi(t_k) \) denote the sums over paths in the forward and backward time branches, respectively, with fixed end points and \( K \to \infty \). The action of the central system is given by the time-discretized expression \( \xi_k \equiv \xi(t_k) \) and \( t_{k+1} = t_k + \delta t \)

\[ e^{\pm S_k(\xi^*, \xi)} = \sum _ {k=0} ^ {K} e^{-\xi_k + \xi_{k+1} + \frac{1}{\delta t} H_0(\xi_k, \xi_{k+1})}, \]

(5)

with \( \xi^*(k_{k+1}) \equiv \xi^*_k \) and \( \xi(t_{k+1}) \equiv \xi_k \). Due to the trace over the leads, these paths are coupled by the Feynman-Vernon influence functional [4] \( \mathcal{F}(\xi^*, \xi, \xi^*, \xi) = \exp[\Phi(\xi^*, \xi, \xi^*, \xi)] \) whose phase can be given in the following symmetric form (see Appendix B):

\[ \Phi(\xi^*, \xi, \xi^*, \xi) = -\int _ {t_0} ^ {t_f} dt' \int _ {t_0} ^ {t_f} dt'' [\xi^*(t') \cdot g_-(t' - t'') \cdot \xi(t'') + \xi(t') \cdot g_+(t' - t') \cdot \xi^*(t'') - \xi(t') \cdot g_+(t' - t'') \cdot \xi^*(t'') + \xi^*(t') \cdot g_-(t' - t'') \cdot \xi(t'') - \xi^*(t') \cdot g_-(t' - t'') \cdot \xi(t'')] \]  

(6)

The correlation matrices \( g_{\pm} \) have elements

\[ g_{ij, \pm}(t) = \frac{1}{\hbar} \sum _ {a \kappa} \sum _ {\nu \kappa} \nu(a,\kappa) f_{\kappa}(\epsilon_k) e^{-\frac{i}{\hbar} t} \]  

(7)

where \( f_{\kappa}(\epsilon_k) = [1 + e^{\beta(\epsilon_k - \mu_\alpha)}]^{-1} \) is the Fermi function of lead \( \alpha \) and \( f_{\kappa}(\epsilon_k) \equiv 1 - f_{\kappa}(\epsilon_k) \). As shown in Appendix C, these matrix elements are the correlation functions of the leads’ force operator.

The phase of the influence functional, Eq. (6), displays the eight fundamental processes involved in the transport setup consisting of pairs of tunneling events, each creating or annihilating one electron in the central system, connected by a fermion line. These processes are shown in Fig. 2. A fermion line is mathematically represented by the time-dependent part of the correlation function calculated at the difference between the times of the two events [see Eq. (7)]. To the two tunneling transitions coupled by a correlation matrix \( g \) we attributed the product of the two tunnel amplitudes with the appropriate Fermi function, as given by the prefactors of \( g \). As an example of process in the phase of the influence functional, consider \( \xi^*(t') \xi_{ij-}(t' - t'') \xi^j(t'') \), which is one of the terms generated by the scalar product in the first term of the sum in Eq. (6).

This is the forward process depicted in the upper-right part of Fig. 2 and consists in the destruction of one electron in the state \( j \) of the central system at time \( t' \) followed by the creation of one electron at a later time \( t'' \) in the state \( i \). Note that this is actually a collection of processes, as there is a sum over the leads and their states in the correlation function. Likewise, \( \xi^j(t') g_{ij-}(t' - t'') \xi^j(t'') \) gives the creation of one electron in the dot at time \( t'' \) followed by the annihilation of an electron at a later time \( t' \) in the backward time branch (see the upper-left part of Fig. 2).

As can be seen from Eq. (6), in the influence functional, forward and backward paths of the individual degrees of freedom are self-interacting and also coupled to each other in a time-nonlocal fashion. The latter feature ensures that the Feynman-Vernon approach takes fully into account the back-action due to the leads in the system evolution.

**B. Current**

We define the particle current in lead \( l \) as the expectation value of \( \hat{N}_l(t) \), the time derivative of the particle-number operator of lead \( l \). In the Heisenberg picture \( \hat{N}_l(t) = \sum _ {\kappa} c_{l,\kappa}^\dagger(t) c_{l,\kappa}(t) \) so that, with the general Hamiltonian in Eq. (1),

\[ \hat{N}_l(t) = -\frac{i}{\hbar} [\hat{N}_l(t), H(t)] = \frac{i}{\hbar} \sum _ {i\kappa} [\xi^i_l(t) c_{l,\kappa}^\dagger(t) a_i(t) - t_{i\kappa} a_i^\dagger(t) c_{l,\kappa}(t)]. \]  

(8)

The electron current \( I_l(t) = -e \langle \hat{N}_l(t) \rangle \), where \( \langle \hat{N}_l(t) \rangle \) is the time-resolved current, assumes the form

\[ I_l(t) = \frac{e}{\hbar} \sum _ {i\kappa} [\xi^i_l(t) c_{l,\kappa}^\dagger(t) a_i(t) - t_{i\kappa} a_i^\dagger(t) c_{l,\kappa}(t)] \equiv e2 \Re \text{Tr}_S[A_i(t)], \]  

(9)
where, using $\hat{O}_\mathcal{H}(t) = U^\dagger(t, t_0)\hat{O}_\mathcal{H} U(t, t_0)$, we have defined
the system operator $\mathcal{A}_l(t)$ as the following trace over the leads:

$$[\mathcal{A}_l(t)]_a := \frac{i}{\hbar} \sum_{l \perp o} \text{Tr}_{\text{leads}}[a^0_l c^0_{l\sigma} \rho_{ao}(t)].$$

The system operator $\mathcal{A}_l(t)$ admits a path-integral representation similar to the one carried out for the RDM, namely,

$$\langle \xi_n | \mathcal{A}_l(t) | \xi_b \rangle = \int d^2 \xi_0 d^2 \xi_0 d' \xi_0 d' \xi_0 \mathcal{J}_l(\xi_n^0, \xi_b^0, t; \xi_0^0, \xi_0^0, t_0) \rho_{b0}(t_0).$$

The current propagator is given by [65,74]

$$\mathcal{J}_l(\xi_n^0, \xi_b^0, t; \xi_0^0, t_0) = \int_{\xi_0^0} d\xi d\xi^\ast \int_{\xi_0^0} d\xi^\ast d\xi^\ast \delta(\xi_0^0 - \xi_0^0, \xi_0^0 - \xi_0^0) \times \mathcal{I}_l(\xi^\ast, \xi, \xi^\ast, \xi^\ast).$$

This expression is similar to that of the propagator for the system RDM [Eq. (4)], the difference being the multiplicative current functional

$$\mathcal{I}_l(\xi^\ast, \xi, \xi^\ast) = -\int_{t_0}^{t} dt' \xi^\ast(t) [g_{l,-}(t - t') \xi(t')] - g_{l,0}(t - t') \xi^\ast(t')]$$

Here, the correlation matrices bear the index $l$ (which is not summed over) for the lead considered for the calculation of the current, with $g_{l,0}(t) = \sum_{a} g_{l,0}(t)$. Moreover, there is one single time integral and the last Grassmann variable has the time argument fixed at the final time while the argument of the first runs from $t_0$ to $t$. Finally, the structure of the integrand in $\mathcal{I}$ is similar to that of $\Phi$, the exponent of the influence functional $\mathcal{F}$ given in Eq. (6), except for the two constraints that fix the nature of the last Grassmann variable, reflecting the fact that the operator $a^0_l$ is fixed in the calculation of $\mathcal{A}_l$ [see Eq. (10)]. In Appendix D, we show the connection between the path-integral expression for the current and the Green’s functions.

C. Propagators in the occupation-number representation

For a system with $N$ electronic states $i = 1, \ldots, N$, we introduce the composite index $\alpha = (n_1, \ldots, n_N)$ collecting the occupations of the states in the occupation-number representation, with $n_i = 0, 1$ for state $i$. The anticommutation relation obeyed by any two Grassmann variables yields the property [72]

$$\int d\xi^\ast d\xi [\xi^\ast, \xi^\ast, \xi, 1] = (-1, 0, 0, 0).$$

Note that $\xi^\ast$ and $\xi$ are independent Grassmann variables. The definition of coherent states

$$|\xi\rangle = \prod_{i=1}^{N} (1 - \xi^\ast q_i)|0_i\rangle$$

and the property of the Grassmann integrals [Eq. (14)] allow us to define the projectors that map the system state from the coherent state to the occupation-number representation. For example, in the case of a single-electron state ($N = 1$) an element of the RDM reads as in the coherent-state representation

$$\langle \xi | (\rho(t)) | \xi \rangle = \rho_{00}(t) + \rho_{01}(t) \xi^\ast + \rho_{10}(t) \xi + \rho_{11}(t) \xi^\ast \xi,$$

where we have used $(0|\xi) = (0|(1 - \xi a^i)|0) = 1 - (0|\xi) = 1 - (0|0) = 1$ and $(1|\xi) = (0|a|\xi) = (0|\xi) = (0|0) = \xi$. The elements of the RDM in the occupation-number representation are then recovered by performing the Grassmann integrals

$$\rho_{ab}(t) = \Pi(a') \Pi^\ast(b) \langle \xi | (\rho(t)) | \xi \rangle,$$

where the projectors $\Pi^\ast(b)$ and $\Pi(a)$ integrate out the Grassmann variables to the left and to the right of the operator $|0\rangle$, respectively. Their definitions are

$$\Pi(0) = \int d\xi^\ast \xi^\ast, \quad \Pi^\ast(1) = \int d\xi^\ast,$$

The propagator for the populations in the occupation-number representation gives the population vector at time $t$ according to

$$P_\alpha(t) = \sum_{\alpha'} J_{\alpha'\alpha}(t, t_0) \rho_{\alpha'}(t_0).$$

Thus, the matrix element $(\alpha', \alpha)$ of the propagator is obtained by fixing the initial state to $\rho(t_0) = |\alpha\rangle \langle \alpha|$ so that $P_{\alpha'}(t_0) = \delta_{\alpha'' \alpha'}$. Then,

$$J_{\alpha'\alpha}(t, t_0) = \Pi_{\alpha'}(n') \Pi^\ast_{\alpha} (n) \int d^2 \xi_0 d^2 \xi_0 d^2 \xi_0 d^2 \xi_0 \mathcal{J}_l(\xi_n^0, \xi_b^0, t; \xi_0^0, \xi_0^0, t_0) \times \langle \xi_0 | n \rangle \langle n | \xi_0 \rangle,$$

where we use Eq. (15) to calculate the matrix element of the RDM at $t_0$ in the coherent-state representation. Equation (20) provides the recipe to obtain the propagator in the occupation-number representation starting from the coherent-state path-integral picture.
Likewise, the diagonal elements of the current propagator in Eq. (11) are obtained as
\[
J_{i,t}^{\dagger}(t_0,t_0) = \Pi_0(n_i')\Pi_0^*(n_i) \int d^2\xi_0 d^2\xi_0' \mathcal{J}_0^{\dagger}(\xi_0', \xi_0; t_0, t_0) \\
\times \langle \xi_0 | n | \xi_0' \rangle. \tag{21}
\]

### III. TUNNELING EXPANSION OF THE INFLUENCE FUNCTIONAL

The influence functional couples the processes within and between the forward and backward time branches of the propagators. To move forward in the actual calculations, first we unify the two time branches in a single one and then discretize the paths of the central system in this unique time branch by expanding the influence functional in the number of processes, namely, in powers of \( \gamma \) [see Eq. (2)]. This expansion gives rise to a diagrammatic unraveling of the propagator. The peculiarity of the present approach is the parametrization of the paths of reduced density matrices of individual two-state systems, one for each electron state of the central system.

#### A. Diagrammatic unraveling of the propagator from the expansion of the influence functional

Adopting the notation
\[
\begin{align*}
\xi_i^{\dagger} &= \xi_i, \quad \xi_i &= \xi_i^*, \\
\xi_{i-1} &= \xi_i^{\dagger}, \\
\xi_{i+1} &= \xi_{i-1}^*, \\
g_i^{\dagger} &= g_i, \\
g_i &= g_i^*, \\
g_{i-1} &= g_{i+1}^*, \\
g_{i+1} &= g_{i-1}^*,
\end{align*}
\]

where the lower index identifies the time branch (sign of the Fermi function) and the upper index performs the complex (Hermitian) conjugation for the Grassmann-valued paths (correlation matrices), the phase of the influence functional (6) can be expressed in the compact form \( F(t', t'') = \int_{t_0}^{t'} dt' \int_{t_0}^{t''} dt'' F(t', t'') \), where
\[
F(t', t'') = \sum_{x,y,z=\pm 1} x \xi_x^{\dagger}(t') g_k^{\dagger}(t' - t'') \xi_y (t''). \tag{23}
\]

The eight elementary processes comprised by the phase of the influence functional are rendered by the sum over the three binary indices \( x, y, \) and \( z \). As these processes consist of couples of tunneling transitions, the expansion in the tunnel coupling is given by the sum over the number \( m \) of pairs of transitions
\[
\mathcal{J}(\xi_0', \xi_0; t_0, t_0) = \sum_{m=0}^{\infty} \mathcal{J}^{(m)}(\xi_0', \xi_0; t_0, t_0).
\]

The term with \( 2m \) transitions [order \( m \) in \( \Gamma \), cf. Eq. (2)] reads as
\[
\mathcal{J}^{(m)}(\xi_0', \xi_0; t_0, t_0) = \int \mathcal{D}\{t\}_m \int_{t_0}^{t} d\xi_k \int_{t_0}^{t} d\xi_k' \times e^{\frac{i}{\hbar} [S(t; \xi_k') - S(t; \xi_k)]} \sum_{P_m} \prod_{p=1}^{m} F_{k_p}, \tag{24}
\]

where \( P_m \) denotes one of the \( (2m)!/(2^m m! \) \) possible arrangements of \( 2m \) time indices in groups of 2 with no repetitions, meaning that two transitions at the same time instant are not allowed. The symbol \( \int \mathcal{D}\{t\}_m \) comprises the nested time integrations over the \( 2m \) transition times. Explicitly,
\[
\int \mathcal{D}\{t\}_m := \int_{t_0}^{t_m} dt_{2m-1} \cdots \int_{t_0}^{t_2} dt_1. \tag{25}
\]

In Eq. (24), we have introduced the Grassmann-valued functions
\[
F_{kl} = - \sum_{i,j=1}^{N} x \xi_i^{\dagger}(t_k) (g_j(t_k - t_i)) \xi_j (t_i). \tag{26}
\]

Thus, in the present time-discretized picture of the influence functional, the Grassmann-valued paths, which are expressed in terms of a set of Grassmann numbers associated to the specific time instants of the tunneling transitions, consist of individual transition at specific times (the sequence of times being ordered). The nested time integrals in Eq. (25) reproduce all the possibilities for the sequences of processes. Finally, the sum over the set of coefficients \( x, y, \) and \( z \) in Eq. (26) and the sum over the system states, implicit in the scalar products with the correlation matrix, produce the sum over paths.

To deal with the forward and backward paths with a single parametrization, it is convenient to use a single time direction for the two time branches depicted in Fig. 2. In order to do so, it is necessary to make the associations
\[
\frac{\xi^*}{\xi} \ creation/annihilation \ in \ S, \tag{27a}
\]
\[
\frac{\xi^*}{\xi} \ annihilation/creation \ in \ S, \tag{27b}
\]

as suggested by Fig. 3.

The resulting diagrammatic notation is more compact and the topology of the diagrams is different with respect to the Keldysh formalism. For example, diagrams displaying crossings in the Keldysh contour, as, e.g., in the seminal work by König et al. [47], can be crossing free when the time branches are collapsed in a single one, as in the present treatment (see also, e.g., [37,83]).

Two examples of paths, comprising two tunneling transitions each, are detailed in Fig. 4 where the Grassmann variables associated to the transition times \( t_0 \) and \( t_1 \) and contained in the functions \( F_{kl} \) are highlighted. Both processes in Fig. 4 fall in the class succinctly represented by the only...
hybridization matrix of lead $\alpha$ [Eq. (2)] specializes to
\begin{equation}
|\Gamma_{\alpha}(\epsilon)|_{ij} = 2\pi \sum_{\sigma} \epsilon_{i\sigma} (\epsilon)|u_{i\sigma}(\epsilon)|^2 \delta_{ij},
\end{equation}
which is still state dependent, i.e., not proportional to the identity. Note that the hybridization matrices of the different leads are simultaneously diagonal in the occupation basis $|n_1, \ldots, n_N\rangle$. Archetype examples of systems to which Eq. (29) applies are the resonant level model (RLM) and the single-impurity Anderson model (SIAM) discussed in Secs. VIII and IX, respectively.

Due to the diagonal correlation matrices [Eq. (29)], the influence functional is factorized and the fermion lines only connect transitions which change the occupation of individual states. As a result, if no coherences are present at the initial time $t_0$, none will be produced at later times. This is not true for nondiagonal correlation matrices, where coherences can develop and couple to the populations. This aspect is crucial, for example, in the so-called spin-valve setup $[84–88]$ and for interacting nanojunctions displaying interference effects $[44,89,90]$.

With the correlation matrices given by Eq. (29), the Grassmann-valued functions in Eq. (26) specialize to $F_{ij} = \sum_{x=1}^{N} F_{ij}^x$, where
\begin{equation}
F_{ij}^x = \sum_{x,y,z=\pm 1} -x \left[\epsilon_i^y\right]^x \left[\epsilon_i^z\right]^{-x} \left[\epsilon_j^y\right]^{-x} \left[\epsilon_j^z\right]^{x}.
\end{equation}
The assumption of diagonal correlation matrices allows us to establish diagrammatic rules for the paths of individual fermionic single-particle states $i$ and to express the contribution of a composite diagram, involving different electron states, in terms of the individual diagrammatic contributions and of a common phase factor accounting for the interactions.

B. Parametrization for a single degree of freedom (resonant level model)

Before considering the general case, we focus our attention on an individual degree of freedom of the central system $S$ or, equivalently, on the simplest case of a spinless level coupled to electronic reservoirs, the so-called resonant level model (see Fig. 15 below).

To this extent we notice that a single fermionic degree of freedom is characterized, in the occupation-number representation, by the two values 0, 1, for the state being empty or occupied, respectively. Thus, one can consider the degree of freedom as a two-state system; the corresponding time evolution of generic forward and backward paths for such pseudospin, or qubit, is shown in Fig. 5. Borrowing ideas from the path-integral formulation of the famous spin-boson problem $[64]$, we conveniently collapse the two-state paths on the forward and backward branches into a single four-state path. As shown in Fig. 5, in analogy to the spin-boson nomenclature, we call sojourns the states $(0,\bar{1})$ and $(1,\bar{0})$, and blips the combinations $(0,\bar{0})$ and $(1,\bar{1})$. This is done under the assumption of instantaneous tunneling events that change the occupation number of the electron states in $S$. A sojourn state corresponds to having the same occupation of the electron state both in the forward and in the backward path, meaning that the state is either empty ($\eta = -1$) or occupied

---

IV. STATE-CONSERVING TUNNELING AND DIAGRAMMATIC RULES

A. Diagonal hybridization matrix

The expansion in terms of the influence functions $F_{ij}$ given in Eq. (24) is very general and only relies on the properties of Grassmann numbers. In the remaining of this work we focus for simplicity on the case in which the correlation matrices are diagonal in the basis $|i\rangle$ of single-electron states of the central system $S$, namely,

\begin{equation}
|g_{\alpha,\pm}(t)|_{ij} = \frac{1}{\hbar^2} \sum_{k\sigma} \left|u_{i\sigma}(\epsilon_k)\right|^2 e^{-\hbar^2 t |k| \eta \delta_{ij}},
\end{equation}

with $g_{\pm}(t) = \sum_{\alpha} g_{\alpha,\pm}(t)$. This implies that the paths of the different electron states in $S$ are correlated only via the interaction term at the level of the system Hamiltonian and are otherwise independent. As a result, the energy-dependent
(\eta = +1) in both branches. On the contrary, a blip state refers to different occupation of the two branches, namely, occupied in the forward and empty in the backward (\zeta = +1) or vice versa (\zeta = −1) (see the right panel of Fig. 5). In the present case, since \(N = 1\), we disregard the state index \(i\), and Eq. (31) reduces to \(F_{\eta l} \rightarrow F_{\eta l}\).

To proceed, we perform the integration of the Grassmann variables associated to the time instants between transitions, as done explicitly in Appendix F. This results in the phase factors related to the central system \(S\) which are discussed below. The residual Grassmann variables are the ones associated to the transition times, as shown in Fig. 6 for a collapsed path which comprises four tunneling transitions.

A path of the electron state with 2\(m\) transitions starting and ending in a sojourn has \(m + 1\) sojourn intervals \((\eta_0, \ldots, \eta_m)\) and \(m\) blip intervals \((\xi_1, \ldots, \xi_m)\). The path is thus uniquely identified by the corresponding sequence \(\eta_0, \xi_1, \eta_1, \ldots, \xi_k, \eta_k, \ldots, \xi_m, \eta_m\).

With the associations made in Eqs. (22) and (27), to this sequence of blip and sojourn indices there correspond the following sequence of Grassmann variables,

\[\xi_{\eta_0\eta_1}, \xi_{\eta_1\eta_2}, \ldots, \xi_{\eta_{k-1}\eta_k}, \xi_{\eta_k\eta_{k+1}}, \ldots, \xi_{\eta_m\eta_m},\]

as shown in Fig. 6. To each transition to a blip state (odd transition times \(t_{2k−1}\)) is associated the Grassmann variable \(\xi_{\eta_{k−1}\eta_k}\), and to a transition to a sojourn (even transition times \(t_{2k}\)) is associated \(\xi_{\eta_{k}\eta_{k+1}}\). Grassmann variables at different times are independent, otherwise, a path with two Grassmann variables of the same type (e.g., creation in the forward path) would yield a vanishing contribution due to the property \((\xi^*)^2 = 0\). Note that to a given path there correspond different arrangements of the functions \(F_{\eta l}\) (fermion lines) attached to couples of transitions.

From Eq. (31), and using \((\xi_k)^2 = 1\), according to the type of transitions being involved at times \(t_i\) and \(t_j\) (blip-sojourn, sojourn-blip, blip-blip, or sojourn-sojourn), the function \(F_{\eta l}\) acquires one of the forms

\[
\begin{align*}
(b \rightarrow s) & \quad F_{2k+1} = \xi_{\eta_{k}, \eta_{k+1}}^2, \\
(s \rightarrow b) & \quad F_{2k} = \xi_{\eta_{k+1}, \eta_{k}}^2, \\
(b \rightarrow b) & \quad F_{2k} = \xi_{\eta_{k+1}, \eta_{k}}^2, \\
(s \rightarrow s) & \quad F_{2k+1} = \xi_{\eta_{k+1}, \eta_{k}}^2, \\
\end{align*}
\]

Equation (32) is the combined result of the parametrization of the paths shown in Figs. 5 and 6 and the form of the influence functions in Eq. (31). This result is essential to establish the diagrammatic rules discussed in the next section once the residual Grassmann variables are integrated out. The following scheme clarifies the associations in Eq. (32) in the case \(m = 2\):

\[
\begin{align*}
& b \rightarrow s \quad b \rightarrow s \quad b \rightarrow s \\
& t_1 \quad t_2 \quad t_3 \quad t_4 \quad t_5 \quad t_6 \quad t_7 \quad t_8 \\
& s \rightarrow s \quad s \rightarrow s \quad s \rightarrow s \\
& t_1 \quad t_2 \quad t_3 \quad t_4 \quad t_5 \quad t_6 \quad t_7 \quad t_8 \\
& b \rightarrow b \quad s \rightarrow s \\
& t_1 \quad t_2 \quad t_3 \quad t_4 \quad t_5 \quad t_6 \quad t_7 \quad t_8 \\
& b \rightarrow b \quad s \rightarrow s \\
& t_1 \quad t_2 \quad t_3 \quad t_4 \quad t_5 \quad t_6 \quad t_7 \quad t_8 \\
& b \rightarrow b \quad s \rightarrow s \\
& t_1 \quad t_2 \quad t_3 \quad t_4 \quad t_5 \quad t_6 \quad t_7 \quad t_8 \\
\end{align*}
\]

aside from depending on the influence functions \(F_{\eta l}\), the propagator also depends on the action of the central system \(S_{\xi, \xi}\) [see Eq. (4)]. Upon integrating out the Grassmann variables between transitions, this action produces the phase factors \(b_{\eta l}\) associated to the influence functions in Eq. (32). For a central system with a single spinless level of energy \(\epsilon\) these phase factors are schematized by

\[
\begin{align*}
(b \rightarrow s) & \quad e^{−\frac{i}{\hbar} \epsilon (t_{2k}−t_{2k−2})}, \\
(s \rightarrow b) & \quad e^{−\frac{i}{\hbar} \epsilon (t_{2k}−t_{2k−2})}, \\
(b \rightarrow b) & \quad e^{−\frac{i}{\hbar} \epsilon (t_{2k}−t_{2k−2})}, \\
(s \rightarrow s) & \quad e^{−\frac{i}{\hbar} \epsilon (t_{2k}−t_{2k−2})}. \\
\end{align*}
\]

Note that the sign of the exponent is determined by the state (blip or sojourn) from which the fermion line departs [see the scheme (34)]. Applying Eq. (20) to the propagator order by order [Eq. (24)], we are left with the following expansion of the propagator for the populations in the resonant level model:

\[
J_{\eta\eta}(t; t_0) = \sum_{m=0}^{\infty} J_{\eta\eta}^{(m)}(t; t_0),
\]

where

\[
J_{\eta\eta}^{(m)}(t; t_0) = \sum_{\text{paths}} \int \mathcal{D}[t] \sum_{P} B_m(P)\Phi_m(P).
\]

Here, the sum over the permutations \(P\) accounts for the different ways in which the fermion lines can connect \(m\) pairs of
tunneling transitions within the path joining the two sojourns \( \eta \) and \( \eta' \) [see Eq. (34)]. The central system and influence functional part are given by

\[
B_m(\mathcal{P}) = \prod_{p=1}^{m} b_{k_p, l_p},
\]
\[
\Phi_m(\mathcal{P}) = \int \mathcal{D}[\xi]_m \prod_{p=1}^{m} F_{k_p, l_p},
\]

respectively.

The sum over paths in Eq. (36) amounts to summing over the possible values of the intermediate blip and sojourn state with \( 2m \) tunneling transitions. For example, in the case \( m = 2 \),

\[
\sum_{\text{paths}_2} = \sum_{\eta(\eta, \eta', \eta', \eta)} ^{\eta(\eta, \eta', \eta', \eta')}
\]

Finally, the symbol \( \int \mathcal{D}[\xi]_m \) performs the integration over the residual Grassmann variables associated to the \( 2m \) transition times

\[
\int \mathcal{D}[\xi]_m := \int \prod_{k=1}^{m} (-\kappa \eta_k d\xi_{-\eta_k} - \eta_k d\xi_{\eta_k}).
\]

The factors \( -\eta_k \xi_k \) in the above integration measure reflect the noncommuting nature of the symbols \( d\xi \) and are introduced to keep track of the order in which the Grassmann-valued coordinates appear originally in the integration measure, i.e., \( \prod_k d\xi(t_k) d\xi(t_k) = \prod_k d\xi(t_k) d\xi(t_k) d\xi(t_k) d\xi(t_k) \), with the \( m \) numbers to the left within the two classes of forward and backward variables, and with the backward variables to the right of the forward. This is exemplified in Appendix G.

**C. Parametrization for \( N \) degrees of freedom**

Due to the diagonal hybridization matrices introduced in Sec. IV A, the influence functional factorizes in the product of Eq. (34) and Eq. (37), the influence functional factorizes in the product of

\[
\Phi_m(\mathcal{P}) = \int \mathcal{D}[\xi]_m \prod_{p=1}^{m} F_{k_p, l_p},
\]

The sum over the permutations \( \mathcal{P}_i \) accounts now for the different ways in which the fermion lines can connect \( m \) pairs of tunneling transitions within the same path, that of the electron state \( i \) joining the two sojourns \( \eta' \) and \( \eta'' \).

While the influence functions \( \Phi_m \) depend exclusively on the path of the individual state \( i \), the phase factors in \( B_{m\mathcal{P}} \) couple the paths of the different states via the interaction. Specifically, the constant single-particle energies \( \epsilon_i \) turn into the path-dependent energies \( E_i \); they depend on the instantaneous states of all degrees of freedom \( \{\eta'\} \) during the time interval \( \tau_n \) between consecutive transitions, not necessarily of the same electron state. For example, assume that a fermion line associated to the state \( i \) departs from a blip state at time \( t_1 \) and encompasses \( W \) intervals with \( \sum w \tau_n = t_1 - t_1 \). Then, the corresponding phase factor reads as

\[
b_{kl} := \prod_{n=1}^{w} e^{-i \xi \epsilon(t_n) \tau_n},
\]

which reduces for a noninteracting system to

\[
b_{kl} = \prod_{n=1}^{w} e^{-i \epsilon \tau_n} = e^{-i \xi \epsilon(t_n-t_1)}. \]

Thus, in the noninteracting case, the integrand in Eq. (40) is actually factorized in the system’s degrees of freedom.

Finally, the sum over paths in Eq. (40) now takes into account the different possibilities to distribute \( 2m \) transitions among the paths of the \( N \) individual states \( i \) connecting the initial and final sojourn states \( \eta \) and \( \eta' \) with \( \sum_i m_i = m \).

To exemplify how these phase factors and the sum over paths work in the case of a multistate system \( (N > 1) \), consider the case of the SIAM. As it describes an interacting central system which is a single, spinful level, we have \( N = 2 \) and \( i \equiv \sigma = \uparrow, \downarrow \) [cf. Eq. (149) below]. In this specific case, denoting with \( \bar{\sigma} \) the opposite spin state with respect to \( \sigma \), the energies associated to the spin \( \sigma \) in the phase factors read as

\[
E_{\sigma}(\eta) = \epsilon_{\sigma} + (1 + \eta)U/2 \quad (\text{blip-sojourn}),
\]
\[
E_{\sigma} = \epsilon_{\sigma} + U/2 \quad (\text{blip-blip}).
\]

Thus, for example, if the path \( \bar{\sigma} \) is in a sojourn state with \( \eta = +1 \), then \( E_{\sigma} = \epsilon_{\sigma} + U \); this is the addition energy to be paid for adding a further electron to the dot. The presence of the term \( U/2 \) in the second line of Eq. (44) implies that overlap of different fermion lines can produce the energy \( U \) according to the relative sign of the index \( \xi \) (see Appendix F for details). In Fig. 7 an example which shows the energies \( E_{\sigma} \) is provided for a path with two transitions for each spin path.
The sum over paths with four transitions connecting the populations $\eta = (\eta^\uparrow, \eta^\downarrow)$ and $\eta' = (\eta'^\uparrow, \eta'^\downarrow)$ is given by

$$\sum_{\text{paths}_2} = \sum_{\zeta_{1},\eta_{1}',\zeta_{2}'} \eta^\uparrow \c_i \zeta_{1}' \eta_{1}' \zeta_{1} \eta_{1} \eta^\downarrow$$

$$+ \sum_{\zeta_{1},\eta_{1}',\zeta_{2}'} \eta^\downarrow \zeta_{1} \eta_{1} \zeta_{1}' \eta_{1}'$$

Note that if $\eta'^\downarrow \neq \eta^\downarrow$, then the uppermost line of Eq. (45) does not contribute to the sum over paths. The same holds for $\sigma = \uparrow$ and the bottom line. If initial and final sojourns $\eta$ and $\eta'$ differ for both spin states, then only the central line contributes to the sum.

Finally, the Grassmann variables and blip and sojourn indices in the symbol $\int \mathcal{D}[\xi]_m$ acquire the state index $i$:

$$\int \mathcal{D}[\xi]_m := \int \prod_{k=1}^{m} (-\xi_{i}^k \eta_{i}^k) d\xi_{-\eta_{i}^k} \sum_{j=1}^{\ell} (-\zeta_{j}^k \eta_{j}^k) d\zeta_{-\eta_{j}^k}^k$$

[cf. Eq. (39)].

Using the parametrization of the paths in Fig. 6 for the individual degrees of freedom $i$ and the integration measure in Eq. (46) for the residual Grassmann variables associated to the transition times, we are able to automatically carry out the integrations over these variables. The result is simply an overall sign given by the anticommutation property of the $\xi$’s, as detailed in Appendix F. In other words, we find from Eq. (32) the simple form

$$\Phi_m^i(P) = \text{sgn}_m \prod_{k=1}^{m_i} \zeta_{i}^k \eta_{i}^k \prod_{p=1}^{m_i} \xi_{p}^k \eta_{p}^k,$$

where $\text{sgn}_m$ is an overall sign given by the integration over the Grassmann variables associated to the transitions. This sign depends on the order of the transitions, and thus on the permutation $P$, due to the noncommuting character of the Grassmann variables. Importantly, Eq. (47) allows us to establish diagrammatic rules, whereby the explicit form of the functions $f_{ij}$ is obtained by just looking at the arrangement of the fermion lines in the associated diagram [cf. Eq. (33)]. The diagrammatic rules are summarized below.

D. Diagrammatic rules in the time domain for the individual electron states

Once specified a path of the full system with $2m$ transitions, the individual influence functions $\Phi_m^i$ [Eq. (41)], are the sums over the different arrangements of fermion lines $f_{ij}$ connecting $2m$ transitions, where $\sum_{i=1}^{m} m_i = m$. Each of these arrangements of fermion lines constitutes a diagram relative to the state $i$. In this section we establish diagrammatic rules individually for each state. This is convenient because, since the Pauli exclusion principle applies separately to the different states in the central system, the overlap of fermion lines yields different diagrammatic contributions according to whether the lines involve the same or different electron states. Diagrams relative to different states are then coupled by the phase factors $\text{sgn}_m$ [see Eqs. (41) and (42)]. Each diagrammatic contribution $\mathcal{B}_m^i(P) \Phi_m^i(P)$ to Eq. (40) consists of the following (from here on the state index $i$ is understood):

(i) The overall sign $(-1)^{n_{\text{crossings}}}$ due to the integration of the Grassmann variables in $\Phi_m$ [see Eqs. (32), (41), and Eq. (47)].

(ii) The product $\prod_{k=1}^{m} (-\xi_{i}^k \eta_{i}^k)$, from the normal ordering of the Grassmann integration measure [see Eqs. (39) and (46)].

(iii) The product of the functions $f_{ij}$ [Eq. (33)] representing the fermion lines which connect two tunneling transitions, times the corresponding phase factor $b_{ij}$ of the central system [Eqs. (35) and (42)]. To each fermion line is associated the constraint on the $\xi$’s connected by the line, according to the scheme in Eq. (33).

Below we show examples with $m$ from 0 to 2. More examples, with higher-order diagrams are shown in Appendix H. For $m = 0$ there are no tunneling transitions. Hence,  

$$\int \mathcal{D}[\xi]_m := \int \prod_{k=1}^{m} (-\xi_{i}^k \eta_{i}^k) d\xi_{-\eta_{i}^k} \sum_{j=1}^{\ell} (-\zeta_{j}^k \eta_{j}^k) d\zeta_{-\eta_{j}^k}^k$$

[cf. Eq. (39)].

Using the parametrization of the paths in Fig. 6 for the individual degrees of freedom $i$ and the integration measure in Eq. (46) for the residual Grassmann variables associated to the transition times, we are able to automatically carry out the integrations over these variables. The result is simply an overall sign given by the anticommutation property of the $\xi$’s, as detailed in Appendix F. In other words, we find from
Here we used $(\zeta_1)^2 = 1$ and identified $\eta_0 = \eta$ and $\eta_1 = \eta'$. The full dot in the above diagram indicates the vertex, here associated to the transition from which the fermion line departs. Analogously, with $m = 2$

\begin{align}
(2a) \quad &\eta_{\zeta_1_l} \ldots \eta_{\zeta_1_t} \\
= &\zeta_1 \eta_1 \eta_2 \eta_0 \zeta_1 \eta_0 \zeta_2 \eta_0 (t_2 - t_1) b_{21} \\
&\times \eta_1 \eta_2 g_{\eta_0} (t_3 - t_4) b_{43} \\
&= \eta' \eta [-g_{\eta_0} (t_2 - t_1)] b_{21} [-g_{\eta_0} (t_4 - t_3)] b_{43},
\end{align}

\begin{align}
(2b) \quad &\eta_1 \ldots \eta_1 \\
= &\zeta_1 \eta_1 \eta_2 \eta_0 \zeta_1 \eta_0 \zeta_2 \eta_0 (t_4 - t_1) b_{41} \\
&\times \zeta_1 \eta_1 \eta_1 (t_3 - t_2) b_{32} \delta_{\zeta_2 \zeta_1} \\
&= \eta' \eta \delta_{\zeta_2 \zeta_1} [-g_{\eta_1} (t_4 - t_1)] b_{41} [-g_{\eta_1} (t_3 - t_2)] b_{32},
\end{align}

\begin{align}
(2c) \quad &\eta_{\zeta_1} \\
= &\zeta_1 \eta_1 \eta_2 \eta_0 \zeta_1 \eta_0 \zeta_2 \eta_0 (t_3 - t_1) b_{31} \\
&\times \zeta_1 \eta_1 \eta_1 (t_4 - t_2) b_{42} \delta_{\zeta_2 \zeta_1} \\
&= \eta' \eta \delta_{\zeta_2 \zeta_1} [-g_{\eta_1} (t_3 - t_1)] b_{31} [-g_{\eta_1} (t_4 - t_2)] b_{42} \delta_{\zeta_2 \zeta_1},
\end{align}

where we used $\zeta_1 \delta_{\zeta_2 \zeta_1} = -\delta_{\zeta_2 \zeta_1}$.

Noticeably, for all second-order diagrams, the product of the inner sojourns and blips results in a factor $+1$. Multiplication by internal sojourn indices emerges as we go to higher orders and overlap of more than two fermion lines. This is exemplified by the following diagram of order $m = 3$ (see also the complete list in Appendix H):

\begin{align}
\prod_{k=1}^{3} (-\zeta_k \eta_k) \eta_0 \zeta_1 \eta_0 \zeta_1 (6, 1) b_{61} \zeta_1 \eta_1 \zeta_1 (5, 2) b_{72} \\
&\times \eta_1 \zeta_1 g_{\eta_0} (4, 3) b_{43} \delta_{\zeta_3 \zeta_1} \\
&= \eta' \eta \eta_2 [-g_{\eta_0} (6, 1)] b_{61} [-g_{\eta_0} (5, 2)] b_{72} \\
&\times [-g_{\eta_0} (4, 3)] b_{43} \delta_{\zeta_3 \zeta_1},
\end{align}

where, for the sake of compactness, we set $g(t_k - t_l) \equiv g(k, l)$.

By applying the above rules we notice that the multiplicative factors $\zeta$ are always compensated by the product $\prod_{k=1}^{m} (-\zeta_k \eta_k)$ and by the constraints $\delta_{\zeta_i \zeta_i}$ contained in the functions $f_{kl}$ [Eq. (33)]. The multiplicative sojourn indices are instead compensated solely by the products $\zeta_i \eta_i$ or $\eta_{i-1} \zeta_i$ associated to each departing line (i.e., to the vertices). As a result, each diagram presents, as a multiplicative factor, the product $\eta' \eta$ of the last and first sojourn indices times the product of the $\eta_k$'s of the internal sojourns which are not compensated, i.e., the ones with zero or two departing lines.

We are now in the position to set the diagrammatic rules for the individual states [to a full diagram will correspond the product of the diagrammatic contributions from each state, see Eq. (40) and the examples in Sec. IV E]. To each diagram we associate the following:

1. An overall sign $(-1)^{\text{num. crossings}}$.
2. A sign given by the products of the noncompensated $\zeta$ indices (namely, the ones of the blip states with zero or two vertices) times the corresponding constraints. For example, $\zeta_k \zeta_{i} \delta_{\zeta_i \zeta_k} = -\delta_{\zeta_i \zeta_k}$ and $\zeta_k \zeta_{i} \delta_{\zeta_i \zeta_k} = \delta_{\zeta_i \zeta_k}$ (because $\zeta = \pm 1$).

These constraints make the corresponding sums in the sum-over-paths collapse.

3. The product $\eta' \eta$ times the product of the noncompensated $\eta$ indices, namely, the ones of the sojourn states with zero or two vertices.

4. The products of the correlators $-g_{\eta}^2 (t_k - t_l)$ and the associated phase factors $b_{kl}$ of the central system for each fermion line.

To exemplify this, we consider the following third-order diagram:

\begin{align}
\prod_{k=1}^{3} (-\zeta_k \eta_k) \eta_0 \zeta_1 \eta_0 \zeta_1 (4, 1) b_{41} [-g_{\eta_0}^2 (6, 2)] b_{62} \\
&\times [-g_{\eta_0}^2 (5, 3)] b_{53} \delta_{\zeta_3 \zeta_1} [-g_{\eta_0}^2 (5, 2)] b_{72} \\
&\times \delta_{\zeta_3 \zeta_1} [-g_{\eta_0}^2 (4, 3)] b_{43} \delta_{\zeta_3 \zeta_1},
\end{align}

where, as in Eq. (52), we used $\zeta_1 \zeta_3 \delta_{\zeta_3 \zeta_1} = -\delta_{\zeta_3 \zeta_1}$.

Another example is given by

\begin{align}
\prod_{k=1}^{3} (-\zeta_k \eta_k) \eta_0 \zeta_1 \eta_0 \zeta_1 (4, 1) b_{41} [-g_{\eta_0}^2 (5, 2)] b_{52} \\
&\times [-g_{\eta_0}^2 (6, 3)] b_{63} \delta_{\zeta_3 \zeta_1} \delta_{\zeta_3 \zeta_1},
\end{align}

where we used $\zeta_1 \zeta_3 \delta_{\zeta_3 \zeta_1} = \delta_{\zeta_3 \zeta_1}$.

By inspection of the diagrams in Eqs. (53)–(55), one sees that none of the correlators $g$ bear the index $\eta_2$. If also the phase factors $b_{kl}$ do not depend on $\eta_2$, as e.g. in the case of the resonant level model, or in the noninteracting case [see Eq. (42)], then by performing the sum over paths the diagrams...
with this topology *vanish collectively* due to the sum over $\eta_2$. A similar argument holds for all the diagrams with more than two overlapping fermion lines of the same state $i$ because overlap of more than two fermion lines entails the presence of sojourns with no vertices. This means, in particular, that

(i) the exact propagator for the resonant level model is reproduced by the diagrams with at most two overlapping fermion lines;

(ii) for the noninteracting spinful level the exact propagator is reproduced by the diagrams with at most four overlapping fermion lines, of which no more that two can belong to the same spin.

These results are in agreement with what has been proved using a Liouville space approach in [45].

**E. Diagrams for N-state systems**

A full diagram for $N > 1$ and with diagonal hybridization matrices is given by the arrangements of the fermion lines, with some fixed topology, connecting the transitions within the paths of the individual system states $i$. As an example, consider again the SIAM. A so-called crossing diagram ($m = 2$, with crossing fermion lines)

![Diagram](56)

can be obtained in the following ways:

![Diagram](57)

The diagrammatic rules developed in the previous section are thus applied to the two states $\sigma = \{\uparrow, \downarrow\}$, according to how the fermion lines are distributed among these electron states.

The resulting integrand in Eq. (40) is given by the product of the contributions from each state. Also, in the interacting case, the phase factors $b_{kl}^\pm$ [see Eqs. (42) and (44) and Fig. 7] depend on the details of the paths of both states simultaneously. For example, the second diagrammatic contribution above is evaluated as

![Diagram](58)

with

$$b_{31}^1 = e^{-i\xi^1_1 E_1(t_3 - t_1)} e^{-i\xi^1_2 E_1(t_3 - t_2)},$$

$$b_{42}^1 = e^{-i\xi^1_1 E_1(t_4 - t_2)} e^{-i\xi^1_2 E_1(t_4 - t_3)},$$

where $E_\sigma = \epsilon_\sigma + U/2$ and $E_{\sigma}(\eta) = \epsilon_\sigma + U/2(1 + \eta)$ (see the scheme in Fig. 7). In the absence of interactions $E_\sigma, E_\sigma(\eta) \rightarrow \epsilon_\sigma$ and therefore $b_{31}^1 \rightarrow \exp[-i\xi^1_1 \epsilon_1 (t_3 - t_1)/\hbar]$ and $b_{42}^1 \rightarrow \exp[-i\xi^1_1 \epsilon_1 (t_4 - t_2)/\hbar]$, as in Eq. (35).

As an application of the diagrammatic rules developed in Sec. IV D to the SIAM, let us consider the three diagrams whose fermion lines involve both spin states:

![Diagram](A)

![Diagram](B)

![Diagram](C)

The multiplicative factor $\eta_2^\uparrow$ is brought by the overlap of more than two fermion lines of the same spin state. Consider the noninteracting case. While (A) contributes, the diagrams (B) and (C) vanish collectively once the sum over paths (specifically over $\eta_2^\uparrow$) is performed, as the phase factor $B$ in the propagator is independent of the sojourn indices [see Eq. (42) and Fig. 7]. In the interacting case, (C) contributes because there is a phase factor associated to $\eta_2^\uparrow$ due to the sojourn-blip overlap, while (B) is still vanishing, as the sojourn-sojourn overlap does not contribute to the phase factors (see also Ref. [45]).

**V. GENERALIZED MASTER EQUATION FOR THE POPULATIONS AND THE CURRENT**

In the absence of time-dependent driving, the propagator has time-translation symmetry. It is therefore convenient to Laplace-transform the population propagator order by order and obtain a generalized master equation (GME) for the populations and an integral equation for the current. The kernels of these equations are related to each other and, in turn, connected to the Green’s functions. This connection will be elaborated in Sec. VII. In the following, we indicate as $\tilde{f}(\lambda) = \int_0^\infty dt \exp(-\lambda t) f(t)$ the Laplace transform of a function $f(t)$.

**A. GME for the populations**

Due to the nested time integrals in the definition of $J^{(m)}_A$ [Eq. (40)], the reducible contributions, i.e., the ones that can be cut by a vertical line not crossing any fermion line, factorize in Laplace space. For this reason, the populations and current kernels collect the so-called irreducible diagrammatic
 contributions, the ones that cannot be cut by a vertical line not crossing any fermion line.

Using Eq. (48), the zeroth-order contribution to the propagator is

$$J_{\eta_0}^{(0)}(t; 0) = \delta_{\eta_0, \eta},$$

and its Laplace transform reads as

$$\tilde{J}_{\eta_0}^{(0)}(\lambda) = \frac{1}{\lambda} \delta_{\eta_0, \eta}.$$  \hspace{1cm} (62)

Let us denote with $\eta^{(i)}$ the set of sojourn indices associated to all states except $i$, namely,

$$\eta^{(i)} = (\ldots, \eta^{i-1}, \eta^i, \eta^{i+1}, \ldots)$$

and set the initial time $t_0 = 0$. The term $m = 1$ contains two tunneling transitions. This implies the change in the occupation of one state at most. Thus, the first-order propagator has composite indices $\eta'$ and $\eta$ that differ for at most one entry. The resulting first-order propagator can be readily calculated according to the definition (40), and the diagrammatic rules set up in Sec. IV D, yielding

$$J_{\eta_0}^{(1)}(t; 0) = \sum_i \int_0^t dt_1 \int_0^{t-t_1} dt_2 \sum_{\zeta} e^{-\frac{i}{\lambda} E_\zeta(t_2-t_1)}$$

$$\times \eta^{i'} \eta^i \left[-g_{\eta, \eta} \delta_{\eta_0, \eta_0'} \right] \delta_{\eta_0, \eta_0'},$$

\hspace{1cm} (63)

If, for some $i$, $\eta^{i'} \neq \eta^i$, we have $\eta^{i'} \eta^i = -1$ because $\eta = \pm 1$. Moreover, the sum over $i$ collapses to a single term due to the constraint $\delta_{\eta^{i'}, \eta^i}$. Taking into account Eq. (61), this implies that, up to first order,

$$J_{\eta_0}(t; 0) = 1 - \sum_i J_{\eta_0}^{(0, \neq i)}(t; 0),$$

in agreement with the conservation of the total probability.

Let us introduce the irreducible kernel of order 1 using the explicit form for the correlator (29):

$$k_{\eta_0}^{(1)}(\tau) = \prod_{i \neq k} \eta^{i'}, \eta^i \sum_{i \neq k} e^{-\frac{i}{\lambda} E_\zeta(t^{\eta_0'}-t^{\eta_0})}$$

$$\times \left[-\frac{|\text{det}_i|}{H^2} - g_{\eta, \eta} \delta_{\eta_0, \eta_0'} \right],$$

\hspace{1cm} (64)

where we singled out the prefactor $\prod_i \eta^{i'} \eta^i = \pm 1$, common to all orders (see the diagrammatic rules), by exploiting the property that when two sojourn indices are the same they contribute as $(\eta^{i'} \eta^i)^2 = 1$. In Laplace space, the first-order propagator acquires then the form

$$\tilde{J}_{\eta_0}^{(1)}(\lambda) = \frac{1}{\lambda} \tilde{k}_{\eta_0}^{(1)}(\lambda),$$

\hspace{1cm} (65)

with

$$\tilde{k}_{\eta_0}^{(1)}(\lambda) = \prod_{i \neq k} \eta^{i'} \eta^i \sum_{i \neq k} \left[-\left(\frac{|\text{det}_i|}{H^2} + \frac{1}{\lambda} + \frac{i}{\lambda} \cdot [E_{\eta^{i'} - E_{\eta^i}] - \epsilon_k] / H \delta_{\eta^{i'}, \eta^i} \right) \right].$$

\hspace{1cm} (66)

If, for some $i$, $\eta^{i'} \neq \eta^i$, then the prefactor is $-1$ and the sum over $i$ collapses to a single term, as for the first-order propagator. This entails that, from Eqs. (63) and (65), the diagonal elements of the irreducible kernel are related to the off-diagonal ones by

$$\tilde{k}_{\eta_0}^{(1)}(\lambda) = -\sum_i \tilde{k}_{\eta_0}^{(1)}(\lambda) \delta_{\eta, \eta'}(\lambda).$$

\hspace{1cm} (67)

Since, as we show below, the rates $\tilde{k}_{\eta_0}^{(1)}(0)$ are the steady-state rates of the master equation for the populations in the sequential tunneling approximation [34], Eq. (67) is consistent with the conservation of the total probability.

Higher-order contributions can be calculated as well according to the diagrammatic rules given in Sec. IV D. The second-order contribution to the propagator for the populations is the sum of the three classes of diagrams in Fig. 8. The first is a reducible diagram and in Laplace space is the product of two lower-order diagrams

$$\tilde{J}_{\eta_0}^{(2)}(\lambda) = \frac{1}{\lambda} \tilde{k}_{\eta_0}^{(1)}(\lambda) \tilde{k}_{\eta_0}^{(1)}(\lambda).$$

\hspace{1cm} (69)

The full propagating function $\tilde{J}_{\eta_0}^{(2)}$ in Laplace space, expressed as the sum of the three diagrammatic contributions shown in Fig. 8, is given by

$$\tilde{J}_{\eta_0}^{(2)}(\lambda) = \frac{1}{\lambda} \left[ \tilde{k}_{\eta_0}^{(1)}(\lambda) \tilde{k}_{\eta_0}^{(1)}(\lambda) + \tilde{k}_{\eta_0}^{(2)}(\lambda) \right].$$

\hspace{1cm} (70)

where the irreducible kernel of second order $\tilde{k}_{\eta_0}^{(2)}(\lambda)$ is the sum of the two second-order irreducible diagrams in Fig. 8 (the second and the third) in Laplace space. As discussed in Sec. VI below, these contributions can be written as the contraction of a matrix block with a vertex, as in Eq. (66), with the difference that the block has now internal processes. The same applies to higher-order irreducible kernels leading to the final Eq. (97) below.

Going to the third-order propagator, it collects the contributions from the 15 diagrams listed in Fig. 9 where, in order to give a compact visualization, we introduce the symbols

$$\begin{align*}
2 &= \quad +
\end{align*}$$

\hspace{1cm} (71)

and

$$\begin{align*}
3 &= \quad +
\end{align*}$$

\hspace{1cm} (72)

The crosses have the role of exchanging the fermion lines to produce the different topologies of diagrams. In the first
column of Fig. 9 are listed the reducible third-order diagrams that can be obtained by combining the two second-order irreducible diagrams in Fig. 8 and a first-order one. The second column of Fig. 9 lists the reducible third-order diagrams divided for irreducible diagrams containing \( n \) overlapping fermion lines are called \( n \)-tier diagrams.

Along the same lines as with the second order, we can write the third-order propagating function in Laplace space as the sum of products of lower-order irreducible kernels plus the irreducible third-order kernel \( \hat{K}^{(3)}(\lambda) \), i.e.,

\[
\hat{J}^{(3)}(\lambda) = \frac{1}{\lambda} \left[ \hat{K}^{(1)}(\lambda)^3 + \hat{K}^{(1)}(\lambda) \cdot \hat{K}^{(2)}(\lambda) \right.
\]

\[
+ \hat{K}^{(2)}(\lambda) \cdot \frac{\hat{K}^{(1)}(\lambda)}{\lambda} + \frac{\hat{K}^{(3)}(\lambda)}{\lambda} \right],
\]

where \( \hat{K}^{(3)}(\lambda) \) collects the irreducible third-order diagrams in Fig. 9 (the ones in the second column).

At this point we are in the position to derive the formally exact GME for the populations and the current. The exact propagator is obtained by summing over all orders \( m \) the \( m \)-th order propagators as follows:

\[
\hat{J}(\lambda) = \sum_{m=0}^{\infty} \hat{J}^{(m)}(\lambda) = \frac{1}{\lambda} \left[ 1 + \frac{\hat{K}^{(1)}(\lambda)}{\lambda} + \left( \frac{\hat{K}^{(1)}(\lambda)}{\lambda} \right)^2 + \frac{\hat{K}^{(2)}(\lambda)}{\lambda} \right.
\]

\[
+ \left( \frac{\hat{K}^{(1)}(\lambda)}{\lambda} \right)^3 + 2 \frac{\hat{K}^{(1)}(\lambda)}{\lambda} \cdot \frac{\hat{K}^{(2)}(\lambda)}{\lambda} + \frac{\hat{K}^{(3)}(\lambda)}{\lambda} + \ldots \right]
\]

\[
= \frac{1}{\lambda} \left[ \sum_{m=0}^{\infty} \left( \frac{\hat{K}(\lambda)}{\lambda} \right)^m \right] = \frac{1}{\lambda} \sum_{m=0}^{\infty} \left( \frac{\hat{K}(\lambda)}{\lambda} \right)^m = \left[ \lambda 1 - \hat{K}(\lambda) \right]^{-1},
\]

where we introduced the kernel

\[
\hat{K}(\lambda) = \sum_{m=1}^{\infty} \hat{K}^{(m)}(\lambda)
\]

which collects all the irreducible contributions to \( \hat{J} \). From Eq. (74), \( \lambda \hat{J}(\lambda) - 1 = \hat{K}(\lambda) \cdot \hat{J}(\lambda) \). By transforming back to the time domain, this implies that \( \hat{J} \) is the solution of the following GME:

\[
\frac{d}{dt} \hat{J}(t) = \int_0^t dt' \hat{K}(t - t') \cdot \hat{J}(t').
\]

According to Eq. (19), the populations are obtained by multiplying the above matrix equation by \( \Phi(0) \), the population vector at the initial time \( t = 0 \), which results in

\[
\frac{d}{dt} \hat{P}(t) = \int_0^t dt' \hat{K}(t - t') \cdot \hat{P}(t').
\]

The asymptotic populations are the solution of the equation \( \hat{P}(t) = \hat{K}(0) \cdot \Phi^\infty \), which is obtained upon applying to Eq. (77) the final value theorem \( f(t \to \infty) = \lim_{t \to 0} \lambda \hat{J}(\lambda) \).

### B. Integral equation for the current

In the present situation of diagonal hybridization matrices, the current functional \( \mathcal{I}_I \) [Eq. (15)], entering the expression for the current through the lead \( l \) via Eq. (12), specializes to

\[
\mathcal{I}_I(\xi^*, \xi, \bar{\eta}) = -\int_{t_l}^{t_0} dt' \sum_{i, x, y, z} \left[ x \xi_{i,x}^*(t) g_{l,i,x}^{-1} (t - t') \xi_{i,y}^z(t') \right] \times \delta_{\xi^* - 1} \delta_{\xi^* + 1}.
\]

The current functional has thus the same form as the phase of the influence functional except that there is no integration over the time of the last tunneling transition and there are constraints on the contributing processes. This entails that the diagrammatic unraveling of the current propagator, obtained by expanding the influence functional as a series in the tunneling transitions, goes along the same lines as the one for the populations. The differences consist in the last fermion line of the diagrams bearing the constraints associated with the current and the nested time integrals missing the integration over the last tunneling time. The expansion of \( \mathcal{J}_I^{(l, q)}(t, t_0) \) starts from \( m = 1 \) because, not being at the exponent, the current functional adds two additional transitions to the ones generated by expanding the influence functional. This also implies that, if there are no coherences in the initial state of the system, then also the paths contributing to the current start and end in sojourn states. The current propagator, in the discretized picture and in the occupation-number representation, is then

\[
\mathcal{J}_I^{(l, q)}(t; 0) = \sum_{m=1}^{\infty} \mathcal{J}_I^{(m)}(t; 0), \quad \text{where}
\]

\[
\mathcal{J}_I^{(m)}(t; 0) = \sum_{\text{paths}_{m}} \int D^l(t) \prod_i \prod_{P_i} B_{m_i}(P_i) \Phi_{m_i}(P_i) \times \text{constraints},
\]

with \( \sum_i m_i = m \) and \( B_{m_i} \) and \( \Phi_{m_i} \) defined in Eq. (41). To order \( m \) there are \( 2m \) tunneling transitions, as for the populations, however, in the case of the current the last transition occurs at

FIG. 9. Compact representation for the 15 third-order diagrams. The five diagrams in the left column are reducible and can be seen as combinations of the first- and second-order ones (see Fig. 8). The 10 diagrams on the right are irreducible and their explicit forms are the same as the ones listed in Appendix H for an individual degree of freedom of \( S \). The lower-right class of diagrams vanishes when each of the three fermion lines belongs to the same state.
the final time \( t \), yielding the definition

\[
\int \mathcal{D}(t)_m := \int_{t_0}^{t} dt_{2m-1} \int_{t_0}^{t} dt_{2m-2} \cdots \int_{t_0}^{t} dt_1.
\]

(80)

Going to the details of the constraints in the current calculations, they can be read off from Eq. (78). The first is that the correlator of the last fermion line is not summed over the leads but has the index \( l \) of the considered lead. Further, according to Eq. (32) the Grassmann variable associated to the last transition (the paths start from and land in a sojourn) is of the type \( \xi^{\eta \zeta \lambda} \). Then, the constraints in Eq. (78) translate into \( \zeta' = -1 \) and \( -\eta' \zeta' = 1 \), which imply \( \delta_{\eta' +1} \), namely, the last sojourn of the degree of freedom \( i \) associated to the last transition has to be +1. Summarizing, the current constraints on the last fermion line are as follows:

(i) The last fermion line is specific to the lead \( \lambda' \) so that there is no contraction over the lead index \( \lambda' \).

(ii) The index \( \zeta' \) of the last fermion line is constrained to be \( \zeta' = -1 \).

(iii) The final sojourn of the state \( i \) associated to the fermion line making the last transition must be \( \eta' = 1 \) (the sum over \( i \) accounts for all possible processes).

Examples of paths that contribute to \( \mathcal{A}_i \) with associated fermion lines are shown in Fig. 10.

The explicit expression for the term \( m = 1 \) in the expansion of the current propagator is

\[
J^{(1)}_{I, \eta \eta'}(t; 0) = \prod_{j=1}^{N} \eta^{j} \eta' \int_{t_0}^{t} dt_1 \sum_{\zeta} e^{-\xi^{\zeta} E_{\eta}(t_1 - t_1)} \times \left[ -e^{-\xi^{\zeta}}(t_2 - t_1) \right] \delta_{\eta \eta'} \delta_{\xi' \xi - 1} \delta_{\eta'^{-1} + 1} \quad (81)
\]

[cf. Eq. (63)]. In Laplace space

\[
J^{(1)}_{I, \eta \eta'}(\lambda) = \hat{K}^{(1)}_{I, \eta \eta'}(\lambda). \quad (82)
\]

Let us denote with \( \hat{K}^{(1)}_{I, \eta \eta'}(\lambda) = \sum_{m} \hat{K}^{(m)}_{I, \eta \eta'}(\lambda) \) the sum of all the irreducible diagrammatic contributions to \( \mathcal{A}_i(\lambda) \) with the last fermion line satisfying the constraints given by the current functional. Note that the reducible contributions to \( \mathcal{A}_i(\lambda) \) are products of ordinary irreducible kernels \( \hat{K}(\lambda) \) with only the last factor of the type \( \hat{K}^{(1)}_{I, \eta \eta'}(\lambda) \). This is because only the last fermion line bears the constraints of the current calculation. Then, we find that the exact current propagator is the following sum over all orders \( m \) of the \( m \)-th order propagators:

\[
\mathcal{A}_i(\lambda) = \hat{K}^{(1)}_{I, \eta \eta'}(\lambda) \cdot \left[ 1 + \hat{K}^{(1)}_{I, \eta \eta'}(\lambda) + \left( \hat{K}^{(1)}_{I, \eta \eta'}(\lambda) \right)^2 + \hat{K}^{(1)}_{I, \eta \eta'}(\lambda) + \cdots \right]
\]

\[
= \hat{K}^{(1)}_{I, \eta \eta'}(\lambda) \cdot \hat{J}(\lambda).
\]

(85)

VI. EXACT FORMAL EXPRESSION FOR THE KERNEL

A. Block structure of the irreducible kernel

The diagrammatic contributions to the populations and current propagators display an exponential dependence on time [cf. Eqs. (29) and (42)]. This feature and the nested time integrals enable one to express the irreducible kernels in Laplace space as the contraction of products of blocks, each equipped with a matrix structure, with an initial vertex. The simplest example is provided by the first-order irreducible kernel \( \hat{K}^{(1)}_{I, \eta \eta'}(\lambda) \) in Eq. (66), which can be rendered by the contraction of the product of two matrices, associated to an initial vertex \( \nu \) and a block \( B(\lambda) \) which encompasses a free-fermion line, respectively (see Fig. 11).
The matrix blocks are indexed by the state index $i$ and the associated collective index
\[ \chi := \langle \chi^i, \alpha, k, \sigma, \eta^{(i)} \rangle \]  
(86)
which includes path and leads variables (note that the components of $\chi$ depend on the state $i$). The scalar product between two generic blocks $A$ and $B$ is given by
\[ [A \cdot B]_{\chi \chi}^{ij} = \sum_{i \chi}[A]_{\chi \chi}^{ij}[B]_{\chi \chi}^{ij}. \]  
(87)
We denote by the symbol $\langle \chi \rangle$ the contraction of a matrix block $C$ with an initial vertex $v_{-\eta'}$. The contraction consists in summing over the initial and final index $\kappa$ and $\kappa'$ [cf. Eq. (86)], namely,
\[ \langle C \cdot v_{-\eta'} \rangle_{\chi \chi}^{i\eta} = \sum_{\kappa \kappa'}[C]_{\chi \chi}^{i\eta}v_{-\eta'}^{i\eta}(\kappa). \]  
(88)
As a result, the first-order kernel in Eq. (66) can be written as
\[ \hat{K}^{(1)}_{\eta \eta}(\lambda) = \prod_{j=1}^{N} \eta_{j}^{i} \eta_{j}^{i} \sum_{i} \langle h(\lambda) \cdot v_{-\eta'} \rangle_{\chi \chi}^{i\eta} \]  
(89)
where $h(\lambda)$ is the kernel of the first-order propagator, the paths start and end in sojourns, thus
\[ \langle h(\lambda) \cdot v_{-\eta'} \rangle_{\chi \chi}^{i\eta} = \sum_{\kappa \kappa'}[h]_{\chi \chi}^{i\eta} \chi_{\chi}^{i\eta} \delta_{\eta_{j}^{i} \delta_{\eta_{j}^{i}}} \chi_{\chi}^{i\eta}. \]  
(90)
Here, we have defined the matrix blocks of elements
\[ [h(\lambda)]_{\chi \chi}^{i\eta} := \frac{1}{\lambda + i\zeta[E_{i}(\eta^{(i)})] - \epsilon_{\kappa}]/h} \delta_{\eta_{j}^{i} \delta_{\eta_{j}^{i}}} \chi_{\chi}^{i\eta}, \]  
(91)
Graphically, the vertices $v_{\pm}$ are associated to the two processes
\[ v_{\pm} \]  
(92)
with the $\pm$ sign of $v$ being established directly by the form of the influence functional. Note that, since we deal with the population propagator, the paths start and end in sojourns, thus the initial vertex is always of the type $v_{-\eta}$. In all diagrams, the two ends of each fermion line are contracted in this way. Analogously, the matrix element of the irreducible current kernel of first order $K^{(1)}_{\chi \chi}(\lambda)$ reads as
\[ \hat{K}^{(1)}_{\eta \eta}(\lambda) = \prod_{j=1}^{N} \eta_{j}^{i} \eta_{j}^{i} \sum_{i} \langle h(\lambda) \cdot v_{-\eta'} \rangle_{\chi \chi}^{i\eta} \]  
(93)
where $c_{i}^{j} := \delta_{\eta_{j}^{i} \delta_{\eta_{j}^{i}}}$, so that
\[ [c_{i}^{j}h(\lambda)]_{\chi \chi}^{i\eta} := \frac{\delta_{\eta_{j}^{i} \delta_{\eta_{j}^{i}}}}{\lambda + i\zeta[E_{i}(\eta^{(i)})] - \epsilon_{\kappa}]/h} \delta_{\eta_{j}^{i} \delta_{\eta_{j}^{i}}} \chi_{\chi}^{i\eta}. \]  
(94)
Graphically, the vertices $v_{\pm}$ are associated to the two processes
\[ v_{\pm} \]  
(92)
with the $\pm$ sign of $v$ being established directly by the form of the influence functional. Note that, since we deal with the population propagator, the paths start and end in sojourns, thus the initial vertex is always of the type $v_{-\eta}$. In all diagrams, the two ends of each fermion line are contracted in this way. Analogously, the matrix element of the irreducible current kernel of first order $K^{(1)}_{\chi \chi}(\lambda)$ reads as
\[ \hat{K}^{(1)}_{\eta \eta}(\lambda) = \prod_{j=1}^{N} \eta_{j}^{i} \eta_{j}^{i} \sum_{i} \langle h(\lambda) \cdot v_{-\eta'} \rangle_{\chi \chi}^{i\eta} \]  
(93)
where $c_{i}^{j} := \delta_{\eta_{j}^{i} \delta_{\eta_{j}^{i}}}$, so that
\[ [c_{i}^{j}h(\lambda)]_{\chi \chi}^{i\eta} := \frac{\delta_{\eta_{j}^{i} \delta_{\eta_{j}^{i}}}}{\lambda + i\zeta[E_{i}(\eta^{(i)})] - \epsilon_{\kappa}]/h} \delta_{\eta_{j}^{i} \delta_{\eta_{j}^{i}}} \chi_{\chi}^{i\eta}. \]  
(94)
[Fig. 12. Irreducible diagrams contributing to $J^{(2)}$. A vertex is denoted by a full dot. The two ends of the lines connecting two blocks carry path indices that are summed over in the connection. The first block is contracted with the vertex $v$ and the right end of the last block is also contracted.]

FIG. 12. Irreducible diagrams contributing to $J^{(2)}$. A vertex is denoted by a full dot. The two ends of the lines connecting two blocks carry path indices that are summed over in the connection. The first block is contracted with the vertex $v$ and the right end of the last block is also contracted.

Going to orders higher than the first, consider the four-transition diagrams of Fig. 12: the time slicing yields a block-product structure in Laplace space. The blocks are shown in Fig. 13. Each of them is a matrix with state indices $i, j$ and the two collective indices $\chi'$ and $\chi$ that specify the path and lead variables according to Eq. (86).

The sum over paths is performed automatically by the matrix multiplications implied by forming the diagrams from blocks which, in turn, possibly contain internal processes. The simplest examples of the latter are given by the bubble and crossing blocks $B$ and $X$ of Fig. 13. The irreducible kernel of order 2 in Laplace space acquires the following expressions in terms of the blocks defined above:
\[ \hat{K}^{(2)}_{\eta \eta}(\lambda) = \prod_{j=1}^{N} \eta_{j}^{i} \eta_{j}^{i} \sum_{i} \langle h \cdot [B + X] \cdot h \rangle_{\chi \chi}^{i\eta} \]  
(95)
where the dependencies on $\lambda$ are understood.

The bubble and the crossing shown in Fig. 13 constitute the building blocks of the important resonant tunneling approximation (RTA) [47] in which diagrams with overlap of more than two overlapping fermion lines are neglected [see Eq. (106) below]. The third-order irreducible kernel in Laplace space reads as, within the RTA,
\[ \hat{K}^{(3)}_{\eta \eta}(\lambda) = \prod_{j=1}^{N} \eta_{j}^{i} \eta_{j}^{i} \sum_{i} \langle h \cdot [B + X] \cdot h \rangle_{\chi \chi}^{i\eta} \]  
(96)
Including in a formal way the contributions beyond RTA and the higher-order irreducible diagrams with overlap of arbitrarily many fermion lines, we obtain a picture where the kernel results from contraction of a dressed block, the irreducible propagator $\phi$, whose definition is the object of the next section.

[Fig. 13. The free propagator, bubble, and crossing blocks involved in the diagrams of Figs. 11 and 12.]

FIG. 13. The free propagator, bubble, and crossing blocks involved in the diagrams of Figs. 11 and 12.
B. Diagrammatic unraveling of the kernel

The sum of all irreducible diagrams can be obtained by contracting with an initial vertex the dressed block $\phi$ which gives the exact kernel according to

$$\hat{K}_{\eta \eta}(\lambda) = \prod_{j=1}^{N} \eta^{ij}_{ji} \sum_{j'} \langle \phi(\lambda) \cdot \mathbf{v}_{-\eta^{ij}_{ji}} \rangle_{\eta^{j'i}_{j'i}}. \quad (97)$$

Notice that, for simplicity, the diagrams and the corresponding formulas above them are both ordered from right to left, at variance with the convention used throughout the text, where formulas are ordered from left to right here.

The formal exact expression for $\phi$ generates the different approximations schemes used in literature by suitably truncating the series expression (100) and/or the depth of the hierarchy in Eq. (101). For example, the sequential tunneling (ST) scheme, first order in $\Gamma$, is recovered by truncating Eq. (100) to $n = 0$,

$$\phi_{\text{ST}} = h. \quad (104)$$

The next-order perturbative scheme includes the cotunneling (CT) diagrams, with $n = 0, 1$ in Eq. (100) and $S_2 = S_2$, so that $\langle S_2 v \rangle = B + X$. Then, the irreducible propagator reads as

$$\phi_{\text{CT}} = h + h(B + X)\eta h. \quad (105)$$

Retaining all orders in the series expansion for $\phi$ and truncating the hierarchy in Eq. (101) to two overlapping fermion lines, i.e., to the second tier, where $S_2 = S_2$, we obtain the Dyson equation for the RTA propagator

$$\phi_{\text{RTA}} = h + h(B + X)\eta h. \quad (106)$$

This approximation scheme is nonperturbative in the tunnel coupling $\Gamma$ and corresponds to the scheme proposed in [45,47]. Note that the propagator $\phi_{\text{CT}}$ is readily recovered by expanding $\phi_{\text{RTA}}$ to order $\Gamma^2$. From the RTA, neglecting the crossing block, we obtain the second-tier noncrossing approximation (NCA2), to be discussed below, which is the solution of

$$\phi_{\text{NCA2}} = h + hB\eta h. \quad (107)$$

and reproduces the results obtained by Meir, Wingreen, and Lee in [39] with the equation-of-motion method.

C. Dyson equation for the kernel in terms of dressed bubbles and crossings

We split the exact, dressed self-energy of Eqs. (102) and (103) as $\langle S_2 v \rangle = \bar{B} + \bar{X}$, according to whether the incoming and outgoing fermion lines are the same or not. This yields

$$\phi = [h^{-1} - \langle \bar{S}_2 v \rangle]^{-1}. \quad (108)$$

Hence, the sum $\bar{B} + \bar{X}$ is the self-energy for the exact propagator $\phi$. The irreducible block $B$ is a fermion line dressed by processes of all orders, including crossings. In the dressed, irreducible crossing block $X$, the incoming and outgoing fermion lines are not the same, which implies the presence
FIG. 14. Dressed, irreducible bubble and crossing blocks that generalize the ones shown in Fig. 13. The sum $\tilde{B} + \tilde{X}$ is the self-energy for the exact propagator $\phi$. Within the dressed bubble approximation (DBA), the irreducible bubble diagram $\tilde{B}$ is the self-energy of the propagator $\phi_{\text{DBA}}$.

of crossings involving these main fermion lines. These two dressed blocks are shown in Fig. 14.

Let us introduce the dressed propagator in the dressed bubble approximation (DBA) $\phi_{\text{DBA}}$, obtained by setting to zero the crossing block $\tilde{X}$. It satisfies the same Dyson equation as $\phi$, but with the dressed bubble self-energy alone; namely, in Laplace space,

$$\phi_{\text{DBA}} = [h^{-1} - \tilde{B}]^{-1}$$  \hspace{1cm} (109)

or, equivalently,

$$\phi_{\text{DBA}} = h + h\tilde{B}\phi_{\text{DBA}}.$$  \hspace{1cm} (110)

Truncation of the hierarchy to the second tier yields the NCA2 [Eq. (107)], where $\tilde{B} \equiv B$. In terms of $\phi_{\text{DBA}}$, we can cast the exact equation for $\phi$, Eq. (103), in the form

$$\phi = \phi_{\text{DBA}} + \phi_{\text{DBA}}\hat{X}\phi.$$ \hspace{1cm} (111)

Due to the lack of crossings on the main fermion line, $\phi_{\text{DBA}}$ is diagonal in $\kappa$ and in $i$ (but not in $\eta^{(i)}$), namely,

$$[\phi_{\text{DBA}}\delta_{\kappa,i}] = \phi_{\text{DBA},\overline{\eta}^{(i)}\eta^{(i)}}(\kappa)\delta_{\kappa,i}\delta_{\kappa',\kappa''}.$$ \hspace{1cm} (112)

Componentwise in $\kappa$, retaining the matrix structure induced by $\eta^{(i)} = (\ldots, \eta^{i-1}, \eta^{i+1}, \ldots)$ and with the dependence on $\lambda$ left implicit, Eq. (111) reads as

$$\phi^{ij}(\kappa', \kappa) = \phi_{\text{DBA}}^{ij}(\kappa')\delta_{i,j}\delta_{\kappa',\kappa''} + \phi_{\text{DBA}}^{ij}(\kappa')\sum_{\kappa''} \tilde{X}^{ij}(\kappa', \kappa'') \cdot \phi^{ij}(\kappa'', \kappa),$$ \hspace{1cm} (113)

where $\phi_{\text{DBA}}^{ij}(\kappa)$ is the left-contracted propagator given by

$$\phi_{\text{DBA}}^{ij}(\kappa) = \sum_{\kappa'} \phi_{\text{DBA}}^{ij}(\kappa', \kappa).$$ \hspace{1cm} (114)

The steady-state population kernel can then be written as

$$\hat{K}_{\eta,\eta}(0) = \prod_{j=1}^{N} \eta^{ij} \eta^{i'} \sum_{\kappa'} \langle \phi \cdot \mathbf{v}_{-\eta}\rangle^{ij}(\kappa, \eta) \cdot \phi^{i'}(\kappa', \eta).$$ \hspace{1cm} (115)

As anticipated in Sec. V A, the steady-state populations $P_{\eta}^{\infty}$ are the solutions of the matrix equation

$$0 = \sum_{\eta} \hat{K}_{\eta,\eta}(0)P_{\eta}^{\infty}.$$ \hspace{1cm} (116)

D. Current kernel

As shown in Sec. V B, the current kernel can be calculated along the same lines as the population kernel provided that the additional constraints

$$\delta_{\eta',-1}c_{i}^{\dagger} \equiv \delta_{\eta',-1}\delta_{\eta,1}$$

are introduced for the last fermion line.

According to Eq. (85), the general formula for the steady-state current on lead $l$ is

$$I_{l}^{\infty} = e2\text{Re} \sum_{\eta\eta'} \hat{K}_{l,\eta\eta}(0)P_{\eta}^{\infty},$$ \hspace{1cm} (117)

where the kernel is in Laplace space and calculated at $\lambda = 0$. The current kernel formally reads as

$$\hat{K}_{l,\eta\eta}(0) = \sum_{j=1}^{N} \eta^{ij} \eta^{i'} \sum_{\kappa'} \delta_{\eta',-1}c_{i}^{\dagger}(\kappa', \kappa)\mathbf{v}_{-\eta}(\kappa)\mathbf{v}_{\eta}(\kappa).$$ \hspace{1cm} (118)

[cf. Eq. (115)].

Summarizing, the steady-state populations and currents of the $N$-state system coupled to multiple leads can be obtained via Eqs. (116) and (117), respectively. Both the population and the current kernels are in turn directly given by the irreducible propagator $\phi$ which is calculated via the Dyson equations (110) and (111).

VII. PROPORTIONAL COUPLING AND CONNECTION WITH THE GREEN’S FUNCTIONS

Consider the situation in which the central system is connected to two leads ($L$ and $R$) and the tunneling amplitudes are related by

$$|t_{LR}(\epsilon)|^2 = |t_{LR}| |t_{L\eta}|^2 / \gamma_{L},$$

with $\gamma_{R} + \gamma_{L} = 1$ (proportional coupling). Current conservation at the steady state $I^{\infty} = I_{L}^{\infty} = -I_{R}^{\infty}$ implies, for proportional coupling, $I_{0}^{\infty} = \sum_{\eta} [|y_{R}\hat{K}_{l,\eta\eta}(0)|P_{\eta}^{\infty} - |y_{L}\hat{K}_{l,\eta\eta}(0)|P_{\eta}^{\infty}]$, where $I_{0}^{\infty} = e2\text{Re} \sum_{\eta\eta'} \hat{K}_{l,\eta\eta}(0)P_{\eta}^{\infty}$ is the state-resolved steady-state current and $\hat{K}_{l,\eta\eta}(0)$ is given by Eq. (118) without the sum over the final state $\eta'$. Correspondingly, we introduce the current kernel

$$\hat{K}_{l,\eta\eta}(0) := \sum_{\eta'} [y_{R}\hat{K}_{l,\eta\eta}(0) - y_{L}\hat{K}_{l,\eta\eta}(0)],$$ \hspace{1cm} (119)

with the steady-state current obtained as

$$I^{\infty} = e2\text{Re} \sum_{\eta\eta'} \hat{K}_{l,\eta\eta}(0)P_{\eta}^{\infty}.$$ \hspace{1cm} (120)

Consider now the Dyson equation for $\phi$, Eq. (113). To obtain the current kernel for the current on lead $l$ we make a contraction with the vertex as in Eq. (118), which gives

$$\langle c_{i}^{\dagger}\phi \cdot \mathbf{v}_{-\eta}\rangle = \langle c_{i}^{\dagger}|\phi_{\text{DBA}} + \phi_{\text{DBA}} \cdot \hat{X} \cdot \phi|\cdot \mathbf{v}_{-\eta}\rangle.$$ \hspace{1cm} (121)
where we highlighted the last fermion line which bears the current constraints of the lead $l$. In the first term on the right-hand side, the vertex from which the last fermion line departs is the first vertex, the one explicitly appearing in the contraction. On the other hand, in the second term, this vertex is inside the dressed block with crossing of the main fermion line $\bar{X}$. Using the relation $f_i^\alpha (\omega) = \delta_{\eta_1, +1} - \eta_i^* f_i^\alpha (\omega)$, both these vertices [denoted with red full dots in Eq. (122)] can be split as
\[
v_i^\alpha (\kappa) = \delta_{\eta_1, +1} v_i (\kappa) - \eta^\alpha v_i (\kappa),
\]
where $v_i (\kappa) = -|b_{\eta\sigma} (\omega)|^2 / \hbar^2$ does not contain the Fermi function. Then, we can write the dressed crossing block by singling out this internal vertex as follows:
\[
\hat{X}_i^\alpha (\kappa') = v_i (\kappa') \hat{X}_i^\alpha (\kappa') - v_i^\alpha (\kappa') \hat{X}_i^\alpha (\kappa').
\]
Taking the difference in Eq. (119), the terms not containing the Fermi function, i.e., the ones with $v_i^\alpha$, cancel out for proportional coupling, so that from (118), (121), and (124) we obtain
\[
\hat{K}_i^\alpha (0) = \sum_{i=1}^{N} \eta_i^\alpha \eta_i^\beta \delta_{\eta_i, +1} \left[ \gamma_{\eta\sigma} (\omega) \Phi_{\eta\sigma}^\alpha (\kappa_i) v_i^\alpha (\kappa_i) \right] \\
- \gamma_{\eta\sigma} (\omega) (\eta_i^\alpha \eta_i^\beta \delta_{\eta_i, +1} \Phi_{\eta\sigma}^\alpha (\kappa_i) v_i^\alpha (\kappa_i) \right]
\]
\[
= \sum_{\kappa'} \Omega_{\eta\eta}^\alpha (\kappa') \Omega_{\eta\eta}^\alpha (\kappa') = \sum_{\kappa'} \Omega_{\eta\eta}^\alpha (\kappa') \Omega_{\eta\eta}^\alpha (\kappa') \delta_{\eta', \eta},
\]
where $\Omega_{\eta\eta}^\alpha (\kappa') = \sum_{i=1}^{N} \eta_i^\alpha \eta_i^\beta \delta_{\eta_i, +1} \left[ \gamma_{\eta\sigma} (\omega) \Phi_{\eta\sigma}^\alpha (\kappa_i) v_i^\alpha (\kappa_i) \right] \\
- \gamma_{\eta\sigma} (\omega) (\eta_i^\alpha \eta_i^\beta \delta_{\eta_i, +1} \Phi_{\eta\sigma}^\alpha (\kappa_i) v_i^\alpha (\kappa_i) \right]
\]
\[
= \sum_{\kappa'} \Omega_{\eta\eta}^\alpha (\kappa') \Omega_{\eta\eta}^\alpha (\kappa') = \sum_{\kappa'} \Omega_{\eta\eta}^\alpha (\kappa') \Omega_{\eta\eta}^\alpha (\kappa') \delta_{\eta', \eta},
\]
where we used the property $\gamma_{\eta\sigma} (\omega) = \gamma_{\eta\sigma} (\omega) \Gamma_{\eta\sigma} (\omega) = \gamma_{\eta\sigma} (\omega) \Gamma_{\eta\sigma} (\omega)$. On the other hand, from Eqs. (E3) and (E6),
\[
\begin{align*}
\text{Tr}_S [A^\infty] & = \sum_{i=1}^{N} \frac{-i \hbar}{2} \int \! d \epsilon \left[ f_i^\alpha (\epsilon) - f_i^\beta (\epsilon) \right] \Gamma_{\alpha\beta}^i (\epsilon) \right]
\end{align*}
\]
where $\Gamma_{\alpha\beta}^i (\epsilon)$ is the advanced Green’s function of the central system. Note that the flip index $\epsilon$ always multiplies the imaginary unit, as can be seen in the definition of the correlation functions $g^\epsilon$ which enter the diagrammatic contributions to the propagator [see Eqs. (48)–(55)], along with the phase factors $b_{\eta\sigma}$ defined by Eq. (42). This means that, in the time domain, $\epsilon$ establishes the sign of the time variable and the real part can be obtained by removing the constraint $\epsilon_{\eta, +1}$ and summing over $\epsilon$. We can thus make the following identification with the retarded and advanced Green’s functions
\[
\begin{align*}
\Gamma_{\alpha\beta}^{\text{R}} (\epsilon) & = \frac{-i \hbar}{2} \sum_{\eta\eta} \Omega_{\eta\eta}^\alpha \Omega_{\eta\eta}^\beta \left( \epsilon, \tau \right) \psi_{\eta\eta}^\infty, \\
\end{align*}
\]
where $\epsilon = +1$ (-1) gives the retarded (advanced) Green’s function. The exact steady-state current acquires, in the continuum limit, the form of the Meir-Wingreen formula [21]
\[
\begin{align*}
I_{\text{R}}^\infty & = \frac{e}{\hbar} \sum_{\epsilon} \int \! d \epsilon \left[ \frac{\Gamma_{\epsilon\epsilon} (\epsilon) \Gamma_{\epsilon\epsilon} (\epsilon)}{\Gamma_{\epsilon\epsilon} (\epsilon) + \Gamma_{\epsilon\epsilon} (\epsilon)} \right] \left[ f_i^\alpha (\epsilon) - f_i^\beta (\epsilon) \right] \\
& \times \left[ -\frac{1}{\pi} \text{Im} \Gamma_{\alpha\beta}^{\text{R}} \right],
\end{align*}
\]
where $\Gamma_{\alpha\beta}^{\text{R}} (\epsilon) = 2\pi \sum_{\eta\eta} \Omega_{\eta\eta}^\alpha \Omega_{\eta\eta}^\beta \left( \epsilon, \tau \right) \psi_{\eta\eta}^\infty$ and where we used $\text{Re} \left[ -i \hbar \Gamma_{\alpha\beta}^{\text{R}} (\epsilon) \right] = \text{Im} \Gamma_{\alpha\beta}^{\text{R}} (\epsilon) = -\text{Im} \Gamma_{\alpha\beta}^{\text{R}} (\epsilon)$. The function $-\frac{1}{\pi} \text{Im} \Gamma_{\alpha\beta}^{\text{R}} (\epsilon)$ is the system’s density of states in the presence of tunnel coupling to the leads.
A quantity used to characterize the transport properties of the setup in a nonequilibrium setting, namely, in the presence of a voltage bias $eV := \mu_L - \mu_R$, is the differential conductance $\partial I / \partial V$. At equilibrium, $\mu_L = \mu_R = \mu$, the behavior of the transport setup is described by the linear conductance $G$, defined as the limiting value of the differential conductance for vanishing bias. Setting $\mu_L = \mu + eV / 2$ and $\mu_R = \mu - eV / 2$, and using $\partial f_i^\alpha (\epsilon) / \partial \epsilon = -(e/2) \partial f_i^\alpha (\epsilon) / \partial \epsilon$, the linear conductance assumes the form [67]
\[
G = -\pi G_0 \sum_{\epsilon} \int \! d \epsilon \left[ \frac{\Gamma_{\epsilon\epsilon} (\epsilon) \Gamma_{\epsilon\epsilon} (\epsilon)}{\Gamma_{\epsilon\epsilon} (\epsilon) + \Gamma_{\epsilon\epsilon} (\epsilon)} \right] \left[ f_i^\alpha (\epsilon) - f_i^\beta (\epsilon) \right] \\
\times \left[ -\frac{1}{\pi} \text{Im} \Gamma_{\alpha\beta}^{\text{R}} \right],
\]
where, due to the vanishing bias, $f_i^\alpha (\epsilon) = f_i^\beta (\epsilon) = f_i (\epsilon)$. Here, $G_0 := 2e^2 / h$ is the conductance quantum. At $T = 0$, the derivative of the Fermi function is $-\delta (\epsilon - \mu)$ so that
\[
G_{T=0} = \pi G_0 \sum_{\epsilon} \left[ \frac{\Gamma_{\epsilon\epsilon} (\epsilon) \Gamma_{\epsilon\epsilon} (\epsilon)}{\Gamma_{\epsilon\epsilon} (\epsilon) + \Gamma_{\epsilon\epsilon} (\epsilon)} \right] \left[ -\frac{1}{\pi} \text{Im} \Gamma_{\alpha\beta}^{\text{R}} \right].
\]
In the following, we shall apply the general formalism developed here to two archetypal models, the resonant level model and the SIAM.
VIII. Resonant Level Model

Up to here, we have considered a general interacting central system connected to a number of noninteracting leads, with possibly energy- and state-dependent tunnel coupling. The only constraint has been given on the correlation matrices in the form of Eq. (29). In Sec. VII, we have specialized the discussion to the case of two leads and proportional coupling.

To exemplify the construction carried out so far, we consider in this section the resonant level model (RLM). This model describes a single, spinless level of energy \( \epsilon_0 \), tunnel coupled to two noninteracting leads as shown in Fig. 15.

The model Hamiltonian is

\[
H = \epsilon_0 a^\dagger a + \sum_{\kappa \sigma} \epsilon_{\kappa \sigma} c_{\kappa \sigma}^\dagger c_{\kappa \sigma} + \sum_{\kappa \sigma} [t_{\kappa \sigma} a_{\kappa}^\dagger c_{\kappa \sigma} + t^*_{\kappa \sigma} c_{\kappa \sigma}^\dagger a_{\kappa}].
\]  

(133)

Due to the lack of interactions in the dot, this model admits an exact solution and has been analyzed with a variety of methods in Ref. [36] (see also [38]). According to the diagrammatic rules set up in Sec. IV D, the contributing diagrams with 1) of the free propagator with two overlapping fermion lines, 2) of the free propagator with two overlapping fermion lines with 1) of the vertex of the internal fermion line (indexed \( \alpha \)), and 3) with a vertex of the internal fermion line (indexed \( \alpha \)) and a vertex of the internal fermion line (indexed \( \alpha \)) have opposite signs. Note that the block \( B_2 \) bears no dependence on the dot energy as the system is in a sojourn state, denoted with \( \eta \), contrary to the block \( h \) in Eq. (136) where the system is in a blip state (dashed line, see the left diagram in Fig. 16). Including the sum over the internal sojourn \( \eta \) due to the sum over paths, the bubble block is evaluated as follows:

\[
[B]_{\kappa' \kappa} = \sum_{\eta} (h_2) v_\eta = \sum_{\eta} (h_2) v_\eta.
\]

(134)

Here, the index \( \eta \) is constrained to be equal to \(- \xi\) by the diagrammatic rules [see Eq. (51) where the upper indices of correlation functions \( \gamma_{\kappa \eta} \) have opposite signs]. Note that the block \( B_2 \) bears no dependence on the dot energy as the system is in a sojourn state, denoted with \( \eta \), contrary to the block \( h \) in Eq. (136) where the system is in a blip state (dashed line, see the left diagram in Fig. 16). Including the sum over the internal sojourn \( \eta \) due to the sum over paths, the bubble block is evaluated as follows:

\[
[B]_{\kappa' \kappa} = \sum_{\eta} (h_2) v_\eta = \sum_{\eta} (h_2) v_\eta.
\]

(135)

In the wide-band limit (WBL), i.e., for energy-independent tunneling amplitudes, using the result of Eq. (11) we obtain

\[
[B]_{\kappa' \kappa} = \zeta \left\{ \sum_{\alpha} \epsilon_{\alpha} |u_{\alpha}|^2 \int d\epsilon_1 \frac{\delta_{\epsilon_1}}{\epsilon_1 - \epsilon_{\kappa} - i\epsilon 0^+} \right\}.
\]

(136)

where \( \delta_{\epsilon_1} \) stands for the delta function evaluated at \( \epsilon_1 \). As a result, from Eq. (135),

\[
\phi_{\text{NCA2}}(\zeta, \alpha, k) = i\zeta \langle k | \frac{1}{\epsilon_k - \epsilon_0 + i\epsilon 0^+} \rangle.
\]

(137)

FIG. 16. Blocks involved in the propagator of the resonant level model. Full dots represent the vertices defined in Eqs. (91) and (92). Dashed and solid lines at the bottom denote blip and sojourn states, respectively. The sojourn index \( \eta \) assumes the values +1 and -1 for occupied and empty dot, respectively. These internal sojourns are summed over, the sum being included in the definitions of the blocks.
The block $X$ is given by attaching the vertex $v_\eta$ to the outgoing fermion line (with index $\kappa$) in the propagator

$$[h^X]_{\kappa\kappa} = i\hbar \frac{\delta \zeta, -\bar{\zeta}}{\epsilon_k - \epsilon_{k'}} + i0^+,$$

resulting in

$$[X]_{\kappa\kappa} = \frac{i\hbar}{\epsilon_k - \epsilon_{k'} + i0^+} \sum_{\kappa'} v_\eta(\kappa') = \frac{i\hbar}{\epsilon_k - \epsilon_{k'} + i0^+} \delta_{\kappa, \kappa'} - \bar{\zeta}. \quad (143)$$

Here, as for $B$, the internal sojourn index $\eta$ is summed over due to the sum over path with the result that $X$ does not contain the Fermi function.

The retarded and advanced Green’s functions are given by Eq. (129) via the function $\Omega_{\eta\eta}$ defined in Eq. (126) which, in the RLM, adapts to

$$\Omega_{\eta\eta}(\kappa') = \eta \eta \delta_{\kappa', -1} + \eta \eta \phi_{NCA2}(\kappa') \times \sum_{\kappa} x_\eta(\kappa', \kappa) \phi(\kappa, \kappa') \eta_{-\eta}(\kappa'). \quad (144)$$

The block $x_\eta$ [see Eqs. (123) and (124)] is easy to evaluate and from Eq. (143) reads as

$$x_\eta = \frac{i\hbar}{\epsilon_k - \epsilon_{k'} + i0^+} \delta_{\kappa, -\bar{\zeta}} = 0.$$

Thus,

$$\Omega_{\eta\eta}(\kappa, k) = \delta_{\kappa, -1} \eta \eta \phi_{NCA2}(\kappa, k),$$

and the resulting expression for the Green’s function is

$$G^{(4)}(\epsilon_k) = \frac{\hbar}{\eta \eta} \sum_{\kappa} \Omega_{\eta\eta}(\kappa, k) \sum_{\eta} \phi_{NCA2}(\kappa, k) \eta_{\eta} = \frac{1}{\epsilon_k - \epsilon_0 + i\hbar/2}, \quad (145)$$

where we used Eq. (141). Thus, as expected, the single-particle Green’s function acquires a broadening $\Gamma/2$ due to the coupling of the resonant level to the leads.

Substituting $G^{(4)}(\epsilon_k)$ in Eq. (130), the current for proportional coupling $J_{\epsilon L} = \epsilon L = 1$, in the WBL reads as

$$I^{\epsilon} = \frac{e}{h} \int d\epsilon \left[ f_{\epsilon L}(\epsilon) - f_{\epsilon R}(\epsilon) \right] \frac{\Gamma L \Gamma R}{(\epsilon - \epsilon_0)^2 + \Gamma^2/4} = \frac{e \Gamma L \Gamma R}{h} r(\epsilon_0), \quad (146)$$

1This integral can be solved by noting that the denominator in the integral splits as $[(\epsilon - \epsilon_0) - i\Gamma/2]^{-1} - [(\epsilon - \epsilon_0) + i\Gamma/2]^{-1}/i\Gamma$ and by applying Eq. (16).

FIG. 17. Single-impurity Anderson model realized by a quantum dot tunnel coupled to two noninteracting leads.

where $\Gamma = \Gamma_L + \Gamma_R$ and where we defined

$$r(x) = \text{Im} \psi \left( \frac{1}{2} + i \frac{x - \mu_L - \mu_R}{2\pi k_B T} \right) - \text{Re} \psi \left( \frac{1}{2} + i \frac{x - \mu_L - \mu_R}{2\pi k_B T} \right). \quad (147)$$

with $\Psi(x)$ the digamma function. Equation (146) provides the exact, finite-temperature expression for the current in the RLM.

Summarizing, while the RTA gives the exact irreducible propagator $\phi$ and consequently the exact density matrix and current for the RLM, the crossing diagrams do not contribute to the retarded and advanced Green’s functions (and therefore to the current for proportional coupling). Note that, as the dot can host at most one electron, the system is necessarily non-interacting and consequently inelastic processes are absent. This gives the Landauer formula (146), where the temperature dependence is exclusively in the Fermi functions. Using Eq. (131) for the conductance, with the imaginary part of $r(x)$, we readily obtain the analytical expression for the conductance at $T = 0$, where $-\partial f_x/\partial \epsilon = \delta(\epsilon - \mu)$, which is of the Breit-Wigner form [22, 23]

$$G = \frac{2e^2}{\hbar} \frac{\Gamma_L \Gamma_R / 2}{(\mu - \epsilon_0)^2 + \Gamma^2/4}. \quad (148)$$

For $\Gamma = \Gamma/2$ the conductance saturates to half of the quantum of conductance $G_0 = 2e^2/h$ at resonance, i.e., for $\mu = \epsilon_0$. In the noninteracting spinful model, where the dot can host two electrons with opposite spin, the sum over $\sigma$ yields the maximum $G_{\text{max}} = G_0$.

IX. SINGLE-IMPURITY ANDERSON MODEL (SIAM)

We now specialize the discussion to the simplest, yet highly nontrivial, instance of the general model of interacting nanostructure described by Eq. (1), the single-impurity Anderson model (SIAM). In the SIAM, the central system is a quantum dot that can host at most two electrons with opposite spin states, the latter being denoted by $\sigma = \uparrow, \downarrow$. The dot is connected to two leads, $L$ and $R$, via a tunnel coupling which we assume here to be spin independent. A scheme of the model is provided in Fig. 17. The resulting four many-body dot states are given by $|0\rangle$, $|\uparrow\rangle$, $|\downarrow\rangle$, and $|2\rangle$, or, in terms of the sojourn indices $\{(\eta^1, \eta^2), \eta^1\}$, by $| - 1\rangle$, $| + 1\rangle$, $| - 1\rangle$, $| + 1\rangle$, respectively. The difference in chemical potentials potentially occurs at long times a stationary current which is essentially determined by three energy scales: the interaction energy $U$ between the electrons in the dot, the tunnel coupling $\Gamma$, and the thermal energy $k_B T$. Despite its simplicity, this model already displays a variety of interesting physical effects.
and transport regimes arising from the interplay of these energy scales (see Fig. 18). For example, the Kondo effect \([4–6]\), an exquisitely nonperturbative many-body phenomenon due to the correlation between electrons in the dot and the leads, becomes relevant for temperatures around and below a certain value \(T_K\) which depends exclusively on \(\Gamma\), \(U\), and the single-particle energies \(\epsilon_\sigma\).

The full Hamiltonian of the setup reads as

\[
H = \sum_\sigma \epsilon_\sigma \hat{a}_\sigma + U \hat{a}_\uparrow \hat{a}_\downarrow + \sum_{\sigma \alpha k} \epsilon_{\alpha k} c_{\alpha k\sigma}^\dagger c_{\alpha k\sigma} + \sum_{\alpha k} [t_{\alpha k} c_{\alpha k\sigma}^\dagger c_{\alpha k\sigma} + t_{\alpha k}^* c_{\alpha k\sigma} c_{\alpha k\sigma}^\dagger],
\]

where \(\alpha = L, R\), and \(\hat{a}_\sigma = a_\sigma^\dagger a_\sigma\). The single-particle energies \(\epsilon_\sigma\) are possibly split by an externally applied magnetic field \(\epsilon_\uparrow - \epsilon_\downarrow = \Delta_B\). Note that spin-independent coupling constants \(t_{\alpha k}\) (and nonmagnetic leads) imply that the correlation matrices \(g_\pm [\text{Eq. } (7)]\) are not only diagonal, but also proportional to the identity, namely, \(g_\pm (t)\) with

\[
g_\pm (t) = \frac{1}{\hbar^2} \sum_{\alpha k} |t_{\alpha k}|^2 f_\alpha^\pm (\epsilon_k) e^{-\frac{i}{\hbar} \epsilon_k t}.
\]

In what follows we use the compact notation of Eq. (22), with the case considered here, adapts to

\[
g_{\pm 1} = g_+ + g_-,
\]

\[
g_{+1} = g_+^* + g_-^*,
\]

\[
g_{-1} = g_- + g_+^*.
\]

In the WBL, the tunnel coupling is quantified by \(\Gamma := 2\pi \sum_\alpha \epsilon_\alpha |\omega_\alpha|^2\). The collective index \(\chi\) defined for the general case in Eq. (86), specializes in the SIAM to

\[
\chi := (\kappa, \eta^\gamma), \quad \text{where } \kappa = (\zeta, \alpha, k)
\]

and where \(\bar{\sigma}\) denotes the opposite spin with respect to \(\sigma\). In order to simplify the notation, from here on we make the identifications

\[
\eta^\gamma \equiv \nu \quad \text{and} \quad \bar{\eta} \equiv \eta,
\]

with \(\bar{\nu} \equiv -\nu\) and \(\bar{\eta} \equiv -\eta\), so that \(\chi := (\kappa, \eta)\). The system energies \(E_\sigma\) in the phase factors of Eq. (42) are in this case the dot energies shown in Fig. 7. For the fermion lines associated to the state \(\sigma\) these energies read as

\[
E_\sigma = \epsilon_\sigma + U/2, \quad \vec{\sigma} \text{ in a blip state}
\]

\[
E_\sigma (\eta) = \epsilon_\sigma + (1 + \eta) U/2, \quad \vec{\sigma} \text{ in the sojourn } \eta
\]

with similar expressions for \(E_\bar{\sigma}(\nu)\).

The retarded \((\zeta = +1)\) and advanced \((\zeta = -1)\) dot Green’s functions [Eq. (129)] adopt in the SIAM the form

\[
G^{(\chi)}_{\sigma \sigma} (\epsilon_k) = -\frac{i\epsilon_k}{\hbar} \sum_{\eta \eta'} \Omega^\eta_{\chi \eta} (\zeta, \kappa) P^\infty_{\eta}, \quad (153)
\]

with

\[
\Omega^\eta_{\chi \eta} (\kappa) = \eta \eta' \delta_{\zeta, \zeta'} \sum_{\eta''} \frac{\phi^\eta_{\zeta} (\kappa) \delta_{\eta \eta''} + v \phi^\eta_{\zeta} (\kappa)}{\eta''}
\]

\[
\times \sum_{\sigma' \sigma''} \bar{x}^{\sigma} (\kappa, \kappa') \phi^\sigma_{\sigma' \sigma''} (\kappa', \kappa') v_{\sigma', \sigma''} (\kappa'), \quad (154)
\]

where we used \(\langle \nu \rangle^2 = 1\). Here, the blocks in parentheses have a \(2 \times 2\) matrix structure induced by the sojourn indices \(\eta, \eta'\), and the vertex is given by

\[
v_{\sigma', \sigma''} (\kappa) := -\frac{|t_k (\epsilon_k)|^2}{\hbar^2} f_{\nu \eta}^\sigma (\epsilon_k).
\]

The Meir-Wingreen formula, which gives the current for a general system in the case of proportional coupling with the leads (130), adapts for the SIAM to

\[
I^\infty = \frac{e \Gamma_1 \Gamma_R}{\hbar \Gamma} \sum_\sigma \int d\epsilon [f_+^\sigma (\epsilon) - f_-^\sigma (\epsilon)] \left[ -\frac{1}{\pi} \text{Im} \tilde{G}_{\sigma \sigma}^\nu (\epsilon) \right].
\]

The asymptotic population of the spin states \(\sigma\) is the trace over the occupation states of \(\vec{\sigma}\) of the SIAM populations \(P^\infty_{\eta}\), namely, \(p^\nu_{\sigma} = \sum_\eta P^\infty_{\eta}\). In terms of the expectation value of the number operator \(\hat{n}_\sigma\),

\[
p^\nu_{\sigma} = \langle \hat{n}_\sigma \rangle, \quad p^\nu_{\bar{\sigma}} = 1 - \langle \hat{n}_\sigma \rangle.
\]

These expectation values can be calculated either by solving the master equation for \(P^\infty_{\eta}\) [see Eq. (116)] or self-consistently, via the equations-of-motion technique [42], where, in the wide-band limit,

\[
\langle \hat{n}_\sigma \rangle = \frac{1}{\Gamma} \int d\epsilon [\Gamma_L f_+^\sigma (\epsilon) + \Gamma_R f_-^\sigma (\epsilon)] \left[ -\frac{1}{\pi} \text{Im} \tilde{G}_{\sigma \sigma}^\nu (\epsilon) \right].
\]

with \(\Gamma = \Gamma_L + \Gamma_R\).

\textbf{A. Approximation schemes}

Despite the existing rich literature on the SIAM, an exact analytical solution for the dot Green’s function (153), encompassing the whole regime of parameters \(U\), \(\Gamma\), and \(T\), is not known so far. In the forthcoming sections, we show how
known perturbative schemes in $\Gamma$, as well as some nonperturbative ones, are recovered within our approach. Furthermore, an infinite-tier approximation scheme is discussed.

In Fig. 18 we sketch the regime of validity of different analytical approaches derived from the diagrammatic unraveling of the exact irreducible propagator in Eq. (98). The sequential tunneling and cotunneling schemes are perturbative in $\Gamma$ and thus valid when $\Gamma$ is the smallest energy scale, namely, $\Gamma \ll k_{B}T$ for $U = 0$ and $\Gamma \ll k_{B}T$, $U$ for $U \not= 0$. In order to access the regime $\Gamma \sim k_{B}T$ one needs to include processes of all orders. The simplest way to do this is to truncate the hierarchy of diagrams discussed in Sec. VIB to a maximum overlap of two fermion lines. We call the resulting schemes second tier. Iterating the insertion of the bare bubble and crossing blocks defined above in the bare propagator $h$ and summing the geometrical series results in the RTA [45,47], where the propagator $\phi_{\text{RTA}}$ is the solution of the Dyson equation (106). Neglecting the crossing blocks of the RTA, one is left with a main fermion line dressed by bubbles, a scheme which we call NCA2. It generalizes the dressed second order (DSO), which accounts only for charge fluctuations internal to the main fermion line [49]. In our language the DSO considers the bubble blocks diagonal in the index $\eta$. On the contrary, the NCA2 takes into account the full matrix structure of the bubbles and, along with the RTA, recovers the noninteracting Green’s functions. These second-tier schemes display artifacts such as the pinning of the density of states at the particle-hole symmetry point, due to the temperature-independent self-energy at this symmetry point, and do not predict the correct Kondo temperature $T_{K}$. Crossing diagrams contribute to inelastic processes but are not expected to be relevant for investigating the zero-bias anomaly. For these reasons, in Sec. IX D, we discuss the infinite-tier approximation DBA which allows to recover the NCA2 form for the Green’s function but with dressed self-energies [see Eqs. (210) and (215) below]. In Sec. IX F, we explicitly evaluate such self-energies in a simplified version of the fourth-tier scheme NCA4 (nNCA4). In concluding this section, we notice that the NCA scheme discussed here is different from the slave-boson NCA for the SIAM reviewed in [91]. We nevertheless use the same name since we similarly neglect the crossing diagrams at all levels.

B. Perturbative schemes

1. Sequential tunneling

The simplest approximation, valid for $k_{B}T, U \gg \Gamma$ (or $k_{B}T \gg \Gamma$ if $U = 0$), consists in truncating to the lowest order in $\Gamma$ the Dyson equation for the propagator $\phi$ [Eq. (103)]. This results in $\phi_{\text{ST}} = h$, where the bare propagator with a single fermion line reads as for the SIAM $h_{\kappa}^{\sigma} = h_{\eta}^{\sigma} \delta_{\kappa \eta} \delta_{\chi \chi}$, where

$$h_{\eta}^{\sigma} = \frac{1}{\zeta(\epsilon_{k} - E_{\sigma}(\eta)) + i0^{+}}. \tag{159}$$

This propagator yields the current to the lowest order, namely, the second order in the tunneling amplitude $t$ (or first order in $\Gamma$). Note that the propagator $\phi_{\text{ST}}$ is diagonal both in the spin and in the remaining variables $\chi$. Using Eqs. (153) and (154),

the Green’s functions in the ST approximation are

$$G_{\sigma \sigma, \text{ST}}^{(\sigma)}(\epsilon) = -\frac{i\zeta}{h} \sum_{\eta \eta} \eta \eta \phi_{\text{ST}, \sigma, \eta}^{\sigma}(\xi, \epsilon, k)p_{\eta}^{\delta} = \sum_{\eta} \frac{P_{\eta}^{\delta}}{\epsilon_{k} - E_{\sigma}(\eta) + i\epsilon 0^{+}}, \tag{160}$$

where $P_{\eta}^{\delta} = \sum_{\eta} P_{\eta}^{\sigma}$. Recall that $\phi_{\text{ST}, \sigma, \eta}^{\sigma}(\xi, \epsilon, k) = \sum_{\sigma \sigma} \phi_{\text{ST}, \sigma, \eta}^{\sigma}(\xi, \epsilon, k')$ [see Eq. (114)]. In the ST approximation, from Eqs. (157) and (160),

$$-\frac{1}{\pi} \Im G_{\sigma \sigma}^{\prime}(\epsilon) = \delta(\epsilon - E_{\sigma})(1 - \langle \hat{n}_{\sigma} \rangle) + \delta(\epsilon - E_{\sigma} - U)|\langle \hat{n}_{\sigma} \rangle|, \tag{161}$$

where we have used $\lim_{\epsilon \to 0^{+}} \epsilon^{2}/(\epsilon^{2} + \epsilon^{2}) = \pi \delta(\epsilon)$, and the general formula (156) gives for the current

$$I_{\text{ST}} = \frac{e}{h} \frac{\Gamma_{L}}{\Gamma} \sum_{\sigma} \left\{ [f_{+}^{\eta}(\epsilon_{\sigma}) - f_{R}^{\eta}(\epsilon_{\sigma})](1 - \langle \hat{n}_{\sigma} \rangle) \right\} + [f_{+}^{\bar{\eta}}(\epsilon_{\sigma} + U) - f_{R}^{\eta}(\epsilon_{\sigma} + U)](\langle \hat{n}_{\sigma} \rangle). \tag{162}$$

The level’s populations are obtained by solving Eq. (158) which yields in this case

$$\langle \hat{n}_{\sigma} \rangle = \frac{\sum_{\eta} \Gamma_{\sigma} f_{+}^{\eta}(\epsilon_{\sigma}) - \sum_{\eta} \Gamma_{\sigma} f_{R}^{\eta}(\epsilon_{\sigma} + U)}{\Gamma_{L} + \sum_{\sigma} \Gamma_{\sigma} f_{+}^{\eta}(\epsilon_{\sigma}) - \sum_{\sigma} \Gamma_{\sigma} f_{R}^{\eta}(\epsilon_{\sigma} + U)}. \tag{163}$$

In Fig. 19, we show the differential conductance $\partial I_{\text{ST}}/\partial V$ in the degenerate case, obtained from Eqs. (162) and (163) by using $\partial f_{+}^{\eta}/\partial V = -(\epsilon/2)\partial f_{+}^{\eta}/\partial \epsilon$ and $\partial f_{R}^{\eta}/\partial V = (\epsilon/2)\partial f_{R}^{\eta}/\partial \epsilon$. The differential conductance is shown as a function of the bias voltage $eV = \mu_{L} - \mu_{R}$, and the gate voltage, which shifts the position of the (degenerate) level via $\epsilon_{0} = -U/2 + eV_{g}$. Such plot, called stability diagram, highlights the resonances which form diamond-shaped regions where the differential
The tunnel coupling is

\[\Gamma = 0.1 U \text{ with } \Gamma_c = \Gamma R = \Gamma / 2.\]

A straightforward extension of the ST processes are exponentially suppressed due to the Coulomb blockade and appears in the present regime of weak tunnel coupling, where the Coulomb interaction dominates and \(\Gamma / k_B T \ll 1\).

A horizontal cut (\(V = 0\)) of the stability diagram gives the linear conductance \(G = \partial I / \partial V \) [see Eq. (131)]. The linear conductance, which is suppressed at the center of the Coulomb diamond, shows two peaks separated by the energy \(U\) (see Fig. 20 below). A straightforward extension of the ST which accounts for a \(\Gamma\) broadening in the Green’s function is discussed in Sec. IX C 4 below.

### 2. Cotunneling

The next improvement over the ST, also perturbative in \(\Gamma\), is the cotunneling approximation. It allows charge transfer across the dot also in the parameter regimes where ST processes are exponentially suppressed due to the Coulomb blockade [34], i.e., around the center of the Coulomb diamond \(V_g \sim 0\) (see Fig. 19). In our diagrammatic approach, this occurs via virtual processes encoded in the bubble and crossing blocks \(B\) and \(X\), i.e., according to Eq. (105),

\[
\phi^{CT} = h + h(B + X) h.
\] (164)

As the sequential tunneling approximation, also this scheme is valid when \(\Gamma\) is the smallest energy scale of the problem.

As already noticed in the case of the RLM, the diagrammatic rules in Sec. IV D and in Appendix H imply that when there are at most two overlapping fermion lines associated to the same state (in the present case to the same spin state), the fermion line of a bubble has the index \(\xi\) opposite to the spin of the main fermion line. Similarly, in a crossing, the outgoing line has the index \(\xi\) opposite to the one of the incoming line. These constraints do not apply when the spin states involved in a bubble or in a crossing block are different. It is therefore natural to distinguish these two cases.

The bubble block is obtained by contracting with a vertex the internal fermion line (indexed with 1) of the bare propagator with two overlapping fermion lines which can be of the same \(\sigma(\sigma)\) [see Eq. (165)] or of opposite \(\sigma(\bar{\sigma})\) spin. The first is given by

\[
h^{(\sigma)}_2 = h^{(\sigma)}_2 \delta_{\sigma,\bar{\sigma}} \delta_{\xi,k} \delta_{\eta,q}, \quad \text{where}
\]

\[
h^{(\sigma)}_2 = \frac{1}{\zeta(\epsilon_k - E_{\sigma}) + \zeta(\epsilon_k - E_{\bar{\sigma}}) + i0^+}. \] (166)

Note that the block \(h^{(\sigma)}_2\) has a \(4 \times 4\) structure in the composite index \((\nu, \eta) \equiv (\eta^\nu, \eta^\nu)\). The propagator with overlap of two fermion lines with opposite spin is given by the block \(h^{(\sigma)}_2 \delta_{\sigma,\bar{\sigma}} \delta_{\xi,k}\), with

\[
h^{(\sigma)}_2 = \frac{1}{\zeta(\epsilon_k - E_{\sigma}) + \zeta(\epsilon_k - E_{\bar{\sigma}}) + i0^+}. \] (167)

which has no structure in the sojourn indices. The bubble block resulting from the contraction of the internal fermion lines of the two above propagators with the vertices

\[
v_{\eta \eta}(\kappa) := -\frac{|t_{\eta \eta}(\epsilon_k)|^2}{\hbar^2} f_{\eta \eta}(\epsilon_k) \] (168)

is given by \([B]^{\eta \eta}_{\kappa \kappa} = B^{\eta \eta}_{\eta \eta} \delta_{\sigma,\bar{\sigma}} \delta_{\xi,k}\). The function \(B^{\nu \eta}_{\eta \eta}\) is the sum

\[
B^{\nu \eta}_{\eta \eta} = B^{\sigma(\sigma)}_{\eta \eta} + B^{\sigma(\bar{\sigma})}_{\eta \eta} = \]

\[
\sum_{\kappa_1} \frac{i\hbar}{\zeta(\epsilon_k - E_{\sigma}) + \zeta(\epsilon_k - E_{\bar{\sigma}}) + i0^+} \]

\[
+ \sum_{\kappa_1} \frac{i\hbar}{\zeta(\epsilon_k - E_{\sigma}) + \zeta(\epsilon_k - E_{\bar{\sigma}}) + i0^+}. \] (169)

The first contribution, which is diagonal in all the indices, is calculated as in Eqs. (138)–(140), and reads as \(B^{\sigma(\sigma)}_{\eta \eta} = -\Gamma / (2\hbar) \delta_{\eta,\eta}\) in the WBL. The second term in Eq. (168) depends on \(\eta\) via the vertex and can be evaluated as well in the WBL where \(\sum_{\kappa_1} \rightarrow \sum_{\xi,\alpha} \omega_{\alpha} \int d\epsilon_1.\) We obtain (see Appendix I)

\[\]
where $\mathcal{E}_\zeta := E_\sigma + \zeta_1(E_\sigma - \epsilon)$. All in all, the WBL expression for the bubble block reads as

$$B_{\eta\eta}^\sigma = -\frac{\Gamma}{2\hbar} \delta\eta\eta - \sum_{a_1,\zeta_1} \frac{\Gamma_{a_1}}{2\hbar} f^a_{\eta\eta}(\mathcal{E}_\zeta) - \frac{i\eta\zeta_1}{\pi} \text{Re} \psi\left(\frac{1}{2} + \frac{1}{2\pi \frac{\Gamma}{\hbar}} \mathcal{E}_\zeta - \mu_{a_1}\right).$$

Note that the second term, while depending on the sojourn index $\eta$, is independent of $\eta'$. Thus, in the WBL, the matrix elements of the bubble can be written as the sum

$$B_{\eta\eta}^\sigma = -\frac{\Gamma}{2\hbar} \delta\eta\eta + B_{\eta\eta}^\sigma.$$  \hspace{1cm} (171)

The crossing blocks, with overlap of fermion lines with same and opposite spin, read as

$$[X]_{\eta\eta}^{\sigma\sigma} = \frac{i\hbar}{\zeta(\epsilon_k - E_\sigma)} + \frac{i\hbar}{\zeta(\epsilon_k - E_\sigma)} + \frac{i\hbar}{\zeta(\epsilon_k - E_\sigma)},$$

$$[X]_{\eta\eta}^{\sigma\bar{\sigma}} = \frac{i\hbar}{\zeta(\epsilon_k - E_\sigma)} + \frac{i\hbar}{\zeta(\epsilon_k - E_\sigma)} + \frac{i\hbar}{\zeta(\epsilon_k - E_\sigma)},$$

respectively. Here, in the spin-diagonal crossing block, we include the sum over the internal sojourn $\nu$ in the definition, as done for the bubble with overlap of same-spin fermion lines [see Eq. (168)].

In order to write the Green’s function, we use the cotunneling irreducible propagator in Eq. (164). This yields

$$\Omega_{\eta\eta}^{\sigma,\text{CT}}(\epsilon) = \frac{\nu\delta\nu^+}{\omega_{\nu\nu}(\epsilon)} + \left\{ \left[ \phi_{\nu}(\epsilon) \right] \delta\eta\eta \right\} + \left\{ \left[ \phi_{\nu}(\epsilon) \right] B_{\eta\eta}(\epsilon) \right\} + \left\{ \left[ \phi_{\nu}(\epsilon) \right] B_{\eta\eta}(\epsilon) \right\} + \left\{ \left[ \phi_{\nu}(\epsilon) \right] B_{\eta\eta}(\epsilon) \right\},$$

where, according to Eqs. (123) and (124), we split the crossing block $X^{\sigma\bar{\sigma}}$ as

$$X^{\sigma\bar{\sigma}}(k\kappa') = \nu(\epsilon) X^{\sigma\bar{\sigma}}(k\kappa') - \nu(\epsilon) X^{\sigma\bar{\sigma}}(k\kappa').$$

Now, from inspection of Eq. (172) we find that $X^{\sigma\bar{\sigma}} = 0$ due to the sum over $\nu$ (and in analogy to the RLM case) because nothing else depends on $\nu$. We are then left with

$$\Omega_{\eta\eta}^{\sigma,\text{CT}}(\epsilon) = \nu\delta\nu^+ + \left\{ \left[ \phi_{\nu}(\epsilon) \right] \delta\eta\eta \right\} + \left\{ \left[ \phi_{\nu}(\epsilon) \right] B_{\eta\eta}(\epsilon) \right\} + \left\{ \left[ \phi_{\nu}(\epsilon) \right] B_{\eta\eta}(\epsilon) \right\} + \left\{ \left[ \phi_{\nu}(\epsilon) \right] B_{\eta\eta}(\epsilon) \right\},$$

Using the above result and Eq. (168) we can cast $\Omega_{\eta\eta}^{\sigma,\text{CT}}$ in the form

$$\Omega_{\eta\eta}^{\sigma,\text{CT}}(\epsilon) = \nu\delta\nu^+ + \left\{ \left[ \phi_{\nu}(\epsilon) \right] \delta\eta\eta \right\} + \left\{ \left[ \phi_{\nu}(\epsilon) \right] B_{\eta\eta}(\epsilon) \right\} + \left\{ \left[ \phi_{\nu}(\epsilon) \right] B_{\eta\eta}(\epsilon) \right\} + \left\{ \left[ \phi_{\nu}(\epsilon) \right] B_{\eta\eta}(\epsilon) \right\}.$$  \hspace{1cm} (177)

As a result, the Green’s function is the sum of the ST contribution, given by the first term in Eq. (177), plus the terms of fourth order in the tunneling amplitude (second order in $\Gamma$) and reads as

$$G_{\sigma\sigma,\text{ST}}(\epsilon_k) = \frac{-i\zeta}{\hbar} \sum_{\eta\eta} \Omega_{\eta\eta}^{\sigma,\text{CT}}(\epsilon_k) \phi_{\eta\eta}^{\sigma\text{CT}}.$$  \hspace{1cm} (178)

For a comprehensive diagrammatic analysis of cotunneling effects we refer to [34]. In the recent paper [88], interference phenomena at the cotunneling level, where one needs to go beyond the assumption of state-conserving tunneling, are discussed for interacting double quantum dots. In this work, we rather focus on nonperturbative schemes.

C. Nonperturbative, second-tier schemes

1. Resonant tunneling approximation (RTA)

Iterating the insertion of the cotunneling blocks $B$ and $X$ in the bare propagator $\phi$, one obtains the nonperturbative RTA. The Dyson equation for the irreducible propagator $\phi_{\text{RTA}} = [\phi - B + X]^{-1}$ [Eq. (106)] can be given in terms of the NCA2 propagator $\phi_{\text{NCA2}} = [\phi - B + X]^{-1}$ (see the next section) as follows:

$$\phi_{\text{RTA}} = \phi_{\text{NCA2}} + \phi_{\text{NCA2}} X \phi_{\text{RTA}}.$$  \hspace{1cm} (179)

Componentwise in $\kappa$, with the $2 \times 2$ matrix structure induced by the sojourn indices $\eta^\dagger$, $\eta^\dagger$ left implicit, this equation reads as

$$\phi_{\text{RTA}}(\kappa', \kappa) = \phi_{\text{NCA2}}(\kappa') \delta_{\kappa\kappa'} \bar{\phi}_{\text{RTA}}(\kappa') + \phi_{\text{NCA2}}(\kappa') \cdot \sum_{\kappa''} X(\kappa', \kappa'') \cdot \phi_{\text{RTA}}(\kappa'', \kappa') + \phi_{\text{NCA2}}(\kappa') \cdot \sum_{\kappa''} X(\kappa', \kappa'') \cdot \phi_{\text{NCA2}}(\kappa'', \kappa').$$  \hspace{1cm} (180)

The RTA is equivalent to the second-order von Neumann approach [45] and in the noninteracting case reproduces the current for the SIAM, but not the full density matrix, contrary to the case of the RLM which is fully described by the RTA. Indeed, as discussed in Sec. IV D, for $U = 0$ the contributing diagrams have at most four overlapping fermion lines, of which at most two with the same spin.

In the infinite-$U$ limit, the RTA admits an analytical solution to be found along the lines of [47,92]. In this limit, the
blocks specialize to (consider \( \zeta = +1 \))

\[
[h]_{XX}^{\sigma}\sigma = i\hbar \frac{1}{\epsilon_0 - \epsilon_\sigma + i0^+} \delta_\sigma \delta_\chi \delta_{\eta, -1},
\]

\[
[X]_{XX}^{\sigma}\sigma = i\hbar \sum k \nu(k') \delta(k - k') \delta_{\sigma, \sigma} \delta X \delta_{\eta, -1},
\]

\[
[X]_{XX}^{\sigma}\sigma = i\hbar \sum k \nu(k') \delta(k - k') \delta_{\sigma, \sigma} \delta X \delta_{\eta, -1},
\]

\[
[B]_{XX}^{\sigma}\sigma = i\hbar \sum a \nu_a(k') \nu_{a'}(k'') \delta(k - k') \delta_{\sigma, \sigma} \delta X \delta_{\eta, -1},
\]

The 2 \( \times 2 \) matrix structure of Eq. (180) is lost because \( \eta \) can only assume the value \(-1\), as induced by the interaction energy appearing at the denominator of \( h \) for \( \eta = +1 \), namely, the dot can be occupied at most by one electron. As a result, we get the following two equations for the diagonal and off-diagonal elements in the spin index (we omit the labels RTA and NCA2)

\[
\phi^{\sigma}\epsilon, \epsilon' = \phi^{\sigma}(\epsilon) \delta(\epsilon - \epsilon')
\]

\[
+ \phi^{\sigma}(\epsilon) \int d\epsilon' X^{\sigma}(\epsilon, \epsilon') \phi^{\sigma}(\epsilon', \epsilon),
\]

\[
+ \phi^{\sigma}(\epsilon) \int d\epsilon' X^{\sigma}(\epsilon, \epsilon') \phi^{\sigma}(\epsilon', \epsilon),
\]

\[
\phi^{\sigma}(\epsilon, \epsilon') = \phi^{\sigma}(\epsilon) \int d\epsilon' X^{\sigma}(\epsilon, \epsilon') \phi^{\sigma}(\epsilon', \epsilon),
\]

\[
+ \phi^{\sigma}(\epsilon) \int d\epsilon' X^{\sigma}(\epsilon, \epsilon') \phi^{\sigma}(\epsilon', \epsilon),
\]

where \( X^{\sigma} = X^{\sigma\sigma} \) and \( X^{\sigma\sigma} = X^{\sigma\sigma} \) [see Eq. (181)]. Consider now the degenerate system \( \epsilon_1 = \epsilon_2 = \epsilon_1 = \epsilon_0 \). In this case \( \phi^{\sigma}\tau = \phi^{\sigma} \) and, by summing the above two equations, we obtain

\[
\phi^{\sigma}(\epsilon, \epsilon') = \phi^{\sigma}(\epsilon) \delta(\epsilon - \epsilon') + \phi^{\sigma}(\epsilon) \int d\epsilon' X^{\sigma}(\epsilon, \epsilon') \phi^{\sigma}(\epsilon', \epsilon),
\]

\[
\phi^{\sigma}(\epsilon, \epsilon') = \sum \phi^{\sigma}\epsilon, \epsilon',
\]

\[
X(\epsilon, \epsilon') = X^{\sigma\sigma}(\epsilon, \epsilon') + X^{\sigma\sigma}(\epsilon, \epsilon')
\]

\[
i\hbar \sum \nu(\epsilon) + \nu(\epsilon') \frac{\epsilon}{\epsilon - \epsilon' + i0^+}
\]

[see Eq. (181)]. Solving Eq. (183), it is found that the real part of \( \phi \), the one which enters the current, as in Eqs. (117) and (118), reads as

\[
\text{Re} \int d\epsilon' \phi^{\sigma}(\epsilon, \epsilon') v_{\tau, \sigma}(\epsilon')
\]

\[
= C_\eta \sum \nu(\epsilon) + \nu(\epsilon') \frac{\epsilon}{\epsilon - \epsilon' + i0^+}
\]

where \( C_\eta \) is a constant depending on the initial vertex \( v_{\tau, \sigma} \). As shown in [49], in this regime of large interaction \( U \), the RTA and the DSO (see Sec. IX C 3) display a qualitatively similar behavior of the linear conductance, though the RTA predicts higher peak conductance. Moreover, the two schemes share the same prediction for the zero-bias anomaly temperature scale, which is given in Eq. (198) below.

2. Second-tier noncrossing approximation (NCA2)

In the NCA2, the propagator \( \phi_{NCA2} \) is given by the Dyson equation (107). As a result, the bare ST propagator is dressed by the bubble diagrams \( B \), namely,

\[
\phi_{NCA2} = [i\hbar^{-1} - B]^{-1}.
\]

While being diagonal in \( \sigma \) and \( \kappa \), the bubble blocks \( B \) have a nontrivial \( 2 \times 2 \) matrix structure in terms of the sojourn index \( \eta \) [see Eq. (171)], a feature which accounts for charge transfer by processes internal to the main fermion line. As a result, they induce a \( 2 \times 2 \) structure to the contracted (matrix) function \( \phi_{NCA2, \eta}(\kappa, \kappa) \), defined by \( \phi_{NCA2, \eta}(\kappa, \kappa) = \phi_{NCA2, \eta}(\kappa, \kappa) \delta \delta \eta \bar{\eta} \).

Neglecting the crossings in the main fermion lines results in the Green’s function [see Eqs. (153) and (154)]

\[
\begin{align*}
G^{(c)}_{\sigma, \sigma}(\epsilon_k) &= \frac{-i\epsilon_k}{\delta\eta \eta} \sum \eta \eta \phi^{\sigma, \eta, \sigma, \eta}(\xi, \kappa)p_{\eta, \eta}^\sigma \\
&= \frac{-i\epsilon_k}{\delta\eta \eta} \sum \eta \eta \phi^{\sigma, \eta, \sigma, \eta}(\xi, \kappa)p_{\eta, \eta}^\sigma.
\end{align*}
\]

The matrix elements of \( \phi_{NCA2} \), from Eq. (186), read as

\[
\phi_{NCA2, \eta, \eta}^{\sigma, \sigma} = \frac{1}{(h^{(1)}_{\eta, \eta})^{-1} - B^{\eta, \eta}} - \frac{B^{\eta, \eta}}{B^{\eta, \eta}}(190)
\]

where \( h_{\eta} \) is defined in Eq. (159) and where the dependence on \( \kappa \) of the block functions is understood. Note that the denominators are independent of \( \eta \). Plugging these results in Eq. (187), with \( p_{\eta}^\sigma \) given by Eq. (157), the dot Green’s function reads as

\[
\begin{align*}
G^{(c)}_{\sigma, \sigma}(\epsilon_k) &= \frac{-i\epsilon_k}{\delta\eta \eta} \sum \eta \eta \phi^{\sigma, \eta, \sigma, \eta}(\xi, \kappa)p_{\eta, \eta}^\sigma \\
&= \frac{-i\epsilon_k}{\delta\eta \eta} \sum \eta \eta \phi^{\sigma, \eta, \sigma, \eta}(\xi, \kappa)p_{\eta, \eta}^\sigma.
\end{align*}
\]

In the WBL, we can simplify this expression by using the result in Eq. (171) and the property

\[
\sum \eta \eta B^{\eta, \eta} = -\Gamma/\hbar
\]

which can be checked by inspection of Eq. (170). The retarded (\( \xi = +1 \)) Green’s function in the NCA2 reads as

\[
\begin{align*}
G^{(c)}_{\sigma, \sigma}(\epsilon) &= \frac{-i\epsilon_k}{\delta\eta \eta} \sum \eta \eta \phi^{\sigma, \eta, \sigma, \eta}(\xi, \kappa)p_{\eta, \eta}^\sigma \\
&= \frac{-i\epsilon_k}{\delta\eta \eta} \sum \eta \eta \phi^{\sigma, \eta, \sigma, \eta}(\xi, \kappa)p_{\eta, \eta}^\sigma.
\end{align*}
\]
where we have singled out the constant broadening $i\Gamma/2$ and identified the interaction-induced contributions with the off-diagonal matrix elements of the bubbles via

$$\Sigma_{\sigma\eta}(\epsilon) := i\hbar B_{\sigma\eta}(\epsilon)|_{\epsilon = \mu + 1}$$

$$= -\sum_{a_1} \frac{\Gamma_{a_1}^{\sigma\eta}}{2\pi} \sum_{\xi_i} \left[ \eta \xi_i \text{Re} \psi \left( \frac{1}{2} + \frac{\xi_i - \mu a_1}{2\pi k_B T} \right) + i\pi f_{\sigma\eta}(\xi_i) \right],$$  \hspace{1cm} (192)

with $\xi_i := E_\sigma + \xi_1 (E_\sigma - \epsilon)$ and $E_\sigma = \epsilon_\sigma + U/2$. Note that, by virtue of the property (190), which implies

$$\Sigma_{\sigma\eta}(\epsilon) = -\Sigma_{\sigma\eta}(\epsilon) - i\Gamma,$$  \hspace{1cm} (193)

we can express the retarded Green’s function in terms of a single self-energy, e.g., $\Sigma_{\sigma\eta}(\epsilon)$. Interestingly, the result in Eq. (191) is equivalent to the one obtained by Meir, Wingreen, and Lee in [39] with the equations-of-motion technique.

We now summarize the properties and predictions of the NCA2. For vanishing interaction $U = 0$, we recover the correct WBL result for the noninteracting case

$$G_\sigma^r(\epsilon) = \frac{1}{\epsilon - \epsilon_\sigma + i\Gamma/2}. \hspace{1cm} (194)$$

As anticipated below Eq. (148), the zero-temperature conductance in the noninteracting limit

$$G = G_0 \Gamma L \Gamma_R (\mu - \epsilon_0)^2 + \Gamma^2/4 \hspace{1cm} (195)$$
saturates, at resonance and for $\Gamma_{\sigma\sigma} = \Gamma/2$, to the conductance quantum $G_0$ due to the sum over the spin degree of freedom. This can be seen by applying the general formula (131) to the SIAM with the retarded Green’s function given by Eq. (194).

For finite interaction, on the other hand, the NCA2 displays a zero-bias anomaly at a characteristic temperature $T^* = T_{\text{NCA2}}$. This temperature is defined as the one at which the real parts of the denominators vanish, causing a peak in the density of states $-\text{Im}[G_{\sigma\eta}(\mu)]/\pi$. By virtue of the property (193) satisfied by the self-energies, this condition is the same as for the two terms in Eq. (191) and reads as

$$(\mu - \epsilon_0)(\mu - \epsilon_0 - U) - 3\Gamma^2/4 + U \text{Re}\{\Sigma_{\sigma\eta}(\mu)\} = 0. \hspace{1cm} (196)$$

For sufficiently large interaction energy $U$, away from the condition $\mu - \epsilon_0 = U/2$, we can approximate the real part of the self-energy in Eq. (192) as

$$\text{Re}\{\Sigma_{\sigma\eta}(\mu)\}_{\Gamma} \simeq \frac{\Gamma}{2\pi} \ln \left( \frac{U}{2\pi k_B T^*} \right). \hspace{1cm} (197)$$

Then, assuming $U \gg \Gamma$, solving Eq. (196) for $T^* = T_{\text{NCA2}}$, we find

$$k_B T_{\text{NCA2}} \approx \frac{U}{2\pi} e^{2\pi \frac{\mu - \epsilon_0 - U}{2\pi k_B T^*}}. \hspace{1cm} (198)$$

Notice that this result differs from the Kondo temperature $T_K$, which has the prefactor $\pi$ in place of $2\pi$ at the exponent [5,6], namely,

$$k_B T_K \approx \frac{\sqrt{U\pi}}{2} e^{\pi \frac{\mu - \epsilon_0 - U}{U}}, \hspace{1cm} (199)$$

with $\lim_{U \to \infty} k_B T_K \propto \exp[-\pi(\mu - \epsilon_0)/\Gamma]$. Another problem of this approximation scheme is the temperature-independent behavior at the particle-hole symmetry point (sp) $\mu - \epsilon_0 = U/2$ at equilibrium in the degenerate case [40]. Indeed, since $E_+ - \mu = \mp(\epsilon - \mu)$, we have $f_+(E_+) = f_-(E_-)$. Also Re$\psi(x + iy) = \Re\psi(x - iy)$. Thus, from Eq. (192) we find that the self-energy is purely imaginary and temperature independent

$$\Sigma_{\sigma\eta}(\epsilon) = -i\Gamma/2. \hspace{1cm} (200)$$

Consequently, the retarded Green’s function becomes

$$G_{\sigma\sigma}^r(\epsilon) = \frac{1 - \langle h_\sigma \rangle}{\epsilon + U/2 + i\Gamma/2 - i(\Gamma/2)(\epsilon - U/2 + i\Gamma/2)}$$

$$+ \frac{\langle h_\sigma \rangle}{\epsilon - U/2 + i\Gamma/2 + i(\Gamma/2)(\epsilon - U/2 + i\Gamma/2)} \hspace{1cm} (201)$$

This feature causes the onset of an artifact in the linear conductance $G$ when the temperature decreases below $\Gamma$: a pinning at a temperature-independent value of $G$ at the symmetry point. Note that inclusion of the crossings does not lift this problem: This can be seen from Fig. 3 of Ref. [44] where a scheme equivalent to the RTA, which includes the crossings, is used.

The linear conductance from the NCA2 is shown in Fig. 20, for the degenerate case, as a function of the gate voltage $\epsilon_0 - \mu$ for various temperatures. At high temperatures $k_B T > \Gamma$, there are two temperature-broadened peaks separated by the energy $U$, in agreement with the ST result shown in Fig. 19. Upon decreasing $T$, the peaks get narrower and closer, witnessing the transition to $\Gamma$-broadened conductance peaks, where the dot energies are renormalized by the tunnel coupling to the leads. This is captured by the nonperturbative character of the NCA2. As anticipated above, at low temperatures $k_B T \ll \Gamma$, the pinning of $G$ at a temperature-independent value appears at the particle-hole symmetry point $\epsilon_0 - \mu = -U/2$. The onset of this artifact signals the breakdown of the approximation scheme. As shown in Sec. IXF, introducing higher-tier processes which dress the NCA2 bubble diagrams, this problem is lifted as the dependence of the self-energies on the temperature is restored.

3. Charge fluctuations only: Dressed second order

The DSO is the simplest, nontrivial approximation scheme nonperturbative in $\Gamma$, being the dressed version of the sequential tunneling [see Eq. (104)], where the main fermion line is dressed by charge fluctuations [49,93,94]. The diagrams retained are formally similar to the ones of the NCA2, namely, they consist in dressing the main fermion lines with bare bubble diagrams. The difference is that the DSO only accounts for charge fluctuations of the main fermion line, meaning that the sojourn states before and after a bubble are the same, $\eta = \eta_1 = \cdots = \eta_N$. As a consequence, the charge in the dot does not vary by more than one unit between the two ends of the main fermion line, net charge transfers being operated solely by the latter. In this scheme, the kernel connects the same states as those connected by the sequential tunneling, the
states that differ by no more than one electron in occupancy. 
Note that the same is not true for the NCA2, which includes also processes that vary the dot charge also within the main line (pair tunneling). The fact that the internal processes leave the intermediate sojourns unchanged means that the bubbles in the Dyson equation (208) for the function \( \varphi^{\sigma \sigma} \) have a diagonal structure yielding the solution

\[
\varphi^{\sigma \sigma}_{\eta \eta,\text{DSO}}(\kappa) = \frac{1}{(h_{\eta \eta}^{\sigma \sigma})^{-1} - B_{\eta \eta}^{\sigma \sigma}} \delta_{\eta \eta}.
\]

Thus, according to Eq. (187), the retarded DSO Green’s function assumes, in the WBL, the form

\[
G^{r}_{\sigma \sigma}(\epsilon) = \frac{1 - \langle \hat{n}_{\sigma} \rangle}{\epsilon - \epsilon_{\sigma} + i \Gamma/2 - \Sigma_{-}(\epsilon)} + \frac{\langle \hat{n}_{\sigma} \rangle}{\epsilon - \epsilon_{\sigma} - U + i \Gamma/2 - \Sigma_{+}(\epsilon)},
\]

with \( \Sigma_{\eta}(\epsilon) \) given by Eq. (192). Note that, contrary to the NCA2, the correct result in the noninteracting limit is not recovered within the DSO. However, in the limit \( U \to \infty \), the DSO reproduces the NCA2 result in the same limit, namely, one obtains

\[
\lim_{U \to \infty} G^{r}_{\sigma \sigma}(\epsilon) = \frac{1 - \langle \hat{n}_{\sigma} \rangle}{\epsilon - \epsilon_{\sigma} + i \Gamma/2 - \Sigma_{-}(\epsilon)}.
\]

The corresponding prediction for the Kondo-type temperature \( T_{\text{DSO}} \) is in this limit

\[
k_{B} T_{\text{DSO}} \approx \frac{U}{2\pi} e^{-2\pi(\mu - \epsilon_{0})/\Gamma},
\]

and is the same as for the NCA2 and RTA, with the wrong prefactor in the exponent. Nevertheless, the DSO is the simplest scheme, namely, the one with the minimal collection of diagrams, which captures the emergence of a zero-bias anomaly at low temperatures \( k_{B} T \ll \Gamma \). A comparison between the linear conductance calculated within the NCA2 and the one from the DSO is shown in Fig. 21, for \( k_{B} T/\Gamma = 0.2 \), where the linear conductance follows qualitatively the DM-NRG result, down to \( k_{B} T/\Gamma = 0.002 \), where both schemes break down. The parameters are chosen so as to allow for a direct comparison with Fig. 6 of Ref. [35], where the scheme EOM2 (equation-of-motion method) behaves similarly to the NCA2.

4. \( \Gamma \) broadening of the ST

Dressing the main fermion line exclusively with the temperature-independent bubble, namely, the first term of Eq. (168), amounts to neglecting in the DSO retarded Green’s function the temperature-dependent self-energies \( \Sigma_{\sigma \pm}(\epsilon) \) [see Eq. (203)]. The only internal process retained here corresponds to the temperature-independent diagrammatic contributions in Ref. [52]. The resulting Green’s function is that of a \( \Gamma \)-broadened version of the ST approximation, where the single-particle energies acquire a broadening \( \Gamma \) due to the coupling to the leads and reads as

\[
G^{r}_{\sigma \sigma}(\epsilon_{k}) = \sum_{\eta} \frac{\rho^{\sigma}_{\eta}}{\epsilon_{k} - E_{\sigma}(\eta) + i \Gamma/2}.
\]

This scheme is the same as the EOM0 reviewed in [35], which is derived with the EOM method. With this result for the Green’s function, the general formula (130), gives for the current in the ST approximation

\[
I^{\infty} = \frac{e}{\hbar} \Gamma L \Gamma R \sum_{\sigma} \int d\epsilon \left[ f^{L}_{\sigma}(\epsilon) - f^{R}_{\sigma}(\epsilon) \right] \times \left[ \frac{1 - \langle \hat{n}_{\sigma} \rangle}{(\epsilon - \epsilon_{\sigma})^{2} + \Gamma^{2}/4} + \frac{\langle \hat{n}_{\sigma} \rangle}{(\epsilon - \epsilon_{\sigma} - U)^{2} + \Gamma^{2}/4} \right] = \frac{e}{\hbar} \Gamma L \Gamma R \sum_{\sigma} \left[ (1 - \langle \hat{n}_{\sigma} \rangle) r(\epsilon_{\sigma} + \langle \hat{n}_{\sigma} \rangle r(\epsilon_{\sigma} + U)) \right],
\]

where \( r(x) \) is defined in Eq. (147).
FIG. 22. Linear conductance within the Γ-broadened ST [Eq. (206)] vs the gate voltage $\epsilon_0 - \mu$ in the degenerate case $\epsilon_i = \epsilon_0$. Lowering the temperature, the peaks shrink until $k_B T \sim \Gamma$ but they do not move towards the center. Their height grows as $T^{-1}$. The tunnel coupling is $\Gamma = 0.01 U$ with $\Gamma_L = \Gamma_R = \Gamma/2$.

In Fig. 22, we show the linear conductance $G$, obtained by inserting the retarded Green’s function ($\zeta = +1$) of Eq. (206) into the general expression (131). The linear conductance is plotted, in the degenerate case, where $\epsilon_1 = \epsilon_i = \epsilon_0$, against the gate voltage. Decreasing the temperature, $G$ is suppressed around the particle-hole symmetry point $\epsilon_0 - \mu = -U/2$, the central region between the two peaks separated by the energy $U$, the separation being independent of the temperature, contrary to the NCA2 (cf. Fig. 20).

### D. Infinite-tier schemes I: Neglecting the crossings in the main fermion line (DBA)

From the considerations above, the second-tier approximations well describe the behavior of the SIAM above temperatures of the order $k_B T \sim \Gamma$. Also they capture the onset of a zero-bias anomaly at low temperature. However, artifacts occur when the temperature is lowered even further. As shown in the next sections, the problems with the Kondo temperature $T_K$ and the pinning at the particle-hole symmetry point are mitigated by deepening the hierarchy of internal processes including third- and fourth-tier bubble diagrams.

Let us go to the exact formal expression for $\phi$, Eq. (102), and assume that the main fermion line does not undergo crossings, which yields a diagonal irreducible propagator in $\sigma$ and $\kappa$. Within this assumption, the equation for $\phi \rightarrow \phi_{\text{DBA}}$ is

$$\phi_{\text{DBA}} = (\hbar^{-1} - \tilde{B})^{-1}$$

[see Eq. (109)]. The propagator is dressed by internal processes according to the hierarchy of Eq. (101) with $\langle \tilde{B}_{\sigma} \rangle \rightarrow \tilde{B} \equiv \tilde{B}_{\sigma}$, where the block $\tilde{B}_{\kappa} \equiv \tilde{B}_{\kappa \sigma}(\kappa)\delta_{\kappa \sigma} \delta_{\kappa \sigma}$ is given by the contraction of a free propagator dressed by all possible (irreducible) processes, including crossings. The diagrammatic expression of this dressing is in fact the same as the exact irreducible propagator $\phi$ itself (see Fig. 14).

As the bare bubbles of the NCA2, the dressed bubbles are diagonal in all indices except for $\eta$, inducing a $2 \times 2$ structure to the contracted (matrix) function $\varphi_{\text{DBA}}(\kappa)$. Along similar lines as in the NCA2, the matrix elements of $\varphi_{\text{DBA}}$ read as

$$\varphi_{\text{DBA}, \eta \eta}^\sigma = \left( (\hbar \sigma_{\eta \eta})^{-1} - \tilde{B}_{\eta \eta}^\sigma \right) \left( (\hbar \sigma_{\eta \eta})^{-1} - \tilde{B}_{\eta \eta}^\sigma \right) - \tilde{B}_{\eta \eta}^\sigma \tilde{B}_{\eta \eta}^\sigma,$$

$$\varphi_{\text{DBA}, \bar{\eta} \bar{\eta}}^\sigma = \left( (\hbar \sigma_{\bar{\eta} \bar{\eta}})^{-1} - \tilde{B}_{\bar{\eta} \bar{\eta}}^\sigma \right) \left( (\hbar \sigma_{\bar{\eta} \bar{\eta}})^{-1} - \tilde{B}_{\bar{\eta} \bar{\eta}}^\sigma \right) - \tilde{B}_{\bar{\eta} \bar{\eta}}^\sigma \tilde{B}_{\bar{\eta} \bar{\eta}}^\sigma,$$

(209)

where the bare block $B$ has been replaced by the dressed one $\tilde{B}$. Similar to Eq. (187), the dot Green’s function in the infinite-tier scheme reads as

$$G(\zeta) = \frac{1 - \langle \tilde{h}_\sigma \rangle}{\epsilon - \epsilon_\sigma - i \hbar \tilde{B}_{\sigma -}^\sigma + i \hbar \tilde{B}_{\sigma}^\sigma} \frac{\epsilon - \epsilon_\sigma - U}{\epsilon - \epsilon_\sigma - U - i \hbar \tilde{B}_{\sigma -}^\sigma} \frac{1 - \langle \tilde{h}_\sigma \rangle}{\epsilon - \epsilon_\sigma - i \hbar \tilde{B}_{\sigma -}^\sigma + i \hbar \tilde{B}_{\sigma}^\sigma} \frac{\epsilon - \epsilon_\sigma - U - i \hbar \tilde{B}_{\sigma -}^\sigma + i \hbar \tilde{B}_{\sigma}^\sigma}{\epsilon - \epsilon_\sigma - U - i \hbar \tilde{B}_{\sigma -}^\sigma + i \hbar \tilde{B}_{\sigma}^\sigma}.$$  

(210)

As above, the dependence on $\kappa$ is understood. Thus, neglecting the crossing of the main fermion line, we obtain a general structure for the retarded Green’s function by a simple $2 \times 2$ (block) matrix inversion. The matrix elements of the dressed bubbles are schematized by

$$\tilde{B}_{\eta \eta}^\sigma = \begin{cases} \tilde{B} & \text{for } \eta = \eta' \text{ and } \sigma \neq \sigma' \text{ or } \kappa \neq \kappa' \\ 0 & \text{otherwise} \end{cases}.$$  

(211)

Here, the bare contribution (no internal processes) to the first bubble diagram is diagonal in $\eta' \eta$ and is also independent of the value of the sojourn $\eta$, as it does not include interactions. This bare bubble is the same as the one of the NCA2 and, in the WBL, is evaluated to be $-1/2\hbar$ [see Eq. (168)]. In the presence of internal processes, the first dressed bubble in Eq. (211) depends in principle on the sojourn $\eta'. This occurs when the latter has overlap with a blip of the $\sigma$ path. However, in this case the block vanishes because the overlap implies overlap of three fermion lines of the state $\sigma$, resulting in a factor $\nu$ that makes the whole diagram vanish upon summing over $\nu$, as exemplified in the diagram (B) of Eq. (60). As a result, this block is independent of the value of the last sojourn $\eta'$. The same independence of $\eta'$ holds for the second block because the sojourn $\eta'$, although involved with interactions, lies outside the block itself. On the contrary, the initial sojourn is relevant for both bubbles because it determines the vertex of the fermion line of spin $\bar{\sigma}$ according to the definition in Eq. (92). Summarizing, on the basis of the diagrammatic rules we conclude that the dressed bubble $\tilde{B}$ possesses the same property of the bare bubble, namely,

$$\tilde{B}_{\eta \eta} = -\frac{\Gamma}{2\hbar} \delta_{\eta \eta} \tilde{B}_{\eta \eta} + \tilde{B}_{\eta \eta},$$

(212)

where, again, boldface objects indicate diagonal matrices in the indices $\sigma$ and $\kappa$. Exploiting the symmetry in Eq. (212), we can simplify the form of the Green’s function in Eq. (210). In particular, the retarded ($\zeta = +1$) Green’s function in the
WBL reads as
\[
\mathcal{G}_{\sigma\sigma}'(\epsilon) = \frac{1 - \langle \hat{n}_\sigma \rangle}{\epsilon - \epsilon_\sigma + i \frac{\Gamma}{2} + \sum_{\eta} (\epsilon_{\eta} - \epsilon_\sigma - U + i \frac{\Gamma}{2} - \Sigma_\eta(\epsilon))} + \frac{\langle \hat{n}_\sigma \rangle}{\epsilon - \epsilon_\sigma - U + i \frac{\Gamma}{2} - \Sigma_{\eta=\sigma}(\epsilon)}.
\]

where
\[
\Sigma_\sigma(\epsilon) = \sum_\eta \Sigma_{\sigma\eta}(\epsilon).
\]

Equation (213) is one of the main results of this work. The problem of calculating the retarded Green’s function, and thus the relevant physical properties for proportional coupling, reduces to that of determining the retarded, dressed self-energies $\tilde{\Sigma}_{\sigma\eta}(\epsilon)$, here identified with the off-diagonal elements of the dressed bubbles via
\[
\tilde{\Sigma}_{\sigma\eta}(\epsilon) := i\hbar \tilde{B}_{\eta\eta}'(\kappa)|_{\kappa=\pm 1}.
\]

The evaluation of these self-energies remains complicated due to the inner processes dressing the bubble $\tilde{B}^\sigma$. The retarded Green’s function in Eq. (213) has the same form of the one found in [42] with a self-consistent truncation of the equations of motion. As such, provided that the self-energies have the correct form, the DBA can in principle reproduce the unitary limit at $T = 0$. In the degenerate case, the latter is obtained if, at the particle-hole symmetry point $\epsilon_\sigma - \mu = -U/2$, the dressed self-energies acquire the values
\[
\Sigma_{\sigma\pm}(\mu) = \pm \frac{\Gamma}{\pi} \ln \left( \frac{2\sqrt{\mu} f_K}{\sqrt{UT}} \right) + \frac{\text{Im} \Sigma_\sigma(\mu)}{2},
\]

in terms of the Kondo temperature, Eq. (199), so that $\text{Im} \Sigma_\sigma(\mu) = -2/\Gamma$. We next introduce an approximation scheme, the noncrossing approximation (NCA), where also the internal crossings are neglected. Note that this scheme, obtained by systematically neglecting the crossings in the diagrammatic unraveling of the self-energies, does not coincide with the NCA well known in the Green’s functions literature [67].

E. Infinite-tier schemes II: Neglecting all crossings (NCA)

In the absence of crossings at all levels, the hierarchy in Eq. (101) simplifies to
\[
\tilde{h}_{n-1} = \sum_{k=0}^{\infty} (h_{n-1}(h_n v))^k h_{n-1} = [h_{n-1} - \tilde{B}_{n}^{\text{NCA}}]^{-1},
\]

with $h_n = h_0$ denoting the bare propagator with $n$ overlapping fermion lines and $h_v$ the corresponding propagator dressed by higher-tier bubbles $B_{n}^{\text{NCA}} = (h_v)$. In particular, $B_{2}^{\text{NCA}} = (h_2 v) \equiv B$, where $h_2 = [h_{1}^{-1} - \tilde{B}_{1}^{\text{NCA}}]^{-1}$. In the following we drop the indices and make the identification $B_{2}^{\text{NCA}} \equiv B$. The dressed bubble $B$ in Eq. (211) is then schematically described by the following sum of two contributions:
\[
\tilde{B}_{\eta\eta}'(\epsilon) = \tilde{B}_{\eta\eta}'(\epsilon) + \tilde{B}_{\eta\eta}'(\epsilon) = \sum_\eta \frac{2\sqrt{\mu} f_K}{\sqrt{UT}} + \frac{\text{Im} \Sigma_\sigma(\mu)}{2}.
\]

Here, the white rectangles indicate the dressing of the propagators $h_2$ with two overlapping fermion lines by iteration of third-tier bubbles. Specifically, the dressed bubble of type $\tilde{h}_2(\sigma)$ is given by the following contraction of a dressed propagator with $4 \times 4$ matrix structure in $\eta = (\nu, \eta)$:
\[
\tilde{B}_{3,\eta\eta}'(\epsilon) = \sum_\nu \sum_\mu [\tilde{h}_2(\sigma)]^{\eta\eta}_\mu v_\nu,
\]

where $\tilde{h}_2(\sigma)$ is obtained by dressing the bare propagator $h_2(\sigma)$ [Eq. (165)] with the third-tier bubble $B_3(\sigma)$, namely,
\[
\tilde{h}_2(\sigma)' = [h_2(\sigma)]^{-1} - B_3(\sigma)^{-1}.
\]

The third-tier bubble $B_3(\sigma)$ is in turn given by the sum
\[
\tilde{B}_{3,\eta\eta}'(\epsilon) = \sum_\nu \sum_\mu \tilde{h}_3(\sigma)'_{\eta\mu} v_\nu + \sum_\nu \sum_\mu \tilde{h}_3(\sigma)'_{\nu\eta} v_\nu.
\]

The prefactor $\nu v$ stems from overlap of three fermion lines of spin $\sigma$, according to the diagrammatic rules [see Eqs. (53)–(55) and also Eq. (H5)]. Note that these third-tier bubbles can in principle change the occupation state of both spin degrees of freedom. As a result, they capture spin-flip processes, which are virtual processes by which the state of the dot with single occupation changes spin due to multiple (virtual) transitions as, for example, in
\[
\uparrow \rightarrow \downarrow \rightarrow \uparrow.
\]

We anticipate that, since in the SIAM we deal with two degrees of freedom, the $4 \times 4$ structure of $B_3(\sigma)'$ is the largest in the hierarchical analysis.

The other second-tier bubble in Eq. (218) is $\tilde{B}_3(\sigma)$. It is calculated as the contraction of a dressed propagator which bears no structure in the sojourn indices
\[
\tilde{B}_{3,\eta\eta}'(\epsilon) = [\tilde{h}_3(\sigma) v_{\eta\eta}],
\]

where $\tilde{h}_3(\sigma)$ is obtained by dressing the bare propagator $h_3(\sigma)$ in Eq. (166) with the third-tier bubble $B_3(\sigma)$ according to
\[
\tilde{h}_3(\sigma)' = [h_3(\sigma)]^{-1} - B_3(\sigma)^{-1}.
\]
The third-tier bubble entering this equation is

\[ \tilde{B}_3^{(\sigma)} = \begin{array}{c}
\begin{array}{c}
\h_3^{(\sigma)}
\end{array}
\end{array} \]

\[ = \sum_{\nu} \left( \sum_{\nu'} h_{3,\nu',\nu}^{(\sigma)} v_{\nu} \right) + \sum_{\eta} \left( \sum_{\eta'} h_{3,\eta',\eta}^{(\sigma)} v_{\eta} \right). \tag{224} \]

Note that also the bubble \( \tilde{B}_3^{(\sigma)} \) has no structure in the sojourn indices. Moreover, we have included the sums over the sojourns internal to the bubbles in the definitions. The corresponding self-energy \( \tilde{\Sigma}^{(\sigma)}(\epsilon) := i\hbar \phi^{(\sigma)}(k) \) is given by

\[ \tilde{\Sigma}^{(\sigma)}(\epsilon) = -\eta \sum_{\alpha} \frac{\Gamma_{\alpha}}{2\pi} \left[ \psi \left( \frac{1}{2} + i \frac{\tilde{\epsilon}_{\alpha} - \mu_{\alpha}}{2\pi k_B T} \right) - \psi^* \left( \frac{1}{2} + i \frac{\tilde{\epsilon}_{\alpha} - \mu_{\alpha}}{2\pi k_B T} \right) \right] - i \Gamma \tag{225} \]

(see Appendix N), where

\[ \tilde{\epsilon}_{\alpha} = \epsilon_{\alpha} + \zeta_1 (\epsilon_{\alpha} - \epsilon) + \delta_{\alpha,\nu+1} U \]

\[ + \zeta_1 \Re \Sigma_{3\nu,\nu}^{(\sigma)} - i |\Im \Sigma_{3\nu,\nu}^{(\sigma)}|. \tag{226} \]

Note that for vanishing third-tier self-energies, given by Eq. (181), one recovers the NCA2 self-energies \( \tilde{\Sigma}_{\eta}(\epsilon) \) [see Eq. (192)].

The hierarchy of internal processes proceeds similarly for the hierarchy in Eq. (217). The truncation of neglecting the crossings. The third-tier bubbles \( B_3 \) entering this equation is

\[ \tilde{B}_3^{(\sigma)} = \begin{array}{c}
\begin{array}{c}
\h_3^{(\sigma)}
\end{array}
\end{array} \]

\[ = \sum_{\nu} \left( \sum_{\nu'} h_{3,\nu',\nu}^{(\sigma)} v_{\nu} \right) + \sum_{\eta} \left( \sum_{\eta'} h_{3,\eta',\eta}^{(\sigma)} v_{\eta} \right). \tag{224} \]

Analogously, the propagators \( \tilde{h}_3 \) in Eq. (224) are dressed by the fourth-tier bubbles

\[ B_4^{(\sigma,\nu') \eta'} = \begin{array}{c}
\begin{array}{c}
\h_4^{(\sigma,\nu') \eta'}
\end{array}
\end{array} \]

\[ = \sum_{\nu} \langle h_{4,\nu',\nu}^{(\sigma,\nu') \eta} v_{\eta} \rangle + \nu' \langle h_{4,\nu'}^{(\sigma,\nu') \eta} v_{\nu} \rangle \tag{228} \]

Note the prefactor \( \eta' \eta \) in the last line which is absent in Eq. (228). The structure of the dressed propagators \( \tilde{h}_3^p \) is the same as of \( \phi^{(\sigma)} \) [see Eq. (188)] and of \( \phi_p^{(\sigma)} \) [Eq. (209)] and their matrix elements read as (we omit any reference to the spin)

\[ \tilde{h}_{3,\eta' \eta} = \begin{array}{c}
\begin{array}{c}
\h_{3,\eta' \eta}
\end{array}
\end{array} \]

\[ = \frac{h_{3,\eta' \eta}^{-1} - B_{4,\eta' \eta}}{[h_{3,\eta' \eta}^{-1} - B_{4,\eta' \eta}] [h_{3,\eta \eta}^{-1} - B_{4,\eta \eta}] - B_{4,\eta' \eta} B_{4,\eta \eta}}. \tag{230} \]

Finally, the bare propagators with overlap of three fermion lines are diagonal 2 \times 2 matrices with elements

\[ \tilde{h}_{3,\eta' \eta}^{(\sigma)} = \begin{array}{c}
\begin{array}{c}
\h_{3,\eta' \eta}^{(\sigma)}
\end{array}
\end{array} \]

\[ = \begin{cases} 
\zeta(\epsilon_k - \epsilon_{k_1}) + \zeta_2 (\epsilon_{k_2} - E_{\sigma}(\nu)) + i0^+ & \text{if } \delta_{\nu' \eta'} \\
\zeta(\epsilon_k - \epsilon_{k_1}) + \zeta_2 (\epsilon_{k_2} - E_{\sigma}(\eta)) + i0^+ & \text{if } \delta_{\nu' \eta'} \end{cases} \tag{231} \]

\[ \tilde{h}_{3,\eta' \eta}^{(\sigma,\nu') \eta'} = \begin{array}{c}
\begin{array}{c}
\h_{3,\eta' \eta}^{(\sigma,\nu') \eta'}
\end{array}
\end{array} \]

\[ = \begin{cases} 
\zeta(\epsilon_k - \epsilon_{k_1}) + \zeta_2 (\epsilon_{k_2} - E_{\sigma}(\nu)) + i0^+ & \text{if } \delta_{\nu' \eta'} \\
\zeta(\epsilon_k - \epsilon_{k_1}) + \zeta_2 (\epsilon_{k_2} - E_{\sigma}(\eta)) + i0^+ & \text{if } \delta_{\nu' \eta'} \end{cases} \tag{231} \]
and

\[ h_{3, ν' ν}^{σ (σ')} = \begin{pmatrix} \bar{η} & \bar{ν} \\ h^{σ (σ')} & 0 \end{pmatrix} = \begin{pmatrix} \frac{i \hbar h_{ν' ν}^{σ (σ')}}{\zeta (\epsilon_k - \epsilon_{k_2}) + \zeta_1 (\epsilon_{k_1} - E_σ (ν)) + i 0^+} \\ \frac{i \hbar h_{ν' ν}^{σ (σ')} \zeta (\epsilon_k - \epsilon_{k_2}) + \zeta_1 (\epsilon_{k_1} - E_σ (σ')) + i 0^+} \end{pmatrix} \]

where \( E_σ (ν) = ε_ν + (1 + ν)U/2 \).

The determination of the dressed second-tier bubble \( B^{σ (σ')} (ν) \) [Eq. (222)] and in turn of the self-energy \( \Sigma_σ^{ν (ν')} (ε) \) [Eq. (N7)] relies on the calculation of the dressed NCA4 third-tier bubbles (224). On the other hand, evaluating the dressed second-tier bubble \( B^{σ (σ')} (ν) \) [Eq. (219)] is more involved, as we need in principle to invert and contract a 4 × 4 matrix whose matrix structure is inherited by the one of the dressed third-tier bubbles (221).

As shown in Appendix K, a closed formal expression can be found for the bubble \( B^{σ (σ')} \) with a two-stage procedure that yields

\[ \hat{B}^{σ (σ')}_{ν' ν} = \frac{1}{\eta - h^{σ (σ')} + \{K^{σ (σ')}_{ν' ν} \nu + \}}, \]

where, as a key result,

\[ K^{σ (σ')}_{ν' ν} = \eta \frac{ΔA^σ_+}{\left[ \left( h^{σ (σ')}_{ν' ν} \right)^{-1} + Γ/\hbar \right] - ΔA^σ_+ ΔA^σ_+} \]

(234)

Here, the functions \( ΔA^σ_+ \) are differences of the dressed propagators \( h^{σ (σ')}_{νν} \) or \( h^{σ (σ')}_{ν' ν} \), as seen in Eq. (K7). They lead to a nontrivial, temperature-dependent, renormalization of the self-energy \( \Sigma_σ^{ν (ν')} (ε) := ih^{σ (σ')}_{ν' ν} (ε) \) [see e.g. Eq. (241) below]. We notice that \( \sum_ν K^{σ (σ')}_{ν ν} = 0 \), therefore, the corresponding self-energy has the property \( \sum_ν \Sigma^{σ (σ')}_{ν ν} = 0 \). On the other hand, it is easy to see from Eq. (N7) that \( \sum_ν \Sigma^{σ (σ')}_{ν ν} = -i Γ \). The dressed self-energies have thus the property

\[ \sum_ν \Sigma^{σ (σ')}_{ν ν} (ε) = \Sigma^{σ (σ')} (ε) = -i Γ, \]

(235)

The important difference with the NCA2 is that the self-energies are now dressed by higher-level processes, and specifically by third-tier bubbles [see Eqs. (219) and (222)]. This crucial feature lifts the pinning problem, as the self-energies remain temperature dependent. Using the sum rule (235), we can give the retarded Green’s function solely in terms of the self-energy \( Σ_σ^{ν (ν')} \).

Consider the degenerate case \( ε_1 = ε_1 = ε_0 \) at equilibrium \( μ_L = μ_R = μ \). As for the NCA2 and the DSO, a zero-bias peak in the conductance appears for temperature below a certain value \( T^\star \) for which the real parts of the denominators vanish, causing a peak in the density of states \(-Im[G_σ^{ν (ν')} (μ)/π]\). This condition is

\[ (μ - ε_0) (μ - ε_0 - U) - 3Γ^2/4 + U \text{ Re}[\Sigma^{ν (ν')}_{σ ν} (μ)] = 0, \]

(237)

which is formally the same as for the NCA2, except that here the self-energy is dressed. In the degenerate case, \( ΔA^σ_+ = ΔA^σ_+ = ΔA_+, \) and a decomposition of Eq. (234) in partial fractions allows us to express

\[ K^{σ (σ')}_{ν ν} = \frac{1}{2 \left[ \left( h^{σ (σ')}_{ν ν} \right)^{-1} + Γ/\hbar \right] - ΔA_+} \]

(238)

Notice that \( ΔA_+ = (a_ν + ia_ν)/\hbar \) is a complex function. This leads to a temperature-dependent renormalization of the propagator \( h^{σ (σ')}_{ν ν} \) [cf. Eq. (165)]. Explicitly, we define \( Γ_ν (T) = Γ ± a_ν (T) \); the imaginary part \( a_ν (T) \) yields energy renormalization. As seen in Eq. (K37), \( ΔA_+ \) shares with the Green’s function (236) the same renormalization of the dot energies \( E_σ (ν) \) [Eq. (N7)] which thus occurs also at the level of the self-energy and in principle at all (even) levels of the hierarchy. We find (not shown) a similar structure for the third-tier bubbles that renormalize the dot energy in the self-energy \( Σ_σ^{ν (ν')} (ε) \).

Lastly, we notice that, at the particle-hole symmetry point \( ε_0 = μ = -U/2 \), and in the degenerate case, the equilibrium NCA4 retarded Green’s function in Eq. (236) acquires the particularly simple expression

\[ G_σ^{ν (ν')} (μ) = \frac{i 3Γ / 2}{(U/2 + i Γ/2)(-U/2 + i 3Γ/2) + U Σ^{ν (ν')}_{σ ν} (μ)}. \]

(239)

In what follows, by discarding the nontrivial, off-diagonal contributions from the fourth-tier bubbles, we obtain an approximate fourth-tier scheme easier to handle for analytical evaluations.

1. Simplified NCA4 (sNCA4)

To provide an easy-to-handle, analytical treatment that improves on the NCA2, we consider a simplified version of the NCA4 propagators \( h_1 \). Specifically, we neglect the second terms in Eqs. (228) and (229). This approximation yields, for all the fourth-tier bubbles, the simple result \( B_3 = -Γ/(2h) I \), where \( I \) is the two-dimensional identity in the index \( ν \) or \( ν' \). As a consequence, the bare propagators in Eqs. (231) and (232) simply acquire a broadening \( Γ/(2h) \) and the dressed propagators in Eq. (230) become diagonal, as the nontrivial parts of \( B_1 \),
are disregarded. Note that this treatment repeats what is done in the \( \Gamma \)-broadened sequential tunneling approximation (see Sec. IX C 4), but at the fourth level of the hierarchy rather than the second. In this case \( \Delta A^\tau_\tau \) and \( \Delta A^\sigma_\sigma \) are real. In addition, the third-tier bubbles \( \bar{B}^\sigma_\eta \), dressing the dot energy in the self-energy \( \bar{\Sigma}_\eta^\sigma (\epsilon) \) [Eq. (N7)], are real at the symmetry point. Thus, contrary to the NCA4, the sNCA4 only accounts for the renormalization of the lifetime but not of the energy in the arguments of the self-energies. In Appendices L and M, we give explicit expressions for the simplified third-tier bubbles of Eq. (221), and for the functions \( \Delta A^\sigma_\sigma \) defined in Eq. (M1).

The resulting dressed second-tier bubbles are calculated in Appendices M and N. They satisfy the properties

\[
\bar{B}^\sigma_\eta = -\frac{\Gamma}{2\hbar} \delta_{\eta,0} + \bar{B}^\sigma_\eta + \bar{B}^\sigma_\eta = \bar{B}^\sigma_\eta. \tag{240}
\]

Thus, the sum \( \bar{B}^\sigma_\eta = \bar{B}^\sigma_\eta + \bar{B}^\sigma_\eta \) respects the property given in Eq. (212) with the general, \( \infty \)-tier DBA scheme of Eq. (208). We find for the corresponding dressed, retarded self-energy \( \bar{\Sigma}_\eta^\sigma (\epsilon) = i \hbar \bar{B}^\sigma_\eta (\epsilon) \)\( \bar{\Sigma}_\eta^\sigma (\epsilon) \)

\[
\bar{\Sigma}_\eta^\sigma (\epsilon) = -\frac{\eta}{2} \sqrt{\frac{|\Delta A_\eta^\tau|}{|\Delta A_\eta^\sigma|}} \sum_{\alpha,\rho=\pm} \frac{\Gamma_{\alpha}}{2\pi} \left[ \text{Re} \left( 1 + \frac{\Gamma_{\rho}(T)}{2\pi k_B T} + \frac{\epsilon - \mu}{2\pi k_B T} \right) \right] - i \text{Im} \left( 1 + \frac{\Gamma_{\rho}(T)}{2\pi k_B T} + \frac{\epsilon - \mu}{2\pi k_B T} \right). \tag{241}
\]

where \( \Gamma_{\pm}(T) = \Gamma \pm \hbar(\Delta A_\eta^\tau \Delta A_\eta^\sigma)^{1/2} \). Further, \( \bar{\Sigma}_\eta^\sigma (\epsilon) \) is given by Eq. (N5) with \( \bar{\Sigma}_\eta^\sigma (\epsilon) \) approximated as in Eq. (L8).

G. sNCA4 results at equilibrium

In what follows we consider the symmetric coupling to the leads \( \Gamma_L = \Gamma_R = \Gamma/2 \). Assuming that the parameters are such that the dot is close to the center of the Coulomb diamond, i.e., \( \epsilon_0 = -\mu, U - \epsilon_0 + \mu \gg \Gamma \), we can approximate the self-energy in order to obtain a simple expression for the Kondo-type temperature from the condition in Eq. (237). From Eq. (N5), retaining the first term for sufficiently large \( U \), away from the condition \( \mu - \epsilon_0 = U/2 \), the real part of the self-energy \( \bar{\Sigma}_\eta^\sigma (\epsilon) \) is the same as in the NCA2 x [cf. Eq. (197)]:

\[
\text{Re} \left[ \bar{\Sigma}_{\sigma,-} (\mu) \right] \simeq \frac{\Gamma}{2\pi} \ln \left( \frac{U}{2\pi k_B T} \right). \tag{242}
\]

As shown in Appendix M [see Eq. (M7)], the retarded self-energy of type (\( \sigma \)) is calculated to be

\[
\bar{\Sigma}_{\sigma,-} (\mu) \simeq \frac{\Gamma}{4\pi} \ln \left( \frac{2\Gamma}{2\pi k_B T} \right). \tag{243}
\]

and the resulting value for the Kondo-type temperature \( T^* = T_{\text{sNCA4}} \) is

\[
k_B T_{\text{sNCA4}} \simeq \frac{U^2 \Gamma^3}{2\pi e^{4\pi^2/27\Gamma^2}} e^{4\pi^2/27\Gamma^2}, \tag{244}
\]

which essentially reproduces the one obtained in [41]. The result of the simplified NCA4 deviates from the true Kondo temperature \( T_K \) [Eq. (199)]. This deviation is ascribed to the fact that, in the dressing of the third-tier bubbles, only diagonal contributions were included, yielding a simple structure for the fourth-tier bubbles. Diagrams describing spin fluctuations involve the fourth-tier bubbles in the second column of Eqs. (228) and (229) which are arguably relevant in the low-temperature regimes. In fact, as shown exemplarily in Eq. (K37), they lead to a temperature-dependent energy shift in the self-energy.

In Figs. 23 and 24, we show the linear conductance calculated within the sNCA4 scheme considered here, for \( \Gamma = 0.2 \) and \( 0.4 \) \( U \), respectively. In both cases we consider three values of the temperature. The sNCA4 reproduces the DMNRG
curve quantitatively until temperatures slightly above $T_K$ over the whole gate voltage range. After that, the conductance has only a weak temperature dependence, as expected in the Fermi-liquid regime [4]. However, it fails to reproduce the saturation predicted for the SIAM to the plateau value $G_0 = 2e^2/h$ for $T \to 0$. We notice that the sNCA4 has a better qualitative behavior at the larger value of $\Gamma$. As in Fig. 21, the parameters of Fig. 23 are chosen so as to allow for a direct comparison with Fig. 6 of Ref. [35], where different approximation schemes, some of which are derived with the EOM technique, are contrasted with the NRG results.

1. Particle-hole symmetry point

At the particle-hole symmetry point $\epsilon_0 - \mu = -U/2$, and in the degenerate case, the retarded self-energy simplifies to $\tilde{\Sigma}_{\sigma,-}(\mu) = \Delta \Sigma_{\sigma,-}(\mu) + \tilde{\Sigma}_{\sigma,-}(\mu) = \text{Re} \tilde{\Sigma}_{\sigma,-}(\mu) - i\Gamma/2$, where, from Eqs. (M8) and (N8),

$$\text{Re} \tilde{\Sigma}_{\sigma,-}(\mu) = \frac{3\Gamma}{4\pi} \sum_{p=\pm} p \text{Re} \psi \left( \frac{1}{2} + \frac{\Gamma_p}{2\pi k_B T} \right).$$

(245)

In turn, the arguments $\Gamma_p$ read as

$$\Gamma_p = \Gamma \left[ 1 \pm \frac{2}{\pi} \text{Im} \psi \left( \frac{1}{2} + \frac{\Gamma/2}{2\pi k_B T} + i\frac{U/2}{2\pi k_B T} \right) \right].$$

From Eq. (239), this entails for the density of states

$$-\frac{1}{\pi} \text{Im} G_{\sigma\sigma}(\mu) = -\frac{3\Gamma/2\pi}{U^2/4 + 3\Gamma^2/4 - U \text{Re} \tilde{\Sigma}_{\sigma,-}(\mu)}.$$  

(246)

The linear conductance saturates at zero temperature and, as shown in Appendix O, displays a Fermi-liquid behavior at low $T$.

The zero-temperature expression for the self-energy

$$\Sigma_{\sigma,-}(\mu) = \frac{3\Gamma}{4\pi} \ln \left( \frac{1 + (2/\pi) \arctan(\Gamma)}{1 - (2/\pi) \arctan(\Gamma)} \right) - \frac{i\Gamma}{2},$$

along with Eqs. (132) and (246), provides the saturation value $G_{T=0} = -G_0 \Gamma \sum_{\sigma} \text{Im} G_{\sigma\sigma}(\mu)/4$ for the sNCA4 linear conductance.

Figure 25 shows the linear conductance at the particle-hole symmetry point as a function of the temperature, for both values of $\Gamma$ considered in Figs. 23 and 24. In the limit $T \to 0$, the sNCA4 displays saturation at values lower than the correct value $G_0$, which improves for larger $\Gamma$. In fact, saturation to $G_0$ is attained in the limit $\Gamma > U$ since the theory is exact in the noninteracting case. An improvement over the sNCA4 results is expected at the NCA4 level. Here, the inclusion of the off-diagonal contributions in the fourth-tier matrices $B_i$ naturally leads to an energy shift also in the self-energies [see Eq. (K37)], which becomes crucial below the Kondo temperature. The predictions of the full NCA4 will be the subject of future investigations.

H. Nonequilibrium properties of the sNCA4

The simple form of the sNCA4 self-energies [Eqs. (N7) and (241)] allows us to use the NCA4 Green’s function (236) to address the nonequilibrium situation. An insight on the peak structure of the differential conductance in the degenerate case, for different values of the tunnel coupling $\Gamma$, is given by Figs. 26 and 27. Specifically, we show the differential conductance as a function of the voltage bias $eV = \mu_L - \mu_R$ with $\mu_L = \mu + eV/2$ and $\mu_R = \mu - eV/2$ at the two gate voltages shown in Fig. 26(a) (see the cuts of the stability diagram). In Fig. 26(b) the differential conductance vs bias voltage is shown at different temperatures for $\Gamma = 0.1 U$. The same is done in Figs. 27(a) and 27(b) for $\Gamma = 0.2 U$ and 0.4 $U$, respectively. As above, we consider a symmetric coupling to the leads $\Gamma_L = \Gamma_R = \Gamma/2$.

The Kondo temperature $T_K$ [Eq. (199)] is a function of $\epsilon_0 - \mu$; for this reason to the two values of the gate voltage considered there correspond different Kondo temperatures at a given $\Gamma$. For $\Gamma = 0.1 U$ [Fig. 26(b)], the temperatures considered are larger than $T_K$ for both gate voltages and the Kondo peak at zero bias is absent, although one can see the
the simplified NCA4 and NCA2 at the particle-hole symmetry point
splitting of the dot energies below $T_{\text{in}}$ in Figs. 23 and 24. Consistently with the DMNRG results, well vertical solid lines correspond to the three temperatures considered in Figs. 23 and 24. Consistently with the DMNRG results, well below $T_{\text{K}}$ the sNCA4 curves depend only weakly on the temperature. However, the unitary value $G_{0}$ is not attained.

onset of the peak at the lowest value of $T$. The same holds for $\Gamma = 0.2 \, U$ [Fig. 27(a)] at the particle-hole symmetry point $\epsilon_{0} - \mu = -U/2$, where $k_{B}T_{\text{K}} < 0.04 \, U$. In contrast, the gate voltage $\epsilon_{0} - \mu = -U/4$ yields $k_{B}T_{\text{K}} > 0.04 \, U$. This second situation is reflected by a zero-bias peak which develops fully as the temperature is decreased. For the largest value of the coupling, namely, $\Gamma = 0.4 \, U$ [Fig. 27(b)], at both gate voltages the lowest value of $T$ used is lower than $T_{\text{K}}$. This entails that the two plots in Fig. 27(b) show the same features, namely, fully developed zero-bias peaks.

1. Effect of an applied magnetic field

In the presence of an applied magnetic field, the Zeeman splitting of the dot energies $\epsilon_{\sigma}$ is given by $\Delta_{B} = \epsilon_{\uparrow} - \epsilon_{\downarrow}$, with $\epsilon_{\uparrow} = \epsilon_{0} + \Delta_{B}/2$ and $\epsilon_{\downarrow} = \epsilon_{0} - \Delta_{B}/2$. We address the resulting nondegenerate situation in Fig. 28, where the conductance is calculated as a function of the gate voltage both at equilibrium (zero voltage bias) and in nonequilibrium ($eV = U$). The same scheme of the stability diagram shown in Fig. 26(a) is reproduced in Fig. 28(a) and presents the conductance at zero applied magnetic field for two fixed values of the voltage bias, corresponding to the horizontal cuts. In Fig. 28(b), we consider different values of $\Delta_{B}$ for the two values of the bias shown in Fig. 28(a). According to the chosen bias voltage $eV = \mu_{L} - \mu_{R}$, we obtain multiple-peak structures with different relative magnitudes. The peaks in the conductance are split by the effect of the applied magnetic field.

X. CONCLUSIONS

In summary, we have illustrated how the Feynman-Vernon approach, well known in the study of the dissipative dynamics of quantum particles in bosonic environments [64,79,82,95], is also a useful tool in the context of nonlinear transport in interacting nanojunctions. Integration over the reservoirs’ degrees of freedom enables one to obtain an exact path-integral representation for the reduced density matrix and the current for a general open system connected to several leads. Dealing with fermions, the path integral is given in terms of fermionic coherent states. Here, the Feynman-Vernon influence functional, a functional of the system paths, accounts exactly for the effects of the leads on the system’s dynamics. While the residual integration over the Grassmann variables can be easily performed for noninteracting systems [15], this
is no longer the case when local interactions are present in the nanojunction, a situation which is the topic of our work.

In the first and general part, we show how this difficulty can be overcome by expressing the path integral for the propagator in the occupation-number representation. This allows for a systematic expansion of the Feynman-Vernon influence functional in the system-leads tunneling amplitude and its diagrammatic characterization. The diagrammatic expansion is carried out for a general system provided that the tunneling functional in the system-leads tunneling amplitude and its hierarchy in the kernel of the GME to the second tier. Also, the famous Meir-Wingreen formula for the SIAM retarded populations are summed to yield a formally exact generalized master equation (GME). Similarly, an integral equation for the current is derived. In the last part devoted to the general formalism, we give hierarchical diagrammatic expressions for both the kernels of the GME and of the integral equation for the current, which constitutes a major result of this general part. We have reported crucial steps of the derivations in numerous Appendixes. This allows nonexpert readers to get acquainted with some mathematical intricacies. At the same time, readers not interested in the elimination of the Grassmann variables can start from the diagrammatic rules discussed in Sec. IV and continue with the derivation of the GME.

In the second part of the work, the formalism is applied to two important archetype models: the exactly solvable resonant level model and the single-impurity Anderson model (SIAM). Due to the vast literature on the topic, we found it important to show how seemingly different treatments or approximation schemes can be reconciled within our formalism. For example, the nonperturbative resonant tunneling approximation proposed in [47] is soon recovered by truncating the hierarchy in the kernel of the GME to the second tier. Also, the famous Meir-Wingreen formula for the SIAM retarded

FIG. 28. Effect of the magnetic field on the sNCA4 conductance. Symmetric coupling to the leads with $\Gamma = 0.1 \, U$, and temperature $k_B T = 0.01 \, U$. (a) Scheme of the stability diagram for the SIAM. The solid black curves are the differential and linear conductances at zero magnetic field and for two values of the bias voltage $eV = \mu_L - \mu_R$, namely, $eV = 0$ and $eV = U$. (b) Linear and differential conductances vs the gate voltage, calculated for the two values of the bias voltage shown in (a), for different values of the Zeeman splitting $\Delta_B = e_1 - e_4$. 

FIG. 27. Effect of the temperature on the sNCA4 differential conductance vs voltage bias $eV = \mu_L - \mu_R$ in the degenerate case and for (a) $\Gamma = 0.2 \, U$ and (b) $\Gamma = 0.4 \, U$. The gate voltage is set to the same values as in Fig. 26, namely, $\epsilon_0 - \mu = -U/2$ (particle-hole symmetry point, left) and $\epsilon_0 - \mu = -U/4$ (right). At the particle-hole symmetry point, the Kondo temperature, Eq. (199), is $k_B T_K \simeq 0.004 \, U$ in (a) and $k_B T_K \simeq 0.04 \, U$ in (b).
Green’s function, derived with the equation-of-motion approach [39], is obtained here within a selection of second-tier diagrams, which we call second-tier noncrossing approximation (NCA2).

While the resonant tunneling approximation and the NCA2 already capture the onset of the Kondo zero-bias anomaly upon decreasing temperature, they both have some drawbacks that can be overcome only by going to higher-tier treatments. To this aim, we develop first an infinite-tier approximation, the dressed bubble approximation (DBA). Then, we proceed with a simplified version of the DBA which neglects the crossing at all levels, the NCA. Here, the evaluation of the SIAM retarded Green’s function is formally reduced to the inversion of a $4 \times 4$ self-energy matrix and the Green’s function self-energies become dressed by virtual tunneling transitions. Being interested in analytical solutions, we investigate the outcomes of our approximation within fourth-tier schemes dubbed NCA4 and the simplified NCA4 (sNCA4). Here, like the Green’s function, also the NCA4 self-energies acquire a finite lifetime and an energy shift. While inclusion of the full NCA4 self-energy is still intricate, its simplified version allows for a complete analytical treatment of the SIAM. Exemplarily, we show that the conductance is well reproduced from high temperatures down to the Kondo temperature for moderate interaction. The conductance is well reproduced from high temperatures down to the Kondo temperature for moderate interaction.

Finally, the purpose of this work is to introduce an analytical approach to interacting nanojunctions based on the Feynman-Vernon influence functional, and to apply it to archetypal models such as the resonant level model and the Feynman-Vernon approach.
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**APPENDIX A: PATH-INTEGRAL EXPRESSION FOR THE SYSTEM PROPAGATOR**

In the absence of an external time-dependent driving, the propagator for the quantum state of the full system, from the initial time $t_0$ to time $t$, reads as

$$U(t, t_0) = e^{-\frac{i}{\hbar} H(t-t_0)},$$  \hspace{1cm} (A1)

with $H$ the complete Hamiltonian of the transport setup, Eq. (1).

A path-integral expression for the reduced density matrix of the central system can be obtained in the coherent-state representation [72]. The fermionic coherent states for the central system are defined as $|\xi\rangle = \exp(-\sum_i \xi_i a_i^\dagger)(0) = \prod_i \exp(-\xi_i a_i^\dagger)(0) = \prod_i \langle(0) - \xi_i |1_i\rangle$, where the Grassmann variables $\xi = (\ldots, \xi', \ldots)$ and $\xi^* = (\ldots, \xi'^*, \ldots)$ have one component for each electronic state $i$ defined by $\hat{a}_i|\xi\rangle = \xi_i^*|\xi\rangle$ and $\langle \xi|\hat{a}_i^\dagger = \langle \xi|\xi'^*$. The Grassmann variables obey the relations $\{\xi^*, \xi\} = 0$, meaning that $(\xi^*)^2 = 0$. Analogous definitions hold for the leads’ states $|\phi\rangle$ in the coherent-state representation. Using the notation from Cahill and Glauber [73]

$$\int d^2\xi^* \cdot \xi = \sum_i \xi_i^* \xi_i,$$  \hspace{1cm} (A2)

the identity in the Hilbert space of the central system reads as

$$I = \int d^2\xi e^{-\xi^* \cdot \xi} |\xi\rangle \langle \xi|.$$  \hspace{1cm} (A3)

The overcompleteness of the set of coherent states is manifest in the overlap between coherent states

$$\langle \xi_a | \xi_b \rangle = e^{\xi_a^* \xi_b}.$$  \hspace{1cm} (A4)

The trace of an operator in the coherent-state representation is

$$\text{Tr}[A] = \int d^2\xi e^{-\xi^* \cdot \xi} (-\xi \cdot A|\xi\rangle),$$  \hspace{1cm} (A5)

and the Gaussian integrals are performed via

$$\int d^2\xi e^{-\xi^* \cdot A \xi + \xi^* \cdot \xi^* \cdot \phi} = \text{det}[A] e^{\phi^* \cdot A^{-1} \cdot \phi}.$$  \hspace{1cm} (A6)

Assuming the factorized initial condition $\rho_{\text{tot}}(t_0) = \rho(t_0) \otimes \rho_{\text{leads}}$ for the total density matrix, the matrix element $\langle \xi_a | \rho(t) | \xi_b \rangle$ in the coherent-state representation of the system RDM $\rho(t)$ is given by the following trace over the leads:

$$\langle \xi_a | \rho(t) | \xi_b \rangle = \langle \xi_a | \text{Tr}_{\text{leads}}[U(t, t_0) \rho_{\text{tot}}(t_0) U^\dagger (t, t_0)] | \xi_b \rangle = \int d^2\phi e^{-\phi^* \cdot \phi} (-\xi_a \phi U(t, t_0) \rho(t_0)) \otimes \rho_{\text{leads}}(t_0) U^\dagger (t, t_0) |\phi\rangle |\phi\rangle,$$  \hspace{1cm} (A7)

where $|\phi\rangle$ is the state of the leads in the coherent-state representation. At this point we apply the standard procedure of dividing the time interval $t - t_0$ into $K$ small intervals of length $\delta t$ and introducing the identity for the composite system

$$I_k = \int d^2\xi(t_k) d^2\phi(t_k) e^{-\xi^* (t_k) \cdot \xi(t_k)}$$

$$\times e^{-\phi^* (t_k) \cdot \phi(t_k)} |\phi(t_k)\rangle \langle \xi(t_k)| |\phi(t_k)\rangle \langle \xi(t_k)|.$$  \hspace{1cm} (A8)
reads as the matrix elements of the forward and backward propagators $U(t, t_0)$ and $U^\dagger(t, t_0)$. This results in

$$
\langle \xi_n | \rho(t_0) | \xi_b \rangle = \int d^2 \bar{\phi} e^{-\phi^\dagger \phi} \int d^2 \bar{\xi}_0 d^2 \bar{\phi}_0 d^2 \bar{\xi}_0 d^2 \bar{\phi}_0 \\
\times e^{-\bar{\xi}_0 \cdot \bar{\phi}_0 - \bar{\xi}_0 \cdot \bar{\phi} - \bar{\phi}_0 \cdot \bar{\phi}} \\
\times \langle -\xi_0 | U(t, t_0) | \xi_0 \rangle \langle \phi(t_0) | \rho(t_0) \rangle \\
\otimes \rho_{\text{leads}}(t_0) | \bar{\phi}_0 \rangle | \phi_0 \rangle U(t, t_0) | \phi_b \rangle.
$$

(A9)

Explicitly, setting $\xi^*(t_{K+1}) \equiv \xi^*_n$, $\bar{\xi}(t_{K+1}) \equiv \bar{\xi}_b$, $\langle \phi(t_{K+1}) \rangle \equiv \langle -\phi \rangle$, and $| \bar{\phi}(t_{K+1}) \rangle \equiv | \phi \rangle$, the path-integral expression for the matrix elements of the forward and backward propagators reads as

$$
\langle -\xi_0 | U(t_0, t_0) | \phi_0 \rangle \\
= \int \prod_{k=1}^{K+1} d^2 \xi(t_k) d^2 \phi(t_k) e^{-\xi^\dagger(t_k) \xi(t_k) - \phi^\dagger(t_k) \phi(t_k)} \\
\times \prod_{k=1}^{K+1} e^{\xi(t_{k-1}) \frac{\delta}{\delta \xi(t_k) \delta \phi(t_k)}} e^{-\frac{1}{2} \int dt \xi(t_k) \phi(t_k) \xi(t_{k-1}) \phi(t_{k-1}) | dt
$$

(A10)

and

$$
\langle \bar{\phi}_0 | U^\dagger(t_0, t_0) | \phi_0 \rangle \\
= \int \prod_{k=1}^{K} d^2 \bar{\xi}(t_k) d^2 \bar{\phi}(t_k) e^{-\bar{\xi}^\dagger(t_k) \bar{\xi}(t_k) - \bar{\phi}^\dagger(t_k) \bar{\phi}(t_k)} \\
\times \prod_{k=1}^{K+1} e^{\bar{\xi}(t_{k-1}) \frac{\delta}{\delta \bar{\phi}(t_k) \delta \phi(t_k)}} e^{-\frac{1}{2} \int dt \bar{\phi}(t_k) \bar{\phi}(t_{k-1}) \bar{\phi}(t_{k-1}) \phi(t_{k-1}) | dt
$$

(A11)

respectively. Collecting the above results, we obtain the matrix element of the RDM at time $t$,

$$
\langle \xi_n | \rho(t) | \xi_b \rangle = \int d^2 \bar{\xi}_0 d^2 \bar{\phi}_0 \mathcal{J}(\xi_n, \bar{\xi}_b, t; \xi_0, \bar{\xi}_b, t_0) \langle \xi_0 | \rho(t_0) | \xi_0 \rangle,
$$

(A12)

where the propagator has the following path-integral expression:

$$
\mathcal{J}(\xi^*_n, \bar{\xi}_b, t; \xi_0, \bar{\xi}_b, t_0) \\
= \int_{\xi_0}^{\xi_n} D\xi \int_{\xi_0}^{\xi_n} D\bar{\xi} e^{\frac{i}{\hbar} \int_{t_0}^{t} dt \mathcal{L}(\xi(t), \bar{\xi}(t), \bar{\xi}^\dagger(t))} \mathcal{F}(\xi^*, \bar{\xi}, \bar{\xi}^\dagger).
$$

(A13)

Here, the integration measures of the Grassmann-valued paths are defined by $\int D\xi = \int \prod_{k=1}^{K} d^2 \xi_k$ and $\int D\bar{\xi} = \int \prod_{k=1}^{K} d^2 \bar{\xi}_k$. The functional containing the action of the central system is given by Eq. (5) of the main text. The Feynman-Vernon influence functional $\mathcal{F}(\xi^*, \bar{\xi}, \bar{\xi}^\dagger)$ is a functional of the Grassmann-valued paths of the central system which encapsulates the dissipative effect due to the coupling to the leads. Its phase reads as

$$
\Phi(\xi^*, \bar{\xi}, \bar{\xi}^\dagger) = -\sum_{ij} \int_{t_0}^{t} dt' \int_{t_0}^{t'} dt' \delta_{ij} [g_{ij}(t' - t'') \xi^i(t'') \xi^j(t') + G_{ij}^* \xi^i(t'') \xi^j(t')] \\
+ \sum_{ij} \int_{t_0}^{t} dt' \int_{t_0}^{t'} dt' g_{+ij}(t' - t'') \xi^i(t'') \xi^j(t') + g_{-ij}(t' - t'') \xi^i(t'') \xi^j(t') \\
+ g_{+ij}(t' - t'') \xi^i(t'') \xi^j(t') - g_{-ij}(t' - t'') \xi^i(t'') \xi^j(t')].
$$

(B1)

APPENDIX B: PHASE OF THE INFLUENCE FUNCTIONAL

The terms in Eq. (A14) can be rearranged in a convenient manner:
Further, exchanging the order of integration and using the relation $g_{ij}(-t) = g_{ij}^T(t)$ [see Eq. (A15)], the influence phase in Eq. (B1) can be cast in the following compact form:

$$\Phi(\xi^+, \xi^-, \bar{\xi}) = -\sum_{ij} \int_0^t dt' \int_0^{t'} dt'' [g_{ij}(t''-t')\bar{\xi}^i(t')\xi^j(t'') + \mathcal{G}^T_{ij}(t'-t'')\bar{\xi}^i(t'')\xi^j(t')]$$

$$+ \sum_{ij} \int_0^t dt' \int_0^{t'} dt'' [g_{+,ij}(t''-t')\bar{\xi}^i(t')\xi^j(t'') + g_{+,ji}(t'-t'')\bar{\xi}^i(t'')\xi^j(t')]$$

$$+ g_{+,ij}(t'-t'')\bar{\xi}^i(t')\xi^j(t'') - g_{-,ij}(t'-t'')\bar{\xi}^i(t')\xi^j(t'') + g^*_{+,ji}(t'-t'')\bar{\xi}^i(t'')\xi^j(t') - g^*_{-,ji}(t'-t'')\bar{\xi}^i(t'')\xi^j(t')]$$

$$= -\sum_{ij} \int_0^t dt' \int_0^{t'} dt'' [\xi^i(t')\cdot g_{-,ij}(t''-t') \cdot \xi^j(t'')] + \xi^j(t') \cdot g^+_{-,ij}(t'-t') \cdot \bar{\xi}^i(t'')$$

$$- \bar{\xi}^i(t') \cdot g^+_{-,ij}(t'-t') \cdot \bar{\xi}^j(t'') - \bar{\xi}^i(t') \cdot g_{+,i}(t'-t') \cdot \bar{\xi}^j(t'') + \bar{\xi}^i(t') \cdot g_{+,i}(t'-t') \cdot \bar{\xi}^j(t'')$$

$$+ \bar{\xi}^i(t') \cdot g^+_{+,ij}(t'-t') \cdot \bar{\xi}^j(t'') - \bar{\xi}^i(t') \cdot g_{-,ij}(t'-t') \cdot \bar{\xi}^j(t'')]$$

$$= -\int_0^t dt' \int_0^{t'} dt'' \sum_{x,y,z=\pm 1} x \xi_y^i(t') g^{-1}_{xz} \bar{\xi}^i(x''-t''g_{xz} \bar{\xi}^i(t''),$$

where we used the anticommutation property of the Grassmann variables and Eq. (A16). In the last line, we established the notation

$$\xi^\pm_\alpha = \xi, \quad \bar{\xi}^\pm_\alpha = \bar{\xi}, \quad \xi^\pm_\alpha = \bar{\xi}, \quad g^\pm_\alpha = g_+, \quad g^\pm_\alpha = g_-, \quad g^{-1}_\alpha = g^\pm_\alpha.$$ (B3)

Equation (B2) is the form of the influence phase used throughout this work.

**APPENDIX C: LEADS’ FORCE OPERATOR CORRELATION FUNCTION**

The correlation functions $g_{\pm;i}(t)$ are related to the correlation function of the (fermion) baths force operator which appears in the quantum Langevin equation for the dot operator $a_i(t)$. Indeed, given the full Hamiltonian (1), the Heisenberg equation of motion for the leads’ operators $c_{ak\sigma}(t) = i[H, c_{ak\sigma}(t)]/\hbar$ is solved by

$$c_{ak\sigma}(t) = e^{-\frac{i}{\hbar}e_{ak\sigma}(t-t_0)}$$

$$- \frac{i}{\hbar} \sum_j t^*_{ak\sigma} \int_0^t dt' e^{-\frac{i}{\hbar}e_{ak\sigma}(t-t')} a_j(t').$$ (C1)

Plugging this result in the Heisenberg equation for the system operator $a_i(t)$,

$$\dot{a}_i(t) = \frac{i}{\hbar} [H, a_i(t)] = \frac{i}{\hbar} [H_S, a_i(t)] - \frac{i}{\hbar} \sum_{ak\sigma} t^*_{ak\sigma} c_{ak\sigma}(t)$$

we obtain the quantum Langevin equation

$$\dot{a}_i(t) = \frac{i}{\hbar} [H_S, a_i(t)] - \frac{i}{\hbar} \sum_{j,k\sigma} t^*_{jk\sigma} \xi_j^\pm \cdot a_j(t') + \xi_i^\pm(t),$$ (C2)

where the baths force operator reads as

$$\hat{\zeta}_i(t) = -\frac{1}{\hbar} \sum_{ak\sigma} t_{ak\sigma} e^{-\frac{i}{\hbar}e_{ak\sigma}(t-t_0)} c_{ak\sigma}(t_0)$$ (C4)

(see, e.g., Ref. [97]). The correlation functions in Eq. (A15) are thus related to the correlation function of the baths’ force operators via

$$\langle \hat{\zeta}_i(t) \hat{\zeta}_j(t') \rangle = g_{+,ij}(t-t'), \quad \langle \hat{\zeta}_i(t) \hat{\zeta}_j(t') \rangle = g_{-,ij}(t-t').$$ (C5)

**APPENDIX D: PATH-INTEGRAL REPRESENTATION OF THE CURRENT AND THE GREEN’S FUNCTIONS**

Consider the current on lead $l$. Using the definition $f^l_i(\varepsilon_k) := 1 - f^l_i(\varepsilon_k)$, the current functional $I^l$ in Eq. (13) can be rewritten as

$$I^l(\xi^+, \xi^-, \bar{\xi}) = \int_0^t dt' \{ \xi^+_i(t') g^+_i(t-t') \xi^-_i(t') \}$

$$- \xi^+_i(t' \bar{g}^+_i(t-t') \xi^+_i(t') + \bar{\xi}^+_i(t') \}.$$ (D1)

where

$$i = [g^+_i(t) + g^-_i(t)]_{ij} = \frac{1}{\hbar^2} \sum_{k\sigma} t^*_{ijk\sigma} e^{-\frac{i}{\hbar}e_{ik\sigma}}.$$ (D2)
With this expression, recalling the relation between the operators \(a_i\) and the corresponding Grassmann variables \(\xi^i\), the current \(I_i(t) = -2 \text{Re} \text{Tr}_S[A_i(t)]\), with the path-integral representation of the \(A_i(t)\) given by Eqs. (11) and (12), can be seen as the path-integral representation of the following trace over system and leads’ degrees of freedom:

\[
\text{Tr}_S[A_i(t)] = -\sum_{ij} \int_{t_0}^t dt' \langle g_{ij}(t-t') \text{Tr}_{\text{tot}}[\bar{a}^i(t) a_j U(t', t_0) \rho_{\text{tot}}(t_0) U^\dagger(t, t_0)]

- g_{+ij}(t-t') \text{Tr}_{\text{tot}}[\bar{a}^i(t) a_j U(t', t_0) \rho_{\text{tot}}(t_0) U^\dagger(t, t_0) + a^i(t) \rho_{\text{tot}}(t_0) U(t', t_0) a_j U^\dagger(t, t')] \]

\[
= -\sum_{ij} \int_{t_0}^t dt' [g_{ij}(t-t')(a^i(t) a_j(t')) - g_{+ij}(t-t')\langle a^i(t), a_j(t') \rangle]

= i\hbar \sum_{ij} \int_{t_0}^t dt' [g_{ij}(t-t') \mathcal{G}^\gamma(t' - t) - g_{+ij}(t-t') \mathcal{G}^\gamma_t(t' - t)]

= i\hbar \int_{t_0}^t dt' \text{Tr}[\mathbf{g}(t-t') \cdot \mathcal{G}^\gamma_t(t' - t) - \mathbf{g}_{+i}(t-t') \cdot \mathcal{G}^\gamma_t(t' - t)],
\] (D3)

respectively. Note that the Heaviside function is already taken into account in the time integral that guarantees the ordering \(t' < t\).

**APPENDIX E: TWO LEADS AND PROPORTIONAL COUPLING**

Let us confine ourselves to the case of diagonal correlation matrices \(\mathbf{g}_{+\sigma}\). Having diagonal correlation matrices implies that, in the continuum limit,

\[
[\mathbf{G}_\alpha(\epsilon)]_{ij} := 2\pi \sum_{\sigma} \mathcal{G}_{\alpha\sigma}(\epsilon) |t_{\alpha\sigma}(\epsilon)|^2 \delta_{ij}.
\]

In a typical transport setting, the system is connected to two leads, \(L, R\). In the case of proportional coupling, the tunneling coefficients in the Hamiltonian are related by \(t_{LR}(\epsilon) = \sqrt{y_{LR} y_{LR}} t_{L0}(\epsilon)\) with \(y_{LR} + y_{RL} = 1\). Since \(I_0 = -i\hbar\), the current \(I_\alpha\) is asymptotically equal to the current \(I(t) = \sum_i [y_{LR} I_i(t) - y_{RL} I_i(t)]\) which we can directly write as

\[
I(t) = e2 \text{Re} \text{Tr}_S[A(t)].
\] (E1)

The path-integral representation for the dot operator with diagonal elements \(A_i(t) := y_{LR} A_{iL}(t) - y_{RL} A_{iR}(t)\) is formally the same as the one in Eq. (11). The current propagator \(J_i^l\) for \(A_i(t)\) is similar to \(J_i\) [Eq. (12)], the difference being the functional \(I(\xi^l, \xi, \bar{\xi})\) in place of \(I(\xi^l, \xi, \bar{\xi}, \bar{\xi})\), where

\[
I(\xi^l, \xi, \bar{\xi}) = \sum_{ij} \int_{t_0}^t dt' \text{Tr}_{\text{tot}}[\mathbf{g}_{+\sigma}(\epsilon) |t_{\alpha\sigma}(\epsilon)|^2 \delta_{ij}]

- y_{LR} \mathbf{g}_{+L}(t-t')|\xi^l(t')| + \bar{\xi}^l(t')).
\] (E2)

Here we used the property \(f_\alpha^{\pm}(\epsilon) = 1 - f_\alpha^{\pm}(\epsilon)\) in the definition of the correlation matrices. In the calculation of \(I(t)\) for proportional coupling, the temperature-independent term involving the lesser Green’s function in Eq. (D3) drops and

\[
\text{Tr}_S[A(t)] = \sum_i [y_{LR} A_{iL}(t) - y_{RL} A_{iR}(t)]

- i\hbar \sum_{ij} \int_{t_0}^t dt' [y_{LR} \mathcal{G}^\gamma_{ij}(t' - t) - y_{RL} \mathcal{G}^\gamma_{ij}(t' - t)].
\] (E3)

In the continuum limit \(\sum_{i\sigma} \rightarrow \sum_{\sigma}, \int d\epsilon \rho_{\alpha\sigma}(\epsilon), \) with \(\rho_{\alpha\sigma}(\epsilon)\) the density of states in energy space of lead \(\alpha\). We define \(\Gamma(\epsilon) = \Gamma_L(\epsilon) + \Gamma_R(\epsilon)\), so that, for proportional coupling, Eq. (E3) reads as

\[
I(t) = e \int \frac{d\epsilon}{\pi \hbar} \text{Im} \left[ \text{Tr}_{\text{tot}}[\mathbf{g}_{+\sigma}(\epsilon) \mathbf{G}_{\sigma\sigma}^\gamma(t-t')] \right].
\] (E4)

**Asymptotic limit**

In the limit \(t-t_0 \rightarrow \infty\), the time integral in Eq. (E4) yields the Fourier transform with

\[
I^\infty = e \int \frac{d\epsilon}{\pi \hbar} \text{Im} \left[ \text{Tr}_{\text{tot}}[\mathbf{g}_{+\sigma}(\epsilon) \mathbf{G}_{\sigma\sigma}^\gamma(\epsilon)] \right].
\] (E5)

Taking into account the definition of the matrix \(\Gamma(\epsilon)\), the current formula (E5) coincides with the well-known result of Meir and Wingreen [21]. We have

\[
I^\infty = e \int \frac{d\epsilon}{\pi \hbar} \text{Im} \left[ \text{Tr}_{\text{tot}}[\mathbf{g}_{+\sigma}(\epsilon) \mathbf{G}_{\sigma\sigma}^\gamma(\epsilon)] \right]

= e \frac{1}{\pi} \sum_{\alpha} \int d\epsilon \left[ f_\alpha^R(\epsilon) - f_\alpha^L(\epsilon) \right] \frac{\Gamma_L(\epsilon) \Gamma_R(\epsilon)}{\Gamma_L(\epsilon) + \Gamma_R(\epsilon)} \text{Im} \mathbf{G}_{\sigma\sigma}^\gamma(\epsilon),
\] (E6)

where we used the relation \(\text{Im} \mathbf{G}_{\sigma\sigma}^\gamma(\epsilon) = -\text{Im} \mathbf{G}_{\sigma\sigma}^\gamma(\epsilon)\).
APPENDIX F: INTEGRATING OUT THE GRASSMANN VARIABLES IN THE SIAM

In this Appendix, we show how to trace over the Grassmann variables associated to the paths of the central system for specific instances of paths. This procedure yields ultimately the diagrammatic rules that can be traced back to the anticommutation property of Grassmann numbers. First, we exemplify the procedure for the simplest case of a central system consisting of a single, spinless level, the resonant level model. Then, we make the calculations for the more involved case of the single-impurity Anderson model. Here, due to the Coulomb interaction, the phase associated to the action of the dot in the path-integral expression for the propagator produces the phase factors that couple the diagrammatic contributions stemming from the individual spin paths.

In order to perform specific calculations we employ the formula that connects the coherent-state representation of the populations to a given order with the corresponding occupation-number representation

\[ J_{m,n}^{(m)}(t_1, t_0) = \Pi_\sigma(n') \Pi_\sigma^*(n') \int d^2 \xi_0 d^2 \xi_0 J^{(m)}(\xi_0, \xi_0, t_1; \xi_0, \xi_0, t_0) \times \langle \xi_0 | n | \langle \xi_0 \rangle \rangle, \]

where \( n = (\ldots, n', \ldots) \) with \( n' = 0, 1 \). The projectors are defined by

\[ \Pi(n) = \prod_{i=1}^N \Pi_i(n_i), \quad \Pi^*(n) = \prod_{i=1}^N \Pi_i^*(n_i), \]

where

\[ \Pi^*(0) = \int d\xi^* \xi^*, \quad \Pi^*(1) = \int d\xi^*, \]

\[ \Pi(0) = \int d\bar{\xi} \bar{\xi}, \quad \Pi(1) = \int d\bar{\xi}. \]

Resonant level model

In the RLM, the central system consists of a single, spinless level with energy \( \epsilon \). We start by considering in detail specific instances of paths with low number of transitions, situated in the forward and backward paths. In this case the occupation of the level is the single degree of freedom of the central system. Let us use Eqs. (F1) and (F2) to evaluate the contributions to the propagator at different orders in \( \Gamma \) given by specific instances of paths.

According to Eq. (15) we have

\[ \langle \xi_0 | 0 \rangle | \xi_0 \rangle = 1 \quad \text{and} \quad \langle \xi_0 | 1 \rangle | \xi_0 \rangle = \xi^+ \xi. \]

To order zero, using Eq. (5) and defining \( p := -i e \delta t / h \),

\[ J_{00}^{(0)}(t_1; t_0) = \Pi_\sigma(0) \Pi_\sigma^*(0) \int d^2 \xi_0 d^2 \xi_0 J^{(0)}(\xi_0, \xi_0, t_1; \xi_0, \xi_0, t_0) \times \langle \xi_0 | 0 \rangle | \xi_0 \rangle \]

\[ = \int d\tilde{\xi}_{N+1} d\tilde{\xi}_{N+1} \prod_{n=0}^N d^2 \xi_n d^2 \bar{\xi}_n e^{-\epsilon_{n+1} \bar{\xi}_n} \]

\[ \times e^{-\epsilon_{n+1} \bar{\xi}_n} \prod_{n=1}^{N+1} e^{\xi_n \bar{\xi}_{n-1} p_\sigma e^{\xi_n \bar{\xi}_{n-1} \bar{\xi}_n} p_\sigma} \]

\[ = \int d\tilde{\xi}_{N+1} d\tilde{\xi}_{N+1} \prod_{n=0}^N d^2 \xi_n d^2 \bar{\xi}_n e^{-\epsilon_{n+1} \bar{\xi}_n} e^{-\epsilon_{n+1} \bar{\xi}_n} \]

\[ = 1, \] (F4)

with \( \tilde{\xi}_{N+1} \equiv \xi^*_n \) and \( \bar{\xi}_{N+1} \equiv \bar{\xi}_b \). Here we have used the property \( \exp(\psi) = 1 + \psi \) and Eq. (14). These properties imply that, for all \( n \), the terms in the rightmost product contribute as 1, otherwise there would be either products of same Grassmann numbers \( (\psi^2 = 0) \) or integrations not compensated by the corresponding Grassmann numbers in the integrand \( \int d\psi = 0 \) [see Eq. (14)].

On the other hand, along the same lines one can see that a path with no transitions cannot join two states with different occupation, namely,

\[ J_{10}^{(0)}(t_1; t_0) = \Pi_\sigma(1) \Pi_\sigma^*(1) \int d^2 \xi_0 d^2 \xi_0 J^{(0)}(\xi_0, \xi_0, t_1; \xi_0, \xi_0, t_0) \times \langle \xi_0 | 0 \rangle | \xi_0 \rangle \]

\[ = \int d\tilde{\xi}_{N+1} d\tilde{\xi}_{N+1} \prod_{n=0}^N d^2 \xi_n d^2 \bar{\xi}_n e^{-\epsilon_{n+1} \bar{\xi}_n} e^{-\epsilon_{n+1} \bar{\xi}_n} \]

\[ \times \prod_{n=1}^{N+1} e^{\xi_n \bar{\xi}_{n-1} p_\sigma e^{\xi_n \bar{\xi}_{n-1} \bar{\xi}_n} p_\sigma} \]

\[ = 0, \] (F5)

FIG. 29. Two examples of paths with two transitions, either in the forward (a) or in the backward (b) time branch. The Grassmann variables boxed in red are the ones appearing in the influence functional for the examples of paths considered. Note that we use the same time direction for the two branches with the consequence that \( \xi \) and \( \xi^* \) creates and annihilates an electron in the dot, respectively.
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where, again, we used the properties of the Grassmann integrals (14). In the following we associate the color red to the tunneling times and the colors black and blue to the sojourn and blip times, respectively. These are the time intervals when the RDM is in a diagonal (respectively off-diagonal) state (see Fig. 5).

Going to first order in $\Gamma$, we first consider the path in Fig. 29(a) with tunneling transitions in the forward branch. Specifically, an electron is created in the central system at time $t_1$ and subsequently annihilated at time $t_m$. The path is thus identified by the sequence $\xi^*_k, \xi_m$ (see Fig. 6). Using the preliminary results

$$\prod_{n=k}^m d^2\xi_n = d\xi_n^* \left( \prod_{n=k+1}^m d\xi_{n-1} d\xi_n^* \right) d\xi_n,$$

(F6)

the contribution from path (a) in Fig. 29 is obtained as

$$J^{(1)}_{(a),00}(t; t_0) = \Pi_b(0)\Pi^*_a(0) \int d^2\xi_0 d^2\xi_0 T^{(1)}_{(a)}(\xi^*_a, \xi_b, \xi_0, \xi^*_0, t_0)(\xi_0 | 0)(0 | \bar{\xi}_0)$$

$$= \int_{t_0}^{t_1} dt_m \int_{t_0}^{t_1} dt_k \int d\xi_{N+1}d\xi_{N+1}d\xi_{N+1} d\xi_{N+1} \prod_{n=0}^{N} d^2\xi_n d^2\xi_n e^{-\xi^*_n \xi_n} \prod_{n=0}^{N+1} \prod_{n=0}^{N} e^{\xi^*_n \xi_n - 1} \prod_{n=0}^{N+1} \prod_{n=0}^{N} e^{\xi^*_n \xi_n - 1} \prod_{n=0}^{N+1} \prod_{n=0}^{N} e^{\xi^*_n \xi_n - 1}$$

$$\times d\xi^*_k \left( \prod_{n=k+1}^m d\xi_{n-1} d\xi_n^* \right) d\xi^*_m \left( \prod_{n=k+1}^m d\xi_{n-1} d\xi_n^* \right) \xi^*_k$$

$$= \int_{t_0}^{t_1} dt_m \int_{t_0}^{t_1} dt_k \left[ -g^*_n (t_m - t_k) \right] \prod_{n=k+1}^m d\xi_n^* d\xi_n d\xi^*_n \left( \prod_{n=k+1}^m d\xi_n^* d\xi_n d\xi^*_n \right) \int_{t_0}^{t_1} dt_2 \int_{t_0}^{t_1} dt_1 \left[ -g^*_n (t_2 - t_1) \right] e^{-\xi^*_n (t_2 - t_1)}.$$  (F7)

Similarly, the contribution from path (b) in Fig. 29 is

$$J^{(1)}_{(b),00}(t; t_0) = \Pi_b(0)\Pi^*_a(0) \int d^2\xi_0 d^2\xi_0 T^{(1)}_{(b)}(\xi^*_a, \xi_b, \xi_0, \xi^*_0, t_0)(\xi_0 | 0)(0 | \bar{\xi}_0)$$

$$= \int_{t_0}^{t_1} dt_m \int_{t_0}^{t_1} dt_k \int d\xi_{N+1}d\xi_{N+1}d\xi_{N+1} d\xi_{N+1} \prod_{n=0}^{N} d^2\xi_n d^2\xi_n e^{-\xi^*_n \xi_n} \prod_{n=0}^{N+1} \prod_{n=0}^{N} e^{\xi^*_n \xi_n - 1} \prod_{n=0}^{N+1} \prod_{n=0}^{N} e^{\xi^*_n \xi_n - 1} \prod_{n=0}^{N+1} \prod_{n=0}^{N} e^{\xi^*_n \xi_n - 1}$$

$$\times d\xi^*_k \left( \prod_{n=k+1}^m d\xi_{n-1} d\xi_n^* \right) d\xi^*_m \left( \prod_{n=k+1}^m d\xi_{n-1} d\xi_n^* \right) \xi^*_k$$

$$= \int_{t_0}^{t_1} dt_m \int_{t_0}^{t_1} dt_k \left[ -g^*_n (t_m - t_k) \right] \prod_{n=k+1}^m d\xi_n^* d\xi_n d\xi^*_n \left( \prod_{n=k+1}^m d\xi_n^* d\xi_n d\xi^*_n \right) \int_{t_0}^{t_1} dt_2 \int_{t_0}^{t_1} dt_1 \left[ -g^*_n (t_2 - t_1) \right] e^{-\xi^*_n (t_2 - t_1)}.$$  (F8)

Hence, the two propagators for the specific paths (a) and (b) are the complex conjugates of each other.

Next we consider the two paths contributing to $J^{(1)}(1, t; 0, 0)$ which are depicted in Fig. 30.

The contribution of path (c) is evaluated similarly to those of paths (a) and (b). Explicitly,

$$J^{(1)}_{(c),00}(t; t_0) = \Pi_b(1)\Pi^*_a(1) \int d^2\xi_0 d^2\xi_0 T^{(1)}_{(c)}(\xi^*_a, \xi_b, \xi_0, \xi^*_0, t_0)(\xi_0 | 0)(0 | \bar{\xi}_0)$$

$$= \int_{t_0}^{t_1} dt_m \int_{t_0}^{t_1} dt_k \int d\xi_{N+1}d\xi_{N+1}d\xi_{N+1} d\xi_{N+1} \prod_{n=0}^{N} d^2\xi_n d^2\xi_n e^{-\xi^*_n \xi_n} \prod_{n=0}^{N+1} \prod_{n=0}^{N} e^{\xi^*_n \xi_n - 1} \prod_{n=0}^{N+1} \prod_{n=0}^{N} e^{\xi^*_n \xi_n - 1} \prod_{n=0}^{N+1} \prod_{n=0}^{N} e^{\xi^*_n \xi_n - 1}$$

$$\times d\xi^*_k \left( \prod_{n=k+1}^m d\xi_{n-1} d\xi_n^* \right) d\xi^*_m \left( \prod_{n=k+1}^m d\xi_{n-1} d\xi_n^* \right) \xi^*_k$$

$$= \int_{t_0}^{t_1} dt_m \int_{t_0}^{t_1} dt_k \left[ -g^*_n (t_m - t_k) \right] \prod_{n=k+1}^m d\xi_n^* d\xi_n d\xi^*_n \left( \prod_{n=k+1}^m d\xi_n^* d\xi_n d\xi^*_n \right) \int_{t_0}^{t_1} dt_2 \int_{t_0}^{t_1} dt_1 \left[ -g^*_n (t_2 - t_1) \right] e^{-\xi^*_n (t_2 - t_1)}.$$  (F8)
We notice that Eqs. (F7) and (F9) only differ by a sign and the same holds for Eqs. (F8) and (F10).
FIG. 31. Path with four transitions, two in the forward and the others in the backward branch. Here, only the collective path is represented, with diagonal and off-diagonal states depicted with continuous and dashed lines, respectively. The boxed Grassmann variables in red are the ones appearing in the influence functional in this example.

Now we consider the specific four-transition path (second order in $\Gamma$) individuated by the ordered sequence of Grassmann variables $\{\xi_{k_1}, \bar{\xi}_{k_2}, \xi_{k_3}, \bar{\xi}_{k_4}\}$ and shown in Fig. 31.

The contribution of this path to $J_{0b}^{(2)}(t; t_0)$ is evaluated along the same lines as above:

$$J_{0b}^{(2)}(t; t_0) = \Pi_b(0)\Pi_e(0) \int d^2\xi_0 d^2\bar{\xi}_0 J_{0b}^{(2)}(\xi_0^*, \bar{\xi}_0^*, t; \xi_0, \bar{\xi}_0)(\xi_0|0)\langle 0|\bar{\xi}_0)$$

$$\quad \times d\bar{\xi}_1 \left( \prod_{n=k+1}^{k_1} d\xi_n \prod_{n=k_1+1}^{k} d\bar{\xi}_n \right) e^{-\frac{\xi_0^*\bar{\xi}_0}{\hbar}} \prod_{n=0}^{k_1-1} d\bar{\xi}_n \sum_{n=0}^{N} d\xi_n e^{-\frac{\xi_0^*\xi_n}{\hbar}} \prod_{n=0}^{k-1} d\bar{\xi}_n \sum_{n=0}^{N} d\xi_n e^{-\frac{\bar{\xi}_0^*\bar{\xi}_n}{\hbar}} \prod_{n=0}^{k_1-1} d\bar{\xi}_n \sum_{n=0}^{N} d\xi_n e^{-\frac{\bar{\xi}_0^*\bar{\xi}_n}{\hbar}}$$

Note that a product of the type $g(t_k - t_{k-1})g(t_{k-1} - t_{k-2})$, implying a crossing of the fermion lines, is not present for this specific path because we have fixed the Grassmann variables at the transition times and the form of the influence functional prevents the fermion lines from joining two starred or two nonstarred charges [see Eq. (6)].

From the examples above we can draw some conclusions:

(i) Integrations over the sojourn time intervals yield an overall phase factor 1.

(ii) Integrations over the blip time intervals yield the phase factors $\exp(-\zeta i\tau/\hbar)$, where $\tau$ is the blip length and $\zeta = \pm 1$, depending on the nature of the blip.

Once the trivial integrations over the sojourns and blip time intervals are performed, we are left with a final integration over the Grassmann variables associated to the transitions. As a result of this procedure, neither the Grassmann variables in the integration measures nor the ones in the integrands are time ordered. Specifically, please note:

(i) In the integration measure, the backward variables appear to the right of the forward and, within these two classes, starred variables are to the left of the nonstarred ones. This reflects the original order of the integrations.

(ii) In the integrand, the Grassmann variables appear as a sequence of pairs whose order depends on how they are coupled by the functions $g(t_j - t_i)$.
FIG. 32. Path with four transitions distributed in the two subpaths of the spin variables $\uparrow$ and $\downarrow$. Note that the path for $\sigma = \uparrow$ is of the type (c) in Fig. 30, while $\sigma = \downarrow$ undergoes a sequence of the type (a) in Fig. 29.

**SIAM**

We now generalize the procedure used for the RLM by analyzing specific instances of paths involving both spin states in the SIAM. To avoid adding further indices we denote the Grassmann variables associated to $\sigma = \uparrow$ with the usual $\xi$ and the ones associated to $\sigma = \downarrow$ with the letter $\psi$. As for the RLM, instead of using the collective sojourn index $n = (n^\uparrow, n^\downarrow)$, we indicate the initial and final occupation of the spin states of the dot in the argument of the propagator. The integration measure has the property $d^2d \xi = d^2 \xi^*d^2 \xi$ $d^2d \psi = -d^2 \psi^*d^2 \psi$, so that $d^2 \xi^*d^2 \psi$ $d^2 \psi^*d^2 \psi = -d^2 \psi^*d^2 \psi$ $d^2 \psi d^2 \psi$. We use this property to factorize the integrations over the Grassmann variables for the two degrees of freedom.

For the SIAM, the coherent states are expressed, in terms of occupation-number states, as

$$|\xi \rangle = (1 - \hat{\psi} \psi^*)(1 - \hat{\xi} \xi^*)|0 \rangle,$$

$$|\xi \rangle = |0 \rangle (1 - \hat{\xi} \xi^*) + |1 \rangle \hat{\psi} \psi^*|0 \rangle,$$

$$|\xi \rangle = |0 \rangle (1 - \hat{\xi} \xi^*) + |1 \rangle \hat{\psi} \psi^*|1 \rangle,$$

$$|\xi \rangle = |0 \rangle (1 - \hat{\psi} \psi^*) + |1 \rangle \hat{\xi} \xi^*|1 \rangle + \xi^* \psi^*|1 \rangle.$$

(F12)

$$J^{(2)}_{(\uparrow,\downarrow),000}(t_0) = \Pi^1_{\uparrow}(1)\Pi^1_{\downarrow}(0)\Pi^1_{\sigma}(0)\Pi^1_{\sigma}(1)\int d^2 \xi_0 d^2 \bar{\xi}_0 J^{(2)}_{(\uparrow,\downarrow)}(\xi_0, \bar{\xi}_0, t; \xi_0, \bar{\xi}_0, t_0)\langle \xi_0 | 0 \rangle \langle 0 | \bar{\xi}_0$$

$$= \prod_{n=1}^{N+1} P^1_n P^1 \bar{P}^1 \bar{P}^1 \bar{P}^1 \bar{P}^1/\psi_0 \bar{\psi}_0|\xi_0 \rangle |\xi_0 \rangle$$

Now, since [see Eq. (F14)]

$$\int d^2 \psi d^2 \psi = \int d^2 \psi^* d^2 \psi = 1$$

and

$$\int d^2 \psi d^2 \psi = \int d^2 \psi^* d^2 \psi = 1$$

(F16)
we get

\[ J_{(f),10,00}^{(2)}(t; t_0) = \int_{t_0}^{t_1} dt_{k_1} \cdots \int_{t_0}^{t_2} dt_{k_i} \prod_{n=0}^{N} \int \prod_{n=0}^{N} p_0 \prod_{n=0}^{N} (p_{i,n} + a_n) \prod_{n=0}^{N} (p_{i,n} + u_n) \prod_{n=0}^{N} p^{+}_{i,n} [-g^{+}_{1,n}(t_k - t_k)] [-g^{+}_{1,n}(t_k - t_k)] \]

\[ \times \int d\xi_{N+1} d\xi_{N+1}^{*} \prod_{n=0}^{N} d\xi_{n} \prod_{n=0}^{N} d\xi_{n}^{*} d\psi_{N+1} \prod_{n=0}^{N} d\psi_{n} d\psi_{n}^{*} d\psi_{k_1} \psi_{k_1} \]

\[ = -\int_{t_0}^{t_1} dt_{k_1} \cdots \int_{t_0}^{t_2} dt_{k_i} \prod_{n=0}^{N} \int \prod_{n=0}^{N} p_0 \prod_{n=0}^{N} (p_{i,n} + a_n) \prod_{n=0}^{N} (p_{i,n} + u_n) \prod_{n=0}^{N} p^{+}_{i,n} [-g^{+}_{1,n}(t_k - t_k)] [-g^{+}_{1,n}(t_k - t_k)] \]

\[ \times \int d\xi_{N+1} d\xi_{N+1}^{*} \prod_{n=0}^{N} d\xi_{n} \prod_{n=0}^{N} d\xi_{n}^{*} d\psi_{N+1} \prod_{n=0}^{N} d\psi_{n} d\psi_{n}^{*} d\psi_{k_1} \psi_{k_1} \psi_{k_1}^{*} \]

\[ = -\int_{t_0}^{t_1} dt_{k_1} \cdots \int_{t_0}^{t_2} dt_{k_i} e^{-\frac{i}{\hbar}(t_1 - t_1)} e^{-\frac{i}{\hbar}(t_1 + U(t_1 - t_2))} [-g^{+}_{1,n}(t_3 - t_1)] [-g^{+}_{1,n}(t_4 - t_2)], \quad (F17) \]

where we have used Eq. (F6) and the properties that couples of Grassmann variables commute with other Grassmann variables and that variables belonging to different spins anticommute.

Next we consider the process depicted in Fig. 33, which contributes to \( \rho_{11,11} \). As above, we have

\[ J_{(g)11,00}^{(2)}(t; t_0) = \prod_{n=0}^{N} [1 \prod_{n=0}^{N} (p_{i,n} + a_n) \prod_{n=0}^{N} (p_{i,n} + u_n) \prod_{n=0}^{N} p^{+}_{i,n} [-g^{+}_{1,n}(t_k - t_k)] [-g^{+}_{1,n}(t_k - t_k)] \]

\[ \times \int d\xi_{N+1} d\xi_{N+1}^{*} \prod_{n=0}^{N} d\xi_{n} \prod_{n=0}^{N} d\xi_{n}^{*} d\psi_{N+1} \prod_{n=0}^{N} d\psi_{n} d\psi_{n}^{*} d\psi_{k_1} \psi_{k_1} \psi_{k_1}^{*} \]

\[ = -\int_{t_0}^{t_1} dt_{k_1} \cdots \int_{t_0}^{t_2} dt_{k_i} e^{-\frac{i}{\hbar}(t_1 - t_1)} e^{-\frac{i}{\hbar}(t_1 + U(t_1 - t_2))} [-g^{+}_{1,n}(t_3 - t_1)] [-g^{+}_{1,n}(t_4 - t_2)], \quad (F18) \]

Again we use the definitions of \( \mathcal{P}_n \) and \( \mathcal{O}_n \) to integrate out the terms in parentheses and get

\[ J_{(g)11,00}^{(2)}(t; t_0) = \int_{t_0}^{t_1} dt_{k_1} \cdots \int_{t_0}^{t_2} dt_{k_i} \prod_{n=0}^{N} \int \prod_{n=0}^{N} p_0 \prod_{n=0}^{N} (p_{i,n} + a_n) \prod_{n=0}^{N} (p_{i,n} + u_n) \prod_{n=0}^{N} p^{+}_{i,n} [-g^{+}_{1,n}(t_k - t_k)] [-g^{+}_{1,n}(t_k - t_k)] \]

\[ \times \int d\xi_{N+1} d\xi_{N+1}^{*} \prod_{n=0}^{N} d\xi_{n} \prod_{n=0}^{N} d\xi_{n}^{*} d\psi_{N+1} \prod_{n=0}^{N} d\psi_{n} d\psi_{n}^{*} d\psi_{k_1} \psi_{k_1} \psi_{k_1}^{*} \]

\[ = -\int_{t_0}^{t_1} dt_{k_1} \cdots \int_{t_0}^{t_2} dt_{k_i} e^{-\frac{i}{\hbar}(t_1 - t_1)} e^{-\frac{i}{\hbar}(t_1 + U(t_1 - t_2))} [-g^{+}_{1,n}(t_3 - t_1)] [-g^{+}_{1,n}(t_4 - t_2)]. \quad (F19) \]
It is already apparent that the interaction is present in the time intervals where both spin states are occupied either in the forward or in the backward branch. Simultaneous double occupation in the two branches, as it is the case for the sojourn states (11, 11), leads to a cancellation due to the sum of $n_a$ and $u_a^*$ at the exponent. To better clarify this point, consider the example in Fig. 34.

This path contributes to $J_{(0,0,0)1}^E(t; t_0)$, the contribution being

$$
J_{(0,0,0)1}^E(t; t_0) = \Pi_n^+ (0) \Pi_+^1 (1) \Pi_n^+ (0) \int d^2 \xi_0 d^2 \xi_0 d^2 \xi_0, J_{(h)}^{(2)} (\xi_0^*, \xi_0, \xi_0, \xi_0; t; \xi_0, \xi_0, \xi_0, t_0) (\xi_0^0 | 0 \rangle \langle 0 | \xi_0^0)
$$

$$
= \int_0^t dt_k \cdots \int_0^t dt_k \int d\xi_n d\xi_n d\xi_n d\psi^*_N d\psi^*_N d\psi^*_N d\psi^*_N O^*_N O^*_N O^*_N
$$

$$
\times \left( \prod_{n=1}^{N+1} \mathcal{P}_n^+ \mathcal{P}_n \mathcal{P}_n \mathcal{P}_n \right) \psi_k [\sigma_1 (t_{k+1} - t_k)] \psi_k^*.
$$

Once the trivial integrations are carried out as before, we are left with

$$
J_{(0,0,0)1}^E(t; t_0) = \int_0^t dt_k \cdots \int_0^t dt_k \int d\xi_n d\xi_n d\xi_n d\psi^*_N d\psi^*_N d\psi^*_N d\psi^*_N O^*_N O^*_N O^*_N
$$

$$
\times [\sigma_1 (t_{k+1} - t_k)] \psi_k [\sigma_1 (t_{k+1} - t_k)] \psi_k^*.
$$

In the above examples the phase factors stemming from the action of the dot have been factorized as $\prod_{j=1}^n \exp \left( -i \lambda_j \tau_j \right)$ in order to reflect the time intervals $\tau_j$ between transitions. One can recognize that these phase factors are related to the blip and sojourn states of the underlying spin paths according to the example in Fig. 7.

\section*{APPENDIX G: INTEGRATION MEASURE $\int \mathcal{D}[\xi]$}

To see how the parametrization of the integrals over the Grassmann variables associated to the transition times works, consider the example of path shown in Fig. 35(b). Following Eq. (46), the integration measure reads as

$$
- \eta_2 d\xi^*_N d\xi^*_N d\xi^*_N d\xi^*_N - \eta_2 (d\xi^*_N - d\xi^*_N - d\xi^*_N - d\xi^*_N)
$$

$$
= \left\{ \begin{array}{ll}
\eta_2 = -1 & \left\{ \begin{array}{l}
\eta_1 = -1
\end{array} \right. \\
\eta_2 = +1 & \left\{ \begin{array}{l}
\eta_1 = +1
\end{array} \right.
\end{array} \right.
$$

FIG. 34. Path with four transitions distributed in the two subpaths of the spin variables $\uparrow$ and $\downarrow$. Note that the subpath $\sigma = \uparrow$ is of the type (b) in Fig. 29, while $\sigma = \downarrow$ undergoes a sequence of the type (c) (see Fig. 30).
FIG. 35. Six-transition path. General case (a) and two specific examples: In the first \( \eta_2 \) is left unspecified while \( \eta_0 = \eta_1 = \eta_3 = -1 \) and \( \zeta_1 = \zeta_2 = \zeta_3 = +1 \) (b). In the second also \( \zeta_1 \) is left unspecified (c).

As a further example, we leave also \( \zeta_3 \) unspecified [see Fig. 35(c)], so that the integration measure reads as

\[
-\eta_2 \xi_3 \xi_1^* d\xi_2 d\xi_3^*(d\xi_4) - \eta_3 (d\xi_3) - \eta_5 (d\xi_5)^\dagger \xi_1 = \begin{cases}
    d\xi_1^* d\xi_2 d\xi_3^* d\xi_4 d\xi_5, & \eta_2 = -1, \; \zeta_3 = +1 \\
    d\xi_1^* d\xi_2 d\xi_3^* d\xi_6 d\xi_4, & \eta_2 = +1, \; \zeta_3 = +1 \\
    d\xi_1^* d\xi_2 d\xi_3^* d\xi_5^* d\xi_6, & \eta_2 = -1, \; \zeta_3 = -1 \\
    d\xi_1^* d\xi_2 d\xi_3^* d\xi_6^* d\xi_6, & \eta_2 = +1, \; \zeta_3 = -1.
\end{cases}
\]  

(G2)

Carrying out an integration over the Grassmann variables associated to the tunneling transitions is straightforward in the present derivation: The integral yields simply an overall sign, due to the order of the variables to be integrated, times the factors \((-\eta_2 \xi_1)\).

**APPENDIX II: FURTHER EXAMPLES OF DIAGRAMMATIC CONTRIBUTIONS FROM AN INDIVIDUAL STATE**

For the sake of compactness, in the following expressions we set \((t_j - t_i) \equiv (j, i)\). Then, the 10 third-order irreducible diagrammatic contributions \( B_m^i(P_j) \Phi_m^j(P_i) \) [see Eq. (40)] take the form

\[
(+) \sum_{n=1}^{3} \left( -\zeta_n \eta_n \right) \left[ \eta_0 \zeta_1 g_{-\eta_0}^{-\zeta_1}(6, 1) \right] b_{61} \left[ \zeta_1 \eta_1 g_{\eta_1}^{\zeta_1}(3, 2) \right] b_{32} \left[ \zeta_2 \eta_2 g_{\eta_2}^{\zeta_2}(5, 4) \right] b_{54} \delta_{\zeta_1, \zeta_1} \delta_{\zeta_2, \zeta_1}
\]

\[
= \eta' \eta \left[ -g_{-\eta_0}^{-\zeta_1}(6, 1) \right] b_{61} \left[ -g_{\eta_1}^{\zeta_1}(3, 2) \right] b_{32} \left[ -g_{\eta_2}^{\zeta_2}(5, 4) \right] b_{54} \delta_{\zeta_1, \zeta_1} \delta_{\zeta_2, \zeta_1}.
\]

\[
(-1) \sum_{n=1}^{3} \left( -\zeta_n \eta_n \right) \left[ \eta_0 \zeta_1 g_{-\eta_0}^{-\zeta_1}(5, 1) \right] b_{51} \left[ \zeta_1 \eta_1 g_{\eta_1}^{\zeta_1}(3, 2) \right] b_{32} \left[ \zeta_2 \eta_2 g_{\eta_2}^{\zeta_2}(6, 4) \right] b_{64} \delta_{\zeta_1, -\zeta_1} \delta_{\zeta_2, \zeta_1}
\]

\[
= \eta' \eta \left[ -g_{-\eta_0}^{-\zeta_1}(5, 1) \right] b_{51} \left[ -g_{\eta_1}^{\zeta_1}(3, 2) \right] b_{32} \left[ -g_{\eta_2}^{\zeta_2}(6, 4) \right] b_{64} \delta_{\zeta_1, -\zeta_1} \delta_{\zeta_2, \zeta_1}.
\]

\[
(-1) \sum_{n=1}^{3} \left( -\zeta_n \eta_n \right) \left[ \eta_0 \zeta_1 g_{-\eta_0}^{-\zeta_1}(3, 1) \right] b_{31} \left[ \zeta_1 \eta_1 g_{\eta_1}^{\zeta_1}(6, 2) \right] b_{62} \left[ \zeta_2 \eta_2 g_{\eta_2}^{\zeta_2}(5, 4) \right] b_{54} \delta_{\zeta_1, -\zeta_1} \delta_{\zeta_2, \zeta_1}
\]

\[
= \eta' \eta \left[ -g_{-\eta_0}^{-\zeta_1}(3, 1) \right] b_{31} \left[ -g_{\eta_1}^{\zeta_1}(6, 2) \right] b_{62} \left[ -g_{\eta_2}^{\zeta_2}(5, 4) \right] b_{54} \delta_{\zeta_1, -\zeta_1} \delta_{\zeta_2, \zeta_1}.
\]

(H1)

\[
(+) \sum_{n=1}^{3} \left( -\zeta_n \eta_n \right) \left[ \eta_0 \zeta_1 g_{-\eta_0}^{-\zeta_1}(3, 1) \right] b_{31} \left[ \zeta_1 \eta_1 g_{\eta_1}^{\zeta_1}(5, 2) \right] b_{52} \left[ \zeta_2 \eta_2 g_{\eta_2}^{\zeta_2}(6, 4) \right] b_{64} \delta_{\zeta_1, \zeta_1} \delta_{\zeta_2, -\zeta_2}
\]

\[
= \eta' \eta \left[ -g_{-\eta_0}^{-\zeta_1}(3, 1) \right] b_{31} \left[ -g_{\eta_1}^{\zeta_1}(5, 2) \right] b_{52} \left[ -g_{\eta_2}^{\zeta_2}(6, 4) \right] b_{64} \delta_{\zeta_1, \zeta_1} \delta_{\zeta_2, -\zeta_2}.
\]

(H2)
We also evaluate the following irreducible fourth-order diagram, which is relevant for the scheme NCA4 introduced in Sec. IX F:

\[
\begin{align*}
(\text{H3}) & = -\eta'\eta_1\eta_2 \left[-g_{-\eta}^{-\zeta_1}(5, 1)\right]b_{51} \left[-g_{-\eta}^{-\zeta_1}(6, 2)\right]b_{52} \left[-g_{-\eta}^{-\zeta_1}(6, 3)\right]b_{63} \delta_{\zeta_3, -\zeta_1} \delta_{\zeta_2, -\zeta_1} \\
& = -\eta'\eta_1\eta_2 \left[-g_{-\eta}^{-\zeta_1}(5, 1)\right]b_{51} \left[-g_{-\eta}^{-\zeta_1}(6, 2)\right]b_{52} \left[-g_{-\eta}^{-\zeta_1}(6, 3)\right]b_{63} \delta_{\zeta_3, -\zeta_1} \delta_{\zeta_2, -\zeta_1}, \\
(\text{H4}) & = -\eta'\eta_1\eta_2 \left[-g_{-\eta}^{-\zeta_1}(5, 1)\right]b_{51} \left[-g_{-\eta}^{-\zeta_1}(6, 2)\right]b_{52} \left[-g_{-\eta}^{-\zeta_1}(6, 3)\right]b_{63} \delta_{\zeta_3, -\zeta_1} \delta_{\zeta_2, -\zeta_1}.
\end{align*}
\]

We also evaluate the following irreducible fourth-order diagram, which is relevant for the scheme NCA4 introduced in Sec. IX F:

\[
\begin{align*}
(\text{H5}) & = -\eta'\eta_1\eta_2 \left[-g_{-\eta}^{-\zeta_1}(5, 1)\right]b_{51} \left[-g_{-\eta}^{-\zeta_1}(6, 2)\right]b_{52} \left[-g_{-\eta}^{-\zeta_1}(6, 3)\right]b_{63} \delta_{\zeta_3, -\zeta_1} \delta_{\zeta_2, -\zeta_1}.
\end{align*}
\]

(ii) Integral not involving the Fermi function ($\zeta = \pm 1$)

\[
l_0(\mathcal{E}; \zeta) = \int_{-\infty}^{\infty} dx \frac{1}{x - \mathcal{E}' + i\zeta \mathcal{E}''} \simeq -i\zeta \pi \left( W \gg \mathcal{E}' \right).
\]
(iii) Special case, $E'' = 0^+$:

\[
\int_{-W}^{W} dx \frac{f_{-\eta}(x)}{x - E' + i\zeta 0^+} = -\eta \left[ \text{Re} \left( \frac{1}{2} + i\frac{E' - iE'' - \mu}{2\pi k_B T} \right) - \ln \frac{W}{2\pi k_B T} \right] - i\zeta \pi f_{-\eta}(E')
\]

[see also Eq. (E1) of Ref. [48]]. Here we used the property

\[
\frac{1}{2} + \frac{1}{\pi} \text{Im} \left( \frac{1}{2} + i\frac{E' - \mu}{2\pi k_B T} \right) = f_{+}(E')
\]

and also $f_{-\eta}(x) = \delta_{\eta,1} - \eta f_{+}(x)$. Note that

\[
\int_{-W}^{W} dx \frac{1}{x - E' + i\zeta 0^+} = \sum_{\eta} \int_{-W}^{W} dx \frac{f_{-\eta}(x)}{x - E' + i\zeta 0^+} = -i\zeta \pi,
\]

in agreement with Eq. (I1).
(iv) We assume that, in general, $\mathcal{E} = \mathcal{E}(\zeta, \eta)$ and consider the distinct cases $\mathcal{E}(\eta) = \mathcal{E}_\eta$ and $\mathcal{E}(\zeta) = \mathcal{E}_\zeta$. In the first case, summing over $\eta$

$$\sum_\eta I(\mathcal{E}_\eta; \zeta, \eta) = - \left[ \text{Re} \psi \left( \frac{1}{2} + i \frac{\mathcal{E}_\eta' - i \mathcal{E}_\eta'' - \mu}{2\pi k_B T} \right) - \text{Re} \psi \left( \frac{1}{2} + i \frac{\mathcal{E}_\eta' - i \mathcal{E}_\eta'' - \mu}{2\pi k_B T} \right) \right] - i\zeta \left[ \pi + \text{Im} \psi \left( \frac{1}{2} + i \frac{\mathcal{E}_\eta' - i \mathcal{E}_\eta'' - \mu}{2\pi k_B T} \right) - \text{Im} \psi \left( \frac{1}{2} + i \frac{\mathcal{E}_\eta' - i \mathcal{E}_\eta'' - \mu}{2\pi k_B T} \right) \right].$$

Note that if $\mathcal{E}$ is independent of $\eta$, then $\sum_\eta I(\mathcal{E}; \zeta, \eta) = -i\zeta \pi$. Likewise, when $\mathcal{E} = \mathcal{E}_\zeta$

$$\sum_\zeta \zeta I(\mathcal{E}_\zeta; \zeta, \eta) = -\eta \left[ \text{Re} \psi \left( \frac{1}{2} + i \frac{\mathcal{E}_\zeta' - i \mathcal{E}_\zeta'' - \mu}{2\pi k_B T} \right) - \text{Re} \psi \left( \frac{1}{2} + i \frac{\mathcal{E}_\zeta' - i \mathcal{E}_\zeta'' - \mu}{2\pi k_B T} \right) \right] - i\left[ \pi + \eta \text{Im} \psi \left( \frac{1}{2} + i \frac{\mathcal{E}_\zeta' - i \mathcal{E}_\zeta'' - \mu}{2\pi k_B T} \right) + \eta \text{Im} \psi \left( \frac{1}{2} + i \frac{\mathcal{E}_\zeta' - i \mathcal{E}_\zeta'' - \mu}{2\pi k_B T} \right) \right].$$

If $\mathcal{E}$ is independent of $\zeta$, then $\sum_\zeta \zeta I(\mathcal{E}; \zeta, \eta) = 2i\zeta \text{Im} I(\mathcal{E}; \zeta, \eta)$.

### Appendix J: Evaluation of the NCA4 Fourth-Tier Bubbles $B^\sigma_{\nu'\nu}$ and $B^\sigma_{\nu'\nu}$

The fourth-tier bubbles $B^\sigma_{\nu'\nu}$ and $B^\sigma_{\nu'\nu}$ have the same structure as the NCA2 second-tier bubbles $B^\sigma_{\nu'\nu}$ and $B^\sigma_{\nu'\nu}$ [Eq. (168)], respectively, except for the additional upper layers of fermion lines, and the products of sojourn indices associated to the overlap of three fermion lines of the same spin. They are schematicized as (in view of calculating the retarded self-energy we consider $\zeta = +1$)

\[ B^\sigma_{\nu'\nu} \]

\[ = \sum_\eta \langle \sigma_\eta | \psi_\eta \rangle_{\zeta=+1} \delta_{\nu', \nu} + \nu' \nu \langle \sigma_\nu | \psi_{\nu'} \rangle_{\zeta=-1} \]

\[ = \sum_\kappa \frac{i\hbar}{\lambda_\kappa} \sum_\eta \langle \eta_\kappa | \delta_{\zeta, \eta} \rangle_{\zeta=+1} + \sum_\kappa \frac{\hbar}{\lambda_\kappa} \langle \eta_\kappa | \delta_{\zeta, \eta} \rangle_{\zeta=+1} \]

\[ = \frac{1}{\hbar} \sum_\alpha \langle \alpha | \eta_\kappa \rangle^2 \int d\zeta_3 \frac{\delta_{\zeta_3, \zeta_3}}{\zeta_3 - \zeta - i\lambda_3 0^+} \delta_{\nu', \nu} \int d\zeta_3 \frac{\delta_{\zeta_3, \zeta_3}}{\zeta_3 - \zeta - i\lambda_3 0^+} \]

\[ = - \frac{\Gamma}{2\hbar} \delta_{\nu', \nu} - \nu' \nu \sum_\alpha \frac{\Gamma_\alpha}{2\hbar} \left\{ \frac{f_\alpha^{\sigma_+}(\zeta^{(4)})}{\eta_\kappa} + \frac{f_\alpha^{\sigma_-}(\zeta^{(4)})}{\eta_\kappa} - \frac{\nu'}{\pi} \left[ \text{Re} \psi \left( \frac{1}{2} + i \frac{\mathcal{E}_\sigma^{(4)} + \mu_\alpha}{2\pi k_B T} \right) - \text{Re} \psi \left( \frac{1}{2} + i \frac{\mathcal{E}_\sigma^{(4)} - \mu_\alpha}{2\pi k_B T} \right) \right] \right\} \]

\[ = - \frac{\Gamma}{2\hbar} \delta_{\nu', \nu} - \nu' \nu \sum_\alpha \frac{\Gamma_\alpha}{2\hbar} (\Sigma^{(4)}_{\sigma, \nu} + \Sigma^{(4)}_{\sigma, \nu}), \]

where $\Sigma^{(4)}_{\sigma, \nu} := -\nu \frac{\Gamma_\alpha}{2\hbar} \left[ \psi \left( \frac{1}{2} + i \frac{\mathcal{E}_\sigma^{(4)} + \mu_\alpha}{2\pi k_B T} \right) - \psi \left( \frac{1}{2} + i \frac{\mathcal{E}_\sigma^{(4)} - \mu_\alpha}{2\pi k_B T} \right) \right] - \frac{\Gamma}{2}$.

where

\[ \mathcal{E}_\sigma^{(4)} := \mathcal{E}_\sigma \pm \mathcal{E}(\zeta_1 - \zeta_2) \pm \zeta_2 (\zeta_3 - \zeta_2) + \delta_{\zeta_2, \pm U}. \]
where we have introduced the $2 \times 2$ matrix
\[
\Sigma_{\nu \eta} = \begin{pmatrix} \Gamma_1 & \Gamma_2 \\ \Gamma_3 & \Gamma_4 \end{pmatrix},
\]
Note that the fourth-tier self-energies $\Sigma_{4,\sigma}$ are formally identical to the second-tier NCA2 self-energies [see Eq. (192)].

APPENDIX K: DRESSING THE BUBBLE $B^{(\sigma)}$ IN THE NCA4

The dressed bubble $\bar{B}^{(\sigma)}$ is obtained by contracting the dressed propagator
\[
\bar{h}^{(\sigma)}_2 = \left[\left(1 + h^{(\sigma)}_2\right)^{-1} - B^{(\sigma)}_3\right]^{-1}, \quad \text{where} \quad h^{(\sigma)}_2 = i\hbar \frac{\delta_{\epsilon_k - \epsilon_{k'}}}{\xi(\epsilon_k - \epsilon_{k'}) + i0^+}
\]
[see Eq. (220)] according to
\[
\bar{h}^{(\sigma)}_{\nu \eta} = \sum_{\nu'} \left\{ \sum_{\nu''} \bar{h}^{(\sigma)}_{\nu' \eta}(\nu''; \nu') \left( \delta_{\nu''-1} \nu + \nu \nu_+ \right) \right\}
\]
\[
= \sum_{\nu'} \left\{ \sum_{\nu''} \bar{h}^{(\sigma)}_{\nu'' \eta}(\nu''; \nu') \left( \delta_{\nu''-1} \nu + \nu \nu_+ \right) \right\}
\]
\[
= \left[ \sum_{\nu'} \nu \bar{h}^{(\sigma)}_{\nu' \eta}(\nu''; \nu') \nu_+ \right] + \left[ \sum_{\nu'} \nu \bar{h}^{(\sigma)}_{\nu' \eta}(\nu''; \nu') \nu_+ \right]
\]
\[
= \frac{\Gamma}{2\hbar} \delta_{\nu' \eta} + \left( K^{\sigma}_{\nu' \eta} \right) \nu_+ \]
\[
\quad \equiv \frac{\Gamma}{2\hbar} \delta_{\nu' \eta} + \left( K^{\sigma}_{\nu' \eta} \right) \nu_+ \]
\]
where we have introduced the $2 \times 2$ matrix $K^{\sigma}_{\nu' \eta}$ of elements $K^{\sigma}_{\nu' \eta}(\nu', \nu) := \sum_{\nu''} \nu_+ \left[ h^{(\sigma)}_{\nu'' \eta}(\nu''; \nu') \nu_+ \right] + \left[ \sum_{\nu''} \nu_+ \bar{h}^{(\sigma)}_{\nu'' \eta}(\nu''; \nu') \nu_+ \right]$ and where the vertex reads as
\[
\nu_v = \frac{|t_4(\epsilon_k)|^2}{\hbar^2} f^{\nu}_\epsilon(\epsilon_k).
\]
In Eq. (K2), we have used the splitting of the Fermi function $f_v(x) = \delta_{-1} + v f_+(x)$ in the vertex. Also, we assumed that $\bar{h}^{(\sigma)}_{\nu \eta}(\nu', -1)$ has no poles in the upper complex plane, so that the contraction with the temperature-independent vertex $v$ simply yields $-\Gamma/2\hbar$, as in the nondressed case [see Eqs. (140) and (170)]. The matrix $\bar{h}^{(\sigma)}_{\nu \eta}$ has a $4 \times 4$ structure in the collective sojourn index $\eta = (\nu, \eta)$ induced by the third-tier bubble $\bar{B}^{(\sigma)}_3$.

In order to avoid the inversion of a four-dimensional matrix to evaluate $\bar{h}_3$, we exploit the specific form of the third-tier bubbles forming $\bar{B}^{(\sigma)}_3$ in the NCA4 and use a two-step procedure. We start by writing the matrix element of the $4 \times 4$ third-tier
Thus, Eq. (K5) yields

\[ \hat{B}_{\nu,\nu}'(\eta) = \left( \hat{h}_{\nu,\nu}'(\sigma) \right)^{-1} + \frac{\Gamma}{2\hbar} \delta_{\nu,\nu} + \nu'\nu F_v(\sigma), \]

where

\[ \hat{h}_{\nu,\nu}'(\sigma) = \left( \hat{h}_{\nu,\nu}(\sigma) \right)^{-1} - \frac{B_4^{\sigma}(\sigma)}{D^{\sigma}(\sigma)}, \]

with \( h^{\sigma}(\sigma) \) given in Eq. (231) and with \( D^{\sigma}(\sigma) = \{(h^{\sigma}(\sigma))^{-1} - B_4^{\sigma}(\sigma)\} \{(h^{\sigma}(\sigma))^{-1} - B_4^{\sigma}(\sigma)\} - B_4^{\sigma}(\sigma) B_4^{\sigma}(\sigma) \) a function of the energies, independent of the indices \( \nu'\nu \). As shown in Appendix J, the bare fourth-tier bubbles \( B_{4,\nu'\nu} \), with NCA2 structure, are

\[ B_4^{\sigma}(\sigma) = -\frac{\Gamma}{2\hbar} \delta_{\nu,\nu} + \nu'\nu F_v(\sigma), \quad \text{where} \quad F_v(\sigma) = -\frac{i}{\hbar} \sum_{\sigma'\sigma} \langle F_v(\sigma) \rangle. \]

The symmetries of the fourth-tier bubble imply

\[ \hat{h}_{\nu,\nu}'(\sigma) = \left( \hat{h}_{\nu,\nu}'(\sigma) \right)^{-1} + \frac{\Gamma}{2\hbar} \delta_{\nu,\nu} + \nu'\nu F_v(\sigma), \]

Thus, Eq. (K5) yields

\[ \hat{B}_{\nu,\nu}'(\eta) = \left( \hat{h}_{\nu,\nu}'(\sigma) \right)^{-1} + \frac{\Gamma}{2\hbar} \delta_{\nu,\nu} + \nu'\nu F_v(\sigma), \]

\[ \hat{B}_{\nu,\nu}'(\eta) = -\frac{\Gamma}{2\hbar} \delta_{\nu,\nu} + \nu'\nu F_v(\sigma). \]

For later purposes, let us define the matrix given by the sum over the vertex \( S_3^A := \sum_{\eta} \hat{B}_{\eta,\eta}'(\eta) \) and its off-diagonal elements

\[ s_\nu^A := \langle F_v(\sigma) / D^{\sigma}(\sigma) \rangle \nu. \]

We can express \( S_3^A \) in terms of its off-diagonal elements as

\[ S_3^A_{\nu,\nu} := \sum_{\eta} \langle \hat{h}_{\nu,\nu}'(\sigma) \rangle \nu = \langle \hat{h}_{\nu,\nu}'(\sigma) \rangle \nu = \sum_{\eta} A^\eta (\nu, \nu) - s_\nu^A = -\frac{\Gamma}{\hbar} + s_\nu^A, \]

\[ S_3^A_{\nu,\nu} := \sum_{\eta} \langle \hat{h}_{\nu,\nu}'(\sigma) \rangle \nu = \langle \hat{h}_{\nu,\nu}'(\sigma) \rangle \nu = -s_\nu^A, \]

where we used \( \sum_{\eta} A^\eta (\nu, \nu) - \sum_{\nu} s_\nu^A = \sum_{\eta} \langle \hat{h}_{\nu,\nu}'(\sigma) \rangle \nu = -\Gamma / \hbar \), assuming that the function

\[ \hat{h}_{\nu,\nu}'(\sigma) + \hat{h}_{\nu,\nu}'(\sigma) = \frac{1}{(h_{\nu,\nu}')^{-1} - B_4^{\sigma}(\sigma) - B_4^{\sigma}(\sigma) (h_{\nu,\nu}')^{-1} - B_4^{\sigma}(\sigma) + B_4^{\sigma}(\sigma) + B_4^{\sigma}(\sigma)} \]

\[ = \frac{1}{\epsilon - \epsilon_\nu + \xi \zeta_1 [\epsilon_\nu - E_\nu(\sigma)] + i\zeta \Gamma / 2 - \xi \zeta_2 V_4^{\sigma}(\sigma) + i\zeta \Gamma / 2 + i \xi \zeta_2 V_4^{\sigma}(\sigma) + \epsilon - \epsilon_\nu + \xi \zeta_1 [\epsilon_\nu - E_\nu(\sigma)] + i\zeta \Gamma / 2} \]

is analytical in the upper complex plane. Here, we used Eqs. (K7), (K8), and (231), and \( E_\nu(\nu) - E_\nu(\nu) = \nu U \). Note the formal similarity with the terms of the NCA2 Green’s function [Eqs. (189) and (191)]. As a matrix with indices \( \nu'\nu \), \( S_3^A \) reads as

\[ S_3^A = -\frac{\Gamma}{\hbar} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \begin{pmatrix} s_\nu^A & -s_\nu^A \\ -s_\nu^A & s_\nu^A \end{pmatrix} = -\frac{\Gamma}{\hbar} I + s^A. \]
Analogously, we introduce the $2 \times 2$ matrix $\tilde{B}_3^B(\nu)$ in the indices $\eta' \eta$ with explicit dependence on the vertex index $\nu$ [see the second term in Eq. (K4)]. The matrix element of $\tilde{B}_3^B(\nu)$ is

$$\tilde{B}^B_{3, \eta' \eta}(\nu) := [\tilde{h}^B_{3, \eta' \eta}(\sigma) v_{-\nu}], \quad (K14)$$

where

$$\tilde{h}^B_{3, \eta' \eta}(\sigma) = \left( \frac{h^B_{3, \eta' \eta}(\sigma)}{D^B(\sigma)} \right)^{-1} \frac{B^B_{4, \eta' \eta}(\sigma)}{D^B(\sigma)}, \quad \tilde{h}^B_{3, \eta' \eta} = \frac{B^B_{4, \eta' \eta}(\sigma)}{D^B(\sigma)}. \quad (K15)$$

The bare fourth-tier bubbles $B^B_{4, \eta' \eta}(\sigma)$, with NCA2 structure, can be written as

$$B^B_{4, \eta' \eta}(\sigma) = -\frac{\Gamma}{2\hbar} \delta_{\eta' \eta} + F(\sigma), \quad \text{where} \quad F(\sigma) = -\frac{i}{\hbar} \Sigma(\sigma). \quad (K16)$$

(see Appendix J). As above, also in this case the diagonal elements can be expressed in terms of the off-diagonal ones, which results in

$$\tilde{B}^B_{3, \eta' \eta}(\nu) = \left( \frac{h^B_{3, \eta' \eta}(\sigma)}{D^B(\sigma)} \right)^{-1} \frac{F(\sigma)}{D^B(\sigma)} v_{-\nu}, \quad (K17)$$

with $D^B(\sigma) = \left[ \left( h^B_{3, \eta' \eta}(\sigma) \right)^{-1} - B^B_{4, \eta' \eta}(\sigma) \right] - B^B_{4, \eta' \eta}(\sigma)$. For the matrix $S^B_3 := \sum_\nu \tilde{B}^B_3(\nu)$ of indices $\eta' \eta$ we get

$$S^B_3 := \sum_\nu \left[ B^B_{3, \eta' \eta}(\sigma) v_{-\nu} \right] = \sum_\nu \left[ \tilde{h}^B_{3, \eta' \eta}(\sigma) v_{-\nu} \right] = \sum_\eta A^B(\eta, \nu) - s^B_\eta = -\frac{\Gamma}{\hbar} + s^B_\eta, \quad (K18)$$

where $s^B_\eta := \langle [\tilde{h}^B_3(\sigma) / D^B(\sigma)] v_{-\nu} \rangle$. Similarly as for $S^A_3$, we used $\sum_\nu A^B(\eta, \nu) - \sum_\eta s^B_\eta = \sum_\nu \langle (\tilde{h}^B_{3, \eta' \eta}(\sigma) - \tilde{h}^B_{3, \eta' \eta}(\sigma)) v_{-\nu} \rangle = -\Gamma / \hbar$, assuming that the function

$$\tilde{h}^B_{3, \eta' \eta}(\sigma) - \tilde{h}^B_{3, \eta' \eta}(\sigma) = \frac{1}{(\tilde{h}^B_{3, \eta' \eta}(\sigma))^{-1} - B^B_{4, \eta' \eta}(\sigma) + \left( B^B_{4, \eta' \eta}(\sigma) \right) \left( \tilde{h}^B_{3, \eta' \eta}(\sigma))^{-1} - B^B_{4, \eta' \eta}(\sigma) \right) - B^B_{4, \eta' \eta}(\sigma)} \quad (K19)$$

[see Eqs. (K15), (K16), and (231)] is analytical in the upper complex plane. In matrix form, with indices $\eta' \eta$,

$$S^B_3 = -\frac{\Gamma}{\hbar} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \begin{pmatrix} s^B_+ & s^B_- \\ s^B_+ & s^B_- \end{pmatrix} = -\frac{\Gamma}{\hbar} I + s^B. \quad (K20)$$

The dressed bubble $\tilde{B}^B(\sigma)$, with $2 \times 2$ structure in $\eta' \eta$ [see Eq. (K2)] is then obtained as the contraction

$$\tilde{B}^B(\eta', \eta) = \begin{pmatrix} \tilde{h}^A(\eta) & h^A(\eta) \\ h^A(\eta) & \tilde{h}^A(\eta) \end{pmatrix} \begin{pmatrix} \tilde{B}^B_2 & \tilde{B}^B_3 \\ \tilde{B}^B_3 & \tilde{B}^B_2 \end{pmatrix}, \quad (K21)$$

where $\tilde{h}^A(\eta)$ is the propagator dressed solely by the $\tilde{B}^A_3$ bubbles.
First, we evaluate $\tilde{h}_2^A(\eta', \eta)$, considering its matrix structure in $\nu$ and dependencies on $\eta', \eta$ explicit. It is given by the series

$$
\tilde{h}_2^A(\eta', \eta) = \tilde{B}_4 + \tilde{B}_5 + \tilde{B}_6 + \ldots
$$

$$
= 1 h_2^2(\sigma) \delta_{\eta', \eta} + h_2^2(\sigma) B_3^A(\eta) h_2^2(\sigma) + h_2^2(\sigma) \sum_{\eta''} \tilde{B}_4^A(\eta'') h_2^2(\sigma) \tilde{B}_5^A(\eta) h_2^2(\sigma) + \ldots
$$

$$
= 1 h_2^2(\sigma) \delta_{\eta', \eta} + h_2^2(\sigma) B_3^A(\eta) h_2^2(\sigma) + h_2^2(\sigma) S_3^A h_2^2(\sigma) \tilde{B}_3^A(\eta) h_2^2(\sigma) + \ldots
$$

$$
= 1 h_2^2(\sigma) \delta_{\eta', \eta} + \frac{h_2^2(\sigma)}{1 h_2^2(\sigma) - 1 - S_3^A} B_3^A(\eta)
$$

$$
\equiv 1 h_2^2(\sigma) \delta_{\eta', \eta} + \tilde{C}^A \tilde{B}_3^A(\eta),
$$

where $S_3^A$ has been introduced above and

$$
\tilde{C}^A := \frac{h_2^2(\sigma)}{1 h_2^2(\sigma) - 1 - S_3^A}.
$$

Inversion of the matrix in the denominator of $\tilde{C}^A$ then yields

$$
\tilde{C}^A = \frac{h_2^2(\sigma)}{(1 h_2^2(\sigma) - 1 + \Gamma / \hbar)(1 h_2^2(\sigma) - 1 + \Gamma / \hbar - s_+ - S_3^A)}
\begin{bmatrix}
\Gamma / \hbar - s_+ & - s_+ \\
- s_+ & 1 h_2^2(\sigma) - 1 + \Gamma / \hbar - s_+
\end{bmatrix}
$$

$$
\equiv \frac{h_2^2(\sigma)}{1 h_2^2(\sigma) - 1 + \Gamma / \hbar - s_+}
\begin{bmatrix}
s_+ & - s_+ \\
- s_+ & s_+
\end{bmatrix}
$$

where

$$
\tilde{h}_2^2(\sigma) := \frac{1}{1 h_2^2(\sigma) - 1 + \Gamma / \hbar},
\tilde{h}_2^2(\sigma) := \frac{1}{1 h_2^2(\sigma) - 1 + \Gamma / \hbar - s_+},
$$

and $s_+ := \sum_\nu s_\nu = - \frac{\Gamma}{\hbar} \langle [D_\sigma^{s(\sigma)}]^{-1} \rangle$.

Now that we have a closed form for $\tilde{h}_2^A(\eta', \eta)$, let us switch to representing every quantity as a matrix in $\eta' \eta$ while making explicit the dependencies on $\nu$ and $\nu'$. This is natural for $\tilde{B}_3^A(\nu)$. On the other hand, as an intermediate step, we express $\tilde{h}_2^A(\eta', \eta)$ [Eq. (K22)] as the matrix element

$$
\tilde{h}_2^A_{\nu', \nu}(\nu', \nu) = h_2^2(\sigma) \delta_{\nu', \nu} \tilde{C}^A(\nu', \nu) \tilde{B}_3^A_{\nu', \nu}(\nu', \nu),
$$

where the product $\nu' \nu$ is associated to the overlap of three spin-$\sigma$ fermion lines in $\tilde{B}_3^A_{\nu', \nu}(\nu', \nu)$ [see Eq. (K4)]. Due to the sole dependency on the first-sojourn index $\eta$, the following property holds:

$$
\tilde{B}_3^A_{\eta', \nu}(\nu', \nu) = \tilde{B}_3^A_{\eta, \eta}(\nu', \nu). 
$$

Moreover, from Eqs. (K9) and (K17), $\tilde{B}_3^A_{\eta', \nu}(\nu', \nu)$ and $\tilde{B}_3^A_{\nu', \nu}(\nu', \nu)$ have the symmetries

$$
\tilde{B}_3^A_{\eta', \nu}(\nu', \nu) = A^\nu(\nu, \eta) + B_3^A_{\eta', \nu}(\nu, \nu),
\tilde{B}_3^A_{\nu', \nu}(\nu', \nu) = A^\nu(\eta, \nu) - B_3^A_{\nu', \nu}(\nu, \nu).
$$

From Eqs. (K24) and (K25), the function $\tilde{C}^A(\nu', \nu)$, which does not depend on $\eta$, reads as

$$
\tilde{C}^A(\nu', \nu) = \frac{h_2^2(\sigma)}{h_2^2(\sigma) - 1 + \Gamma / \hbar} \delta_{\nu', \nu} + \sum_{\nu'} \tilde{C}^A(\nu', \nu') \tilde{B}_3^A(\nu', \nu).
$$

Therefore, as a matrix in $(\eta', \eta)$,

$$
\tilde{h}_2^A(\eta', \eta) = 1 h_2^2(\sigma) \delta_{\eta', \eta} + \sum_{\nu'} \tilde{C}^A(\nu', \nu') \tilde{B}_3^A(\nu', \nu).
$$
Finally, let us introduce the matrices

\[
\sum_v v \mathbf{h}_2^\sigma(v', v) := \mathbf{h}_2^{\sigma(\sigma)}(v, v', v) + K^A(v', v),
\]

\[
K^A(v') := \sum_v v \sum_{v''} \mathbf{C}(v', v'') \bar{B}_3^\sigma(v''), v', v) \quad \text{and} \quad K^A := \sum_v K^A(v'). \tag{K31}
\]

Note that the matrices $K^A(v)$ and $K^A$ inherit the symmetry (K27).

We are now in the position to iterate the third-tier bubbles $\mathbf{B}_3^\sigma$ as outlined in Eq. (K21). Accounting for the factors $v$ and $v'$ associated to overlap of three spin-$\sigma$ fermion lines in $\mathbf{B}_3^\sigma$, the second term of Eq. (K2) yields the matrix in the indices $\eta', \eta$:

\[
K^\sigma(\sigma) = \sum_v v \mathbf{h}_2^{\sigma(\sigma)}(v', v)
\]

\[
= \sum_v v \sum_{v''} v \sum_{v'''} v \sum_{v'''} v \sum_{v'''} v \sum_{v'''} v \sum_{v'''} v \sum_{v'''} v \sum_{v'''} v \sum_{v'''} v \sum_{v'''} v + \ldots
\]

\[
= K^A + K^A \sum_v \bar{B}_3^\sigma(v', v') v \sum_v \mathbf{h}_2^\sigma(\eta', \eta) = \frac{1}{1 - \sum_v \bar{B}_3^\sigma(v', v') \sum_v \mathbf{h}_2^\sigma(v', v') v}
\]

\[
[\text{Eq. (K31)}] = \frac{K^4}{K^4} \frac{1}{1 - h_2^{\sigma(\sigma)} s^\sigma - \sum_v \bar{B}_3^\sigma(v) v K^A(v)}
\]

\[
[\text{Eq. (K32)}] = \frac{1}{1(1 + h_2^{\sigma(\sigma)} \Gamma/h) - h_2^{\sigma(\sigma)} s^\sigma - \sum_v \bar{B}_3^\sigma(v) v K^A(v)}
\]

From the properties of the third-tier bubbles [Eqs. (K9), (K17), (K27), (K28) and the definitions of $K^A$ and $K^A(v)$, Eq. (K31)], we have

\[
K^A_{\eta', \eta} = \sum_{v, v'} \mathbf{C}(v', v) v A^\sigma(v, \eta) \quad \sum_{v, v} \bar{B}_3^\sigma(v) v K^A(v) = \sum_{v, v} v' v v' \mathbf{C}(\eta', \eta) A^\sigma(v', v A^\sigma(v, \eta)) \tag{K33}
\]

After some lengthy manipulations one obtains the following results:

\[
K^A_{\eta, \eta} = \eta \Delta A^\sigma h_2^{\sigma(\sigma)} h_2^{\sigma(\sigma)} \sum_v \bar{B}_3^\sigma(v) v K^A(v) = (1 \Delta A^\sigma \Delta A^\sigma + P) h_2^{\sigma(\sigma)} h_2^{\sigma(\sigma)}
\]

\[
\text{where} \quad \Delta A^\sigma_{\eta, \eta} = \Delta A^\sigma_{\eta, \eta}(++, -) - \Delta A^\sigma_{\eta, \eta}(-+, +), \tag{K34}
\]

with $P_{\eta, \eta} = P_{\eta, \eta}$. This latter property, along with $s^\sigma_{\eta, \eta} = s^\sigma_{\eta, \eta}$, yields, upon inverting the matrix $K$, the key result

\[
K^\sigma_{\eta, \eta} = \eta \frac{\Delta A^\sigma h_2^{\sigma(\sigma)} h_2^{\sigma(\sigma)} \sum_v \bar{B}_3^\sigma(v) v K^A(v)}{(h_2^{\sigma(\sigma)})^{-1} + \Gamma/h - \Delta A^\sigma \Delta A^\sigma} \tag{K35}
\]

Note that the above expression implies for the retarded self-energy $\Sigma_{\sigma, \eta}(\varepsilon) = i \hbar \mathbf{B}^{\sigma(\sigma)}(\varepsilon)_{\xi+1}$ the property

\[
\sum_{\eta} \Sigma_{\sigma, \eta}(\varepsilon) = 0. \tag{K36}
\]
The explicit expression for \( \Delta A^\varphi_+ = A^\varphi(+,-) - A^\varphi(-,+) \) is found from the definition of \( A^\varphi(\nu, \eta) \) [Eq. (K9)], adding \((\Gamma/\hbar)/D^{\varphi(\sigma)}\) to both the contracted functions in the difference, and using Eq. (K12). The result is

\[
\Delta A^\varphi_+ = \left\{ \left[ \frac{(\hbar \sigma^{(\sigma \varphi)})^{-1}}{D^{\varphi(\sigma \varphi)}} \right] v_+ \right. 
\]

\[
= \left\{ \frac{i \zeta \hbar}{\epsilon - \epsilon_{k_1} + \zeta \zeta_2[\epsilon_{k_2} - E_\sigma(+)] + i \zeta \Gamma / 2} + \zeta_2 \sum_{\nu, \eta} \left[ \frac{U}{\epsilon - \epsilon_{k_1} + \zeta \zeta_2[\epsilon_{k_2} - E_\sigma(-)] + i \zeta \Gamma / 2} \right] \right. 
\]

\[
= \sum_{\nu} v_+ \left\{ \frac{i \zeta_2 \hbar}{\epsilon_{k_2} - E_\sigma(\nu) + \zeta_2(\epsilon - \epsilon_{k_1}) + i \zeta_2 \Gamma / 2} - \nu \zeta \sum_{\nu, \eta} \left[ \frac{U}{\epsilon - \epsilon_{k_1} + \zeta \zeta_2[\epsilon_{k_2} - E_\sigma(\nu)] + i \zeta \Gamma / 2} \right] \right. 
\]

where the contraction involves the innermost fermion line indexed with \( k_2 \) and where we used \( \zeta^2 = 1 \). Here, \( E_\sigma(\nu) = \epsilon_\sigma + (1 + \nu)\Gamma/2 \). A similar result holds for \( \Delta A^\varphi_- \). Note that this expression displays the same structure as the one for the Green’s function [Eq. (K37)]; this makes evident that the renormalization of the dot energies \( E_\sigma(\nu) \) [\( E_\sigma(\eta) \)] occurs also at the level of the self-energy and in principle at all (even) levels of the hierarchy.

**APPENDIX L: EVALUATION OF THE DRESSED THIRD-TIER BUBBLES IN THE SIMPLIFIED NCA4**

A simplification of the NCA4 is obtained by setting to zero the nontrivial parts of the fourth-tier bubbles, namely, setting \( \Sigma^{(\sigma \varphi)}_{4,\nu_0} \) in Eq. (K37) or, equivalently \( F^{(\sigma \varphi)}_{\nu_0} = 0 \) in Eqs. (K7) and (K16). As a result, the definition in Eqs. (K9) yields

\[
A^\varphi(\nu, \eta) \approx \left\langle \frac{1}{(\hbar \sigma^{(\sigma \varphi)})^{-1} + \Gamma/2} \right. \right. 
\]

\[
= \left\langle \frac{i \zeta_2 \hbar}{\epsilon_{k_2} - E_\sigma(\nu) + \zeta_2(\epsilon - \epsilon_{k_1}) + i \zeta_2 \Gamma / 2} \right. \right. 
\]

\[
= \left\langle \frac{1}{\hbar} \sum_{\alpha_2} \bar{\theta}_{\alpha_2} |t_{\alpha_2}|^2 \sum_{\zeta_2} \int_\nu W d\epsilon_2 \left[ \frac{f^{(\sigma \varphi)}_{\nu_0}(\epsilon_2)}{\epsilon_2 - [E_\sigma(\nu) - \zeta_2(\epsilon - \epsilon_{k_1})] + i \zeta_2 \Gamma / 2} \right] \right. \right. 
\]

where \( E_\sigma(\nu) = \epsilon_\sigma + (1 + \nu)\Gamma/2 \). Here, the vertex \( v_\sigma(\kappa) \) is defined in Eq. (155), the propagator \( h^{(\sigma \varphi)}_{3,\nu_0} \) is given in Eq. (231), and the width \( \Gamma/2\hbar \) is graphically rendered by the dashed box which is the sum of the geometrical series

\[
\ldots \quad \ldots = \ldots \ldots + \ldots \ldots + \ldots \ldots + \ldots \ldots 
\]

Using Eq. (I6) to solve the integral we obtain

\[
A^\varphi(\nu, \eta) \approx \sum_{\alpha} \frac{\Gamma_\alpha}{2\pi} \left\{ \eta \left[ \text{Re} \left( \frac{1}{2} + i \frac{\xi(\epsilon_1 - \epsilon) + E_\sigma(\nu) - i \Gamma / 2 - \mu_\alpha}{2\pi k_B T} \right) \right] - \text{Re} \left( \frac{1}{2} + i \frac{\xi(\epsilon - \epsilon_1) + E_\sigma(\nu) - i \Gamma / 2 - \mu_\alpha}{2\pi k_B T} \right) \right\} 
\]

\[
+ \left[ \pi + \eta \text{Im} \left( \frac{1}{2} + i \frac{\xi(\epsilon_1 - \epsilon) + E_\sigma(\nu) - i \Gamma / 2 - \mu_\alpha}{2\pi k_B T} \right) \right] + \eta \text{Im} \left( \frac{1}{2} + i \frac{\xi(\epsilon - \epsilon_1) + E_\sigma(\nu) - i \Gamma / 2 - \mu_\alpha}{2\pi k_B T} \right) \right\} 
\]

where \( \Gamma_\alpha = 2\pi \theta_\alpha |t_\alpha|^2 \) and \( \sum_\alpha \Gamma_\alpha = \Gamma \). As a further approximation, we fix the argument \( \epsilon_1 = \epsilon \), which yields

\[
A^\varphi(\nu, \eta) \approx - \sum_{\alpha} \frac{\Gamma_\alpha}{\hbar} \left[ \frac{1}{2} + \eta \frac{1}{\pi} \text{Im} \left( \frac{1}{2} + i \frac{\Gamma / 2}{2\pi k_B T} + \eta \frac{E_\sigma(\nu) - i \Gamma / 2 - \mu_\alpha}{2\pi k_B T} \right) \right]. 
\]
A similar calculation for $A^\sigma(\eta, \nu)$, defined in Eq. (K17), gives

$$A^\sigma(\eta, \nu) \simeq -\sum_\alpha \frac{\Gamma_\alpha}{\hbar} \left[ \frac{1}{2} + \frac{1}{\pi} \text{Im} \psi \left( \frac{1}{2} + \frac{\Gamma/2}{2\pi k_b T} + i \frac{E_\sigma(\eta) - \mu_\alpha}{2\pi k_b T} \right) \right].$$  

(L5)

The third-tier bubble of type $\sigma(\tilde{\sigma})$ does not have a matrix structure and is given by the contraction of the propagators in Eq. (232), dressed by the simplified fourth-tier bubble $B_4 = -\Gamma/2$, with the vertex $v_\sigma = -|\sigma(\epsilon_\sigma)|^2 f_\sigma^\alpha(\epsilon_\sigma)/\hbar^2$, where $x$ stands for $\eta$ or $\nu$. It is the composite bubble

$$\tilde{B}_3^{\sigma(\tilde{\sigma})} \simeq \sum_\alpha \frac{\Gamma_\alpha}{2\pi} \left[ \text{Re} \Psi \left( \frac{1}{2} + i\frac{\epsilon - \xi_1(\epsilon_\sigma - U - \epsilon_\sigma) - i\Gamma/2 - \mu_\alpha}{2\pi k_b T} \right) - \text{Re} \Psi \left( \frac{1}{2} + i\frac{\epsilon - \xi_1(\epsilon_\sigma - \epsilon_1) + i\Gamma/2 - \mu_\alpha}{2\pi k_b T} \right) \right] .$$

(L6)

where $E_\sigma(\eta) = \epsilon_\sigma + (1 + \eta)U/2$. From Eq. (I6) we obtain

$$\tilde{B}_3^{\sigma(\tilde{\sigma})} \simeq \sum_\alpha \frac{\Gamma_\alpha}{2\pi} \left[ 2\pi - \text{Im} \Psi \left( \frac{1}{2} + i\frac{\epsilon - \xi_1(\epsilon_\sigma - \epsilon_1) + i\Gamma/2 - \mu_\alpha}{2\pi k_b T} \right) \right] .$$

(L7)

Taking $\epsilon = \epsilon_1 = \mu_\alpha$, the retarded $(\zeta = +1)$ third-tier self-energies $\tilde{\Sigma}_3(\sigma, \tilde{\sigma})_{\xi=+1}^\alpha := i\hbar\tilde{B}_3(\sigma, \tilde{\sigma})_{\xi=+1}$ read as

$$\tilde{\Sigma}_3(\sigma, \tilde{\sigma})_{\xi=+1}^\alpha \simeq -\sum_\alpha \frac{\Gamma_\alpha}{2\pi} \left[ \text{Re} \Psi \left( \frac{1}{2} - i\xi_1(\epsilon_\sigma + U - \mu_\alpha) + i\Gamma/2 \right) - \text{Re} \Psi \left( \frac{1}{2} - i\xi_1(\epsilon_\sigma - \mu_\alpha) + i\Gamma/2 \right) \right] .$$

(L8)

Consider the degenerate case $\epsilon_1 = \epsilon_\perp = \epsilon_0$ at equilibrium $\mu_\alpha = \mu$. At the particle-hole symmetry point $\mu - \epsilon_0 = U/2$, Eq. (L8) simplifies to

$$\tilde{\Sigma}_3(\sigma, \tilde{\sigma})_{\xi=+1}^\alpha \simeq -i\Gamma \left[ 1 \pm \frac{2}{\pi} \text{Im} \Psi \left( \frac{1}{2} + \frac{\Gamma/2}{2\pi k_b T} + i \frac{U/2}{2\pi k_b T} \right) \right].$$

(L9)
APPENDIX M: EVALUATION OF THE DRESSED BUBBLE $\tilde{B}^{(\sigma)}$ WITHIN THE SIMPLIFIED NCA4

Within the simplified NCA4, we can give an explicit expression for the functions $\Delta A^{\sigma/\sigma}_{+}$ appearing in $K^{\sigma(\sigma)}_{\eta\eta}$ [Eq. (K35)]. Using the simplified third-tier bubbles [Eqs. (L4) and (L5)], we find

$$\Delta A^{\sigma}_{\pm} = - \sum_{a} \frac{\Gamma_{a}}{\hbar} \left[ \frac{1}{\pi} \text{Im} \psi \left( \frac{1}{2} + \frac{\Gamma/2}{2\pi \hbar T} + i \frac{\epsilon_{a} + U - \mu_{a}}{2\pi \hbar T} \right) - \frac{1}{\pi} \text{Im} \psi \left( \frac{1}{2} + \frac{\Gamma/2}{2\pi \hbar T} + i \frac{\epsilon_{a} - \mu_{a}}{2\pi \hbar T} \right) \right].$$

$$\Delta A^{\sigma}_{\pm} = - \sum_{a} \frac{\Gamma_{a}}{\hbar} \left[ \frac{1}{\pi} \text{Im} \psi \left( \frac{1}{2} + \frac{\Gamma/2}{2\pi \hbar T} + i \frac{\epsilon_{a} + U - \mu_{a}}{2\pi \hbar T} \right) - \frac{1}{\pi} \text{Im} \psi \left( \frac{1}{2} + \frac{\Gamma/2}{2\pi \hbar T} + i \frac{\epsilon_{a} - \mu_{a}}{2\pi \hbar T} \right) \right].$$

(M1)

We can write $K^{\sigma(\sigma)}_{\eta\eta}$ as

$$K^{\sigma(\sigma)}_{\eta\eta} = - \frac{\eta}{2(\Delta A^{(\sigma)}_{\pm} \Delta A^{(\sigma)}_{\pm})^{1/2}} \left[ \frac{1}{[h_{2}^{(\sigma)}]^{-1} + \Gamma/\hbar + (\Delta A^{(\sigma)}_{\pm} \Delta A^{(\sigma)}_{\pm})^{1/2}} - \frac{1}{[h_{2}^{(\sigma)}]^{-1} + \Gamma/\hbar - (\Delta A^{(\sigma)}_{\pm} \Delta A^{(\sigma)}_{\pm})^{1/2}} \right].$$

(M2)

Since the above expression is independent of $\eta'$, the bubble $B^{(\sigma)}_{\eta\eta} = -(\Gamma/\hbar)\mathbf{i} + (K^{(\sigma)}_{\eta\eta})\mathbf{v}_{+}$ has the property [see Eq. (K2)]

$$B^{(\sigma)}_{\eta\eta} = - \frac{\Gamma}{2\hbar} \delta_{\eta\eta} + B^{(\sigma)}_{\eta\eta}. $$

(M3)

Noting that $\Delta A^{(\sigma)}_{\pm} = -|\Delta A^{(\sigma)}_{\pm}|$, the off-diagonal elements are

$$B^{(\sigma)}_{\eta\eta} = (K^{(\sigma)}_{\eta\eta})_{\mathbf{v}_{+}} = \frac{i \eta}{\hbar} \sum_{a} \frac{\Gamma_{a}}{\hbar} \text{Re} \psi \left( \frac{1}{2} + \frac{\Gamma_{+}}{2\pi \hbar T} + i \frac{\epsilon_{a} - \mu_{a}}{2\pi \hbar T} \right) - \text{Re} \psi \left( \frac{1}{2} + \frac{\Gamma_{-}}{2\pi \hbar T} + i \frac{\epsilon_{a} - \mu_{a}}{2\pi \hbar T} \right),$$

where $\Gamma_{\pm} = \Gamma \pm \hbar(\Delta A^{(\sigma)}_{\pm} \Delta A^{(\sigma)}_{\pm})^{1/2}$. Using Eq. (15) to perform the integrations we obtain for the corresponding retarged self-energies

$$\Sigma^{(\sigma)}_{\eta\eta}(\epsilon) = i \hbar B^{(\sigma)}_{\eta\eta}(\kappa) |_{\kappa = 1}$$

$$= - \eta \frac{\Gamma}{2\pi} \sum_{a} \frac{\Gamma_{a}}{\hbar} \left[ \text{Re} \psi \left( \frac{1}{2} + \frac{\Gamma_{+}}{2\pi \hbar T} + i \frac{\epsilon_{a} - \mu_{a}}{2\pi \hbar T} \right) - \text{Re} \psi \left( \frac{1}{2} + \frac{\Gamma_{-}}{2\pi \hbar T} + i \frac{\epsilon_{a} - \mu_{a}}{2\pi \hbar T} \right) \right].$$

(M5)

Note that these self-energies maintain the property of the full NCA4 result in Eq. (K36). At equilibrium, $\mu_{L} = \mu_{R} = \mu$, and in the degenerate case, $\epsilon_{1} = \epsilon_{1} = \epsilon_{0}$,

$$\Sigma^{(\sigma)}_{\eta\eta}(\epsilon) \simeq - \frac{\eta \Gamma}{2\pi} \left[ \text{Re} \psi \left( \frac{1}{2} + \frac{\Gamma_{+}}{2\pi \hbar T} + i \frac{\epsilon - \mu}{2\pi \hbar T} \right) - \text{Re} \psi \left( \frac{1}{2} + \frac{\Gamma_{-}}{2\pi \hbar T} + i \frac{\epsilon - \mu}{2\pi \hbar T} \right) \right].$$

(M6)

The self-energies are well behaved in the limit $T \to 0$, though they do not yield the correct unitary limit for the conductance. Moreover, the correct behavior for the exponent of the expression for the Kondo temperature is not captured by this scheme. Indeed, for $\mu = \mu_{0}, U - \mu + \mu_{0} \gg \Gamma$, from Eq. (M1) $\Delta A^{(\sigma)}_{\pm} \Delta A^{(\sigma)}_{\pm} \sim -\Gamma/\hbar$ and the dressed self-energy $\Sigma^{(\sigma)}_{\eta\eta}(\mu)$ is approximated, at low temperature, by

$$\Sigma^{(\sigma)}_{\eta\eta}(\mu) \simeq - \frac{\eta \Gamma}{4\pi} \left[ \text{Re} \psi \left( \frac{1}{2} + \frac{2\Gamma_{+}}{2\pi \hbar T} \right) - \text{Re} \psi \left( \frac{1}{2} \right) \right].$$

(M7)

As shown in the main text, the prefactor yields an incorrect exponent in the Kondo temperature. At the particle-hole symmetry point $\mu - \mu_{0} = U/2$,

$$\Sigma^{(\sigma)}_{\eta\eta}(\mu) = - \frac{\eta \Gamma}{4\pi} \left[ \text{Re} \psi \left( \frac{1}{2} + \frac{\Gamma_{+}}{2\pi \hbar T} \right) - \text{Re} \psi \left( \frac{1}{2} \right) \right].$$

(M8)

where, since $\Delta A^{(\sigma)}_{\pm} = \Delta A^{(\sigma)}_{\pm} = \Delta A_{\pm}$, the arguments of the digamma function read as

$$\Gamma_{\pm} = \Gamma \pm \hbar \Delta A_{\pm} = \Gamma \left[ 1 \pm \frac{2}{\pi} \text{Im} \psi \left( \frac{1}{2} + \frac{\Gamma/2}{2\pi \hbar T} + i \frac{U/2}{2\pi \hbar T} \right) \right].$$

(M9)

Note that, according to Eq. (L9),

$$\Sigma^{(\sigma)}_{3\sigma,\pm} = -i \Gamma_{\pm}. $$

(M9)
APPENDIX N: EVALUATION OF THE DRESSED BUBBLE $\tilde{B}^{(\sigma)}$

In the NCA, the dressed bubble $\tilde{B}^{(\sigma)}$ is given by iteratively inserting the composite third-level bubble $\tilde{B}_3^{(\sigma)}$ in Eq. (224) which results in the geometrical series

$$\tilde{B}_n^{(\sigma,\eta)} = \left( \frac{1}{[h_2^{(\sigma)}]^{-1} - B_3^{(\sigma)}} \right)^n,$$

where the bare propagator $h_2^{(\sigma)}$ is given by

$$h_2^{(\sigma)} = i\hbar \frac{1}{\epsilon_k - E_\sigma + \xi_k (E_k - E_\sigma) + i0^+},$$

and $E_\sigma = \epsilon_\sigma - U/2$. From Eq. (N1), the retarded ($\zeta = +1$), dressed self-energy of type ($\tilde{\sigma}$) reads as

$$\Sigma_{\sigma,\eta}^{(\tilde{\sigma})}(\epsilon) \equiv i\zeta \hbar \tilde{B}_{\eta\eta}^{(\sigma)}(\kappa)|_{\zeta=+1}$$

$$= i\zeta \hbar^2 \sum_{\kappa_1} [\sum_{\eta} f_{\eta\eta}(\epsilon_1) - i\zeta_1 (\xi_k - \epsilon_\sigma - U/2\hbar) - i\zeta_1 (\xi_k - \epsilon_\sigma - U/2\hbar) - \hbar B_3^{(\sigma)}]_{\zeta=+1}$$

$$= \sum_{\alpha} g_\alpha [\sum_{\eta} f_{\eta\eta}(\epsilon_1) \int_{-\infty}^{\infty} d\epsilon_1 \epsilon_1 - [\xi_1 (\epsilon_\sigma - \epsilon) + \delta(\epsilon_\sigma + U) - i\zeta_1 \hbar B_3^{(\sigma)}]_{\zeta=+1}$$

By summing over $\eta$ and applying Eq. (I1), one finds in the NCA (and in the lower-tier schemes)

$$\sum_\eta \Sigma_{\sigma,\eta}^{(\tilde{\sigma})}(\epsilon) = -i\Gamma.$$

Within the NCA4, and further assuming the third-tier self-energies to be energy independent, i.e., given by Eq. (L8), the integral in Eq. (N3) is readily solved as

$$\tilde{\Sigma}_{\sigma,\eta}^{(\tilde{\sigma})}(\epsilon) \simeq \sum_{\alpha} g_\alpha [\sum_{\eta} f_{\eta\eta}(\epsilon_1) \int_{-\infty}^{\infty} d\epsilon_1 \epsilon_1 - [\xi_1 (\epsilon_\sigma - \epsilon) + \delta(\epsilon_\sigma + U) + \zeta_1 \Re \tilde{\Sigma}_{\zeta_1}^{(\tilde{\sigma})}] - i\zeta_1 \Im \tilde{\Sigma}_{\zeta_1}^{(\tilde{\sigma})}$$

$$= \sum_{\alpha} g_\alpha [\sum_{\eta} f_{\eta\eta}(\epsilon_1) \int_{-\infty}^{\infty} d\epsilon_1 \epsilon_1 - [\xi_1 (\epsilon_\sigma - \epsilon) + \delta(\epsilon_\sigma + U) + \zeta_1 \Re \tilde{\Sigma}_{\zeta_1}^{(\tilde{\sigma})}] + i\zeta_1 \Im \tilde{\Sigma}_{\zeta_1}^{(\tilde{\sigma})}$$

$$= -\eta \sum_{\alpha} \frac{\Gamma_\alpha}{2\pi} \left[ \psi\left(1/2 + i\tilde{\xi}_{1\tilde{\eta}} - \mu_a/2\pi k_B T\right) - \psi^\ast\left(1/2 + i\tilde{\xi}_{1\tilde{\eta}} - \mu_a/2\pi k_B T\right) \right] - \frac{\Gamma}{2},$$

where, in the second line, we used explicitly the fact that the imaginary part of $\tilde{\Sigma}_{\zeta_1}^{(\tilde{\sigma})}$ is negative [see Eq. (L7)]. Here, the energies in the arguments of the digamma functions read as

$$\tilde{\xi}_{1\tilde{\eta}} = \epsilon_\sigma + \xi_1 (\epsilon_\sigma - \epsilon) + \delta(\epsilon_\sigma + U) + \zeta_1 \Re \tilde{\Sigma}_{\zeta_1}^{(\tilde{\sigma})} - i|\Im \tilde{\Sigma}_{\zeta_1}^{(\tilde{\sigma})}|.$$

In the degenerate case, $\epsilon_\uparrow = \epsilon_\downarrow = \epsilon_0$, at equilibrium, $\mu_a = \mu$:

$$\tilde{\Sigma}_{\sigma,\eta}^{(\tilde{\sigma})}(\epsilon) = -\eta \frac{\Gamma}{2\pi} \left[ \psi\left(1/2 + i\tilde{\xi}_{1\tilde{\eta}} - \mu_a/2\pi k_B T\right) - \psi^\ast\left(1/2 + i\tilde{\xi}_{1\tilde{\eta}} - \mu_a/2\pi k_B T\right) \right] - \frac{\Gamma}{2}.$$

At the particle-hole symmetry point $\mu - \epsilon_0 = U/2$,

$$\tilde{\Sigma}_{\sigma,\eta}^{(\tilde{\sigma})}(\mu) = -\eta \frac{\Gamma}{2\pi} \left[ \Re \psi\left(1/2 + \frac{\Gamma_+}{2\pi k_B T}\right) - \Re \psi\left(1/2 + \frac{\Gamma_-}{2\pi k_B T}\right) \right] - \frac{\Gamma}{2},$$

where we used Eq. (M9).
APPENDIX O: FERMI-LIQUID BEHAVIOR WITHIN THE sNCA4

Assuming a symmetric coupling $\Gamma_L = \Gamma_R = \Gamma/2$ in the degenerate case $\epsilon_{\sigma} = \epsilon_0$, Eq. (131) yields for the SIAM linear conductance

$$G(T) = G_0 \frac{\pi}{2} \int d\epsilon \left( -\frac{\partial f_+(\epsilon)}{\partial \epsilon} \right) g(\epsilon, T),$$

where $G_0 = 2e^2/h$ is the unit of conductance and $g(\epsilon, T) := \Gamma\left[-\text{Im}G^\prime_{\sigma\sigma}(\epsilon, T)/\pi\right]$. Integrating by parts Eq. (O1), using the Sommerfeld expansion for the resulting integral, and expanding $g(\mu, T)$ to second order in $T$, we obtain the following low-temperature expression for the linear conductance [98]:

$$G(T) \simeq G_0 \frac{\pi}{2} [g(\mu, 0) + \partial_T g(\mu, 0)T + \partial_T^2 g(\mu, 0)T^2/2 + \pi^2 k_B^2 \partial_\epsilon^2 g(\mu, 0)T^2/6].$$

From Eq. (O3), we find for the temperature derivatives of the function $g(\epsilon, T)$, calculated at the particle-hole symmetry point,

$$\partial_T g(\mu, 0) = \frac{3U \Gamma^2}{2\pi} \frac{\partial_T \text{Re} \Sigma_{-\mu}(\mu, 0)}{\left[D(\mu, 0)\right]^2},$$
$$\partial_T^2 g(\mu, 0) = \frac{3U \Gamma^2}{2\pi} \frac{[D(\mu, 0)]^2 \partial_T^2 \text{Re} \Sigma_{-\mu}(\mu, 0) + 2U D(\mu, 0)\partial_T \text{Re} \Sigma_{-\mu}(\mu, 0)]^2}{[D(\mu, 0)]^4},$$

where $D(\epsilon, T) = U^2/4 + 3\Gamma^2/4 - U \text{Re} \Sigma_{\mu\sigma}(\epsilon, T)$. The relation $\psi(1/2 + z) = 2\psi(2z) - \psi(z) - 2 \ln(2)$ and the asymptotic expansion of the digamma function $\psi(z) \sim \ln(z) + 1/2z - 1/12z^2$ [99] give, in the low-temperature limit, with $Z = X + iY$, the approximation

$$\psi \left( \frac{1}{2} + \frac{Z(T)}{2\pi k_B T} \right) \sim \ln \left( \frac{|Z|}{2\pi k_B T} \right) + i \arctan \left( \frac{Y}{X} \right) + \frac{1}{24} \left( \frac{2\pi k_B T}{Z} \right)^2.$$

Allowing for a temperature-dependent argument $Z = Z(T)$ and using the above expression we obtain

$$\partial_T \psi \left( \frac{1}{2} + \frac{Z(T)}{2\pi k_B T} \right) \sim -\frac{1}{T} + \frac{(\pi k_B)^2}{2|Z(T)|^2} T + \left[ \frac{1}{Z(T)} - \frac{(\pi k_B)^2}{3|Z(T)|^3} \right] \partial_T Z(T),$$
$$\partial_T^2 \psi \left( \frac{1}{2} + \frac{Z(T)}{2\pi k_B T} \right) \sim \frac{1}{T^2} + \frac{(\pi k_B)^2}{2|Z(T)|^2} T \partial_T \left[ \frac{1}{Z(T)} - \frac{(\pi k_B)^2}{3|Z(T)|^3} \right] + \partial_T \left[ \frac{1}{Z(T)} - \frac{(\pi k_B)^2}{3|Z(T)|^3} \right] \partial_T Z(T) + \frac{1}{Z(T)} - \frac{(\pi k_B)^2}{3|Z(T)|^3} \partial_T^2 Z(T).$$

These results can be applied to the self-energy $\Sigma_{\mu\sigma}(\mu, T) = \Sigma_{\sigma\mu}(\mu) + \Sigma_{\sigma\mu}(\mu)$ at the particle-hole symmetry point

$$\Sigma_{\sigma\mu}(\mu, T) = \frac{3\Gamma}{4\pi} \left\{ \text{Re} \psi \left( \frac{1}{2} + \frac{\Gamma_{+}(T)}{2\pi k_B T} \right) - \text{Re} \psi \left( \frac{1}{2} + \frac{\Gamma_{-}(T)}{2\pi k_B T} \right) \right\} - i\frac{\Gamma}{2},$$

with

$$\Gamma_{\pm}(T) = \Gamma \left[ 1 \pm \frac{2}{\pi} \text{Im} \psi \left( \frac{1}{2} + \frac{\Gamma/2}{2\pi k_B T} + i\frac{U/2}{2\pi k_B T} \right) \right].$$

Equation (O4) also yields

$$\partial_T \Gamma_{\pm}(T) = \pm \frac{16\pi k_B}{3} \frac{\Gamma^2 U}{(\Gamma^2 + U^2)^2} T.$$

As a result,

$$\partial_T \Sigma_{\sigma\mu}(\mu, 0) = 0$$

and

$$\partial_T^2 \Sigma_{\sigma\mu}(\mu, 0) = \frac{16\pi k_B}{4} \left\{ \frac{1}{\left[ \Gamma_{+}(0) \right]^2} - \frac{1}{\left[ \Gamma_{-}(0) \right]^2} \right\} - \frac{1}{\Gamma_{+}(0)} + \frac{1}{\Gamma_{-}(0)} \frac{16\pi U}{(\Gamma^2 + U^2)^2}.$$

From Eq. (O3)

$$\partial_T g(\mu, 0) = 0, \quad \partial_T^2 g(\mu, 0) = \frac{3U \Gamma^2}{2\pi} \frac{\partial_T^2 \text{Re} \Sigma_{\sigma\mu}(\mu, 0)}{[U^2/4 + 3\Gamma^2/4 - U \text{Re} \Sigma_{\sigma\mu}(\mu, 0)]^2} \neq 0.$$

The general expression for the NCA4 Green’s function at equilibrium, conveniently rewritten as

$$G^R_{\sigma\sigma}(\epsilon) = \frac{\epsilon - \epsilon_\sigma - U + i\Gamma/2 + U \langle n_\sigma \rangle}{(\epsilon - \epsilon_\sigma + i\Gamma/2)(\epsilon - \epsilon_\sigma - U + i\Gamma/2) + U \Sigma_{\sigma\sigma}(\epsilon)},$$

(10)
yields for the derivative with respect to $\epsilon$ of the function $g(\epsilon, T)$ calculated at the particle-hole symmetry point and in the degenerate case
\[
\partial^2_\epsilon g(\mu, 0) = \frac{\Gamma/\pi}{[D(\mu, 0)]^2} \left[ 7\Gamma + 2U\partial_\hat{\epsilon}\text{Re} \hat{\Sigma}_{\sigma,-}(\mu, 0) + (3/2)\Gamma U\partial^2_\epsilon \text{Re} \hat{\Sigma}_{\sigma,-}(\mu, 0) \right] \\
+ \frac{\Gamma/\pi}{[D(\mu, 0)]^2} \left[ 12\Gamma^3 - 3\Gamma U^2 \left[ \partial_\epsilon \text{Re} \hat{\Sigma}_{\sigma,-}(\mu, 0) \right]^2 \right]. \tag{O11}
\]

For an energy-independent argument $Z$ we have for the derivatives with respect to the energy [71]
\[
\partial_\epsilon \psi \left( \frac{1}{2} + \frac{Z}{2\pi k_B T} + \frac{\epsilon - \mu}{2\pi k_B T} \right) \bigg|_{\epsilon=\mu, T=0} = \frac{\sin(\varphi) + i \cos(\varphi)}{|Z|}, \\
\partial^2_\epsilon \psi \left( \frac{1}{2} + \frac{Z}{2\pi k_B T} + \frac{\epsilon - \mu}{2\pi k_B T} \right) \bigg|_{\epsilon=\mu, T=0} = \frac{\cos(2\varphi) - i \sin(2\varphi)}{|Z|^2}, \tag{O12}
\]
where $Z = |Z| \exp(i\varphi)$. Using Eqs. (M6) and (N7), this entails
\[
\partial_\epsilon \text{Re} \hat{\Sigma}_{\sigma,-}(\mu, 0) = -\frac{\Gamma}{\pi} \frac{\sin(\varphi_+)}{|Z_+|}, \\
\partial^2_\epsilon \text{Re} \hat{\Sigma}_{\sigma,-}(\mu, 0) = \frac{\Gamma}{2\pi} \left[ \frac{\cos(2\varphi_+)}{|Z_+|} - \frac{1}{\Gamma^-} \right] + \frac{\Gamma}{4\pi} \left[ \frac{1}{\Gamma_+^2} - \frac{1}{\Gamma^-^2} \right]. \tag{O13}
\]
where $\varphi_+ = \arctan(2\mu/\Gamma_+)$ and $|Z_+| = \sqrt{(2\mu)^2 + \Gamma_+^2}$. The vanishing linear term in the low-temperature expansion of the linear conductance, Eq. (O2), and the resulting quadratic dependence on $T$ indicate that the sNCA4 displays at low temperature a Fermi-liquid behavior. Nevertheless, the saturation value at $T = 0$ differs in the sNCA4 from the correct value $g(\mu, 0) = 2/\pi$.
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