Using linear mixed models to analyze learning processes within sessions improves detection of treatment effects: An exemplary study of chronometric mental rotation
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ABSTRACT
Practice effects occur for many cognitive tasks. They are observed not only between repeated tests, but also within sessions. They can confound the detection of treatment effects, even when compared with control groups. We present an approach to reduce the impact of within-session practice effects through inclusion and manipulation of time in linear mixed models. With an exemplary mental rotation task, we demonstrate the possibility to investigate performance within sessions. We show how controlling for practice effects can improve comparisons between treatments. Through simulations, we demonstrate the impact of within-session practice effects and the usefulness of the presented approach.

1. Introduction
Traditionally, intervention studies using within-subjects repeated measures designs were commonly analyzed with ANOVAs. More recently, linear mixed models and general mixed models became more widely spread, in part due to the increased availability of computing power and easy to use packages (Bates et al., 2015). The general advantages of mixed models are well documented but there exists some debate on the choice of specific parameters, especially the choice of random slopes (Barr et al., 2013; Bates et al., 2015; Brauer and Curtin, 2018; Matuschek et al., 2017). For overviews of the theoretical background and applications of mixed models, see, for example, Baayen et al., 2008, Barr et al. (2013), or Brauer and Curtin (2018), or a more beginner-friendly practical tutorial of Winter (2013).

In short, mixed models employ both random and fixed effects. There is no clear definition of random and fixed effects. Typically, random effects are expected to generalize to a more general sample (e.g., generalizing data of randomly chosen participants to the general population). Fixed effects include all items of interest (e.g., all treatments of interest in one study). Each random effect can furthermore be associated with random intercepts and random slopes. While random intercepts account for baseline differences, random slopes account for possible differences in the interaction of fixed and random effects. Some of the main advantages of mixed models are the treatment of multiple crossed or nested random effects, the possible inclusion of multiple covariates, and the possibility to analyze unbalanced and partially missing data, all while achieving higher statistical power.

Moreover, mixed models offer possibilities to analyze the progress during the time course of an experiment (Baayen et al., 2008; Mirman et al., 2008; Winter and Wieling, 2016). The change over time can be of primary interest but also an important covariate.

Here, we demonstrate how accounting for time within sessions in pre-posttest designs can improve control over practice effects and aid the interpretation of results. In traditional analyses, a treatment effect is combined with (unwanted) practice effects in a treatment group. This is compared to a control group, which should only be influenced by practice effects. However, the isolation of practice effects in control groups is still not optimal and the variance of practice effects between participants can impact the detection of treatment effects. Moreover, when performance differences between groups are detected, it is clear that the interpretability of posttest differences is impacted. The same should be clear for differences in practice effects between groups, which could in theory occur equally often but are rarely investigated. We present an approach, which through inclusion and manipulation of time within sessions estimates practice effects within sessions and has the following advantages:
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First, it allows better detection of the magnitude and change of practice effects, which can in themselves be interesting.

Second, by separating practice and treatment effects, it allows better estimation of the “true” treatment effect on test performance.

For this, we have performed multiple analyses on the openly available dataset of Jost and Jansen (2020) 2 of a chronometric mental rotation test. In this test, participants rotate abstract objects in the mind. This rotation takes longer if it is performed over a larger angular disparity (Shepard and Metzler, 1971). For these tasks, improvements by repetition have been shown within and between multiple sessions. These practice effects are an unwanted influence in repeated testing designs and are observable for many other cognitive tests (Calamia et al., 2012; Goldberg et al., 2015).

We have split the data to represent multiple testing sessions or a possible treatment session consisting of the repetition of the task. In the following analyses of these sessions, we investigate the detection of a treatment effect compared to no treatment between sessions or to correctly identify the null effect if no treatment was used. We compare an analysis using the suggested inclusion and manipulation of time within sessions to a more traditional analysis using only the testing sessions.

In the following, we will first introduce the general principle and show the possibilities of analyzing learning within one group and multiple testing sessions. In a second step, we will simulate two groups in a pre-post design and show how the analysis of time can aid interpretation of treatment effects even where traditional analyses might fail. We provide some constructed cases to demonstrate potential problems as well as simulations regarding their occurrences in practice. All code to recreate the demonstrated analyses is available as a GitHub repository: https://github.com/LeonardoJost/TimeAnalysis.

2. Method

2.1. Description of the dataset

We have used the publicly available dataset of Jost and Jansen (2020). In their results, reaction time shows easier interpretation and larger effects than accuracy and is typically the main variable of interest in mental rotation tasks. Thus, we will focus on the analysis of reaction time. The dataset contains a total of 15,525 observations of 41 participants and 16 different stimuli (item types) for the analysis of reaction time during an experimental session lasting 30 min. For each observation, the time of the answer since the start of the session (time) is reported. Next to the main variables of interest, the dataset also includes other variables (degree, side, experience), which are included as covariates but are not of primary interest here.

To simulate the effects of repeated testing, this dataset was split into three blocks of 10 min by the time of the answer of the participants. These blocks were analyzed as simulated pre- or posttests or as a training condition employing the repetition of the task. As a result, for comparison between adjacent blocks we expect no improvement. For comparison between the first and third block, we expect to find an improvement by the repetition of the task in the second block, that is, the treatment.

2.2. Statistical analysis

Statistical analysis was performed similarly to Jost and Jansen (2020) with linear mixed models using lme4 package (version 1.1–23; Bates et al., 2015a,b) in R (version 4.0.3; R Core Team, 2018). Model parameters were estimated by maximum likelihood estimation using

bobya algorithm wrapped by optimx package (version 2020–4.2; Nash and Varadhan, 2011) as optimizer. P-values were obtained by using likelihood ratio tests to test for improvement of model fit by inclusion of the fixed effect of interest and compared to a significance level of .05.

We do not report effect sizes because the relevant effect sizes for the interpretation have already been reported by Jost and Jansen (2020). For the application of the ideas presented here, the detection of effects is the deciding factor not the actual size of the effect. Although the existence of effects differs from significance (Amrhein et al., 2019) we will use significance to judge whether an effect will be found or how interpretable effects are.

The data contains two random effects: the participants and the item type and we used random intercepts and random slopes for degree and time by participant and random intercepts by item based on the suggestion of Matuschek et al. (2017). For the analysis of only blocks, we replaced the random slope by time by a random slope by block. For the fixed effects, we included the main effect of experience and the interaction between degree and side as these proved to be significant and possible covariates in the original dataset. For comparison purposes, these were included in all analyses regardless of their significance.

To compare the effects of time, we performed two analyses for each dataset. In one analysis, we excluded all effects of time and analyzed the interaction between degree and block. In the other analysis, we included the effects of time and analyzed the interaction between degree, block, and time. Degree was included as it is the main moderator of difficulty in mental rotation tasks and larger improvements for larger angles have been carved out (Jost and Jansen, 2020). For the comparison of different groups, we analyzed the additional interaction with group.

Starting from these models, non-significant fixed effects were stepwise removed from the model, such that effects which least decreased model fit were removed first and a model containing only significant fixed effects remained. This was performed only for the examples but not for the random simulations. The analysis of main effects contained in significant interactions was performed according to Levy (2014). Degree was centered such that main effects show the average improvement over all angles. Time was normalized such that time 0 was set to the end of the first block and main effects of block would indicate additional improvements between the first and the next block that could not be explained by improvements over time.

For the visualization of the data and the changes within sessions, we use generalized additive models as the possibly best representation of true effects. These were implemented using ggplot2 package (Wickham, 2016) in R (R Core Team, 2018). A visualization using linear improvements or block-wise approximation would be biased for one of the approaches discussed here.

3. Results

3.1. Analyses of performance within one group

3.1.1. Analysis of all blocks without treatment

First, we start with the full dataset. The overall improvement over time during the separate blocks is shown in Fig. 1.

For the analysis of only blocks, there is a significant improvement between blocks ($\chi^2 (2) = 48.77, p < .001$. With the inclusion of time, the main effect of block is not significant anymore ($\chi^2 (2) = 1.97, p = .373$). The improvement over time can explain all improvements over the blocks but, in this case, does not vary significantly between blocks ($\chi^2 (2) = 0.33, p = .848$). As a result, the improvement over time can also interpret the improvement during the second block.

Note that traditionally, one could include time as a covariate by centering time within each block. This reduces the variance within blocks by accounting for these improvements. However, this effect is quite small in the present data and does not change the significance of the results, as still the average performance within each block is compared. As the effect of time does not vary between blocks, the choice

\footnote{The data is available at https://osf.io/dr9mv/ (DOI 10.17605/OSF.IO/DR9MV).}
3.1.2. Analysis of a treatment between two blocks

Now, we look at only the first and the third block, where the second block serves as the treatment. We remove the time gap between the blocks and move the third block 10 min forward in time. For the analysis of only blocks, there is a significant improvement by block ($\chi^2 (1) = 49.47, p < .001$). With the inclusion of time, the main effect of block remains significant ($\chi^2 (1) = 46.95, p < .001$). This shows that the repetition of the task in the second block causes an improvement, which can no longer be explained if the time of the second block is not accounted for. The effect of block in the time analysis now describes the difference between the end of the first block and the start of the third block. That is, when compared to a hypothetical situation without a second block, there is a significant improvement, the treatment effect. This type of analysis will thus be used to evaluate the effectiveness of treatments.

3.2. Analysis of treatment effects between groups in a pre-post-design

Now, we will assign groups to participants based on their performance in the first block (pretest). Typically, treatment effects are harder to interpret in these cases. On the one hand, one expects a larger improvement in the treatment group compared to the control group. On the other hand, one would expect smaller improvements for better performers.

3.2.2. Analysis of a treatment and between-groups differences in pretest performance

Now, we assign groups to participants based on their performance in the first block (pretest). Typically, treatment effects are harder to interpret in these cases. On the one hand, one expects a larger improvement in the treatment group compared to the control group. On the other hand, one would expect smaller improvements for better performers.

3.2.2.1. Better performers in the treatment group. All participants with faster than median reaction time are assigned to the treatment group while the slower participants are in the control group. Both groups use the first block as pretest. As before, the control group uses the second block as posttest and the treatment group uses the third block as posttest. Block three is moved forward in time by 10 min. The improvement over time for this dataset is shown in Fig. 4. Not surprisingly, both types of analyses identify a treatment effect in the form of a significant interaction of block and group ($\chi^2 (1) = 12.36, p < .001$ and $\chi^2 (1) = 22.94, p < .001$). In such a case, one would typically perform separate analyses of each group. Here, these reiterate the results of the previous two analyses. Using only blocks for the analysis there is a smaller improvement in the control group while including time shows no significant improvement in the control group by block. Both analyses reveal, that the treatment indeed improves performance.

3.3. Changes of reaction time within sessions, separated by groups. Groups differ in pretest performance with better performers in the treatment group. Pre- and posttest are separated at time 0.
3.2.2.2. Better performers in the control group. This dataset resembles the previous one but the slower participants are now in the treatment group and the faster participants are in the control group (see Fig. 3). Both analyses show significant interactions of block and group with larger improvements for the treatment group ($\chi^2(1) = 13.228$, $p < .001$ and $\chi^2(1) = 37.75$, $p < .001$). In the analysis of the control group separately, the inclusion of time can explain the improvement of the control group ($\chi^2(1) = 0.03$, $p = .864$), whereas the analysis without time also shows significant improvement in the control group ($\chi^2(1) = 20.49$, $p < .001$). This indicates, that the improvement in the control group is only due to a practice effect and indicates a treatment effect. However, again, in such a case more research should be conducted.

3.2.3. Analysis of a treatment and between-groups differences in practice effects

Before, we separated the participants by their performance. Now, we will separate them by their improvement from the first to the second block, that is, their practice effect. These are very constructed worst cases for the analysis of only blocks because it cannot distinguish between practice and treatment effects.

We will start with assigning those participants to the control group, which show the largest practice effects (see Fig. 4). In this case, the analysis without time shows a significant interaction of block and group ($\chi^2(1) = 4.66$, $p = .031$). The coefficients however lead to the wrong conclusion: They reveal a larger improvement in the control group. The analysis including time on the other hand can correctly identify the larger improvement for the treatment group ($\chi^2(1) = 4.17$, $p = .041$).

In another example, we assign the participants with larger practice effects to the treatment group but without an actual treatment. That is, we use the first two blocks for both the control group and the practice group and there should be no treatment effect (see Fig. 5). The analysis without time nevertheless shows a significantly larger improvement for the treatment group ($\chi^2(1) = 30.29$, $p < .001$), which can be explained with the inclusion of time ($\chi^2(1) = 0.12$, $p = .732$).

3.2.3. Random group allocations

The previous cases were all constructed extreme cases. To show possible occurrences in reality, we have performed two times 1000 random simulations of group allocations. One set of simulations used the second block as treatment (block one and three as pre- and posttest) and the other set used no treatment (block one and two as pre- and posttest). For each of the simulations, 20 or 21 of the 41 participants were randomly selected and assigned to the treatment group. The other participants were assigned to the control group. For every simulation, we...
compared the detection of a significant treatment effect between groups for both discussed types of analyses. In cases of convergence issues in any analysis, a new random allocation was generated. A summary of the significance of p-values is shown in Table 1. For comparison, we also included an analysis employing the change over time within sessions as a covariate by centering within each block. This analysis however only differed marginally from the analysis using only the blocks (differing in significance for only six out of the 2000 simulations). This shows that the differences in the results of the proposed approach are not simply due to the inclusion of time but also the choice of the manipulation of time between blocks.

3.2.3.1. Simulation of treatment. Overall detection rates of a significant treatment effect were 75–80% in each analysis in line with sufficiently powered experiments. In no case was a significant treatment effect favoring the control group detected. For a total of 269 simulations the analyses disagreed on the significance of the block*group interaction. As we expected an improvement, we have looked at one case each, where at least one analysis did not detect a treatment effect. These were selected by the maximal individual p-values and the maximal sum of p-values (Fig. 6). Similar to the examples presented before, these cases suggest that an improvement is not always observable, but also that an analysis without time can lead to a wrong interpretation of treatment effects. Effects might wrongly be attributed to a treatment if improvements within the pre- or posttest are large in the treatment group. On the other hand, they might wrongly be disregarded if improvements within the pre- or posttest are large in the control group.

3.2.3.2. Simulation of no treatment. For the simulations without a treatment, all analyses show comparable type 1 error rates (0.05–0.06)³ and differences in the detection of effects for the simulation of a treatment are thus not only due to varying type 1 error rates. For almost all detections of treatment effects (105 out of 108), the analyses disagreed on the significance of the block*group interaction. As before, we have looked at one case for both directions of the disagreement (selected by minimal p-values, Fig. 7). While any detection of a treatment is a type 1 error, these cases suggest a wrong detection of treatment effects due to practice effects for the traditional analysis. With the incorporation of time, treatment effects are detected because of actual fluctuations of performance between blocks.

3.3. Other applications

First, the approach is easily applicable to analyses of improvements in relative performance, improvements with the number of tasks finished instead of time spent on tasks, and, by the use of generalized mixed models, also for categorical response data. Changing the analysis to only number of tasks might not be advisable at this point as we have seen that slower participants improve equally much or more while handling fewer stimuli.

The demonstrated approach is of course also applicable to nonlinear changes over time within sessions, which can be approximated using polynomials or generalized additive models (Winter and Wieling, 2016). However, these cases might not be the most interesting for investigation of treatments in pre-post designs as treatment effects are less clear in meaning if there are already complex practice effects within sessions. Nevertheless, the demonstrated approach can be applied and moreover be adapted to compare different sessions at different time points. While in the case of linear improvements we set time 0 to the end of the pretest and the beginning of the posttest, for quadratic performance changes over time, time 0 might be more appropriately set closer to the peak performance within sessions.

Another application of the demonstrated approach could be piecewise linear approximation of changes over time within sessions. Compared with growth curve analyses and generalized additive models, this would be advantageous if effects are expected to be limited in time. For example, improvements due to task familiarization might only affect the first few minutes of a test and fatigue might only start to decrease performance after some time has passed. Piecewise linear approximation allows these effects to be restricted in time. An additional advantage is that coefficients are easily interpretable. However, there are further advantages and disadvantages of local versus global procedures, similar to considerations of piecewise interpolation or segmented regression compared with their global counterparts.

4. Discussion

The use of linear mixed models provides the opportunity to include practice effects within sessions in the analysis. We presented an approach, which through inclusion and manipulation of time within blocks can account for these practice effects instead of misinterpreting them as treatment effects. The usefulness of such an approach is demonstrated through examples. Through further random samples drawn from real data, it is demonstrated that such cases are not unrealistic.

With the analysis of performance within one group, we have shown that time can explain performance differences between repeated tests but also demonstrated the possibility to find treatment effects. By comparison with control groups, treatment effects can also be identified without an analysis of time if all groups show comparable performance. If groups differ in performance or, in the using traditional methods undetectable worst case, in learning speed, analyses without time might fail or wrongly attribute treatment effects. In these cases, the inclusion of time in the analysis provides significant improvements for the detection and interpretation of effects. While the examples were constructed from extreme values, their average performances also include cases which are conventionally interpreted as signs of (un-)successful treatments, such as differing or comparable pretest performance and comparable posttest performance between groups. At least in the examples, these conclusions would be wrong.

Overall, the inclusion of time in the analysis has shown to improve the analysis and detection of learning and treatment effects. The improved analysis of course comes with the cost of higher complexity. Using random simulations of group allocations, we have shown that differences in learning speed within sessions may pose a serious concern and influence regarding interpretation is not limited to constructed cases as over one quarter of the simulations was affected. This suggests that the increase in complexity is rewarding. We do note that in our sessions the treatment and testing sessions were comparable and the practice and treatment effects should be similar. In realistic experiments, the variance and magnitude of practice effects could be smaller compared with treatment effects. However, this is rarely investigated.

Table 1

<table>
<thead>
<tr>
<th>Time/no time</th>
<th>Treatment</th>
<th>No treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>p &lt; .05</td>
<td>p &gt; .05</td>
<td>p &lt; .05</td>
</tr>
<tr>
<td>p &lt; .05</td>
<td>641</td>
<td>131</td>
</tr>
<tr>
<td>p &gt; .05</td>
<td>138</td>
<td>90</td>
</tr>
</tbody>
</table>

⁳ This suggests that the choice of random slopes is overall acceptable. However, we do note that closer inspection of the distribution of p-values indicates a possibly higher type 1 error rates for the time analysis. We also note large fluctuations in power and type 1 error rates for different choices of random slopes. While this does not contradict the points discussed here, it supports the importance of the choice of random slopes.
While the suggested approach approximates practice effects, this is limited to effects within sessions and thus does not lessen the need for control groups, which can also account for other improvements between sessions. However, there is no consensus on which control activities optimally control for changes between sessions (Au et al., 2020). As such, the proposed analysis can supplement the control of placebo effects, especially if the comparability between control and treatment groups is hindered by performance or learning differences between groups. An advantage compared with the use of control groups is that no additional lab time or participants are required. This could be applicable, for example, in pilot studies or investigations of details of known treatments, where resources could better be invested in increasing power.

5. Limitations

While it allowed the construction and demonstration of multiple different cases, one major limitation is the simulation of groups and blocks from a dataset that did not originally include these. As all datasets were created from data of a single testing session there were no breaks between blocks, which might aid the linear continuation over time. This might transfer well to short experimental sessions where pre- and posttests are conducted within one hour. For multiple sessions spread out over days or years, the results might not be as applicable. But in these cases, the analysis of learning effects during single sessions and the approximation of performance toward the end of sessions might be of interest.

The demonstrated approach is also less useful for tasks, which produce only small practice effects within tests but larger effects between tests. For example, compared with quick adaptations in cognitive or coordinative tasks, strenuous physical exercise relies on rather slow morphological adaptation. While the investigation of changes within sessions might nevertheless be interesting, the incorporation into statistical analysis can only marginally control practice effects in such a case.

Fig. 6. Changes of reaction time within sessions for the random group allocation using a treatment, where at least one analysis does not show a significant treatment effect. Pre- and posttest are separated at time 0. Left: Analysis with time does not show a significant treatment effect. Center: Analysis without time does not show a significant treatment. Right: Neither analysis shows a significant treatment.

Fig. 7. Smoothed conditional means of reaction time for the random group allocation using no treatment, where at least one analysis shows a significant treatment effect. Blocks are separated at time 0. Left: Analysis with time shows a significant treatment effect. Right: Analysis without time shows a significant treatment.
6. Conclusion and outlook

The use of linear mixed models provides the opportunity to include practice effects within sessions in the analysis. Through constructed examples and random simulations drawn from real data, we have shown the beneficial effects of the inclusion and manipulation of time in the statistical analysis with linear mixed models. The statistical model is improved, allows a more accurate analysis of learning effects, and a better detection of treatment effects. The proposed analysis can supplement comparisons with control groups and aid interpretation of treatment effects especially if such comparisons are hindered by pretest differences between groups.

Whereas we and many experiments focus on improvements of performance due to treatments, the analysis of learning within sessions also allows further interpretation. For example, an increased learning speed in the posttest could indicate a useful interaction of the treatment and the repetition of the task. On the other hand, a reduced learning speed in the posttest could indicate ceiling effects as a possible reason for null effects of treatments.
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