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Abstract

Humans are often considered the weakest link in cybersecurity. As a result, their potential

has been continuously neglected. However, in recent years there is a contrasting devel-

opment recognizing that humans can benefit the area of security analytics, especially

in the case of security incidents that leave no technical traces. Therefore, the demand

becomes apparent to see humans not only as a problem but also as part of the solution.

In line with this shift in the perception of humans, the present dissertation pursues the

research vision to evolve from a human-as-a-problem to a human-as-a-solution view in

cybersecurity. A step in this direction is taken by exploring the research question of

how humans can be integrated into security analytics to contribute to the improvement

of the overall security posture. In addition to laying foundations in the field of security

analytics, this question is approached from two directions. On the one hand, an approach

in the context of the human-as-a-security-sensor paradigm is developed which harnesses

the potential of security novices to detect security incidents while maintaining high data

quality of human-provided information. On the other hand, contributions are made to

better leverage the potential of security experts within a SOC. Besides elaborating the

current state in research, a tool for determining the target state of a SOC in the form of

a maturity model is developed. Based on this, the integration of security experts was

improved by the innovative application of digital twins within SOCs. Accordingly, a

framework is created that improves manual security analyses by simulating attacks within

a digital twin. Furthermore, a cyber range was created, which offers a realistic training

environment for security experts based on this digital twin.
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1. INTRODUCTION 2

1 Introduction

In recent decades, information systems have become an integral part of today’s society. It

can be seen that ever-larger areas of today’s business and private landscape are increas-

ingly distributed and connected over global networks. Currently, for example, operational

technologies, such as industrial plants, are becoming increasingly interconnected. Besides

the promised competitive advantage through increased connectedness, this causes a grow-

ing dependence on the correct and reliable operation of the involved information systems.

However, this trend also leads to a growing heterogeneity of the underlying systems

and an associated increase in complexity, which places special demands on information

security that are currently not being met comprehensively. This is evidenced, among

other things, by recent major security incidents such as WannaCry [24], Spectre [19] or

the Kaseya attack [11].

To tackle this problem and enable the targeted detection of security incidents at an

early stage, companies are increasingly applying data-driven approaches. The aim is to

identify [23] and react [29] to security threats based on collected data originating from a

wide range of sources. However, the collection of data alone does not solve the problem,

but it is vital to analyze this data for being able to detect, in many cases very complex,

incidents. This is where security analytics comes into play. Even though the term security

analytics is used fairly often in the academic literature, mainly in an application-oriented

way (e.g. [8, 9]), there is no generally accepted definition. Often, the term is used

synonymously with big data security analytics [21], where the focus lies on the analysis

of large amounts of data with the goal of enhancing security. However, since the term big

data cannot be clearly delimited, security analytics is seen in a rather general way in this

dissertation: Security analytics deals with the analysis of data aiming to detect threats

and improve security. Within this context Security Information and Event Management

(SIEM) systems have emerged as central security analytics applications in companies.

The ENISA, for example, recommends the use of SIEM systems to counter current

security threats [11]. Thus, the terms SIEM and security analytics are closely linked in

the context of this dissertation, whereby SIEM rather refers to an application-related view

and security analytics to the underlying activities and processes.

From a technical point of view, SIEM systems are becoming more and more so-

phisticated, and the practice-driven development lead to a quite mature market of SIEM

products [18]. However, due to the increase in complex attacks, SIEM systems still need

to be further developed and require continuous research. Advanced Persistent Threats

(APTs) are to be particularly highlighted here, since most SIEMs have problems in

detecting especially early attack stages [5]. This can be mainly explained by the fact

that the first steps usually do not target any technical systems, but try to bypass security

systems by gaining access to the organisations’ infrastructure with methods like social

engineering. Furthermore, APTs are very targeted, which means that it is hard to create

general rules for automatic detection.

As social engineering is a key factor of most APTs and at the same time the attack
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1. INTRODUCTION 3

step that is most difficult to prevent, humans are commonly seen as the “weakest link” in

information security [30, 1, 20]. As a result, the potential of the human factor for security

analytics has been historically neglected and there is little consideration of how people

can actively contribute to preventing incidents, even though a basic understanding of

security exists in varying degrees among all people. However, in the past few years, a shift

is recognizable and it is propagated to see people not only as a problem, but also as part of

the solution [32]. The classical view where people are constrained by cybersecurity rules

that employees must follow to avoid becoming victims of cyberattacks is being replaced

by a view asking how people can actively contribute to improving security. This leads to

the following research vision for this dissertation:

Evolving from human-as-a-problem to human-as-a-solution
in cybersecurity.

In order to be able to harness the human potential in security analytics, it must be taken

into account that people have different levels of knowledge regarding cybersecurity. In

knowledge research one distinguishes between novice knowledge and expert knowl-

edge [26]. Thus, from a security analytics perspective, humans can be divided into

security novices and security experts, depending on their knowledge within cybersecurity.

Security novices have comparatively little security-related knowledge. They have

not had any security-oriented education and hardly deal with cybersecurity issues in

their day-to-day business. However, to a certain extent, security novices have the ability

to recognize conspicuous behavior and thus detect possible security incidents enabling

them, in many cases, to contribute valuable information. The view of humans as the

weakest link has led to a lot of effort being put into training employees to have a basic

understanding of security issues. Thereby people are trained on what not to do in order to

avoid becoming a victim of security incidents within awareness campaigns [22]. This

knowledge can be harnessed by creating means that enable and support security novices

to report security incidents in a structured way, which can be summarized under the

human-as-a-security-sensor paradigm [13]. This paradigm figuratively considers humans

as sensors that detect and report security incidents. Especially since APTs often target

humans in the first stages and do not leave any technical traces, it is only the humans (and

thus mostly security novices) who can recognize these steps. The problem here is that

current systems for reporting or recording security incidents require a great deal of expert

knowledge.

In contrast, security experts deal with cybersecurity issues on a daily basis and

often have many years of training in the field. They have in-depth knowledge about

security incidents and can detect and analyze them with appropriate tools and decide

about targeted responses. In the context of security analytics, security experts are usually

organized in the form of a Security Operations Center (SOC), which combines people,

processes, and technologies. Within a SOC, security experts play a central role, as they

are responsible for creating detection rules and analyzing security incidents. Thereby, an

abandonment of security experts is almost impossible in the near future since APTs, and
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2. RESEARCH QUESTIONS 4

previously unknown attacks, in particular, can hardly be detected automatically. In fact,

the opposite is currently the case, as today’s SOCs struggle with the high staff numbers

needed for analyzing, detecting and handling incidents [7]. Additionally, the work of

a security analyst within a SOC is very tedious, since analyzing incidents is in most

cases monotonous resulting in high retention rates [28]. The underlying problem can be

divided into two sub-problems. First, the processes in security analytics require too much

manual work and are thus not sufficiently automated. Second, experts are not supported

effectively in their work or are not trained well enough.

In summary, the integration of security novices and experts in security analytics is

insufficient. Thus, connecting points have to be found, and innovative approaches have to

be developed by which harnessing human potential can be improved.

The remainder of this dissertation is structured as follows. In Section 2, research

questions are defined, and the considered problems are derived. Section 3 describes the

methodology underlying the dissertation. Building on these sections, Section 4 describes

the results. First, an overview of all included research papers is given, putting them in the

overall context of the dissertation. Subsequently, the individual papers are summarized

while highlighting their contributions. The section concludes with a brief description of

complementary publications that are not directly assigned to the dissertation but were

created in direct connection with it. Section 5 concludes the dissertation and discusses

possible future research. Part II comprises all publications included in this dissertation in

full length.

2 Research Questions

Derived from the problem that humans are not or not sufficiently well integrated into

security analytics, the central research question of this dissertation arises:

RQ: How can humans assist security analytics to improve an organization’s

security posture?

The problem addressed by this research question is multifaceted and allows to define

more specific sub-problems. The consideration of these sub-problems and the structure

of the dissertation can be divided into three Focus Areas (FAs). In order to lay the

foundations and find suitable starting points that allow improving the integration of

humans into Security Analytics, it is first necessary to regard security analytics as a whole

(FA 1). Thereby two categories for human expertise exist in the field of security analytics,

distinguished by their knowledge in cybersecurity: Security Novices (FA 2) and Security

Experts (FA 3). Thus, a consideration within separate focus areas is required to reflect

the different initial situations regarding existing research and the different potentials

emanating from the divergent human roles. In the following, the identified focus areas

are examined in more detail.
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2. RESEARCH QUESTIONS 5

Focus Area 1: Security Analytics

From a technological perspective, the field of security analytics has so far been very

practice-driven. There are many security analytics applications in the form of SIEM

systems on the market, which speaks for their great practical relevance. However, the

initial situation in research shows the topic of security analytics being hardly considered

holistically. Although some works on particular topics within security analytics exist,

there is no abstract view of the subject area, making it challenging to identify starting

points for subsequent research. Based on this problem, it can be concluded that there is

still no integral view of how people can be effectively integrated into security analytics.

This leads to the following research question:

RQ1: What are the potentials of humans to security analytics, and how can

their integration be facilitated?

This dissertation addresses RQ1 by creating solution approaches to three underlying

Practical Problems (PP). On the one hand, as mentioned earlier, there is a lack of a unified

view on security analytics (PP 1.1). Since vendors of security software in this area are

already one step ahead, and mature systems exist on the market, a first approach is to

have an insight by analyzing existing systems. For enabling subsequent research, it is

further necessary to describe this kind of system in an abstract way. Based on this, the

next problem can be addressed (PP 1.2): The missing view on the connection points

of humans to security analytics. The goal is to derive systematically, on the basis of

the abstract view of security analytics, where and how people can be integrated. It is

particularly relevant here that people can take on different roles and have varying levels

of knowledge in the area of security analytics or security in general, which should be

considered within the scope of this research question. Furthermore, this practical problem

aims to form the link within the dissertation project between Focus Area 1 and Focus

Area 2 by providing an integrating view of the two roles of security novices and security

experts. The third practical problem (PP 1.3) is how to adapt security analytics systems

for making them more human-friendly in order to facilitate their integration. Even though

this problem is quite extensive and raises many follow-up questions, this point should not

be neglected entirely since the willingness of people to participate in security analytics

depends significantly on it. Thereby, especially data protection issues play an essential

role in the case of human integration since the data produced by humans may be subject

to special regulations.

Focus Area 2: Security Novices

Within security analytics, security novices are widely neglected, although they have the

potential to detect security incidents and thus make a valuable contribution to security.

This is especially valuable for attack steps taken in APTs that do not leave any technical

traces. Within research, the topic area has so far been addressed by only a small number

of researchers. The topic is known under the human-as-a-security-sensor paradigm
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2. RESEARCH QUESTIONS 6

according to Heartfield and Loukas [13]. Existing research primarily relates to the

reporting of semantic social engineering attacks. In other words, incidents where humans

are potential victims or part of an attack. However, human perception of security incidents

goes beyond this scope. They can also recognize irregularities that they observe which

do not affect them personally, but represent a potential threat to the company. Thus, in

order to make use of this potential, a more systematic integration of security novices into

security analytics is needed, which raises the following research question:

RQ2: How can security novices be supported to provide information about

security incidents to security analytics?

Two practical problems arise from this research question. The first practical problem

(PP 2.1) is that there are no comprehensive approaches that integrate people into security

analytics. It is necessary to create an approach that considers all facets of an incident and

covers all identifiable and reportable incidents as far as possible. As mentioned, initial

approaches for recording selected incidents do exist, but there is no consideration of the

connection points to security analytics or where the contributed information adds value.

Furthermore, it is important to create a framework, which enables the information to be

used in further systems by recording the incidents in a structured and established data

format. A second related practical problem (PP 2.2) is that data manually captured by

humans is often of poor data quality. However, for the security incidents reported by

humans, it is particularly important that they are correct and as complete as possible to

provide added value for downstream security analytics. It is essential to ensure a high

degree of data quality already during the collection of the information since subsequent

correction is in many cases no longer possible, as for example people tend to forget

relevant information over time.

Focus Area 3: Security Experts

In contrast to Focus Area 2, the current state of research and practice in the area of

integrating security experts is more advanced. SOCs have emerged as organizational units

in which security experts or security analysts are organized and integrated into security

analytics by means of relevant technologies and processes. The central challenge in this

area is the high demand for security experts, which can currently hardly be met by the

job market. It can be deduced that the solution to this challenge lies less in finding new

approaches for initially integrating experts into security analytics but more in analyzing

and improving existing structures. It is therefore required to meet this challenge by

improving integration approaches through the application of new technologies. These

challenges lead to the following research question:

RQ3: What are approaches to improve the potential of security experts for

security analytics?

This research question can be divided into four practical problems in the context of

this dissertation. To improve the integration of security experts, it is first necessary to
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3. RESEARCH METHODOLOGY 7

assess the current state in this area (PP 3.1). Although SOCs are already a well-known

concept in research, there is still no uniform view of them. Thus, it is necessary to

integrate the various existing views. This provides an overarching representation of the

subject area, which in turn facilitates subsequent research. Furthermore, it enables the

identification of challenges for research and practice in the area through this analysis.

Following on from this issue, the second practical problem (PP 3.2) arises. In addition to

recording the current state, it is necessary to distinguish the desired target state of a SOC

and what levers exist to achieve it. A maturity model not only facilitates the evaluation

of research potential, but also serves as a basis for decision-making at management

level when it comes to the concrete design of a SOC in a company. The main task

of security experts within a SOC is to detect attacks and to create rules for security

systems such as SIEM systems so that they recognize incidents automatically, leading

to the third practical problem (PP 3.3). When security experts create detection rules,

they have no way of testing these and there are no means to analyze potential incidents

that have not yet occurred in the corporate environment. To create an environment to

analyze potential incidents, the use of a digital twin is a promising option. Thereby

the development of a systematic approach for leveraging this potential within a SOC is

required. In addition to improving the integration, the main problem addressed by RQ3

can be approached by improving the training of security experts. This leads to the fourth

practical problem (PP 3.4), how to train security experts using realistic scenarios that are

tailored to the corporate infrastructure. By adapting training to the requirements arising

from the corporate infrastructure, it is possible on the one hand, to train new security

experts more quickly. On the other hand, better training enables security experts to work

more efficiently, reducing the need for new personnel.

3 Research Methodology

The previously defined research questions have emerged from a practical relevance

in the field of IT. This is emphasized by the practical problems, which illustrate the

relevance arising from a practice-oriented perspective. Therefore, these questions and

this dissertation can be assigned to the field of information systems research. Information

systems research is at the intersection of technical IT research and the application of

IT in organizations, and thus between natural, social, and behavioral science [4]. Thus

it is necessary to apply research methods that consider both practical relevance and

scientific rigor. In information systems research, the design science research paradigm

can address both of these requirements [2], which has led to the design science paradigm

being the central approach in information systems research over the last 20 years [14].

Consequently, this dissertation is significantly influenced by this paradigm.

According to Hevner et al. [15] the design science paradigm is a problem-oriented

approach. It aims at producing innovative artifacts that do not depend on natural laws

or behavioral theories. These artifacts are constructs, models, methods, and instances

enabling researchers to understand and address the underlying problems. The artifacts
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3. RESEARCH METHODOLOGY 8

created in the context of this dissertation have been developed according to the require-

ments of the design science paradigm. Specifically, the design science research guidelines

of Hevner et al. [15] were considered to ensure effective research. In combination with

these guidelines, the design science research process of Österle et al. [27] was applied,

which provides principles, objectives, and methods to conduct research in the context of

the design science paradigm. Both methodologies are briefly described in the following

while outlining their application in the context of this dissertation.

Guidelines for Design Science in Information Systems Research

It should be mentioned that the guidelines proposed by Hevner et al. [15] refer to a specific

developed artifact and that several artifacts were created in the context of this dissertation.

Therefore, a general description of the guidelines follows, whose specifications provide

the framework for creating the individual artifacts. In addition, according to Hevner

et al. [15], it is not mandatory to fully apply every single one of these guidelines, but

rather, depending on the case, it may be sufficient to consider some of them in a more

rudimentary way.

Guideline 1 – Design as an Artifact: The aim of any design science research project is

to produce a useful artifact that addresses an important practical problem. An artifact can

be either a construct, a model, a method, or an instantiation. Within this dissertation, each

individual paper brings forth an artifact. Thereby, the origin of each artifact is a practical

problem, which was defined in Section 2 based on a research question.

Guideline 2 – Problem Relevance: Relevance in design science research is understood

as the development of a technology-based solution to an important and relevant practical

problem. Relevance is ensured in this dissertation by tracing each artifact back to a

practical problem. Relevance is also demonstrated within each paper and especially as

the foundation for each focus area through appropriate studies. Thereby, the respective

research area is analyzed (e.g., in the form of a literature survey) to identify the most

relevant problems.

Guideline 3 – Design Evaluation: An artifact’s usefulness, quality, and efficacy must be

ensured by applying appropriate evaluation methods. Within the dissertation, all artifacts,

for which it is appropriate, are evaluated by qualitative and quantitative approaches. The

particularly extensive evaluation of the artifact designed in Paper P9 is worth mentioning

here, in which an international user study was conducted.

Guideline 4 – Research Contributions: Every design science research must have clearly

defined and verifiable contributions. These can be in the areas of design artifacts, design

foundations and design methodologies. Within the dissertation, Section 4 presents the

contributions of each paper. The contributions lie mostly in the design artifact itself, but

also new foundations are created while improving existing approaches.
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3. RESEARCH METHODOLOGY 9

Guideline 5 – Research Rigor: This guideline demands the use of rigorous methods in

both the design and the evaluation of the artifacts. However, Hevner et al. [15] highlight

that an overemphasis on rigor can reduce relevance, which is why a good compromise

must be found here. The guidelines and process presented here are the overarching

methodologies within the dissertation. However, specific methods are applied for the

individual artifacts to ensure scientific rigor.

Guideline 6 – Design as a Search Process: In design science research, it is often im-

possible to decide whether one solution is the best solution. Therefore, the design process

is to be understood as a search for an effective solution using the given possibilities.

Effectiveness of the solutions is ensured within the dissertation by the evaluation of each

artifact. Furthermore, the artifacts are first designed abstractly to separate them from

the actual implementation and thus enable a search for better solutions. In addition, the

source codes and data generated in the course of the creation of each artifact are published

to facilitate future search for alternative solutions or the improvement of the artifacts.

Guideline 7 – Communication of Research: It is crucial to present the research results

to the research community and a management-oriented audience. This is ensured within

the dissertation by publishing in peer-reviewed journals and presenting at conferences.

Those were selected carefully ensuring that they address both researchers and practition-

ers.

Research Process

The research procedure followed in this dissertation is mainly based on the process

proposed by Österle et al. [27] consisting of four phases, which are in accordance with

the previously described guidelines. In the following, it is described how these phases are

carried out within the framework of the dissertation, with special focus on the analysis

phase, since the analysis approaches chosen in each focus area differ greatly:

1. Analysis: The goal of the first phase is to identify the problem to be solved. Thereby,

research goals, questions, and gaps are specified. The initial state in research and practice

as well as the chosen approach to analysis are shown in Table 1. In FA 1, practice was

ahead of research (up-arrow) at the beginning of this dissertation project. A large number

of SIEM systems existed on the market, while relatively few research papers existed

(down-arrow). Therefore, the analysis approach taken was to derive a SIEM pattern from

analyzing the state of the art and thus, providing a knowledge transfer to research. In FA

2, there has been relatively little research as well as few practical approaches, which is

why an innovative approach was proposed that can serve as a basis for future research.

FA 3 was already established in both research and practice. Hence a literature survey was

conducted for analysis, considering research and practice.

2. Design: Research artifacts are designed based on the previously conducted analysis

and the identified problems. In doing so, emphasis is placed on applying known methods,

and the delimitation from known solution approaches.
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FA 1:
Security Analytics

FA 2:
Security Novices

FA 3:
Security Experts

initial state research ↓
practice ↑

research ↓
practice ↓

research ↑
practice ↑

approach derive pattern innovative literature survey

Table 1: Analysis of the initial state

3. Evaluation: In this step, the artifact is evaluated, fulfilling the requirements of

Guideline 3. Thereby it is validated whether the artifact meets the required objectives.

Österle et al. [27] also see the review process before publication as part of the evaluation.

Thus, in the context of the dissertation, all artifacts are evaluated individually. Among

other things, case studies and user studies are conducted. Furthermore, each artifact is

reviewed in a peer-review process, for ensuring its quality.

4. Diffusion: The goal of this phase is to communicate the knowledge generated by

research to appropriate target groups. In addition to publishing in peer-reviewed journals,

presentating at conferences, and publishing this dissertation, other diffusion instruments

are used. For example, the results are directly incorporated into lectures and seminars.

Furthermore, international cyber range trainings were used to pass on generated knowl-

edge to students. Österle et al. [27] also mention funding applications as a possible

diffusion instrument. In particular, the funding application for the INSIST project, which

is partly based on research results of this dissertation, should be mentioned.

4 Results

In the context of this cumulative dissertation, each practical problem is addressed by one

paper, answering the previously defined research questions. In the following section,

an overview of the individual papers is given, with a focus on how they fit into the

overall framework of the dissertation. Subsequently, to provide an overview, each paper

is summarized within the context of the associated focus area.

4.1 Overview of Research Papers

Within this dissertation, a total of 9 research papers answer the research question defined

in Section 2. Therefore, the methodology described in more detail in Section 3 was

applied. Each paper can be assigned to a focus area while contributing to one practical

problem (PP1 - PP9) answering the respective research question (RQ1 - RQ3). Thus,

the numbering of the papers (compare Table 2) reflects the order of the related practical

problems and is not in chronological order. Each of the papers was submitted to a peer-

reviewed venue. Five papers have been published in scientific journals, and one was

submitted to a journal where it is under review at the time of writing this dissertation.

Three papers have been presented at scientific conferences. The relevance of the individual

papers for research can be shown, in particular, by the total number of citations (56). Table
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2 gives an overview of the papers that can be assigned to the dissertation. In addition to

the paper number and the reference, it is indicated whether the paper has been published

(pub.), whether it has been submitted (sub.) and whether it was submitted to a conference

(C) or a journal (J). The information in the table represents the status at the reference date,

14 December 2021, shortly before submission of this dissertation.

No. Publication Status Type Cit.1

P1 VIELBERTH, M., AND PERNUL, G. A security infor-
mation and event management pattern. In 12th Latin
American Conference on Pattern Languages of Programs
(SugarLoafPLoP). The Hillside Group, 2018, pp. 1–12

pub. C 10

P2 BÖHM F., VIELBERTH, M., AND PERNUL, G. Formaliz-
ing and Integrating User Knowledge into Security Ana-
lytics. Submitted to SN Computer Science, (2021), 1–28

sub. J n/a

P3 MENGES, F., LATZO, T., VIELBERTH, M., SOBOLA, S.,
PÖHLS, H. C., TAUBMANN, B., KÖSTLER, J., PUCHTA,
A., FREILING, F. C., REISER, H. P., AND PERNUL,
G. Towards GDPR-compliant data processing in mod-
ern SIEM systems. Computers & Security 103, 102165
(2021), 1–19

pub. J 9

P4 VIELBERTH, M., MENGES, F., AND PERNUL, G.
Human-as-a-security-sensor for harvesting threat intelli-
gence. Cybersecurity 2, 23 (2019), 1–15

pub. J 17

P5 VIELBERTH, M., ENGLBRECHT, L., AND PERNUL, G.
Improving data quality for human-as-a-security-sensor.
A process driven quality improvement approach for user-
provided incident information. Information and Com-
puter Security 29, 2 (2021), 332–349

pub. J 0

P6 VIELBERTH, M., BÖHM, F., FICHTINGER, I., AND

PERNUL, G. Security Operations Center: A System-
atic Study and Open Challenges. IEEE Access 8 (2020),
227756–227779

pub. J 8

P7 SCHLETTE, D., VIELBERTH, M., AND PERNUL, G.
CTI-SOC2M2 – the quest for mature, intelligence-driven
security operations and incident response capabilities.
Computers & Security 111, 102482 (2021), 1–20

pub. J 0

P8 DIETZ, M., VIELBERTH, M., AND PERNUL, G. Inte-
grating Digital Twin Security Simulations in the Security
Operations Center. In Proceedings of the 15th Interna-
tional Conference on Availability, Reliability and Security
(2020), ACM, pp. 1–9

pub. C 11

P9 VIELBERTH, M., GLAS, M., DIETZ, M., KARAGIAN-
NIS, S., MAGKOS, E., AND PERNUL, G. A Digital Twin-
Based Cyber Range for SOC Analysts. In Data and
Applications Security and Privacy XXXV, vol. 12840
of Lecture Notes in Computer Science. Springer, Cham,
2021, pp. 293–311

pub. C 1

Table 2: Overview of research papers within this dissertation

1Citation count based on Google Scholar: https://scholar.google.de/
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As explained in Section 2, this dissertation is divided into three focus areas. The

categorization of the papers to the respective focus areas is illustrated in Figure 1. The

exact arrangement is explained in more detail below.

Paper P1

Paper P2

Paper P9

Paper P8

Security Analytics

Paper P4

Paper P5

Security Novices Security Experts

Paper P6

Paper P3

Focus Area 2

Paper P7

Focus Area 1 Focus Area 3

Figure 1: Overview of research papers and corresponding Focus Areas

Focus Area 1 as the central building block forms the foundation of this dissertation.

On the one hand, it identifies what security analytics is (Paper P1) and, on the other,

how it can be made more human-friendly (Paper P3). Paper P2 plays a special role here.

It serves as a link between the three focus areas since it formally delineates the two

personas of security novices and security experts within security analytics and shows

how they can be integrated. Focus Area 2 addresses the integration of security novices

into security analytics within the framework of the Human-as-a-security-sensor paradigm.

In this context, Paper P4 develops an approach based on which employees can report

security incidents. Paper P5 extends this approach and improves it by ensuring that the

data quality of reported security incidents is as high as possible. On the other side, the

involvement of security experts is addressed in Focus Area 3. Here, Paper P6 and Paper

P7 lay the foundations by examining the current state and the desired state of a SOC.

Based on this, Paper P8 and Paper P9 propose approaches that allow the potential of

experts to be harnessed more effectively. Therefore, digital twins are used to simulate

incidents in order to make the work in a SOC more efficient and effective (Paper P8).

Also, a digital twin is used to create a realistic training environment in the form of a cyber

range (Paper P9).

4.2 Focus Area 1: Security Analytics

Security analytics as the central focus area of this dissertation deals with the analysis of

data to improve security. Although there is research on numerous sub-areas of security

analytics, there is no uniform abstract understanding of this topic. Therefore, in the form
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of three papers, the following section lays the foundation for further research by creating

a unified understanding about security analytics. Furthermore, the types of knowledge in

security analytics are formally defined, identifying the connecting points for the Focus

Areas 2 and 3. Finally, an architecture for a GDPR compliant SIEM is presented to

enable the processing of personal data. It should be mentioned here that Papers P1 and

P3 described below use the term SIEM and Paper P2 uses the term security analytics. In

the understanding of this dissertation, SIEM systems are, as identified in Paper P1, an

implementation of a security analytics tool. Therefore, the two terms are to be understood

as largely synonymous in the context of this dissertation.

P1: A Security Information and Event Management Pattern

At the beginning of the dissertation project, the field of SIEM, was very practice-driven.

The market for SIEM products was relatively mature, as evidenced by a large number

of products, with nearly every major security software vendor offering its own SIEM

product [17]. While sub-parts of a SIEM system, such as log data normalization, were

present in research, a holistic, abstract view of the structure and operation of a SIEM

system was not available (PP 1.1). Therefore, the goal of this paper is to transfer the

knowledge from practice to research to enable research efforts that build upon it. In this

regard, the PLoP (Pattern Languages of Programs) community offers a platform that aims,

among other things, to derive and describe patterns of software and publish them to a

broad audience.

In Paper P1, a pattern for SIEM systems is described. Therefore, the pattern identifi-

cation methodology of Fehling et al. [12] is applied. In addition to defining the domain

to be analyzed and determining a format for describing the pattern, various sources of

information were identified based on which a SIEM pattern can be derived. Available

software products on the market serve as the central source of information. In addition,

papers of various types, manuals, product documentation, and product websites were con-

sidered. For identifying the most important SIEM systems, the Gartner Magic Quadrant

for Security Information and Event Management [17] is used, which analyzes the SIEM

systems on the market according to various evaluation criteria and identifies the most

mature systems.

The structure of describing patterns is quite rigid within the pattern community,

which is why the following summary also adheres to this structure, with the individual

subsections of the pattern description in italics. For describing the pattern, Paper P1

first defines synonyms for the term SIEM (also known as). The intent of a SIEM is the

collection of security-relevant data in a central system to enable security analyses. The

context in which a SIEM system operates is a corporate infrastructure that has grown

historically from a large number of different systems. Various security systems such as

firewalls or intrusion detection systems are in use. This leads to the problem that each of

these systems individually collects security-relevant data. However, it is impossible to

detect sophisticated attacks on the individual system in many cases because traces that
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occur in different places must be correlated and jointly analyzed. Furthermore, the large

amount of data complicates security analyses and overburdens human security analysts.

The solution to these problems is a SIEM system that collects all security-relevant data in

a central location and uses it to detect security incidents.

<<component>>
SIEM

<<component>>
Log Collection

<<component>>
Enrichment

<<component>>
Log Source

<<component>>
Context Data Source

<<component>>
Normalization

<<component>>
Correlation &

Analysis

<<component>>
Storage

<<component>>
Reporting

<<component>>
Monitoring

<<component>>
Alerting &
Incident

Response AlertsAlerts

Reports

Threat
Intelligence

Reports

Threat
Intelligence

Log Data Normalized Log Data

Historic
Data

Analysis
Results

Prepared Data

Log Data Context Data

Enriched Log Data

Log Data Context Data

Figure 2: Component diagram of the SIEM pattern as published in Paper P1

The derived structure of a SIEM system is shown in Figure 2 in the form of a UML

component diagram. A SIEM system consists of a log collection component that collects

all security-relevant data from the various source systems. This data is enriched with

context data within the enrichment component and translated into a uniform format in

a normalization component. The actual detection of attacks follows in the correlation

& analysis component. The results and the log data are stored to enable historical

analyses, for example to identify and analyze initially undetected attacks at a later date.

The reporting component generates reports and shares threat intelligence, whereas the

monitoring component provides a user interface. Finally, the alerting & incident response

component is used to notify stakeholders and trigger appropriate responses.

To show that the described SIEM pattern is utilized in practice, it is compared with a

SIEM implementation on the market, IBM QRadar, and a SIEM system developed in a

research project, DINGfest. With regard to IBM QRadar it was determined that essential

components correspond to those of the pattern, whereby these are named differently

with brand-specific terms. In comparison, it was shown that the SIEM system from the

DINGfest project contains all components of the SIEM pattern, but goes beyond in some

areas. For example, it places particular emphasis on data protection issues, which is why it

contains a pseudonymization component. In addition, the visual analytics functionalities

go beyond the identified capabilities within the SIEM pattern, whereas other selected

components are neglected.

The paper concludes with a discussion of possible variants of the pattern found in

the analyzed SIEM systems. In this respect, SIEM systems implementing the pattern in

practice are listed, and the advantages and liabilities of the pattern are outlined.

Dissertation Manfred Vielberth, 2022



4. RESULTS 15

Contribution of P1:
The paper’s main contribution is to provide the basis for further research in the area

of SIEM and security analytics by describing an abstract pattern of SIEM systems.

This establishes a transfer of knowledge from practice to research, which is necessary

due to the primarily practice-driven development in the field of SIEM. In addition,

the pattern serves to provide a uniform understanding of SIEM, since it has not been

defined and delimited so far.

P2: Formalizing and Integrating User Knowledge into Security Analytics

In the scope of this dissertation, people involved in security analytics are distinguished

as security novices and security experts. The rationale for this and the underlying

relationships are discussed in Paper P2. In this context, a knowledge model is created as

a formal basis for subsequent publications to provide a structured understanding of what

knowledge novices and what knowledge experts can contribute to enable or facilitate

incident detection (PP 1.2).

After a brief introduction to the topic, the paper describes the different types of

knowledge that exist in security analytics. It elaborates that knowledge is challenging to

define based on the existing literature, which is why a formal definition of the major types

of knowledge is provided. A distinction is made between explicit and implicit knowledge.

Explicit knowledge is often referred to as machine-based knowledge. In the field of

security analytics, explicit knowledge can take the form of models for machine learning

approaches, rules or signatures for rule-based detection methods, or threat intelligence or

forensic evidence resulting from in-depth investigations of incidents. Implicit knowledge,

on the other hand, is the knowledge that people possess. In the context of security

analytics, implicit knowledge can be broken down into three classes: Domain knowledge,

situational knowledge, and operational knowledge. Domain knowledge is the knowledge

that experts have about a specific topic. This domain can be security-related or knowledge

from other areas (which does not mean that this knowledge is not relevant for incident

detection). On the other hand, situational knowledge refers to the ability that each person

has to recognize abnormal or conspicuous behavior or events. Operational knowledge

is the knowledge required to operate a system. Therefore, in security analytics, this

knowledge relates primarily to the operation of security-relevant systems, such as SIEM

systems.

Based on this, knowledge conversion in security analytics, i.e., the processes that

describe how knowledge types are converted into other knowledge types, is discussed.

Four types of knowledge conversion have been identified: Internalization, externalization,

combination, and collaboration. Internalization refers to the transition from explicit

knowledge to implicit knowledge. An example would be when an analyst uses a SIEM

system to analyze the data that led to an incident and thus obtains knowledge about how

the incident occurred. Externalization refers to the transition from implicit knowledge to

explicit knowledge. For example, in the area of security analytics, this occurs when an
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employee uses his knowledge of a particular security incident to create a rule in a SIEM

system so that it can be detected automatically, making his implicit knowledge available

to the system. Combination means merging or exchanging different explicit knowledge

sources. An example here would be when SIEM systems from different organizations

exchange CTI (Cyber Threat Intelligence) and thus combine their knowledge about a

security incident to get a more holistic picture. Collaboration, similar to combination, is

the process of merging different knowledge bases, but in contrast, it combines implicit

knowledge instead of explicit knowledge. This occurs primarily when multiple people

work together, which can be supported by appropriate technologies. In security analytics,

the collaboration of security experts and security novices, is of particular importance

since their domain knowledge differs significantly, and security incidents can only be

comprehensively detected by combining both.

The main contribution of the paper is the integration of the different knowledge types

into the security analytics process. The underlying process is based on the incident

detection process, which is in essence implemented by the SIEM pattern shown in Figure

2. In the context of this dissertation, implicit knowledge is especially important, as it

enables a formal view of the knowledge that humans have.

Post-Incident
Analysis

Incident Detection
& ResponseData CollectionSituation

ki
ext(kis)

kis kid(nonSec)

(a) Perspective of Security Novices

Post-Incident
Analysis

Incident Detection
& ResponseData CollectionSituation

ki

ext( kid(sec) )ext( kid(sec) )

kiokis kid(sec)
ext(kis)

(b) Perspective of Security Experts

Figure 3: Knowledge Model from the perspective of the two personas as included in Pa-
per P2.

As shown in Figure 3, a distinction can be made between two different personas -

security novices and security experts - each of which has a different knowledge base

with regard to the security analytics process. Based on this representation, it can further

be shown that the knowledge needed for incident detection is distributed across the

two personas, and only by merging the knowledge a comprehensive detection becomes

possible. On the one hand, as shown in Figure 3a, security novices have situational

knowledge (ki
s) and non-security domain knowledge (ki

d(nonSec)). As a result, security
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novices can detect anomalies within their domain, but they do not have the necessary

operational knowledge (ki
o) to create SIEM rules or report possible incidents. On the

other hand, security experts (Figure 3b) have the necessary security-related domain

knowledge (ki
d(sec)) and operational knowledge (ki

o) to operate and configure a SIEM

system. However, they lack non-security-related domain knowledge (ki
d(nonSec)), which

is why security incidents in these non-security-related domains often go undetected.

This disparity of knowledge between the two personas is subsumed in Paper P2 as the

dichotomy of security analytics.

The paper identifies knowledge gaps to outline where further research needs to be

carried out in order to adress this dichotomy. The first gap is that there is no way for

security novices to contribute their observations (in the form of situational knowledge)

to the detection process without having to operate complex systems, which require op-

erational knowledge. The second gap is that non-security domain experts do not have

the necessary knowledge to operate security systems, such as SIEM systems. The third

gap describes the missing collaboration between security novices and security experts.

Through the collaboration of the two personas, all relevant knowledge can be brought

together, creating a central knowledge base for security analytics.

Contribution of P2:
The main contribution is the formal definition of knowledge types and related knowl-

edge conversion processes in the area of security analytics. Thereby a unified, formal

terminology for future research is established. Furthermore, based on this, secu-

rity personas and research gaps are identified, which provide a framework for this

dissertation.

P3: Towards GDPR-compliant data processing in modern SIEM systems

The General Data Protection Regulation (GDPR) forms a common data protection frame-

work for all member states of the European Union [10]. Coming into effect in May 2018,

the GDPR has raised the question whether it affects SIEM systems as well. That is the

case, as depending on the data collected, personal data, mainly in the form of employee

data, may be present in SIEM systems. In order to create the legal possibility to use

data provided by humans in security analytics, it is necessary to create a SIEM system

that complies with regulatory requirements, making it more human-friendly (PP 1.3).

Therefore, based on the identified components of a SIEM system in Paper P1, locations,

where personal data is collected or processed are delimited.

After a basic introduction to SIEM and the GDPR, a legal analysis of the requirements

resulting from the GDPR for SIEM systems is performed. Thereby, it can be determined

that it would be theoretically possible to remove or not collect any personal data in order

to be GDPR compliant. However, from a security perspective, this can be problematic, as

the removal of this data means that in some cases attacks might not be detected, or at least

the complete scope of an attack is no longer apparent. One example would be insider
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attacks. If the employee for instance takes unauthorized actions and is part of a cyber

attack it might not be detected in a SIEM system that does not analyze personal data.

Therefore, the concept proposed in the paper takes a different approach to be both

GDPR compliant and still have enough data available to detect attacks comprehensively.

The basic idea is to pseudonymize personal data. This prevents direct conclusions from

being drawn about the actual person which the data is based on. Nevertheless, to be able

to access the original data in the event of a security incident, it is ensured that this data

can be depseudonymized. Thereby, organizational measures must be taken to ensure that

this depseudonymization mechanism cannot be misused.
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Figure 4: Architecture for GDPR-compliant SIEM as published in Paper P3

To pseudonymize the data, it is encrypted symmetrically or asymmetrically. This

ensures that the underlying data is no longer readable but can be decrypted again in the

event of an incident. The crucial question here is at which point in the SIEM workflow

the data is to be encrypted or decrypted. For this purpose, the SIEM process shown in

Figure 4, consisting of acquisition, incident detection, incident analysis, and reporting, is

supplemented by an obfuscation component. This additional component ensures that the

fields within the collected data containing personal data are encrypted asymmetrically

immediately after acquisition, before the actual processing in the SIEM system begins.

The obfuscation component receives the public key for encryption from a Trusted Third

Party (TTP). To prevent manipulation, this TTP takes care of key management and only

issues the private key for decryption in the event of a detected incident.

Finally, the concept is evaluated from a technical and a legal perspective. Therefore,

an attacker model is created showing that the presented architecture is secure against

all previously defined types of attackers. It is demonstrated that attacks can still be

detected, while maintaining good performance, despite the pseudonymization of the
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fields containing personal data. Furthermore, it is shown that all requirements stemming

from the GDPR are met and thus, it can be assumed that a SIEM based on the presented

architecture is GDPR compliant.

Contribution of P3:
The paper’s contribution lies in an architecture that allows a SIEM to be GDPR

compliant while having minimal impact on incident detection rates. This ensures

that personal data is not exposed within the SIEM, thus protecting humans or, more

specifically, employees. The proposed architecture meets requirements from both a

legal and technical standpoint and therefore addresses interdisciplinary challenges.

4.3 Focus Area 2: Security Novices

Security novices are humans with limited knowledge related to cybersecurity. They do

not deal with security issues in their day-to-day business but can still spot anomalies

in many cases. This may be due to their intuition or their knowledge gained from

participation in awareness campaigns. The following section addresses the question

of how this knowledge can be used for security analytics within the framework of the

human-as-a-security-sensor paradigm. Paper P4 develops an approach that enables the

reporting of security incidents in a structured manner. Paper P5 extends this approach

by a process-driven quality improvement approach, ensuring good data quality during

reporting.

P4: Human-as-a-security-sensor for harvesting threat intelligence

The DarkVishnya case, which is presented based on the descriptions of a security expert

from Kaspersky Labs, serves as a central example to motivate the problem tackled in

the paper. During the course of this security incident, criminals attacked companies by

entering the premises and physically connecting a device to the corporate network. This

device was used to carry out further attack steps. What is dangerous about this attack is

that the first steps left no technical traces and could therefore not be detected by security

systems, which is why this attack was very successful from the attacker’s point of view.

The only way this attack can be detected and prevented at an early stage would be if

humans see the attacker or the placed device and report it. However, since people have

often been seen as the weakest link in security in the past, the idea of integrating security

novices into security analytics is still relatively new. While first approaches for reporting

simple social engineering attacks exist (e.g. [13]), there has not yet been a holistic view

of how humans can be integrated into security analytics (PP 2.1). The goal of this paper

is, therefore, on the one hand, to define connection points of human security sensors to

SIEM systems based on the SIEM pattern presented in Paper P1. On the other hand, the

goal is to develop an approach that enables to easily capture security incidents by security

novices and translate them into a data format suitable for SIEM systems.

To integrate humans into the SIEM workflow, two approaches are identified: Push
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and pull. The push method applies when an employee notices something suspicious and

proactively reports the security incident. In this approach, it is of particular importance to

offer guidance, as it must be assumed that the employee has little security knowledge.

Therefore, it is presumably difficult for him to describe a security incident in every detail.

The information generated by the push approach can be fed into a SIEM system during

the initial event collection. The pull approach is used when a security incident is already

detected, but information is missing to understand its full extent. This can occur in a

SIEM system during the analysis of the security incident or the subsequent steps. The

approach presented in the paper subsequently focuses on the push approach.
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Figure 5: The Human-as-a-Security-Sensor Incident Model and Taxonomy as published in
Paper P4

As a step towards a system for comprehensive reporting security incidents by humans,

it is first necessary to determine which security incidents are recognizable by humans

and can therefore be reported by a human. As a starting point, the NIST generic risk

model [16] is used, from which the four entities Threat Source, Threat Event, Entities,

and Expected Impact (compare Figure 5) are derived. To enable the description of an

incident in more detail, a taxonomy is developed for each of the entities by applying the

method for taxonomy development of Nickerson et al. [25]. The first two layers of the

taxonomy are shown in Figure 5.

As a prerequisite for the input of the security incidents into a SIEM system, data

formats are analyzed for suitability. A combination of STIX and CybOX turned out to

be the most appropriate. However, both data formats do not completely map the data

elements defined in the taxonomy, which is why the formats are extended to include all

data fields needed.

A prototypical implementation demonstrates the applicability of the concept. With
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Figure 6: A screenshot of the implemented tool for reporting incidents as published in
Paper P4

the help of the prototype, a security novice is enabled to report security incidents in a

structured way. As shown in Figure 6, users can enter the four entities Threat Source,

Threat Event, Affected Entities and Expected Impact. When selecting the elements, a

drop-down list is shown that allows to select the elements from the previously defined

taxonomy. This ensures that users are not overstrained with too much information and

can work their way from an abstract to a specific level of detail and stop when they

can no longer contribute information at a more detailed level. Once the incident is

reported, it is translated into STIX format on server-side for subsequent use in SIEM

systems. Finally, a case study evaluates the proposed approach. For this purpose, the Dark-

Vishnya case described above is recorded and reported with the help of the developed tool.
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Contribution of P4:
The paper provides the foundation for the comprehensive reporting of security incidents

by security novices. It goes beyond approaches that only allow the reporting of a

restricted class of attacks and aims to enable capturing all incidents possible. Therefore,

the main contribution of the paper is the development of a taxonomy that identifies

elements of incidents that can be reported. In addition, the STIX and CybOX format is

adapted to enable structured processing or the reported incidents. The feasibility is

demonstrated with the help of a prototypical implementation and a subsequent case

study.

P5: Improving data quality for human-as-a-security-sensor. A process driven qual-
ity improvement approach for user-provided incident information

The approach presented in Paper P4 offers the possibility for security novices to report

security incidents in a structured and simple way. However, it does not yet ensure good

data quality during the reporting process and does not support the user in providing the

best possible data quality (PP 2.2). This is where Paper P5 sets in by presenting an

approach that improves the data quality during the reporting process and enables the user

to correct any errors or missing information by asking additional questions.

Laying the foundation for this approach, it is determined how data quality is defined

in the context of the human-as-a-security-sensor paradigm in a first step. A vast number

of data quality dimensions are known from the literature, which is why particularly

relevant dimensions are selected. The selected data quality dimensions completeness,

consistency, relevance, reliability, timeliness, and currency, are the most frequently used

and considered the most critical dimensions in literature. Thus, these dimensions are

generally defined based on well-known literature definitions and then reinterpreted for

the human-as-a-security sensor context. In addition, these dimensions are supplemented

to include character attributes that can be derived from the reporting human, so-called

“predictors of detection efficacy” such as trustworthiness.

data quality
dimensions

human
characteristics

Phase 2: Intelligent user assistancePhase 1: Initial data collection

open interview of
the user

evaluate
improvement

potential
completion correctionX

Figure 7: Interviewing process with data quality improvement as published in Paper P5

The main contribution of Paper P5 is a process that improves the data quality during

the data collection, by extending the reporting process of Paper P4. The process shown

in Figure 7 can be divided into two phases. The first phase is the initial data collection,
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where the user can record security incidents without significant restrictions. Essentially,

the wizard presented in Paper P4 is used here, with the help of which all elements of an

incident can be recorded in a structured manner based on the incident taxonomy. Within

the process, this step is referred to as the open interview of the user. As second phase

follows the intelligent user assistance.

This phase begins with a review of whether the quality achieved in the first step can

be further improved. Therefore, on the one hand, the data quality dimensions described

above are taken into account, and on the other hand, the human characteristics of the

reporting human are considered. Based on that, a decision is taken whether the data quality

can be further improved. If this is the case, the two steps, completion and correction, are

run through. Otherwise, the process is completed, and the incident can be passed on to

downstream systems.

The basic idea of the completion and correction step is based on the principle of

recommender systems building on the hypothesis that security incidents reported by

security novices have already occurred in a similar form in the past. Under this hypothesis,

the similarity of the security incident reported in the open interview phase, with all past

security incidents in a database is calculated. The reported incident is then compared to

the most similar incidents, whereby differences are identified. These differences are used

for automated queries to the user. During the completion steps, the user is asked whether

he or she has forgotten certain information that was present in similar incidents but not

in the incident the user reported. In contrast, in the correction step the user is alerted to

potentially incorrect information that was not present in similar incidents. It is important

that the user remains involved in the decision-making process, as only he or she knows

the ground truth and can decide whether the system’s suggestions are really correct.

The approach is evaluated with the help of a use case analysis. For this purpose, the

process was fully implemented and integrated into the prototype presented in Paper P4.

In order to be able to use a database of past incidents for the calculation of similarity, the

IBM X-Force2 database was used, which provides a large number of known incidents as

part of a threat exchange platform. The evaluation demonstrated that the quality of the

data improves as the process is run through.

Contribution of P5:
The paper’s contribution is twofold. On the one hand, data quality is defined in the

context of the human-as-a-security-sensor paradigm, by identifying and describing

relevant quality dimensions. On the other hand, a process is presented that enables the

data quality to be improved during the reporting of security incidents. With the help of

a prototypical implementation and a use case analysis, it is evaluated that the presented

process achieves the desired results.

2https://exchange.xforce.ibmcloud.com/
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4.4 Focus Area 3: Security Experts

Security experts are humans with profound security-related knowledge who deal with

cybersecurity issues in their daily business. As the union between people, processes, and

technologies, SOCs form the organizational unit in which security experts are integrated

into security analytics. Therefore, the following section deals with improving the potential

of security experts within a SOC. Paper P6 first establishes the basics by assessing the

current state of research in the form of a literature survey. Building upon the results Paper

P7 provides a tool for defining the desired target state of a SOC by creating a maturity

model. Building on this groundwork, the subsequent two papers investigate the potentials

of the digital twin for a SOC. Therefore, Paper P8 presents a framework integrating attack

simulation within a digital twin into a SOC. Paper P9 builds on the results by using this

digital twin to create a virtual training environment in the form of a cyber range.

P6: Security Operations Center: A Systematic Study and Open Challenges

The third research question of the dissertation addresses the integration of security experts

into security analytics. In practice, security experts are organized in a SOC for this

purpose. It can be seen in the literature that although the term SOC is used frequently

and suggestions are made, for example, as how to improve individual elements of a SOC,

there is no holistic view and no accepted definition (PP 3.1). Therefore, the main goal of

Paper P6 is to capture the current research in the field of SOC within the framework of a

structured literature review to create the foundation for further research.

From a methodological point of view, the literature review follows the well established

three steps introduced by Tranfield et al. [31]. A total of 321 academic publications were

considered in the review. After the removal of duplicates, 208 papers remained, of which

158 were classified as relevant. As a first insight, the number of publications has risen

sharply since 2015 up to the date of the submission of the paper, indicating a solid increase

in relevance of the topic.

As a result of the literature analysis, the paper initially describes general aspects of a

SOC. Therefore, the term SOC is delimited from other terms, such as SIEM. Subsequently

SOC is defined to provide a unified, abstract view that delineates the research area and

is of central importance for subsequent research. Within the body of literature, a large

number of papers deal with technical architectures and operating models of a SOC. Even

if these often have only few commonalities, influencing factors can be synthesized, which

are presented in a structured overview. Four main building blocks of a SOC can be derived

from the analysis (see Figure 8): People, Processes, and Technology, which are expanded

by Governance, and Compliance providing the framework within which a SOC operates.

These four building blocks create the structure for the presentation of the further survey

results.

Within the People building block, the main contribution is the identification of the

different roles within a SOC (compare Figure 9). The aim here is to present a maximal

configuration of a SOC, listing all the roles represented in the literature. Therefore, it
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Figure 8: People, processes, technology and governance & compliance as main building
blocks for SOCs as published in Paper P6

must be considered that there may be SOCs that occupy only a small portion of these

roles. In the context of the Processes building block, it was found that literature only deals

with SOC processes in a very limited way. It was possible to identify individual processes,

which mostly relate to technical processes, such as the data collection process, but the

overall picture is rather incomplete. Furthermore, it can be seen that many of the processes

described are also used in other areas of security and are therefore not very SOC-specific.

Within the Technology building block, the various data sources that are relevant for a SOC

are examined. Essentially, this is log data that is supplemented by further intelligence, for

example from external exchange platforms. A large part of the literature is dedicated to

the topic of how incidents can be detected from a technical perspective. To understand

which approaches are used, these are classified within the paper, whereby exclusively

anomaly- or signature-based methodologies could be identified. Others however are

hardly considered within the examined body of literature. Governance and compliance

focuses on the standards relevant for SOCs or to whose fulfillment it can contribute. It

should be noted that there is no standard that addresses SOC as a whole. Instead, the

standards can be assigned to a specific domain or a task that are at least in parts addressed

by SOCs.

One major contribution of the paper is the identification of challenges in the respective

building blocks for which further research potential exists. Since the challenges from

the people building block are particularly relevant for this dissertation, the remainder

of this summary will focus primarily on them. The identified challenges can essentially

be narrowed down to four main issues. Firstly, in particular SOC analysts, have a very

monotonous job at the lower tiers. Their task is to analyze alerts triggered by SIEM

systems and decide whether it is a real incident or a false positive. This is mainly done

based on log data, which makes for a very monotonous workday. The second challenge is
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Figure 9: Roles in a SOC with corresponding interconnections as published in Paper P6

the neglected integration of domain knowledge. Although this knowledge would be vital

for identifying attacks on complex industrial plants, as pure security knowledge is not

sufficient there, but a deeper understanding of the functionality is needed. Third, there are

hardly any approaches that enable collaboration between experts, although collaboration

between security experts and domain experts would be crucial. The aforementioned

challenges lead to the fourth challenge, which PP 3.4 of this dissertation addresses: The

lack of sufficiently well-trained personnel and the difficult retention of existing staff. On

the one hand, staff turnover is very high due to the monotonous working conditions. On

the other hand, there is not enough personal. The influencing factors are that existing

personnel are not trained sufficiently well, and the working environment is inefficient,

leading to a higher demand.

Contribution of P6:
The contribution of the paper is to present the current state of research on SOC and,

based on that, derive challenges. On the one hand, this enables a quick entry into

the research topic, especially for new researchers, and on the other hand, it creates

a uniform integrated view of the topic. Furthermore, future research potential is

identified, which enables a targeted improvement of the current status.

P7: CTI-SOC2M2 – The quest for mature, intelligence-driven security operations
and incident response capabilities

In order to be able to identify improvement potential for SOCs in a goal-oriented manner,

it is necessary to define the desired target state (PP 3.2). Maturity models can be used

for this purpose. Not only can the target state be defined, but these models also serve

as a basis for decision-making at management level. For example, the benefit of a

SOC can be measured within an individual organization to justify investment decisions.

Building on the theoretical foundations developed in Paper P6, Paper P7 presents the
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CTI-SOC2M2 maturity model. For developing the model, the paper adheres to the

methodology of Becker et al. [3]. Therefore, in a first step the problem is defined. Based

on that, the envisioned model is compared to and differentiated from existing models.

After determining a development strategy, the maturity model is developed iteratively.

Therefore, SOC services with common characteristics are grouped and mapped with the

corresponding CTI data formats. Based on this, the corresponding maturity levels are

defined, and a transfer medium is created through a prototypical implementation of an

assessment tool. Finally, the model is evaluated.
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Log & Event
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Security Incident
Management &

Incident
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Cyber Threat
Intelligence

Sharing

Threat Hunting,
Penetration

Testing & Digital
Forensics

CTI
Formats

Security
Monitoring,
Analysis &

Threat Detection

CTI-SOC2M2
Maturity Levels

3: Extended

2: Core

1: Initial

4: Visionary

Capability Levels

3: Integration
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1: Source

0: Undefined

4: Automation
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Figure 10: Architecture of the CTI-SOC2M2 maturity model as published in Paper P7

The developed maturity model follows the approach of measuring the maturity level

of a SOC in a data-driven manner. Therefore it considers which data formats are integrated

within the SOC as an indicator for maturity. The resulting architecture of the model is

visualized in Figure 10. The derived SOC services were developed with the help of the

results from Paper P6, meaning that the current state of research is represented within the

model. The data formats serve as a reference for the capabilities present within a SOC.

Thus, to measure the maturity, the data formats are linked to the respective SOC services.

Within the paper, the individual services are described in detail while discussing, which

data formats can support them.

For measuring the maturity of a SOC, capability levels are defined for the respective

services. These measure how advanced the SOC services are based on the level of

integration of the respective CTI formats. The capability levels range from “0: Undefined”

to “5 Augmentation”. “Undefined” means that the corresponding CTI formats have not

yet been considered. “Augmentation”, in contrast, indicates that the formats are not only

obtained automatically but that there is a monitoring mechanism in place that ensures the

handling of yet unknown CTI formats. The capability levels of the respective services

then result in the overall maturity level of the entire SOC. Ranging from “1: Initial’ to

“4: Visionary” they indicate the maturity of a SOC. The NIST Incident Response Life

Cycle [6] is used to translate the capability levels into a maturity level, which means

that reaching a higher maturity level is accomplished by greater coverage of the Incident
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Response Life Cycle. To facilitate the recording of the capability levels and the calculation

of the maturity level, a web-based tool was developed and presented within the paper.

The paper was evaluated in two ways using a mixed-method approach. On the one

hand, a quantitative user study showed a direct correlation between CTI and the maturity

level of a SOC. On the other hand, expert interviews were conducted, which showed that

the model is of practical relevance.

Contribution of P7:
The main contribution of the paper is the creation of means to measure the maturity of

a SOC. In addition, with the help of the maturity model, the target state of a SOC can

be identified, and starting points for future efforts can be determined. From a practical

point of view, a tool is provided that can be used to make and justify decisions.

P8: Integrating Digital Twin Security Simulations in the Security Operations Cen-
ter

Within a SOC, security experts face the problem of configuring security systems to detect

not yet occurred security incidents (PP 3.3). Furthermore, it is nearly impossible to test

whether existing security measures are resilient to incidents before they actually occur.

Digital twins offer a promising solution for that problem, as they make it possible to

simulate security incidents in a realistic environment. By integrating a digital twin into a

SOC, it provides security experts with a tool that makes their work both more effective

and more efficient. Paper P8 thus proposes a framework for integrating simulations of

incidents within a digital twin into a SOC.
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Figure 11: Process-based framework for integrating the digital twin into a SOC as published
in Paper P8

The proposed process-based framework for integrating the digital twin into a SOC

is presented in Figure 11. The framework is divided into the three areas of SOC, digital

twin, and security analytics. The process begins with determination of simulation settings.
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Here, the experts in the SOC decide on the purpose they want to pursue with the simulation

and thus determine the corresponding parameters and settings to use for this purpose. For

example, they could decide in this step that they want to analyze a man-in-the-middle

attack and simulate the network environment for reproducing the attack. Based on

this, the actual security simulation is performed. The purpose of the simulation can be

differentiated between “system security testing”, “pentesting” and “attack simulation”. In

the first case, the goal is to explore whether the security systems are configured correctly.

Pentesting tries to find vulnerabilities within the simulated system and attack simulation

aims to examine the behavior of the system in the event of an attack. The information

gathered during security simulation is used in the SOC for incident analysis. The aim is to

gain knowledge that enables the incident to be prevented in the event of a real occurrence.

This knowledge can then be used in the incident detection and handling step. A SIEM

for testing purposes is used to detect and prevent the attack automatically. This is done,

for example, by creating detection rules. If the detection was successful, the rules of the

test-SIEM are transferred to the production SIEM in the deployment. If the attack was

not detected appropriately, the process is rerun.

  Digital Twin   SIEM

Filebeat Logstash

Elasticsearch Kibana

Mininet / MiniCPS Ettercap

Dsiem 
Correlation Engine

Figure 12: Micro-service architecture of the implemented digital twin and SIEM integration
as published in Paper P8

For evaluation, the framework was implemented. Therefore, a real-world use case in

the form of an industrial filling plant was simulated. Both the simulation component of

the digital twin and the SIEM within the SOC were implemented and connected. Figure

12 shows the resulting micro-service architecture. The digital twin was implemented

using Mininet/MiniCPS3. The man-in-the-middle attack was performed with the help

of Ettercap4. The SIEM system was implemented based on the ELK stack5, with the

correlation engine for detecting attacks being realized using Dsiem6. This implementation

demonstrated the feasibility of the previously presented framework.

3https://github.com/scy-phy/minicps
4https://www.ettercap-project.org/
5https://www.elastic.co/
6https://www.dsiem.org/
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Contribution of P8:
The contribution of the paper is a process-based framework that can be used to exploit

simulations within a digital twin for SOCs. This provides a way to make the work of

security experts both more efficient and effective. A technical implementation of the

approach was used to evaluate its feasibility.

P9: A Digital Twin-Based Cyber Range for SOC Analysts

To cope with the problem of the high and ever-growing demand for security experts, it is

necessary to educate more experts and enhance their training. Through improved training,

not only can a larger number of experts be better educated, but their training also leads to

lower turnover rates within the SOC [28]. Cyber ranges offer a promising way to do this.

They make it possible to create a realistic environment for the training of security experts,

thus providing a solution approach for PP 3.4. To this end, Paper P9 builds directly on

the results of Paper P8 by using the simulation component of the digital twin to build

a cyber range. This allows security experts to be trained using real security incidents

without compromising the actual enterprise infrastructure and related real-world objects.
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Figure 13: Concept of the digital-twin-based cyber range as published in Paper P9

As shown in Figure 13, a virtual environment is created using the simulation compo-

nent of the digital twin. For this purpose, the bottling plant already simulated in Paper P8

is used as a scenario. For the purpose of the training, attack scenarios are automatically

executed on this simulation. The analyst to be trained is located within a fictitious SOC.

There, he or she is provided with a SIEM system that is actually used in practice so that a

training environment is created that is as realistic as possible. The simulated industrial

system produces log data, which is fed into the SIEM system. Based on this data, the

trainee can use the SIEM system to detect the attacks manually or create detection rules

that enable the SIEM system to detect the simulated attacks automatically. Furthermore,

the cyber range contains a management and monitoring component, which triggers the

attack, and enables the trainer to configure the simulation. Within the learning manage-
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ment system, learning materials such as videos or texts are provided for the trainee, which

provide the necessary background knowledge.

For enabling the actual learning with the help of the cyber range, a scenario and a

learning concept were developed. The scenario consists of three programmable logic

controllers (PLCs) controlling the industrial plant, which are connected to a human

machine interface (HMI) via a switch. It is assumed that the attacker has access to the

network and is directly connected to the switch. The learning concept consists of six

tasks that must be solved by the trainee, which successively increase in difficulty. Each

of the tasks includes a simulated attack, which the trainee must analyze with the SIEM

system and create corresponding detection rules. Before each task, explanatory texts and

videos are provided, which on the one hand, explain the scenario and, on the other hand,

convey knowledge that is needed to solve the tasks.

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12 Q13 AVG
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Figure 14: Measured increase of knowledge within each subject area as published in Pa-
per P9

The cyber range was evaluated through an extensive international user study. For

this purpose, it was carried out in collaboration with the Ionian University in several

sessions with a total of 44 participants. To test whether the cyber range achieves the

desired results, the knowledge gain was measured by questions that the participants had

to answer before and after the cyber range training. Figure 14 shows the percentage

of correctly answered questions divided into different knowledge classes. The results

were statistically evaluated by applying a paired t-test. Among other things, a significant

increase of 42.05% was found in the “SIEM detection rule knowledge” class. Thus it

could be shown that the presented cyber range leads to learning success.
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Contribution of P9:
The paper’s contribution lies in the exploration of whether cyber ranges are suitable

for the effective training of security experts. Thereby the potential of a digital twin

was examined to create a realistic training environment. Furthermore, the cyber range

was evaluated in an international user study whereby the collected data was provided

publicly to facilitate subsequent research.

4.5 Complementary publications

In addition to Papers P1 - P9, further publications have been published in the context

of this dissertation. These papers are not directly assigned to the dissertation, but were

influenced by the included publications or contributed to the development of the scientific

context. In order to get a comprehensive picture of this dissertation’s frame, each

additional paper will be briefly presented in the following. Table 3 provides an overview.

The papers were published either at a conference (C) or in an encyclopedia (E).

No. Publication Status Type Cit.7

A1 MENGES, F., BÖHM, F., VIELBERTH, M., PUCHTA,
A., TAUBMANN, B., RAKOTONDRAVONY, N., AND

LATZO, T. Introducing DINGfest: An architecture for
next generation SIEM systems. In Sicherheit. 2018, pp.
257–260

pub. C 11

A2 VIELBERTH, M. Security Operations Center (SOC).
Encyclopedia of Cryptography, Security and Privacy,
Springer Berlin Heidelberg, (2019), 1–3

pub. E 0

A3 VIELBERTH, M. Security Information and Event Man-
agement (SIEM). Encyclopedia of Cryptography, Secu-
rity and Privacy, Springer Berlin Heidelberg, (2019), 1–3

pub. E 1

A4 BÖHM, F., VIELBERTH, M., AND PERNUL, G. Bridg-
ing Knowledge Gaps in Security Analytics. In Proceed-
ings of the 7th International Conference on Information
Systems Security and Privacy (Online Streaming, 2021),
SciTePress, pp. 98–108

pub. C 3

Table 3: Overview of complementary research papers

Paper A1 is an extended abstract that presents a novel SIEM architecture. The focus

is on creating a SIEM that meets forensic requirements. In addition, the architecture is

extended with further data from virtual machine introspection, and the analysis capabilities

are supplemented with identity behavior analytics capabilities. By presenting the general

idea, it served as the basis for the SIEM architecture presented in Paper P3 and is thus

directly related to this dissertation.

Both Papers A2 and A3 are contributions to an encyclopedia. Paper A2 deals with the

term SOC and Paper A3 with the term SIEM. Both define the respective term and delimit

it thereby, laying the foundation for research. In addition, the two papers present the use

7Citation count based on Google Scholar: https://scholar.google.de/
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of the term in theory and practice as contextual information. The two definitions of terms

are based on preliminary work done for this dissertation. Especially Paper P1 and Paper

P6 are to be mentioned, which created the foundation for the definitions of the terms.

Paper A4 is a conference paper, which was further elaborated by Paper P2 as an

extended version. Therein, the different knowledge types and conversion processes are

formally derived and delimited to create a uniform understanding. The focus is on the

identification of research gaps. In order to take a first step towards closing those gaps,

the paper presents a proof-of-concept implementation that uses visual programming

approaches to enable security novices to contribute their knowledge to security analytics.

The paper was extended in Paper P2 to include a classification of the different types of

knowledge into the Incident Detection Lifecycle. In addition, the delimitation of the two

personas, security novices, and security experts, was expanded.

5 Conclusion and Future Work

Since humans are, in many cases, easy victims of cyber attacks, the image of humans as

the weakest link prevails within cybersecurity. This connotation is often communicated

to employees as a mantra for ensuring enterprise-wide security. Thereby, people are

told what they have to refrain from doing with a moralizing undertone in order not to

open the door for attackers. This has led to the potential of humans for security being

constantly neglected. This dissertation has addressed this problem in three focus areas

with the central research question of how people can be integrated into security analytics

in order to improve the overall security posture of organizations. Within this dissertation,

nine research papers have been created. These are dedicated to answering the research

question and provide a valuable contribution to the advancement of security analytics by

moving a step from a human-as-a-problem towards a human-as-a-solution perspective.

The first focus area was dedicated to the assessment and improvement of the topic of

security analytics. A transfer of knowledge from practice to research was created by ana-

lyzing SIEM systems as representatives of security analytics tools, which was published

in the form of a software pattern. Based on this, a formal knowledge model in security

analytics was defined. Thereby the two personas, security novices and security experts,

were delineated and defined, creating the framework for this dissertation. Furthermore, a

model for a SIEM system that meets the specifications of the GDPR and thus fulfills the

requirements in terms of data protection was proposed.

Regarding the integration of humans into security analytics, on one side security

novices were taken into account. In the context of the human-as-a-security-sensor

paradigm, an approach was developed enabling the reporting of all incidents that can be

observed. Furthermore, the STIX data format was extended so that the reported incidents

can be integrated in a structured way into security analytics systems for further processing.

Building on this, the reporting process has been further enhanced by developing a data

quality improvement procedure. This in essence enables errors in the reported security
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incident to be corrected or missing information to be added by comparing the incident

with past incidents.

On the other side, the integration of security experts in security analytics was con-

sidered. In particular, the topic of SOC as an organizational aspect in which security

experts are organized within the scope of security analytics was addressed. The first

step was to create a theoretic foundation through a literature survey. Based on this, a

maturity model for SOCs was developed, which can be used to measure the current status

within a company. To enhance the creation of detection rules by experts, an approach was

presented that leverages the potentials of a digital twin. This involves simulating attacks

within the digital twin to enable security analyses without compromising the enterprise

infrastructure. Building on this, the simulation was used to develop a cyber range that

enables the training of security experts in an environment close to reality.

This dissertation started with the research vision of evolving from human-as-a-

problem to human-as-a-solution. This vision is a goal that is almost impossible to

achieve in its entirety in the near future. Thus, this dissertation, as any other research

work, leaves potential for subsequent research. Therefore, in the following, connect-

ing points for future research that were identified in the course of this dissertation are

discussed.

The integration of the security novice into security analytics was addressed in this

dissertation primarily from a technical or computer science perspective. This leaves some

questions unanswered. For example, problems from psychology play an important role

in this regard. For employees to report security incidents, it must be investigated how

they can be motivated to do so. Since reporting may have negative consequences for the

employee, for example, because an incident involves an error on his or her part, incentives

must be created for reporting. The corporate culture also plays a decisive role here. Initial

approaches already exist in this area for the creation of an anti-fraud culture, which could

be adapted to the area of human-as-a-security-sensor.

In the area of security experts, the survey conducted in the course of Paper P6

already provides good starting points for future research by identifying open challenges.

Nevertheless, a few major aspects should still be mentioned here. A holistic view of the

processes is still missing within SOC research. Although there are some overarching

security processes that can be related to the activities within a SOC, these are not very

well tailored to the requirements of a SOC.

Furthermore, the problem of the lack of security experts is far from being solved.

Thus, approaches for training security experts need to be further improved. The cyber

range developed in the course of this dissertation offers a good starting point. However,

research in the field of cyber ranges should focus on bringing forth more general methods

to enable the development and adaptation of training environments to meet practical

demands. For example, it is not yet known what constitutes a good cyber range or how its

quality can be determined to facilitate the identification of potential for improvement.
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A Security Information and Event Management Pattern
MANFRED VIELBERTH, University of Regensburg
GÜNTHER PERNUL, University of Regensburg

In order to achieve a high level of cyber security awareness most mid to large sized companies use Security Information and Event Manage-
ment (SIEM) embedded into a Security Operations Center. These systems enable the centralized collection and analysis of security relevant
information generated by a variety of different systems, to detect advanced threats and to improve reaction time in case of an incident. In this
paper, we derive a generic SIEM pattern by analyzing already existing tools on the market, among additional information. Thereby, we adhere
to a bottom-up process for pattern identification and authoring. This article can serve as a foundation to understand SIEM in general and
support developers of existing or new SIEM systems to increase reusability by defining and identifying general software modules inherent in
SIEM.

Categories and Subject Descriptors: D.2.11 [Software Engineering]: Software Architectures—Patterns; K.6.5 [Management of Computing
and Information Systems] Security and Protection

General Terms: Security patterns

Additional Key Words and Phrases: SIEM, Security Information and Event Management, Security Analytics

ACM Reference Format:

Vielberth, M. and Pernul, G. 2018. A Security Information and Event Management Pattern. 12th Latin American Conference on Pattern
Languages of Programs (SugarLoafPLoP 2018), November 2018, 12 pages.

1. INTRODUCTION

The protection of corporate IT infrastructures against cyber attacks is becoming a more and more demanding
task. Trends like Industry 4.0 and Internet of Things transform today’s IT-landscapes into a complex and mazy
structure with a growing amount of attack points. In most mid to large size companies, a Security Operations
Center (SOC) is established to gain a holistic and centralized view on IT security and to enable fast reactions
in case of an incident. According to the SANS 2017 Security Operations Center Survey [Crowley 2017], more
than 80% of those SOCs are supported by a SIEM system in order to increase IT security awareness. Besides,
SIEM systems enable the automation of incident detection and subsequent reactions in order to mitigate imminent
damage or to preserve forensic evidence. Therefore, these systems collect security relevant data at a central point,
to gain a holistic view of the organizations IT security. Additionally, historic and correlated analyses and further
measures are enabled.

Although there are many SIEM systems on the market, there is no pattern to the best of our knowledge, which
defines the generic structure of a general SIEM setting. To fill this gap and to create a foundation for understanding
the basic components of a SIEM system, we propose a pattern for SIEM in this paper. Additionally this pattern can
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help developers to delimit generic modules. This enables the enhancement of reusability and replaceability of
selected modules and improves the general structure and compatibility of SIEM software.

The proposed pattern is deduced in conjunction with the DINGfest project. DINGfest is funded by the Federal
Ministry of Education and Research in Germany and aims at developing an architecture for next generation SIEM
systems. Especially collecting forensic evidence from virtual environments and leveraging data from Identity and
Access Management is emphasized. Furthermore, the project is focusing on improving methods for Visual Security
Analytics, by involving experts more efficiently.

One purpose of patterns is to show the current state of best practice for a recurrent problem in a specified
context. Thus, it should be used in at least two different use cases [Gamma et al. 2011]. In this paper, we follow
this approach and in order to identify the current state of best practice in SIEM we analyze established SIEM
systems and related information. In the following, the SIEM pattern is deduced and explained oriented on the
POSA (Pattern-Oriented Software Architecture) template [Buschmann et al. 2013].

The intended audience for this pattern includes developers and administrators of SIEM systems. Additionally, it
can serve as a foundation for people who are new to this topic in order to gain a basic understanding. We assume
our readers to have basic knowledge about UML and a fundamental awareness of IT security issues.

In this paper, we give a theoretical foundation by explaining SIEM in general in Section 2. Subsequent, the
derived pattern is described in Section 3. In Section 4, we describe the pattern mining / identification process,
which we followed. In Section 5 we finally conclude our work and give hints for future directions, to gain a more
detailed view on SIEM. Appended an explanation of domain specific terminology can be found.

2. SECURITY INFORMATION AND EVENT MANAGEMENT

The first notion of Security Information and Event Management is attributed to a report of Gartner Inc. [Williams
and Nicolett 2005]. According to this work the expression is composed of two terms: Security Information
Management (SIM) and Security Event Management (SEM) [Goldstein et al. 2013]. While SIM deals with
centralized management, collection, preservation of historic log data and the generation of reports for compliance
purposes, SEM covers threat management, real-time monitoring of security incidents and triggering proper
reactions in case of an incident. Thereby, the collected data is aggregated to reduce the amount of data and
facilitate the usage for appropriately reacting to security events.

Nevertheless, nowadays’ SIEM has evolved from a sole combination of those two technologies to a more holistic
and integrated security solution and thus combines the advantages of SIM and SEM in one single centralized
system. Due to the numerous functionalities a SIEM has to fulfill, an appropriate academic definition is hard to
accomplish. However, the Gartner IT Glossary [Gartner Inc. 2018] outlines the expression quite well. According
to their definition, SIEM systems collect relevant data and conduct historic analyses on security events from a
broad range of different types of event or contextual data sources. Additionally, it supports reporting for compliance
purposes and forensic investigation by analyzing the stored historic data from the same sources. The main
functionalities of SIEM are its broad scope on event sources as well as its ability to correlate and analyze these
events across heterogeneous sources.

The general purpose of collecting and analyzing such a big amount of data in a central place is the identification
of anomalies and incidents, which would not be visible considering data of only one single system or device.
Additionally, it facilitates the monitoring and management of the organizations’ state of IT security.

However, SIEM is not an isolated software, which runs untouched for a long period of time, but it is in most cases
embedded into a Security Operations Center (SOC). A SOC as described by Bhatt et al. [Bhatt et al. 2014] is a
centralized organizational unit, with the goal to monitor all relevant events related to security of an IT infrastructure.
A SOC basically consists of software, processes and a team of security analysts and experts [Radu 2016]. The
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utilized software for collecting data and log files from all relevant assets and for further analyses is a SIEM system.
After the detection of a potential incident, the SOC staff determines the measures to be taken, like informing an
incident response team or the stakeholders of affected systems. In most cases SOCs are organized hierarchically
in multiple layers, whereby the lowest layer depends on a large amount of employees. In large organizations they
are organized in multiple shifts for being able to react accordingly to security incidents around the clock.

Due to the growing amount of different sources for log data and other security relevant events, and the subse-
quent growing need for well trained security analysts, the demand for a higher level of automation rises. Thereby,
SIEM can help to automatically analyze and react to security incidents in a centralized manner. It further helps
analysts by better visualizing the big amount of data to leverage the expert knowledge of the analysts more
efficiently.

Further explanations of relevant terminology is given in appendix A.

3. SIEM PATTERN

3.1 Also Known As

SIEM, SIEM system, (Big Data) Security Analytics System, Cyber Threat Intelligence Tool/System

3.2 Intent

Collect all security relevant data in a central point in order to identify threats or incidents. Therefore, provide the
opportunity to deal with different data formats and to analyze the data in real-time and historically. In addition, offer
the possibility to interact with human experts.

3.3 Context

In today’s organizations, a big number of different security systems and devices are part of IT-infrastructures. In
most cases they have been grown historically and thus it is hard to keep track of the overall state of corporate
IT-security. Additionally, isolated security systems, like firewalls can only detect or prevent very specific attacks. To
gain a holistic picture of the state of security and to uncover more advanced cyber attacks collecting all security
relevant information in a centralized system is required. Therefore, real time threat analysis is essential for being
able to react quickly, whereby historic analyses have to be performed in addition.

3.4 Problem

The big amount of different security relevant devices and software makes it hard to gain a holistic view of an
organizations security. Especially, sophisticated attacks affecting multiple systems (commonly referred to as
advanced persistent threats) often remain undetected. Moreover, the tremendous amount of generated log data
makes the situation even more challenging, because it complicates security related analyses and makes it more
difficult to find appropriate reactions in case of an incident. The forces associated with this problem are as follows.

Forces:
– Detection rate and false positives: We want to decrease the manual workload of experts and analysts as

much as possible by automatically detecting incidents and anomalies. In order to unburden them, the false
positive rate has to be very low, as staff has to analyze the wrongly detected incident and decide for further
steps. Additionally, the detection rate should be as high as possible, to provide a high level of security. Every
incident that was not detected in time might end up causing more work hours or additional damage.

– Time of discovery and reaction: We want to be able to detect and react to an attack as fast as possible,
because the time a company needs to detect and react to an attack directly impacts the financial damage
[Kaspersky Lab 2016]. In order to mitigate the losses, it is important either to react automatically to an incident
or to inform the right people in time, who ideally carry out a reaction plan.

A Security Information and Event Management Pattern — Page 3

1. A SECURITY INFORMATION AND EVENT MANAGEMENT PATTERN 38

Dissertation Manfred Vielberth, 2022



– Usability: We need a system, that is easy to use by analysts and experts. The effort to connect new devices
and configure the detection of new incidents (e.g. create new detection rules) has to be as easy and as little
time consuming as possible. Furthermore, the necessary expert knowledge should be as low as possible.

– Visual preparation of data and integration of expert knowledge: In the future, it will not be possible to replace
experts who manually analyze the data so quickly. Especially the automatic detection of incidents that have
never occurred before is challenging. Thus, visual preparation of the data and enrichment with context data
is very important for optimally integrating expert knowledge, not only at the beginning and the end of the
analytics process, but also in the middle [Ropinski et al. 2017; Gates and Engle 2013].

– Degree of automation: Well trained staff in the security domain is quite rare. However, in big organizations
SOCs have to be staffed around the clock. We want a system, that can help to reduce the number of people
needed by automating certain steps. On the one hand, the analysis should be further automated and on the
other hand, reactions should be triggered or carried out automatically wherever possible.

– Number of connectible devices: In order to provide a holistic view on corporate security, we want to exploit all
relevant data. Therefore, every device pertinent for security has to be connected. This poses two requirements:
First, it must be possible to process a large number of log data. Second, nearly every different kind of device
or software has to be able to be connected. Thus, we must be capable of handling many different log formats.

– Analytics: For being able to detect and identify attacks, a large variety of events and additional data has to be
analyzed. Therefore, the possibility to create rules or other detection mechanisms have to be provided. The
analysis mechanism should be able to correlate multiple events, which enables the detection of even more
incidents or threats. Thereby, capabilities for automatic as well as manual or human-supported analyses must
be offered.

– Reusability and intelligence sharing: We want to provide a high degree of reusability. Therefore, the pat-
tern should be split into different modules, which are easy to exchange and to integrate by other similar
systems. Thus, they should be loosely coupled and interfaces have to be defined. Additionally, interfaces for
sharing analyses results with other organizations should be provided. Moreover, reporting for compliance
reasons should be possible as it becomes increasingly important especially for critical infrastructure providers
[European Parliament 2016; Congress of the United States of America 2014].

– Costs: Costs play an important role for every system, intended for application in a company. Therefore,
we want to reduce the time needed for implementation and staff necessary for running and monitoring
the software. However, it is hard to make a statement about profitability for most cyber security topics
[Weishäupl et al. 2018].

3.5 Solution

Implement a SIEM system that collects, enriches, normalizes and stores all relevant log data in a centralized
manner. This system automatically detects and reacts to as many incidents as possible, provides interfaces for
reporting those and enables the integration of expert knowledge.

Structure:

The resulting SIEM Pattern can be split into eight components, as shown in Fig. 1. The first module is responsible
for log collection and for providing the collected log data to further modules. The input data can be provided by
various log sources.

The enrichment component uses context data for providing additional information for bare log data in order to
improve further processing by providing enriched log data. Various context data sources supply the needed data.
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Fig. 1. SIEM Pattern as UML component diagram

For enabling and facilitating further processing, the data is restructured into a standardized format (normalized
log data) in the normalization component.

The main part is the correlation and analysis component, as there the incidents are finally recognized based on
the incoming normalized log data. Additionally, analyses are conducted based on historic data provided by the
storage component. Analysis results and raw log data are also stored herein. In order to enable further processing
by other modules, prepared data is provided.

Finally, the findings can either be reported or shared with other systems or organizations in form of threat
intelligence. The monitoring component provides an interface for human interaction and the alerting & incident
response component can propagate alerts to responsible stakeholders or react automatically in case of an incident.

3.6 Implementation

In this section we present additional information for implementing the proposed pattern and corresponding compo-
nents. Additionally, we describe two examples for SIEM systems and show that their pattern fits the one presented
in this paper for the most part. Therefore, we first describe a SIEM, which is quite popular in industry and then
introduce DINGfest, a SIEM proposed by a research project.

The log collection component can either pull the logs from a variety of log sources or the log generating source
pushes the log data into the log collection module. In most cases, the pull based method is implemented by simply
accessing the file system of the log generating source by well known standard protocols like FTP (file transfer
protocol) or SCP (secure copy). In order to push the logs to the SIEM, the log source has to use supported
protocols like syslog or a so called agent has to be installed on the source, which is responsible sending logs to
the SIEM. Logs can also be integrated as a data stream.

An example for enrichment of log data is to resolve the IP address to a geolocation, which can enable the
detection of some specific threats. Furthermore, asset discovery tools provide information about systems or
sensitive data which requires more protection. The data from vulnerability assessment can help to relate threats to
specific data sources. Additionally, enriched data is in most cases much easier to read and interpret by a human
analyst in subsequent modules.
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The normalization component is needed as the various connected log generating sources use many different
formats for storing and sending logs in practice. In addition, varying storage technologies are applied. For example,
some systems utilize relational databases and others use plain text files or proprietary technologies like syslog.
Thus, it is necessary to transform them into a single uniform log format. Additionally, it is much easier for experts
to create detection rules for standardized log formats in further steps.

The correlation & analysis is conducted in real time on incoming normalized log data for recognizing incidents as
fast as possible. Additionally, historic analyses are performed for forensic purposes or in order to detect incidents
overlooked before, as, for example, the pattern of an attack was not yet known at this time. A multitude of different
methods for correlating and analyzing logs exist. However, the most common and very simple approach is detecting
incidents on the basis of rules. Such rules can be derived automatically, created by human analysts or retrieved
from other systems or organizations. The structure and content of the provided prepared data depends on the
requirements of consuming components.

Reports can be generated for multiple internal reasons as well as for meeting regulatory compliance obligations.
For example, the USA [Congress of the United States of America 2014] and the EU [European Parliament 2016]
have laws in place that demand the reporting of information about occurred incidents in certain cases. Second,
threat intelligence can be exchanged with other SIEM systems. Therefore, threat exchange platforms like the Alien
Vault Open Threat Exchange1 can be applied.

In the monitoring component not automatically detected incidents can be recognized by analysts and a decision
can be made, whether a recognized threat is a false positive. Additionally, after an incident was detected, experts
need additional information for determining further steps in most cases. Furthermore, detection rules of the
correlation and analysis module can be extended or created manually.

According to the Gartner magic quadrant for security information and event management [Kavanagh and Bussa
2017], IBM QRadar is the most advanced tool. Thus, we compare our proposed pattern to the one used by QRadar.
The information therefore can be found in the official documentation [IBM Corporation 2017]. Therein, the QRadar
architecture is structured in the layers "data collection", "data processing" and "data searches".

The first layer collects logs ("QRadar Event Collectors") and data streams ("QRadar QFlow Collector") and
normalizes them by first parsing and then restructuring the data into a usable format.

The second layer enriches the logs with additional data from sources like the "QRadar Risk Manager", which
provides a map of the organizations’ network topology and the "QRadar Vulnerability Manager", which identifies
security risks in the network. Additionally, the "Custom Rules Engine" analyses the data for incidents and offenses.
After the data is analyzed, it is written to the storage, while the "QRadar Incident Forensics" provides historic
in-depth investigation by storing collected raw data.

The "data searches" layer provides interfaces for human interaction. Thereby, reports can be created and
the user has the possibility to search and analyze the collected data with the help of the "QRadar Console".
Additionally, alerts are triggered and presented or forwarded to analysts.

To sum up, IBM QRadar covers all major SIEM modules presented in Fig. 1, although they are named differently
with brand specific terms.

The DINGfest project as introduced by [Menges et al. 2018] aims at developing an architecture for next
generation SIEM systems. The architecture is divided into the layers "Data Acquisition", "Data Analysis" and
"Digital Forensics & Incident Reporting".

The "Data Acquisition" layer provides basic log collection with the help of Logstash2, an open source tool for
managing logs. In addition, virtual machine introspection [Jain et al. 2014] is used in order to monitor a system in a

1https://www.alienvault.com/open-threat-exchange
2https://www.elastic.co/products/logstash
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virtualized environment from the outside without the need for installing an agent on the system. Both collection
methods normalize their data into a semi-structured JSON format and push it into a data stream implemented with
Apache Kafka3.

Within the "Data Analysis" layer the collected data gets enriched with information from "Identity Behavior
Analytics". Thereby additional details are provided for logs containing user data, such as granted permissions,
assigned roles and statistics. Occured incidents can be recognized by the "Event Processing" module by matching
pre-defined events stored in a fingerprint database. The "Visual Security Analytics" module provides monitoring
and alerting capabilities by presenting occurred incidents and the collected data to the user.

The analysis results and relevant raw data are stored in a so called "IoC (Indicators of Compromise) Vault" in
the "Digital Forensics & Incident Reporting" layer. Within this layer incidents can be shared in the STIX4 format, a
representation for cyber threat intelligence.
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Fig. 2. Pattern of the Dingfest SIEM as UML component diagram

Although DINGfest fits the SIEM pattern shown in Fig. 1, it lacks some capabilities, but at the same time goes
beyond certain aspects. The comparison between the DINGfest SIEM and the abstract SIEM pattern is portrayed
in Fig. 2 and further elaborated in the following.

First, the ability to generate custom reports for internal purposes is not contained. Second, incident response
capabilities are missing, though they could be appended through third party software.

On the contrary, the DINGfest project provides aspects beyond a standard SIEM. In order to preserve forensic
evidence it can collect snapshots of a whole virtual machine, which gives an untampered view on the state of
a compromised system. Furthermore, experts are involved more closely into the analysis process by applying
advanced visual security analytics methods. Additionally, pseudonymization plays a central role in the DINGfest
SIEM for providing a higher level of privacy. Therefore, all data is pseudonymized before it is stored, analyzed or
further processed. Only on reasonable grounds of suspicion this data can get depseudonymized.

3http://kafka.apache.org/
4https://stixproject.github.io/
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3.7 Variants

Of course not all current SIEM systems on the market fit into the previously defined pattern with all their parts.
Especially the enrichment and normalization modules are in some cases switched. Thereby, the logs are first
normalized and afterwards enriched with relevant context data. However, the input data for the correlation and
analysis module remains the same.

Furthermore, our research revealed that most SIEM vendors provide the possibility to outsource certain parts in
the cloud (e.g. storage) or similar environments. However, the overall structure is mostly not affected thereby.

An additional variant is to extend a SIEM system by active defense capabilities as described by [Docking et al.
2015]. This can improve security by mitigating attacks before they even happen. It also relies on centralized threat
intelligence, which can be provided by a SIEM.

3.8 Known Uses

– IBM QRadar: IBM QRadar is a modular system and therefore is applicable for medium to large size com-
panies. Furthermore it can be deployed as a standalone system, in a distribute architecture or in the cloud.
[IBM Corporation 2018]
A more detailed comparison of IBM QRadar with our pattern can be found in section 3.6.

– Splunk: Splunk Enterprise is the core of their SIEM solution and provides collection and storage of data. It
can be extended with different packages, which for example extend it by user behavior analytic capabilities.
[Splunk Inc. 2018]

– LogRhythm: LogRhythm provides host and network monitoring abilities in addition to core SIEM functionalities.
Furthermore, an AI engine aims at automating certain operations. [LogRhythm Inc. 2018]

– McAfee ESM: McAfee ESM can be connected with a threat intelligence feed, which provides additional
information and signatures. Furthermore, it supports big data technologies like Elasticsearch and Kafka.
[McAfee LLC 2018]

– AlienVault USM & OSSIM: Compared to the previously mentioned systems, AlienVault OSSIM is distributed
as open source software. Thereby, it is the most widely used SIEM system of this kind. AlienVault USM is a
paid version of OSSIM hosted in a cloud environment extended by additional features. [AlienVault Inc. 2018]

These examples are just a small selection of SIEM systems on the market fitting our pattern at a large extent.
Though, they are in our estimation the best-known ones. A detailed market analysis of SIEM systems can be found
in [Kavanagh and Bussa 2017].

3.9 Consequences

The SIEM pattern has the following advantages:
– Detection rate and false positives: By analyzing the data in a correlated manner, the detection rate should be

much better compared to systems, which analyze only data of a single system. Additionally, context data can
improve the detection rate even more. In addition, the false positive rate can be lowered by this approach.

– Time of discovery and reaction: The proposed solution can improve the time of discovery and reaction
significantly, as it is much easier to react to events which are collected centrally instead of reacting to incidents,
which could happen in any system located anywhere in the organization. Additionally, our approach enables
automatic incident response.

– Usability: The usability is improved by providing a central user interface for monitoring different connected
systems and by providing an interface for easily connecting various data sources.

– Visual preparation of data and integration of expert knowledge: In order to integrate expert knowledge,
a monitoring module is provided. Thereby, experts can analyze the visually prepared collected data and
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customize the automatic analysis. Furthermore, the interaction with humans is in general enhanced by
enriching the log data with context data. As a result, for example hard to interpret information is transformed
into more useful intelligence (e.g. IP-addresses get translated into the geolocation of its origin). Moreover, a
high level of usability enables experts to work efficiently.

– Degree of automation: A high level of automation is maintained by normalizing, correlating and analyzing the
data automatically. Additionally, reports can be generated without human interaction and incident response
processes can be conducted autonomously. To reduce time and effort, the data is visually prepared and
presented bundled at a single place for the whole companies IT infrastructure.

– Number of connectible devices: An interface for connecting log sources and context data is provided in order
to easily connect any data generating device. Additionally, the data gets normalized into a standard format for
being able to further process it independently of its initial representation.

– Analytics: The central component of the pattern is the correlation and analysis module, which can detect
incidents or threats automatically. Therefore, the incoming data is correlated. Additionally, the monitoring
module provides human analysts with the possibility to analyze data manually.

– Reusability and intelligence sharing: In order to provide a high level of reusability, interfaces and modules are
identified. Furthermore, sharing of threat intelligence and generating reports for compliance reasons is taken
into account. Especially the definition of standardized reporting and sharing formats for detected incidents
plays an important role and is a very active topic in current research [Menges and Pernul 2018].

– Costs: In order to reduce costs, our approach aims at a high level of automation. Additionally, it supports staff
by providing a single interfaces for monitoring the whole organizations’ security. The modular design can help
to reduce costs even further.

In contrary to the advantages the SIEM pattern has the following liabilities:

– High effort for introduction: Due to the complexity of historically grown organizations’ IT infrastructures,
integrating a SIEM demands high effort. Additionally, the heterogeneity of demands to the system makes it
hard to create a standard solution, usable by multiple companies.

– Demand for experts: Although the demand for staff is reduced, there is still a need for experts for introducing
and monitoring the system.

– Lack of information from observations made by humans: The pattern only uses log and context data generated
by machines. However, humans could also provide valuable information for a SIEM. For example if an employee
receives a malicious phone call, which could be the start of a large-scale attack, there is no possibility for him
to feed it into the SIEM system.

3.10 Related Patterns

– Security Patterns for Intrusion Detection Systems (IDS): The security pattern for IDS [Kumar and Fernandez
2012] is quite similar to the SIEM pattern proposed in this paper. However an IDS does not analyze log data,
but requests from clients. Additionally, it protects certain points in a network and is thus not a centralized
security system. In the context of SIEM, an IDS can serve as log source as it generates security relevant
events, when detecting attacks.

– Centralized systems logging: The centralized systems logging pattern uses the factory pattern to create
loggers for different applications to gather logs in one single place [Bijvank et al. 2013]. However, it does not
address any kind of analysis or security related processing.
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– Adapter Pattern: In order to be able to add modules with incompatible interfaces, after the SIEM system was
installed, Adapter patterns [Gamma et al. 2011] are needed. Additionally, this can enable or at least simplify
the connection of external data sources or consumers.

4. PATTERN MINING / IDENTIFICATION PROCESS

The process for identifying the SIEM pattern is derived from the process for pattern identification, authoring, and
application introduced by [Fehling et al. 2014]. However, we will mainly focus on the identification of a SIEM pattern.
In the following, we describe how those processes are applied. The pattern identification process contains five
phases, which we followed accordingly:

Domain Definition: In the first step the domain has to be defined in order to gain a common understanding and
knowledge about it. The domain of our pattern is SIEM, as described in chapter 2. In addition, we describe the
used terminology in the appendix in order to gain a deeper understanding of domain specific terms.
Coverage Consideration: As our domain is a quite broad research area, we narrow down the coverage of our
pattern. Specifically, we limit our pattern to one level of abstraction. In addition, only the software part of SIEM is
considered. We do not focus on surrounding processes, which for example are performed by staff in a SOC.
Information Format Design: The information format, we applied in our research is UML. Specifically, we decided
to use a component diagram, as it perfectly fits the intended level of abstraction and is well known by most
researchers in the field of software engineering.
Information Collection: To gain a holistic view of the relevant aspects we considered several sources of information:

– Software products: The most important source of information for our research are products that are already
well established in the market of SIEM. In this way the outlined pattern represents the state of the art of SIEM
systems and is as close to reality as possible.

– Research papers: In order to integrate the current view on SIEM in research we also used scientific papers
as source of information. However, there are only few papers, which specifically address SIEM as a whole.

– Whitepapers: In most cases companies, developing SIEM systems provide whitepapers, elaborating the
functionalities of their products in more detail. In some cases even their architecture is displayed.

– Manuals: With the help of the corresponding manuals of the SIEM products additional information can be
gained. However, manuals are written for the users of the product and thereby only give few information about
the functionality of the product in depth.

– Documentations: SIEM products usually provide several kinds of documentations. They mostly target develop-
ers, who for example want to extend the software with plug-ins. In addition, documentations for implementing
SIEM in a company are a valuable source of information to gain insight into the structure of the software.

– Product websites: Websites of the SIEM product serve as additional source of information. However, they
normally provide a very shallow insight into the software. Furthermore, they mostly serve marketing purposes.
Thus, this information should be treated with caution.

Information Review: To reduce the amount of different sources of information, we have only analyzed chosen SIEM
systems. For choosing the most advanced systems, the Gartner Magic Quadrant for Security Information and Event
Management [Kavanagh and Bussa 2017] was utilized. Thereby, available SIEM systems are classified regarding
the two dimensions ability to execute and completeness of vision. The first dimension essentially describes the
usefulness of the system in daily usage inside an organization and the second one the strategic orientation. We
analyzed all systems, classified as leaders: "IBM QRadar", "Splunk Enterprise Security", "LogRhythm Enterprise",
"HPE ArcSight" and "McAfee Enterprise Security Manager". In addition, the open source SIEM called "OSSIM" is
considered, as it gives a deeper insight into its functionality and is frequently utilized in research projects.
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5. CONCLUSION AND FUTURE WORK

In this paper we have deduced a generic SIEM pattern by among other things, analyzing the most advanced SIEM
systems on the market. This was done by adhering to a pattern identification process published in literature. In
order to derive the pattern, forces that SIEM systems depend on were identified. The pattern was visualized as
a UML component diagram and its advantages and liabilities were discussed. In order to give deeper insights,
the pattern was compared to a commercially used SIEM and a SIEM resulting from a research project. This
paper can be applied by developers of SIEM tools for delimiting modules in order to improve the general structure.
Furthermore, it can serve as a foundation for understanding the functional principles and assembly of SIEM.

However, the proposed pattern is not enough to depict SIEM in detail. Thus, it is necessary to continue our
research by creating further patterns, explaining the corresponding modules which we have identified in more
detail and divide them each into modules themselves.

APPENDIX

A. Terminology

In this section the relevant terminology is outlined. Thereby definitions for specific terms are given in order to
establish a common understanding. We deduce the definitions valid in the context of SIEM whereby they may not
be applicable in other contexts.

Event / Log: In the context of SIEM the nouns event and log are frequently used synonymously. However, a log is
the record of an occurred event. An event can simply be defined as something that happens and can come in
different sizes and levels of abstraction (e.g. opening a text file compared to processing an order of a customer)
[Luckham 2012]. Thus, multiple logs can describe one event. Furthermore, logs can be generated from a multitude
of devices or programs and their representation and structure can vary greatly. Additionally, logs can also be
emitted as a data stream. Logs most pertinent for SIEM systems originate from security-relevant devices, like
firewalls and routers, but are not restricted to those.

Incident: According to [Cichonski et al. 2013] an incident in the context of IT security is a special form of an
event. Thereby it is restricted to adverse events which include loss of data confidentiality or disrupt integrity or
availability of systems or data. Additionally, the violation of security policies and standard security practices can be
an incident.

IT security analyst: Security analysts in the context of SIEM are usually organized in a SOC. An IT security
analyst is an expert in the domain of cyber security and thus is trained to identify vulnerabilities and attacks on an
organizations’ IT infrastructure. Thereby, the expert analyzes different kinds of data and uses several tools in order
to detect anomalies. In connection with SIEM, this data usually consists of logs, which are visually prepared and
presented to facilitate its analysis.
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Fabian Böhm1*, Manfred Vielberth1 and Günther Pernul1

1*Chair of Information Systems, University of Regensburg,
Universitätstr. 31, Regensburg, 93053, Bavaria, Germany.

*Corresponding author(s). E-mail(s): fabian.boehm@ur.com;
Contributing authors: manfred.vielberth@ur.com;

guenther.pernul@ur.com;

Abstract

In our cyber-physical world, an ever-increasing number of enterprise
assets is interconnected, leading to increasingly complex infrastructures
within organizations. Due to these and similar developments, companies
are becoming increasingly vulnerable to cyber attacks and cyber-physical
attacks. In addition, many current attacks not only exploit technical
vulnerabilities but try to gain access through phishing or social engi-
neering. As traditional security measures and systems repeatedly prove
to be unreliable in effectively detecting such attacks, people and their
knowledge prove to be a critical factor for cyber security. Therefore,
an organization needs to maintain an overview of the security knowl-
edge distributed throughout the enterprise. However, there is no uniform
understanding of the concept of knowledge in the security analytics
environment. Our research contributes to filling this gap by formal-
izing the concept of knowledge in the context of cybersecurity and
establishing a corresponding conceptual knowledge model. This enables
a better classification of existing related research and the identifica-
tion of potentials for future work. In particular, improved collaboration
among domain experts and stronger cooperation between humans and
machines could leverage previously untapped but essential knowledge.
For example, this knowledge is of extraordinary importance in creat-
ing policies and security rules in existing security analytics systems.
For this purpose, we present a proof of concept that uses visual pro-
gramming methods to show how security novices can easily contribute
their domain knowledge to improve an organization’s security posture.

1
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2 Formalizing and Integrating User Knowledge into Security Analytics

Keywords: Security Analytics, Domain Knowledge, Visual Analytics,
Security Awareness, Security Operations

1 Introduction

Although a lot of money and effort is invested into awareness campaigns and
professional training, humans within cybersecurity are still widely considered
the weakest link of an organization’s cyber defenses [1]. However, this sim-
plification in no way does justice to the role of humans in modern Security
Analytics 1 (SA), because their domain knowledge is invaluable for any effec-
tive and efficient SA operation [2, 3]. So far, SA approaches have essentially
been limited to integrating the knowledge of security experts to decide, for
example, whether identified indicators actually represent malicious incidents
or just unusual but benign activities. From our point of view, this is a major
shortcoming of existing SA approaches, as it is equally important to include
the knowledge of non-security domains in SA processes.

This shortcoming becomes evident in the context of the ever-growing
Internet-of-Things (IoT), Industry 4.0, and ubiquitous Cyber-Physical Systems
(CPS). All of these trends are leading to increased connectivity of a company’s
internal and external physical assets. Quite apart from the already skyrock-
eting number of cyberattacks, the attack surface for cyber-physical attacks is
significantly increasing due to this trend. The cyber-physical attacks specif-
ically use the connection between information (cyber) systems and physical
systems within CPSs or the IoT to cause actual physical harm to machines
or people [4]. Detecting and averting, or mitigating, such multidimensional
attacks poses a challenge to existing security measures. To achieve compre-
hensive security, they must monitor all assets of an organization, which are
connected in some way to cyberspace. With the progressive implementation
of the IoT and Industry 4.0, these systems range from firewalls or individual
sensors to cyber-physical systems such as complete manufacturing lanes. The
problem in the context of these CPS is that traditional security measures and
systems, such as a Security Information and Event Management (SIEM) sys-
tem used in a Security Operations Center (SOC), are not able to sufficiently
and effectively protect the CPS due to a lack of knowledge and capabilities
[5, 6].

Security experts can make well-informed decisions in this context to iden-
tify incidents in cyberspace. However, they lack crucial knowledge about the
physical domain. For this reason, they often cannot effectively decide whether,
for example, a turbine used to generate electricity is operating within its spec-
ification or may have a problem [7]. However, engineers and appropriately
trained staff have that knowledge of physical operations to decide whether or

1Since security analytics has not yet been universally defined we interpret this term as a col-
lection of methods for proactively identifying attacks and threats by analyzing and correlating
collected data.
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not the turbine is behaving normally. In turn, however, these employees lack
the know-how to contribute to effective SA [6].

This imbalance limits an organization’s ability to implement holistic SA
methods that could reliably detect indicators of both cyber and cyber-physical
attacks. For this reason, it is necessary to integrate the knowledge of engi-
neers and the like into security operations. Only then can incidents related to
physical assets also be effectively detected and prevented [8].

In recent years, neither research nor practice has been able to establish
effective means to integrate the knowledge of employees away from security
experts into their security analyses. With this work, we make a twofold con-
tribution to address this problem. To establish a unified and fundamental
vocabulary for this research domain, we first define the different types of knowl-
edge and knowledge conversions relevant to cybersecurity. We then present
a model for knowledge-based SA which integrates knowledge into core pro-
cesses of SA. This is a valuable contribution, as no security-specific definition
of different knowledge aspects exists so far. Their formal definition can also
build future research on a well-defined foundation. Our second contribution
addresses quite explicitly the lack of integration of domain knowledge as an
open issue within knowledge-based SA by presenting a research prototype that
allows experts to integrate their knowledge into active security measures.

Fig. 1 Schematic of this work’s main contribution.

The main contributions of this work are structured according to Figure
1. The remainder of this paper is organized as follows. We formally describe
relevant notions of knowledge and conversion processes for Security Analytics
in Section 2. These formal definitions allow us and any future work to have
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a well-defined, precise vocabulary. In the next step, this vocabulary is inte-
grated into an Incident Detection Lifecycle for a cohesive picture of what we
call knowledge-based SA within Section 3. Besides several knowledge gaps,
the resulting model reveals a significant dichotomy in current SA approaches,
which is not yet appropriately addressed. Thus, we present a research proto-
type in Section 4 showcasing a possible approach to integrate security novice’s
domain knowledge into an exemplary SA solution, i.e., a signature-based inci-
dent detection component. The prototype highlights that the implementation
of knowledge-based SA requires innovative approaches but can drastically
improve cybersecurity. Finally, Section 5 concludes our work and points out
possible directions for future work.

This article is an extended version of our work presented at the 7th Interna-
tional Conference on Information Systems Security and Privacy 2021 (ICISSP,
February 2021) [9], kindly invited for consideration in this journal. The first
difference to the initial work is a more in-depth and better-structured prepara-
tion of the formal definitions of integrating knowledge into security measures.
The most fundamental change is an extended and adapted version of the model
for knowledge-based security analytics. This adaptation has been based on
feedback and new insights since the publication of our original paper. We also
provide a more detailed insight into the dichotomy of security analytics derived
from the improved model. In a final step, we defined common requirements as
a basis for our prototype.

2 Knowledge within Security Analytics

In this chapter, we provide a detailed insight into the different knowledge
aspects that play a crucial role in the context of current SA operations. For
this purpose, we establish a formal understanding of the types of knowl-
edge and the processes for knowledge conversion. While Sallos et al. [10]
present the importance of cybersecurity-related knowledge on an abstract
and management-oriented level, we aim at the implications of integrating
knowledge into security measures in the following sections.

2.1 Knowledge Types

Scientific literature describes a variety of different, sometimes even contradic-
tory, definitions of the term “knowledge” and the different sub-aspects related
to it. A frequently cited definition that provides a clear starting point for open-
ing up the concept of knowledge is the data-information-knowledge-wisdom
(DIKW) hierarchy, which defines “knowledge” as the application of data and
derived information to answer “how” questions [11]. However, information sys-
tems research often criticized the DIKW hierarchy as unsound and undesirable
[12]. A more human-oriented definition by Davenport describes knowledge as
a mixture of experience, intuition, values, contextual information, and expert
insight [13].
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This definition of Davenport appropriately explains the concept of knowl-
edge from a human point of view; however, knowledge is not bound to humans.
Instead, corresponding research emphasizes that knowledge can also be cap-
tured in documents, memos, and the like [14]. Following this route, it is only
logical to conclude that knowledge can also be stored within IT. This knowl-
edge within IT is different from human knowledge, especially if it is also
generated by IT through some kind of automatic analysis [15, 16]. Based on
this line of thought, it is an established and accepted procedure to distin-
guish between two basic types of knowledge: explicit knowledge and tacit (or
implicit) knowledge [14].

All these aspects clearly show that the term “knowledge” is difficult to
define in a generally valid way. Instead, different facets of knowledge must
be distinguished and embedded in the relevant context. This is because even
the notions of explicit and tacit knowledge are still too abstract in their basic
form to be incorporated into processes of SA. For this reason, we define and
formalize below different notions of knowledge that are of central importance
in the field of cybersecurity and even more specifically in the field of SA.

2.1.1 Explicit Knowledge

Explicit knowledge Ke is mainly referred to as machine-based knowledge.
Accordingly, this term denotes knowledge that machines can read, process and
store [14]. In the context of SA, we distinguish three types of explicit knowl-
edge in the further course of the work, which can be distinguished from each
other by their intended use for SA. The transitions between these different
types of explicit knowledge are fluid, i.e., a given machine-readable object can
also be assigned to a different expression depending on the current context
and use case. Equation 1 defines explicit knowledge formally as a union of the
three sub-aspects defined in the following paragraphs.

Ke = Ke
m ∪Ke

s ∪Ke
i (1)

Models (Ke
m): Models for machine learning approaches, neural networks,

and the like are primarily used for anomaly-based detection mechanisms. This
knowledge allows a machine to detect outliers and evaluate them to some
extent as to whether they indicate malicious or undesirable behavior.

Signatures & Rules (Ke
s ): Like models for machine learning approaches,

signatures and rules are also to be valued as explicit knowledge, especially
in signature-based security analytics methods. They are the basis for more
traditional SA approaches such as SIEM systems and their correlation engines
for detecting indicators of compromise (IoC).

Threat Intelligence & Forensic Evidence (Ke
s ): Threat Intelligence and

forensic evidence describe the results of primarily manual, in-depth analy-
sis of suspected or actual incidents and include extensive information on the
attackers’ modus operandi, identifiable traces, suspect groups or individual
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perpetrators, and many other details. Because of their level of detail, Threat
Intelligence and Forensic Reports allow answering “how” questions.

2.1.2 Implicit Knowledge

After contextualizing explicit knowledge in SA, we turn to so-called tacit
knowledge in the following paragraphs. This kind of knowledge can only be pos-
sessed by humans and is very specific to each individual [17]. Although “tacit
knowledge” would be a more commonly used term, we will use “implicit knowl-
edge” Ki in this paper to clarify the distinction from the explicit knowledge
of a machine.

Humans improve their Ki by combining new insights with existing knowl-
edge. The existing knowledge itself can in turn be divided into, on the one
hand, domain knowledge and, on the other hand, operational knowledge [18].
However, in the context of SA, we consider this differentiation too vague. To
describe the problem at hand concisely, a more fine-granular and contextual-
ized view on Ki is necessary. In the domain of SA, we also consider another
new type of tacit knowledge to be highly relevant: situational knowledge. As
for explicit knowledge, we also define implicit knowledge as a union of its three
main facets (c.f. Equation 2). We go into more detail about these three aspects
of tacit knowledge in the following paragraphs.

Ki = Ki
d ∪Ki

s ∪Ki
o (2)

Domain Knowledge (Ki
d): Generally speaking, domain knowledge describes

what people know about a particular context or on a specific topic (the
“domain”) [2, 6]. For SA, we define Ki

d in Equation 3 in a more detailed way
as a combination of two disjoint subdomains Ki

d(sec) and Ki
d(nonSec). K

i
d(sec)

comprises security-related domain knowledge, which is mainly part of the tacit
knowledge of security experts. The components of Ki

d(sec) are all safety and
security aspects considered from a cybersecurity perspective. For example,
this includes knowledge about firewall rules in use, the ability to identify sus-
picious network connections or unauthorized access to classified information.
This facet of domain knowledge is to some extent already considered in several
SA means [19]. In contrast, there is a lack of integration of Ki

d(nonSec). Under
this second aspect of general domain knowledge, we summarize non-security
domain knowledge. This type includes domains such as manufacturing or engi-
neering. The knowledge from these domains is of high importance to detect
incidents on cyber-physical systems [5]. An example of domain knowledge not
directly related to security is the expected Rounds per Minute (RPM) of a
power turbine or the maximum temperature for a blast furnace. However, in
the context of SA, this knowledge is necessary to assess the CPS’s security pos-
ture cohesively. For SA, both components of domain knowledge are necessary
to build and operate comprehensive security operations. Especially in light
of the challenges associated with CPS and the rise of cyber-physical attacks,
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the integration of Ki
d(nonSec), in particular, is one of the biggest challenges

currently faced by SA research.

Ki
d = Ki

d(sec) ∪Ki
d(nonSec) (3)

Situational Knowledge (Ki
s): Situational knowledge is a new type of knowl-

edge previously not acknowledged, which we consider crucial in the SA
environment. In SA, this type mainly encompasses the concept of situational
awareness, which also plays a vital role in cybersecurity in recent years, espe-
cially in the form of Cyber Situational Awareness [20, 21]. Ki

s describes the
ability of any employee of an organization to perceive unusual events or sus-
picious behavior. The relevant events range from receiving suspicious mail,
which represents a possible phishing attempt, to identifying a private storage
medium connected to a corporate device. With the appropriate situational
security knowledge, which has been imparted, for example, through security
awareness training or campaigns [22], employees can evaluate the e-mail or
the storage medium from a security perspective and deduce that these events
could pose a threat to the company. However, specific domain knowledge Ki

d

about the SA of the enterprise is not required to make these inferences.
Operational Knowledge (Ki

o): Operational knowledge in the context of SA
refers to the ability of a human to operate specific systems. Specifically, employ-
ees with SA-related operational knowledge can adequately operate a company’s
security systems. This ability can relate to a wide variety of systems. For exam-
ple, employees may have the experience to define correlation rules for a SIEM,
fine-tune models for anomaly- or behavior-based SA approaches, or create new
threat intelligence. It is important to note here that Ki

o does not refer to exper-
tise, such as the syntax of the threat intelligence format used, but rather to
the ability to deal with the corresponding IT system.

These three different subsets of tacit knowledge are necessary to detect and
resolve both cyber and cyber-physical attacks as completely as possible. Ki

d

and Ki
s would, in a perfect world, need to be comprehensively integrated into

an organization’s SA systems. They are the pre-requisite to cohesive security
operations, especially in the context of CPS and IoT. However, operational
knowledge Ki

o represents the barrier to entry for this integration. Only with
the necessary Ki

o can employees, for example, define an appropriate SIEM
correlation rule based on their Ki

d.

2.2 Knowledge Conversion

The different knowledge types can be converted into each other. Nonaka
and Takeuchi define the knowledge conversions between explicit and tacit
knowledge in terms of four different knowledge conversion processes [14]. Var-
ious research directions have picked up upon this formalization to formally
describe the exchange and interaction between humans and machines. Espe-
cially research in the field of information visualization and human-machine
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interaction work frequently and intensively with these concepts [19, 23, 24].
In SA, corresponding knowledge exchange is also desirable in the underly-
ing approaches since effective security operations require both automated
discovery processes (involving explicit knowledge) and the expertise of dif-
ferent human experts (and their tacit knowledge). To provide the necessary
foundation and common vocabulary regarding knowledge conversion in SA
after defining the aspects of knowledge, we formalize the four key knowledge
conversion processes for SA in the following paragraphs.

Internalization (int): Internalization describes the process of making
explicit knowledge available to users, who can then perceive this knowledge
using the Ki

o available to them and convert it into Ki
d(sec) or Ki

s (Eq. 4). How
efficient this process is and how significant the increase in implicit knowledge
is, depends strongly on the respective user’s level of Ki

o. We have implied
this dependence in the formal definition in Equation 4 by defining operational
knowledge as a catalyst for the int conversion process. This notation is adopted
from the formal descriptions of chemical reactions. Effective internalization int
of Ke is supported primarily by any kind of visual representation of the Ke.
For security-related domain knowledge, this includes examples like visualizing
the raw data that led to the triggering of a SIEM rule, the rule itself, and the
components of the data that were conducive to the decision.

int : (Ke Ki
o7→ Ki

d(sec) ∩Ki
s) (4)

Externalization (ext): When tacit knowledge, especially Ki
d or Ki

s, is trans-
ferred into a form that can be processed by computers, we refer to this as the
process of externalization (Eq. 5). Externalized tacit knowledge can thus be
read, persisted, and eventually processed by computers. A variety of examples
for externalization can be found in the context of modern security analytics.
For example, this process includes the direct adaptation of model parameters
(i.e., Ke

m) and the formulation of rules for signature-based analysis (i.e., Ke
s ).

Structuring and formalizing indicators, incidents, and corresponding evidence
into CTI (i.e., Ke

i ) also represents a form of externalization. Here, direct access
to explicit knowledge and possibilities for active processing of the same are
of primary importance. Thus, the corresponding operational knowledge Ki

o is
again a fundamental prerequisite for enabling and performing externalization.
Only if the human being can operate a system (e.g., SIEM system with the cor-
responding correlation rules), the possibility to externalize implicit knowledge
can be retained. The process described here for translating tacit to explicit
knowledge is also necessary for avoiding the loss of any Ki due to, for example,
the retirement of a security analyst from the company. If there is no possibil-
ity to keep the knowledge of this security analyst in the company, this poses
a risk for the company [25].

ext : (Ki
d ∩Ki

s

Ki
o7→ Ke) (5)
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Combination (comb): The conversion process of combination describes the
exchange of knowledge from two or more explicit knowledge bases (Eq. 6).
At the same time, it can also mean the exchange of knowledge between cor-
responding Ke. Concerning the explicit knowledge types defined in Section
2.1.1, comb can describe both the exchange of knowledge within a constant
knowledge type but also the transfer of knowledge from one type to another.
An example of the first process is the exchange of cyber threat intelligence
(CTI) and forensic evidence between different actors (Ke

i 7→ Ke
i ). The second

process may be, for example, using CTI to define new or adapt existing rules
for signature-based incident detection (Ke

i 7→ Ke
s ).

comb : Ke 7→ Ke (6)

Collaboration (coll): In the context of collaboration, multiple individuals
work together and combine their Ki (Eq. 7). Less formally, this knowledge
conversion specifies that people can learn from each other (i.e., increase their
Ki) by collaborating. This process is difficult to capture and formally define
because it is purely implicit without any direct indication that it is happening.
Even a simple conversation between two people can correspond to a knowledge
conversion. However, we interpret collaboration in the context of SA as a
process that is supported by technology. Accordingly, operational knowledge
of collaborators is again required to enable collaboration, as also indicated
in Equation 7 by Ki

o as the catalyst of collaboration. Collaborators can thus
work together, for example, in correlating various indicators of compromise to
determine which indicators genuinely represent a threat. To do this, they could
use an appropriate analysis tool designed for just such a purpose. On the one
hand, the tool support enables remote collaboration among the employees, but
at the same time, they need the operational knowledge to be able to operate
this tool. Collaboration supported in this technological way enables users to
share knowledge and learn from each other. With respect to SA and the need to
involve Ki

d(sec) and Ki
d(nonSec), appropriate knowledge sharing is vital between

collaborators to enable the most comprehensive SA possible. Also, for example,
tool-based training or workshops can be defined as a type of collaboration.
These workshops often impart domain knowledge to improve the situational
knowledge of other collaborators (Ki

d 7→ Ki
s).

coll : Ki Ki
o7→ Ki (7)

3 Knowledge-based Security Analytics

After a basic understanding of the formal knowledge types and the pro-
cesses describing the conversion among these knowledge types is established
in Chapter 2, the following chapter is dedicated to embedding these concepts
into the core activities of security analytics. In this context, we interpret the
detection of security incidents, i.e., attacks on an organization’s assets, to be
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the the essential task of SA [26]. A cohesive approach to implementing this
task requires comprehensive data collection combined with powerful analyti-
cal capabilities and the integration of any available knowledge base. Thus, we
introduce our model for knowledge-based SA based on an extended, general
process for SA and the critical role that knowledge plays in this context. Based
on this, we identify different personas of users that play a role in knowledge-
based SA. Finally, we explain the central problem faced by SA in the context
of current developments such as the Internet of Things and Industry 4.0, which
we refer to as the “Dichotomy of Security Analytics”.

3.1 Incident Detection Lifecycle

The starting point for our model of knowledge-based security analytics is the
incident detection process defined by Menges and Pernul [27]. This process
describes four basic steps involved in incident detection: Data, Observables,
Indicators, and Incidents. Data of a system under consideration are col-
lected and normalized, resulting in so-called Observables. The authors refer to
detected anomalies in these observables as Indicators of Compromise or just
Indicators. Only the combination of several indicators finally confirms a recog-
nized textitIncident. While this simple model describes the core activities for
detecting security incidents, it neglects two central aspects of modern security
analytics. First, an incident detection is usually followed by a post-incident
analysis to extract and secure forensic evidence. Second, the subsequent anal-
ysis of an incident can also serve to generate threat intelligence, which can
again be used to detect indicators or specific incidents. Incident detection is
thus an iterative process in which the output (threat intelligence) can be used
as an input in further detection runs. For this reason, we are extending the
original Incident Detection Process to an Incident Detection Lifecycle, which
more appropriately reflects the processes within modern security analytics.

Figure 2 represents this adapted and extended lifecycle. The boxes high-
lighted in gray represent the central results of the activities. The SA activities
themselves are annotated at the edges of the model. The starting point of the
Incident Detection Lifecycle is some real event within an organization – that
is, something that “happens” –, which can be physical or digital. Examples
of such a situation are the authentication of a user at an IT system or the
use of a private USB stick at company computers. We refer to these events as
situations in the further course. The Incident Detection Lifecycle is divided
into three overarching phases, which are executed in order to detect, resolve,
and understand incidents. Overall, the Incident Detection Lifycycle provides a
more detailed view on the Detect and Respond phases of the established NIST
Cybersecurity Framework [28].

The first of these phases is the Data Collection. Each situation produces
raw data which could be relevant for the detection of possible attacks. These
data are normalized (and sometimes standardized) in the first phase of the
lifecycle, producing so-called observables. Observables can thus be understood
as normalized representations of the raw data available about the situation.
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Fig. 2 The Incident Detection Lifecycle.

They are not yet attributed and thus have no significance for why something
happened or who might be responsible for it. Observables only serve as input
for the second phase of the Incident Detection Lifecycle.

This second phase of the lifecycle can be summarized under the terms
Incident Detection & Response. This phase aims to detect actual incidents,
capture the impact, and contain the incident as quickly as possible. The first
step is the detection of indicators, which are often also referred to as Indica-
tors of Compromise (IoC). These indicate potentially suspicious activities and
behaviors within the observables. However, IoCs can also indicate unusual but
not malicious behavior. For this reason, a further step is necessary to identify
actual incidents from detected indicators. For this purpose, it is necessary to
correlate indicators with each other and possibly to include additional data or
observables in the analysis process. However, if an incident is identified, direct
measures for defense and containment must be initiated in this lifecycle phase.

After the initiation and implementation of countermeasures and con-
tainment actions, the third phase of the Incident Detection Lifecycle, the
Post-Incident Analysis, is carried out. In this phase, careful and intensive anal-
yses of an incident produce further vital artifacts. On the one hand, evidence
which can be used in possible judicial proceedings is collected in this step
through forensic analysis. On the other hand, threat intelligence is generated
through the attribution of the identified incident. Since the gained intelligence
can also be crucial to detect new indicators or identify similar incidents, it
feeds into the previous phases, creating an iterative lifecycle.

3.2 Knowledge Model

The Incident Detection Lifecycle can now be extended to a model for
knowledge-based SA in the next step. In the course of this extension, the
knowledge terms and conversion processes introduced in Section 2 are inte-
grated into the lifecycle to obtain a comprehensive picture of the stages in the
lifecycle at which knowledge and knowledge exchange play a central role. The
extended model is shown in Figure 3. In the following paragraphs, we will go
through this knowledge model in detail to highlight the significant adjustments
made compared to the original Incident Detection Lifecycle.

To recognize indicators in a considerable amount of observables and, above
all, to derive correct indicators is an enormously challenging task. Due to the
sheer amount of observables that need to be monitored, this task is primarily
automated in modern SA systems [26]. The corresponding processes in the
Incident Detection & Response phase of the lifecycle use explicit knowledge Ke

in the form of signatures or rules (Ke
s ) for signature-based detection, but also
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Fig. 3 The Incident Detection Lifecycle extended with Knowledge Types and Conversions.

models (Ke
m) for behavior-based procedures. Thus, explicit knowledge plays

a central role, especially for incident detection. Nevertheless, a pure focus of
incident detection on Ke is not purposeful and can even be associated with
direct limitations. First of all, with the use of Ke

s only indicators and incidents
that were known apriori and whose signatures were integrated into the system,
can be detected. Behavior-based methods are better at classifying unknown
indicators but often tend to generate a large number of false positives. By
incorporating human domain experts, these two fundamental problems can be
eliminated or at least mitigated to some extent. On the one hand, experts can
analyze parts of the available observables to discover new, previously unknown
indicators. On the other hand, humans can use their domain knowledge Ki

d to
decide whether an indicator ultimately describes a destructive action or not.
For this reason, integrating Ki

d at this stage is highly beneficial and can even
be considered inevitable for any approach of effective SA.

Within this phase of the Incident Detection Lifecycle, the next step is to
identify incidents within the previously recognized indicators. In this step, the
involvement of Ki is even more critical than for the detection of indicators.
The main reason for this is that utilizing Ke in this step can only detect previ-
ously known attacks for which the corresponding Ke

s has already been defined.
For new, unknown attack procedures, Ke

s cannot contribute, and also, Ke
m can

hardly detect more than indicators that point to potentially malicious activity.
In this context of actual attack detection, Ke cannot capture an incident to
its full extent. Again, the involvement of human domain experts is necessary.
Only this human component with Ki

d can analyze various indicators in their
context, correlate them, and ultimately distinguish between malicious and reg-
ular activity. In summary, Ke in its various forms can contribute significantly
to detecting indicators in the observables and thus reduce information over-
load. However, a final interpretation and classification of the indicators and
the associated indicating of concrete incidents is not effectively possible in the
vast majority of cases without direct integration of Ki

d.
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While automatic analysis using Ke plays a major role in the first two phases
of the Incident Detection Lifecycle, this focus shifts in the final phase, the
Post-Incident Analysis. In this step, almost exclusively manual work steps take
place in the context of forensic investigations and the attribution of incidents.
Thus, the influence of Ke is rather low compared to Ki and the integration of
Ki into automated workflows is stronger.

In addition to the inclusion of both Ke and Ki in the Incident Detection
Lifecycle, we have indicated several other knowledge conversion processes in
Figure 3. We identify all these additional processes as relevant and necessary
for a comprehensive and effective implementation of SA, which covers both the
cyber domain and the cyber-physical domain. Some of the processes plotted
have already been presented in detail in Section 2.2: int(Ke) (Eq. 4), comb
(Eq. 6), and coll (Eq. 7). For this reason, we focus on the two remaining
processes: ext(Ki

s) and ext(Ki
d). They are each an instance of ext, but require

a closer, contextualized look.
Externalization of situational knowledge Ki

s (ext(Ki
s)) fundamentally

allows employees to feed events (i.e., situations) they have observed or experi-
enced into the SA system as observables. This allows the semantic information
transformed from Ki

s into observables by ext(Ki
s) to be used in the further

steps of the Incident Detection Lifecycle. If this possibility is exploited effi-
ciently, it significantly expands the availability of observables for SA because
many aspects of targeted attacks are not detected in automatically col-
lected data. Examples are social engineering attacks or direct physical access
attempts. Information about these and a multitude of other attack vectors
cannot be collected through automated data collection mechanisms. With the
ability to externalize ext(Ki

s), virtually every employee turns into an extremely
valuable source of observables for incident detection when, for example, the
employee reports a phone call attempting to discover critical access privi-
leges. A unique feature of this conversion process is that it does not build on
domain knowledge Ki

d, but a more general knowledge that comes primarily
from situational awareness Ki

s. The externalization of situational knowledge is
particularly relevant because it is the only way to fully capture possible attack
vectors involving the physical aspects of modern attacks.

It is also necessary, to take a closer look at the process ext(Ki
d). This

activity basically comprises two processes: ext(Ki
d(sec)) and ext(Ki

d(nonSec)).
It thus describes the interaction of humans with the analysis processes sus-
tained by Ke. The fundamental goal of this interaction is to integrate Ki

d

into security analytics, thus making human domain knowledge available to
improve the overall incident detection lifecycle. In the era of cyber-physical
systems, domain knowledge, specifically ext(Ki

d(nonSec)), is widely distributed
across enterprises. At the same time, however, the entirety of domain knowl-
edge is necessary for comprehensive and effective security analytics. For this
reason, the ext(Ki

d) process is critical as it is the only way to translate human
knowledge into SIEM correlation rules, attack signatures, or improved behavior
models for the organization’s assets.
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Another aspect that stands out in Figure 3 is the exclusion of the Utilize
loop, which illustrates the iterative nature of the Incident Detection Lifecycle
in Figure 2. However, a closer look at Figure 3 reveals that this process step is
by no means missing but has only been made more precise by integrating Ke

and the corresponding conversion processes into the representation. Through
the bi-directional connections between the lifecycle phases Incident Detection
& Response and Post-Incident Analysis as well as Ke, our knowledge model
makes clear that in these phases, Ke can be used and at the same time also
generated. The Ke generated in these phases can be defined more precisely as
the Ke

i described in previous sections. Ke
i serves as input to the Data collection

phase, thus preserving the iterative nature of the life cycle.

3.3 Knowledge-based Security Personas

Based on the various security-related knowledge types, different groups of users
can be distinguished. As shown in Equation 8 the knowledge of users can be
seen in this context as different instances of Ki.

kid(nonSec), k
i
d(sec) ∈ Ki

d, ks ∈ Ki
s, k

i
o ∈ Ki

o (8)

In an organizational context, employees can essentially be assigned to two roles
from an SA perspective, which can be referred to as security personas: security
novices Sn and security experts Se.

• Security novices: In general, a novice is a user without profound knowl-
edge and experience within a specific domain. In our case, Sn are employees
without deeper knowledge in security. However in practice, a clear differenti-
ation is not always easy, since almost everyone has a basic sense of security.
It is easier to make a distinction by taking an employee’s areas of activ-
ity into account. Security novices can be defined as persons who do not
deal with security in their daily activities, or only to a very limited extent
(like for example gained from participating in awareness programs). From a
knowledge perspective, Sn have domain knowledge in a domain other than
security: kid(nonSec). This domain knowledge can be very individually pro-
nounced from user to user. An example would be engineering knowledge,
if a user is responsible for maintaining a turbine and thus knows precisely
how it works. From a security perspective, situational knowledge kis of Sn

is particularly relevant, as it enables them to judge a situation in combina-
tion with their unique kid(nonSec). Thus, they can contribute to the Incident
Detection Lifeccycle by observing and reporting possible attack vectors. As
shown in Fig. 4(a), however, Sn have very few connection points with the
Incident Detection Lifecycle, which is mainly due to the lack of kio. ext(Ki

s)
is possible if the respective system is sufficiently simple to use, thus, this
process is present in the figure but grayed out.

Sn = {kid(nonSec), k
i
s} (9)
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Post-Incident
Analysis

Incident Detection
& ResponseData CollectionSituation

ki
ext(kis)

kis kid(nonSec)
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Fig. 4 Knowledge Model from the perspective of the two personas.

• Security experts Se, in contrast, are employees with in-depth security-related
domain knowledge kid(sec). This usually results from the significant involve-

ment with security issues in their day-to-day business (for example as an
employee within a Security Operations Center). Their kid(sec) in combination

with kis enables them to identify security incidents at a high level of detail
and to realistically assess its extent and severity. In addition, they have the
necessary operational knowledge kio to operate security systems (such as
SIEM systems) that are used for automated analyses within the Incident
Detection Lifecycle. This results in a Se being the main gateway to the Inci-
dent Detection Lifecycle (see Fig. 4(b)). Both ext(Ki

s) and ext(Ki
d(sec)) are

possible, since the expert has the necessary kio to comprehensively operate
the systems involved.

Se = {kid(sec), k
i
s, k

i
o} (10)

3.4 Dichotomy of Security Analytics

The previous breakdown of the two security personas already highlights the
different types of knowledge that are divided between the two personas. It is
particularly noticeable here that neither of the two combines all knowledge
and thus the knowledge required for the Incident Detection Lifecycle in one
person. This circumstance indicates what we call the dichotomy of SA. When
comparing the knowledge sets of Sn and Se, it is noticeable that the differences
can essentially be broken down to two knowledge types: Domain knowledge kid
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kid(sec) kis

kid(nonSec)

detectable
cyber-
phyiscal
incidents

Fig. 5 Required knowledge types for incident detection.

differs (kid(sec) vs. kid(nonSec)) and Sn has no or very little operational knowledge

kio.
As already defined in Equation 5 the externalization of implicit knowledge

is the intersection of kid and kis. However, when considering cohesive incident
detection in the era of cyber-physical attacks, the necessary domain knowledge
kid is distributed between Sn and Se in the form of kid(sec) and kid(nonSec). Cyber-
physical incidents are only detectable if knowledge about security incidents
in general (kid(sec)) and knowledge about the physical aspects in particular (

kid(nonSec)) are combined. In addition, situational knowledge kis is necessary
for the incident to be recognized in the first place. Therefore, only incidents
for which all three types of knowledge are combined can be detected. Fig. 5
shows this relationship as an intersection. All incidents that do not reside
on the intersection cannot be detected by humans, which is why these areas
potentially constitute a blind spot in the Incident Detection Lifecycle and thus
have to be minimized.

Operational knowledge kio takes on a special role in the context of the
dichotomy, since it is highly dependent on the security systems in use. Since
these are usually expert systems, it is assumed that only security experts
have the necessary knowledge to operate them properly. However, these sys-
tems should aim to be so easy to use that they require only little operational
knowledge to empower Sn to contribute to security operations. Therefore, oper-
ational knowledge ideally is kept to a minimum in practice, in contrast to the
other types of knowledge.

3.5 Knowledge Gaps

The dichotomy in SA creates some knowledge gaps, some of which have already
been alluded to in Section 3.4. Essentially, three knowledge gaps limit the
Incident Detection Lifecycle or prevent security incidents from being detected.
In the following, these gaps are described in detail to highlight a path to close
them:
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1. ext(Ki
S): The first gap that can be identified is the lack of possibilities

to externalize Ki
s. The main difficulty here is how Sn can be incorporated

appropriately or to create the means to do so. For example, if an employee
notices a security incident, they need to be able to contribute their obser-
vations to the Data Collection phase of the Incident Detection Lifecycle.
Initial approaches to this already exist in the form of the human-as-a-
security-sensor paradigm [29, 30]. However, further research is needed in
this direction to solve this problem in an applicable way.

2. Ki
d(nonSec): The next gap stems from the aforementioned kio, which is not

held by Sn in necessary amounts. Therefore, it must be ensured that the
required kio is reduced so that people without expert knowledge can operate
security mechanisms. For example, it should be possible to involve engineers
who know precisely how a turbine works and what security incidents can
look like in the Incident Detection Lifecycle. However, it is unlikely that
this problem will be solved entirely. For example, even with a great deal of
effort, it will hardly be possible for engineers to create correlation rules for
SIEM systems, as these are relatively complex by nature. Therefore, these
systems must be simplified to the extent that Sn can at least contribute
their knowledge in a simplified manner to contribute to the definition of
meaningful rules.

3. coll: Collaboration between the actors, especially between Sn and Se,
within the Incident Detection Lifecycle, is vital because, as elaborated
in Section 5, knowledge is not concentrated on individual persons but is
distributed among several personas. Collaboration between the various per-
sonas can help create a central knowledge base in the Incident Detection
Lifecycle in which as much relevant information as possible is brought
together. The knowledge gaps mentioned in 1. (ext(Ki

S)) and 2. (Ki
d(nonSec))

can help to enable or at least simplify collaboration. Collaboration has not
yet been considered much in SA research, although it plays a significant
role within the Incident Detection Lifecycle.

4 Research Prototype

The gaps described in Section 3.5 are not yet addressed explicitly in existing
work. For this reason, in the following section of our paper, we present the
second part of our contribution: a research prototype for a signature-based
incident detection system that supports the two above-mentioned conversion
processes. The concept and structure of the prototype are built according to the
model of knowledge-based SA (see Figure 3). In order to detect indicators and
identify incidents from their context, we apply a Complex Event Processing
approach, which can be based on an arbitrarily complex pattern hierarchy.
This hierarchical approach initially allows the detection of indicators based on
observables. Additional and more advanced patterns are then used to identify
actual incidents by correlating IoCs. The patterns, i.e., signatures needed for
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this purpose, correspond to Ke
s in the context of knowledge-based SA and are

made accessible to humans by the prototype.
In the following sections, we first derive general requirements. We then

present our prototype’s system architecture and detail two essential compo-
nents that are central to address the knowledge conversion processes. For
the sake of clarity, we use the term “event” whenever it is not necessary to
distinguish specifically between observable, indicator, or incident.

4.1 Requirements Analysis

In the age of CPS and IoT, one of the most pressing obstacles to overcome
in the quest for holistic Security Analytics is to minimize the tremendous
amount of Ki

o necessary to implement ext(Ki
d(nonSec). This can be achieved

by providing centralized, interactive visual access to the Ke underlying the
lifecycle. In addition, the next step is to provide better technical support for
collaboration, or coll, between people. These two problems are summarized by
the following paragraphs in their immediate context:

1. Reduce the needed Ki
o for ext(Ki

d): Ki
o is required for all sub-aspects of

the int and ext processes. However, since it has no direct impact or pur-
pose for cybersecurity itself, the Ki

o required to operate security systems
should be reduced as much as possible, especially for Sn. Besides offering
training for Sn, this is the only possible way towards better integration
of Ki

d(nonSec). Novices are not skilled in dealing with security solutions,
such as a company’s SIEM system. Therefore, for the integration of their
Ki

d(nonSec), the entry barrier to these systems (i.e., Ki
d(nonSec)) should be

kept as low as possible. Thus, concerning the chosen notation of Ki
o as a

catalyst for knowledge conversion, it is necessary to reduce the “need” for
the catalyst as much as possible.

2. Enable coll between Se and Sn: While security experts own knowledge
of a variety of possible attack vectors, the knowledge of adapting these
attack vectors for a particular context is often within the scope of activity
and knowledge of non-security experts. In order to build up comprehensive
security analytics from this perspective, technical support for collaboration
should be improved. Only with a well-developed infrastructure for collab-
oration between experts from different domains can the broadest possible
protection against a wide variety of attack vectors be successful.

These problems form the starting point for the basic idea of our prototype.
We aim to simplify the creation and processing of signatures (patterns), which
can be used to detect attacks or at least indicators of compromise. This central
concept is supported by an approach for visual programming, which is already
established in education. With the help of visual programming, the entry bar-
riers for complex systems can be successfully lowered [31, 32]. The objective is
to make a complex, text-based syntax for defining patterns for attack detec-
tion easier to understand and use. To achieve this goal, we define the following
requirements:
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Fig. 6 Component diagram of the architecture for visual collaborative pattern definition
[9].

R1 - Overview of currently deployed patterns: For users to get a
quick overview of patterns that are currently already in use, the prototype
must enable a corresponding display. All essential functions (such as editing a
pattern) should be directly accessible from this overview view.

R2 - Visual abstraction for complex pattern definition syntax:
A selected visual programming approach should make the complex syntac-
tic structure more accessible to users with little operational knowledge. It is
essential that users can externalize their knowledge in a semantically simpli-
fied way. At the same time, the prototype has to ensure the correct, necessary
syntax for the mechanism used for incident detection.

R3 - Details for deployed patterns including situational context:
If necessary, all details of a defined attack pattern should be available via the
prototype. These details include the processing timestamps, the final pattern
statement, and an insight into the activities or events associated with this
pattern.

R4 - Debugging mechanism for patterns: To promote an understand-
ing of how the patterns work, the prototype should at least provide an easy
way to debug the statements. Such debugging should clarify the relationships
between individual events that have led to the triggering of the attack detec-
tion. In addition, it is also desirable that debugging can represent hierarchies
of patterns of varying complexity.

R5 - Centralized pattern storage and detection mechanism: To
provide technical support for (remote) collaboration between different users,
the prototype must centrally store and manage the defined signatures. The
detection mechanism that uses the patterns must also be located in the center.
Accordingly, architectures corresponding to a client-server structure should be
aimed for.

4.2 System Architecture

The prototype we developed is built on a client-server architecture, which is
shown in Figure 6. The server is the backend responsible for detecting indi-
cators and identifying incidents based on predefined patterns and signatures.
On the other hand, the frontend provides a user interface that enables the cre-
ation, editing, and debugging of these patterns. The entire system architecture
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Fig. 7 Screenshot of the front end’s landing page with a selected statement [9].

of our prototype is based on open source technology. The source code of the
application itself is also available as open source on GitHub 2.

4.2.1 Back End

In the following, the individual components of the back end are outlined,
whereby their interconnection is shown in Figure 6. In the backend, the actual
rule-based event correlation takes place with the help of the Complex Event
Processing Engine Esper3. The actual events are provided by various data
sources that reflect the current situation of the Incident Detection Lifecycle.
With the help of Apache Kafka4, a central message broker is provided that
manages and passes on the events generated by the various backend compo-
nents. Patterns created in the front end are persisted in the pattern storage
(MongoDB5) to make them available to Esper on demand (cf. R5). An API
Provider implements the connection between back end and front end using a
modern GraphQL6 interface.

4.2.2 Front End

The front end of our prototype consists of three basic views, which are embed-
ded in an overarching user interface (UI). The UI is based on Angular 7. The
first view, the landing page, is divided into two components. These components
are marked with two red boxes (A) and (B) in Figure 7. The left component
(A) provides an overview of all currently defined patterns and related details
such as the name of the pattern, the time of the last change of the pattern, and
its current deployment mode (R1). This deployment mode indicates whether a

2 https://github.com/Knowledge-based-Security-Analytics
3 http://www.espertech.com/esper/
4 https://kafka.apache.org/
5 https://www.mongodb.com
6 https://graphql.org/
7 https://angular.io/
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pattern is still under development (i.e., whether work is currently being done
on it) or whether it has already been integrated into the back end’s incident
detection operations. In addition, the pattern overview in component (A) can
be used to initialize the editing of a pattern or to delete the corresponding
pattern. By clicking on the “pencil” icon (i.e., editing a pattern), a user opens
the current definition of the pattern in the Visual Pattern Builder, which is
described in more detail in Section 4.3. A new pattern is created via the “New
Statement” button in the navigation bar. This action opens the Visual Pattern
Builder without an already existing pattern definition, only with an empty
editing area. In addition to the patterns, the overview also contains a tab for
schemas. The event types defined there can be used to use the pattern. How-
ever, since their structure is very straightforward and event types can also be
defined using the Visual Pattern Builder, we will focus on defining the patterns
in the remainder of this section.

Respective for R3, the second component (B) from Figure 7 of the landing
page contains further information about a pattern selected in component (A).
This includes the ID and the EPL statement, which formally describes the pat-
tern and which is used in the pattern matcher. In addition to this information,
component (B) presents a Live Event Chart, which provides a quick overview
of the activities to be assigned to the pattern within the last ten minutes. The
bar chart in the lower part shows the entire time window (10 minutes) and
the number of events registered to the pattern. The upper part of the event
chart represents an interactively selectable time frame from the last minutes
and the events generated by the pattern matcher after a match was identified
within a set of source events and the source events themselves. Herein, circles
with the same colors correspond to the same event type.

Fig. 8 Screenshot of EPL statement built with Blockly [9].

4.3 Visual Pattern Builder

This component of our prototype is used to create new statements or edit
existing statements. For this purpose, we use the visual code editor Google
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Blockly 8. Blockly has so far been used primarily in the educational environ-
ment, for example, to teach the basic principles and concepts of programming.
The approach of Google Blockly is catchy and straightforward. It allows the
definition of specific, logical building blocks, which the users can then assemble
and parameterize. In the background, these blocks are compiled into exe-
cutable source code. Blockly has proven its ability to lower entry barriers for
novice users in many places. Therefore, we consider it suitable for abstracting
the complex syntax and logical flow of the EPL expressions used within the
pattern matcher (R2).

In our prototype, we implemented building blocks based on Google Blockly
to create and edit Esper EPL expressions. Figure 8 shows a simple EPL state-
ment defined with Blockly. The main components of these statements are event
patterns (blue blocks), conditions (green blocks), and actions (yellow blocks).
The pattern shown in Figure 8 instructs the Pattern Matcher to emit an
“Alert Event” with the corresponding attributes after detecting two consecu-
tive “Log Event” instances with matching “srcIp” and “targetIp” attributes.
An example of an Esper EPL expression generated by corresponding Google
Blockly modeling can be seen in the gray box in component (B) in Figure 7.

Please refer to our open-source implementation linked above for the full
range of different Esper EPL statements supported. Among others, our imple-
mentation includes a logical combination of event sequences (including “and”,
“or”, “not”), counted event sequences, and logical conditions. Although we
cannot yet express all possible Esper EPL expressions as Blockly building
blocks, the concept is promising so far. In subsequent iterations of our work,
we expect to achieve near-complete coverage of Esper EPL.

4.4 Pattern Debugger

Fig. 9 Screenshot of the Pattern Debugger [9].

Using the arrow on the lower right side of component B, the Patter Debug-
ger can be opened for the respective pattern. It allows testing of the created
patterns by providing a detailed view of the event’s data and its relationships
(R4). As mentioned before, observables are assigned to an indicator and indi-
cators to an incident in a hierarchical way. This hierarchy is visualized with the

8 https://developers.google.com/blockly

2. FORMALIZING AND INTEGRATING USER KNOWLEDGE INTO SECURITY ANALYTICS 70

Dissertation Manfred Vielberth, 2022



Formalizing and Integrating User Knowledge into Security Analytics 23

help of the pattern debugger to make relations easily recognizable. For display-
ing the hierarchy in a structured way, observables, indicators, and incidents
are arranged next to each other in columns. The elements above or below in
the tree are highlighted when hovering over them with the cursor to highlight
the elements’ hierarchical structure further.

The individual elements are represented as JSON. In order to maintain an
overview, they are initially displayed in collapsed form. Only by selecting an
element the complete JSON tree expands, whereby besides the overview, the
option for displaying details is provided.

4.5 Discussion

To conclude the description of the prototype, it is discussed subsequently,
emphasizing the implementation of the requirements and the approach to the
underlying problems.

R1 is implemented on the landing page. An overview of all patterns is given
here. The direct accessibility of the activities for the patterns is also available
here in the form of action icons.

R2 is implemented with the help of Google Blockly. Using this technology
makes it possible to create patterns without having to use complex text-based
syntax. The visual programming approach additionally ensures that no erro-
neous patterns can be created. In our implementation, the syntax of the pattern
is abstracted by the visual programming language while avoiding to cut the
functionality of the pattern language. Additional research would be needed
here to determine which level of abstraction is most appropriate.

R3 is implemented using a detailed view when a pattern was selected. The
events that are affected by this pattern are visualized in the form of a live view
to present the relationships in a comprehensible way.

R4 is implemented with the help of the pattern debugger. Within the
debugger, the user has the possibility to highlight the events that have led
to the triggering of an alarm. The respective events are hierarchically divided
into Observables, Indicators, and Incident.

R5 is mainly implemented on the backend side. There, all created patterns
are stored in the pattern storage to enable multiple users to work on them col-
laboratively. Furthermore, with the help of the Esper-based pattern matcher,
event correlation is performed centrally.

The implemented requirements contribute to solving the two underlying
problems, reducing the required Ki

o and enabling coll between Sn and Se. The
problem of reducing the needed Ki

o was solved with the help of the visual
programming approach. This way, it is possible to create patterns without
requiring in-depth expert knowledge of pattern syntax. Above all Sn is enabled
to contribute its Ki

d(nonSec). In addition, the complexity of pattern debugging
has been reduced. The user does not have to work through various log files but
can visualize the events in an easy-to-understand way. To not overwhelm the
user, only a very abstract view of the events is given in the form of a life chart.
However, if the user has the necessary expert knowledge, he can display the

2. FORMALIZING AND INTEGRATING USER KNOWLEDGE INTO SECURITY ANALYTICS 71

Dissertation Manfred Vielberth, 2022



24 Formalizing and Integrating User Knowledge into Security Analytics

details of the events. If an even more comprehensive view is desired, the pattern
debugger can be used, which shows the relationships between the individual
events. The abstract representation of the events also facilitates int.

The reduction of the required Ki
o already contributes to enabling coll

between Sn and Se, as it reduces entry barriers especially for Sn and thus
enables him to participate in creating detection patterns. This, for example,
gives Sn the possibility to adapt rules created by Se and enrich them with
their Ki

d(nonSec) and thus refine them. In addition, this is achieved because
patterns are stored in a central location, and all actors have access to them.
The combination of int and ext is thus combined to allow coll.

Like any research work, the prototype presented has its limitations and
points to future research potential. For example, it would be worth evaluating
whether rule creation can be further simplified. Even if the underlying syntax
is much more accessible through our visual approach, rule creation could be
even more straightforward. Debugging can also be enhanced to provide even
deeper insight into how the Pattern Matcher works. Furthermore, it needs to
be empirically evaluated to what degree the prototype actually reduces the
required Ki

o. This can be done in a user study that examines what effect coll
has on detection rates.

5 Conclusion

This article presents and formalizes the concept of knowledge, its facets, and
the concept of knowledge conversion in the context of security analytics. Build-
ing on this formalization, we present a model for knowledge-based security
analytics based on the incident detection lifecycle. Our structuring and con-
ceptualization makes it possible to raise the mostly inconsistent and informal
descriptions to a formal and consistent level. With this contribution, we lay a
sound foundation for future research in the field of security analytics.

Several sub-areas and activities within the knowledge-based SA model
could be identified as not sufficiently considered in academic research. We
presented a research prototype to demonstrate the first possible approach for
externalizing human domain knowledge and collaboration between security
experts and security novices. This prototype leverages the power of modern
visual programming approaches to reduce the operational knowledge required
to interact with security analytics systems, thereby lowering the barrier to
entry for security novices. This also allows these domain experts to better pro-
vide their knowledge, which is especially important for incident detection in
the CPS and IoT context in the form of signatures.

Although we were able to present a first research prototype that addresses
the first open challenges in security analytics, there is still room for future
research. First, we need to develop further technical support for collaboration
between security experts and security innovators. Our prototype shows first
possibilities here, but the approach needs to be improved together with users. A
corresponding evaluation of the prototype to empirically confirm its suitability
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is also necessary. Furthermore, approaches are needed to integrate situational
knowledge into SA better. Although initial approaches to this exist in the
human-as-a-security-sensor environment, they must be improved and further
developed.
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a b s t r a c t 

The introduction of the General Data Protection Regulation (GDPR) in Europe raises a whole 

series of issues and implications on the handling of corporate data. We consider the case 

of security-relevant data analyses in companies, such as those carried out by Security In- 

formation and Event Management (SIEM) systems. It is often argued that the processing of 

personal data is necessary to achieve service quality. However, at present existing systems 

arguably are in conflict with the GDPR since they often process personal data without taking 

data protection principles into account. In this work, we first examine the GDPR regarding 

the resulting requirements for SIEM systems. On this basis, we propose a SIEM architecture 

that meets the privacy requirements of the GDPR and show the effects of pseudonymization 

on the detectability of incidents. 

© 2020 Elsevier Ltd. All rights reserved. 

1. Introduction 

1.1. Motivation 

The security of the modern information infrastructure is of 
high importance. In order to detect misuse and attacks at 
an early stage a lot of information about the events inside 
IT-infrastructures, e.g. inside computer networks and soft- 
ware applications also across many systems, is required to 
detect or post-mortem report and document attacks. Security 

∗ Corresponding author. 
E-mail address: florian.menges@ur.de (F. Menges). 

Information and Event Management (SIEM) systems help orga- 
nizations to keep up with the ever increasing complexity by 
providing a holistic view on IT-infrastructures. Naturally, SIEM 

systems process enormous amounts of data about security 
related events, e.g., when specific users login or certain users 
perform critical actions. It is often argued, that generally 
the quality of service depends critically on the quality and 

detail of the data collected and processed within the system 

Wang and Strong (1996) , which has been shown for different 
domains such as threat intelligence Schlette et al. (2020) . 

Events like those just described that are processed within 

the SIEM system are clearly related to concrete users and 

therefore must be treated as personal information, which 

require protection under Europe’s General Data Protection 

https://doi.org/10.1016/j.cose.2020.102165 
0167-4048/© 2020 Elsevier Ltd. All rights reserved. 
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Regulation (GDPR) European Parliament and the Council of the 
European Union (2016) . Adopted in May 2018, it regulates and 

harmonizes the protection of personal data in the processing 
and transfer of data within and between private companies 
and/or public bodies in the European member states. Al- 
though, the GDPR is only compulsory for EU member states, 
it has evolved into a blueprint for data protection all over 
the world, as discussions between the US Congress and Mark 
Zuckerberg in the aftermath of the Cambridge Analytica case 
indicate 1 . 

Hence, SIEM systems must also comply to the regulations 
themselves, which leads to conflicting interests. On the one 
hand, SIEM systems rely on personal data such as information 

from the identity and access management (IAM) for provid- 
ing high detection rates of incidents and thus a high level of 
protection. On the other hand, the requirements of the GDPR 

suggest that investigations of data streams as carried out in 

current SIEM systems may no longer be legally compliant. To 
complicate things even further, regulations regarding the han- 
dling of digital evidence mandate that authenticity and in- 
tegrity of the data related to an incident should be guaran- 
teed at all times in order to maintain its high legal probative 
value. It is therefore necessary to find the best trade-off be- 
tween those two demands. With this work we attempt to fill 
the resulting research gap and to harmonize legal GDPR re- 
quirements with the technical architecture for SIEM systems. 
To bridge the gap between the disciplines of computer science 
and law and to produce the most reliable results possible, this 
paper was written by IT security researchers in collaboration 

with a lawyer A central idea is the integration of anonymiza- 
tion and pseudonymization into threat analytics mechanisms. 
While this makes it necessary to change the original data, it 
is possible to maintain legal integrity and authenticity by us- 
ing redactable and sanitizable signatures , a cryptographic con- 
cept to retain a level of authenticity useful to retain a suitable 
level of legal evidence even when data gets obfuscated or if 
certain parts of it are missing. We deploy cryptography to en- 
able balancing authenticity proofs for the collected security- 
related events with the confidentiality requirements of the 
information about commercially-relevant internals (trade se- 
crets) and employees’ as well as customers’ privacy (personal 
data). Thus, our goal is to minimize the amount of data which 

is being made accessible to third-parties in every step of the 
SIEM process. By enforcing this with cryptography the pro- 
posed system adheres to the security-by-design principle of 
least privilege as well as the privacy-by-design principle of 
data minimization. At the same time we aim to keep the im- 
pact on detection as low as possible and thus we provide an 

audit-able process to gain access to more details if security 
analysis is needing it. For the reason of being able to recon- 
struct original data, leaving a trace in an audit log, we focus on 

cryptographic methods and support pseudonymization rather 
than anonymization. Technically, we encrypt and sign events 
early and store the decryption keys with a party trusted for 
logging access to stored keys; moreover we employ signatures 
that allow to slice or redact data. 

1 https://www.theverge.com/2018/4/11/17224492/ 
zuckerberg- facebook- congress- gdpr- data- protection . 

1.2. Related work 

When looking at the application of privacy mechanisms to 
threat analytics (e.g. SIEM systems), literature can be divided 

into a pre-GDPR and a post-GDPR phase, as this regulation still 
has a big impact on the integration of privacy. In the former 
phase there are not many results to be found regarding apply- 
ing privacy to SIEM systems, however the challenges in inte- 
grating privacy in forensic and threat analyses has been iden- 
tified Jensen (2013) ; Stahlberg et al. (2007) . Although the chal- 
lenges were not solved for SIEM systems, selected works in 

the IT security domain address it. For example Burkhart et al. 
Burkhart et al. (2010) describe a privacy preserving solution 

for secure multi-party computation. Furthermore, a main fo- 
cus during this era was the application of privacy to intrusion 

detection systems (IDS), which could be declared as the prede- 
cessors of modern SIEM systems and thus in our context are 
worth a closer look: Sobirey et al. Sobirey et al. (1997) propose 
an approach for pseudonymizing user related data in IDS and 

closely examined, which records need to be pseudonymized 

in audit records. Based on this work, Biskup and Flegel Biskup 

and Flegel (2000) and Park et al. Park et al. (2007) propose an 

approach which is quite similar to the one presented in this 
paper as it uses cryptograpic methods to pseudonymize per- 
sonal data, though these are closely tailored to IDS and not 
completely adaptable to SIEM. In addition, they were issued 

before the publication of the GDPR and thus did not have all 
the requirements in mind and respectively were not evaluated 

against the new requirements. Our approach also differs,as we 
have a more abstract view of the whole system and do not fo- 
cus largely on cryptographic details. Furthermore, Buschkes 
and Kesdo ̆gan Büschkes and Kesdogan (1999) discuss require- 
ments such as data avoidance and reduction of personal data. 

Although privacy preserving methods were widely dis- 
cussed in the past, recently the application of GDPR received 

an increased amount of attention and new works were pub- 
lished. In relation to SIEM, some work was published cover- 
ing GDPR compliant data processing. Sgaglione and Mazzeo 
Sgaglione and Mazzeo (2019) and Coppolino et al. Coppolino 
et al. (2018) introduce the COMPACT project, which is a 
GDPR compliant SIEM. However, they do not go into detail, 
how this is realised technically. Current research for SIEM 

systems mainly focuses on the architecture and improve- 
ment of such systems and not on the integration of pri- 
vacy Miloslavskaya and Tolstoy (2019) ; Mokalled et al. (2019) ; 
Nespoli and Gómez Mármol (2018) . 

In cryptography, digital signatures are used to ensure au- 
thenticity and integrity of data, i.e., they guarantee that upon 

inspection data is unchanged and comes from an attributable 
source. Special techniques of redactable signature schemes (RSS) 
by Steinfeld et al. Johnson et al. (2002) ; Steinfeld et al. (2002) al- 
low subsequent deletions in the data, while sanitizable signa- 
ture schemes (SSS) as proposed by Atieniese at al. Ateniese et al. 
(2005) even allow subsequent edits by dedicated authorised 

parties while maintaining authenticity of the remaining data. 
Both RSS and SSS allow to balance authenticity with privacy 
protection, because they allow retaining the integrity and au- 
thenticity protection for the unedited or not-removed parts 
of the document and at the same time keep the confiden- 
tiality protection for the overwritten parts of the document. 
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In cryptography the latter property is intuitively termed pri- 
vacy. While many schemes have appeared in the literature 
Bilzhause et al. (2017) , only some of which uphold privacy 
and only those schemes that additionally fulfil detectabil- 
ity, known as non interactive public accountability Brzuska 
et al. (2012) can be used for eIDAS 2 compliant signatures Pöhls 
(2018) ; Pöhls and Höhne (2011a) ; van Geelkerken, F.W.J. et al. 
(2015) . While the legal compliance of such signatures has been 

subject to research, the integration of such schemes into pri- 
vacy protection of SIEM have not yet been investigated. In par- 
ticular, in the application scenario of SIEM we want to be able 
to later reveal previously not-shared content. For this, a special 
form of digital signatures is needed which has the property of 
mergeability , i.e., the ability to re-add signed content to previ- 
ously redacted but still signed content and re-generate a valid 

signature over the merged content Pöhls et al. (2012) . 

1.3. Contribution and outline 

To the best of our knowledge we are not aware of an approach, 
that integrated GDPR into SIEM in a comprehensive way. Given 

the fact that these regulations need to be applied by all compa- 
nies that operate within the European Union, there appears to 
be high demand for systems that are GDPR compliant. In this 
paper we present the first privacy-friendly – and thus GDPR- 
compliant – SIEM architecture that protects the confidentiality 
as well as the authenticity of security-relevant events starting 
at their collection, keeping the protection during the analysis 
and finally sending an incident report. 

The presented architecture allows the deployment of a 
SIEM that meets the regulatory requirements under the EU 

data protection. It protects personal information in the data 
sets from unnecessary visibility using pseudonymization and 

encryption techniques without a significant reduction in de- 
tectability. Hence, we balance data-quality (detection of in- 
cidents) with legal obligations from privacy legislation and 

thus also protect trade secret by sharing only the minimum 

necessary information in any step of the SIEM process. Thus 
we strongly adhere to the GDPR’s data minimization prin- 
ciple. Still, we achieve the highest level of confidence that 
the security-relevant events initially recorded and reported 

into the SIEM process are protected from tampering by using 
redactable and sanitizable signature schemes to proof authen- 
ticity. This allows us to balance the need for generating data 
with a high legal evidence with the need to protect privacy 
(and trade-secrets). 

The legal analysis carried out for this architecture and pre- 
sented in this paper shows that even potentially invasive data 
can be collected in a GDPR-compliant manner as our proposed 

system balances the necessity of the collection (detection and 

reporting of actual security incidents) with the protection of 
users privacy and customer’s trade-secret needs. The paper 
shows the actual influence of pseudonymization on incident 

2 eIDAS is short for the current legislation which defines 
the technical functionalities to allow electronic signatures to 
be legally equivalent to handwritten signatures within the EU 

European Parliament and the Council of the European Union 

(2014) . 

detection mechanisms and the results of the performed legal 
evaluation. 

The remainder of this paper is structured as follows. First, 
we give some background on the GDPR (legal) and SIEM (tech- 
nical) in Section 2 . In Section 3 we develop the research ques- 
tions that arise from integrating GDPR into SIEM. On this basis, 
we describe our GDPR-compliant architecture for SIEM sys- 
tems in Section 4 . The architecture is the evaluated on both 

technical and legal level in Section 5 . The paper concludes in 

Section 6 . 

2. Background 

This section provides the background information that is 
needed to understand the approach presented in this paper. 
Thus, we first give an overview of the functionality and proper- 
ties of SIEM systems, as this serves as a basis for our architec- 
ture. Subsequently, we give an overview of the requirements 
the GDPR defines with special attention to the processing of 
personal data. 

2.1. Security information and event management (SIEM) 

In general, SIEM was first mentioned by Gartner Williams 
and Nicolett (2005) . It originated from the initially separate 
systems Security Information Management (SIM) and Secu- 
rity Event Management (SEM) Goldstein et al. (2013) . SIEM 

must fulfill several requirements, which are all connected: Log 
collection, enrichment with context data, log normalization, 
event correlation, and analysis as well as long- and short-term 

storage of log data, reporting, monitoring, alerting, and inci- 
dent response Gartner Inc. (2018) ; Miller et al. (2011) ; Vielberth 

and Pernul (2018) . 
A SIEM system as described in Vielberth and Pernul 

(2018) is essentially designed for collecting relevant log data 
in a central place from arbitrary systems such as network de- 
vices or operating systems. This among other things enables 
the detection of incidents and in this way gaining situational 
security awareness. On a high level of abstraction, a SIEM sys- 
tem consists of the three main steps data acquisition , processing 
and reporting , which are elaborated in the following in more 
detail. 

Data acquisition: Hereby, it first collects relevant event in- 
formation, in most cases in the form of log data, which 

gets enriched with additional context data. There are 
basically two approaches for data acquisition: First, the 
data can be pushed into the SIEM by the data generating 
system. Thereby, the SIEM does not influence the gen- 
erated data. Second, the data can be pulled by the SIEM 

from the observed system, which grants more control 
over the generated data enabling for example the as- 
surance of integrity. This data then is translated into a 
uniform representation during the normalization step. 

Processing: The core of the system is the correlation and 

analysis component, wherein information from vari- 
ous sources is correlated and incidents get detected by 
methods such as pattern matching. Real-time threat de- 
tection enables fast reactions in case of an incident, 
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whereas forensic analysis pursues the goal of analyzing 
the whole extent of the event in the aftermath in order 
to secure evidence. A distinction can, therefore, be made 
between short-term and long-term storage of relevant 
data. For long-term storage, it is particularly important 
to preserve the data in a tamper-proof way in order to 
be able to use it as evidence in court. Monitoring and 

visual security analytics enable security analysts to be 
actively involved in the analysis process. In the case of 
a detected incident, alerting and incident response trig- 
gers necessary reactions to mitigate further harm. 

Reporting: An essential part of modern SIEM systems is re- 
porting occurred incidents for compliance reasons (e.g. 
critical infrastructure providers) or enables the partic- 
ipation in established threat intelligence sharing plat- 
forms between participating organizations. 

2.2. GDPR 

In the following we present some background on general 
and SIEM-specific GDPR demands and later (see Sect.3 ) detail, 
which problems arise for SIEM systems to be built to comply. 

Since 25 May 2018, the GDPR has been in force through- 
out the European Union (EU) to ensure the protection of the 
“natural person” in data processing. This regulation is directly 
applicable to all member states of the EU. The GDPR does not 
contain any immediate legal requirements for software devel- 
opers but if they intend to sell their product to customers, they 
must be aware of the legal requirements. 

Data protection is the protection of the natural person from 

privacy impairments through the processing of data concern- 
ing the person. Everyone should be free to decide who, when 

and how their data should be accessible. The term of personal 
data is therefore defined as “all information relating to an 

identified or identifiable natural person”, Art. 4 (1) GDPR. 

2.2.1. General principles of data processing 
In order to achieve the goal of high personal protection, the 
GDPR pursues the regulation of all basic principles which are 
regulated in Art. 5 (1) GDPR. According to the GDPR, only law- 
ful, fair and transparent data processing is permitted in a 
transparent manner, Art. 5 (1) lit. a GDPR, in order to serve the 
principle of good faith . Furthermore, data processing shall be 
lawful only if and to the extent that it is applied by Art. 6 GDPR. 
But even then, it must be done in a transparent way which 

is traceable for the data subject. Another important principle 
is the purpose limitation , Art. 5 (1) lit. b GDPR. Thus, the clear 
purpose of processing must be previously established and le- 
gitimate. Furthermore, the principle of data minimization is ap- 
plicable, Art. 5 (1) lit. c GDPR. This means that data collection 

is only allowed within limits for specified, explicit and legiti- 
mate purposes and not further. A further principle is accuracy , 
Art. 5 (1) lit. d GDPR. Only correct data may be collected. Even 

after processing it must be ensured that personal data is ac- 
curate. If this is not the case, data must be erased or rectified 

with delay. One further fundamental principle is the storage 
limitation, Art. 5 (1) lit. e GDPR. In the course of data process- 
ing it must be ensured that an identification is only possible 
in case of it being necessary for the purpose. Integrity and con- 
fidentiality have recently become further important principles, 

Art. 5 (1) lit. f GDPR. This means that processing must occur in 

compliance with general safety standards. Compliance with 

these principles must be proven at any time by the controller, 
Art. 5 (2) GDPR. 

2.2.2. Processing on a legal basis and transparency obligations 
Generally, First of all, processing is lawful if the data subject 
has given consent to data processing, Art. 6 (1) point (a) GDPR. 
Processing is also allowed for the performance of contracts, 
Art. 6 (1) point (b) GDPR. If the processor is subjected to a le- 
gal obligation, data processing is also lawful without further 
requirements, Art. 6 (1) point (c) GDPR. This also applies if the 
protection of vital interests is pursued, Art. 6 (1) point (d) GDPR. 
The processing is also possible for the performance of a task 
carried out in the public interest or in the exercise of official au- 
thority , Art. 6 (1) point (e) GDPR. Lastly, processing is lawful for 
the purposes of the legitimate interests pursued by the controller 
or by a third party , except where such interests are overridden 

by the interests or fundamental rights and freedoms of the 
data subject which require protection of personal data, Art. 6 
(1) point (f) GDPR. While a lot of the exceptions might be trig- 
gered by the need and want to have a SIEM to protect from se- 
curity breaches, the collection must meet a balance test, e.g. 
collection must not overshoot the goal, and must be transpar- 
ent, e.g. clearly communicated to the data subjects. 

2.2.3. Data security 
In addition, the GDPR regulates a close interconnection of data 
protection with data security (especially Art. 32 GDPR) to the 
effect that technical and organizational measures in the data- 
processing company enable the highest degree of data secu- 
rity (availability, confidentiality, integrity, and resilience). In 

our scenario, the two security goals confidentiality and in- 
tegrity are particularly relevant. We must ensure that informa- 
tion about events that could relate to incidents is transferred 

from the source to the sink, and is not altered or made acces- 
sible to unauthorised persons. To protect integrity an unau- 
thorized modification must be detected if it happened, which 

is especially important to use non-tampered recorded data 
as evidence. Thus, protecting integrity and authenticating the 
data’s origin provides legal value. Further, confidentiality pro- 
tection guarantees that no unauthorized party is able to ob- 
tain information not intended for them, e.g. we must securely 
communicate the personal data to have them reach only the 
right recipients. 

2.2.4. Redaction 

The term “redaction” itself is not found in the GDPR directly; 
it refers to the irreversible removal of the information The Na- 
tional Archives (2011) . This process is explicitly mentioned in 

guidance documents that explain how to remove information 

that is not subject to the information to be released under 
laws for the freedom of access to information, e.g. UK FOIA 

Parliament of the United Kingdom (2000) and thus is also ap- 
plicable as a technique in the context of GDPR’s data mini- 
mization The National Archives (2011) ; United Kingdom Min- 
istry of Justice (2009) . 

2.2.5. Pseudonymization 

The term “pseudonymisation” of the GDPR means the pro- 
cessing of personal data in such a manner that the personal 
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data can no longer be attributed to a specific data subject with- 
out the use of additional information, provided that such addi- 
tional information is kept separately and is subject to techni- 
cal and organizational measures to ensure that the personal 
data are not attributed to an identified or identifiable natu- 
ral person, Art. 4 (5) GDPR. In order to make a pseudonymiza- 
tion, the data subject must first be assigned to pseudonyms. 
These can be user IDs. Thereafter the necessary data for iden- 
tification must be kept separately. It must be ensured that 
they are strictly separated from the pseudonyms. It is impor- 
tant that features that can only indirectly lead to identifica- 
tion must be removed in the event of pseudonymization. The 
pseudonymization can be made by the data subject himself, 
the controller or an independent third party, a data trustee. 
An assignment rule must be created, e.g. through a refer- 
ence table. The pseudonymization must be performed with- 
out the knowledge of the data subject. The data subject must 
be informed about the pseudonymization and it must be clar- 
ified who generates the pseudonym, who owns the assign- 
ment rule and under what circumstances an identification 

may take place. This is because pseudonymized data contin- 
ues to be personal data. Particularly in the area of monitoring 
software development compliance with the GDPR is manda- 
tory because it extracts its results from a data stream that con- 
tains personal data. The pseudonymization protects the data 
of the data subjects. At the same time, it is an opportunity 
to still being able to detect security incidents effectively and 

identify the responsible user in this regard. 

3. Problem statement and research questions 

In SIEM systems very large amounts of data are processed 

from various sources, while at the same time a GDPR compli- 
ant data protection must be guaranteed. This can be achieved 

by protecting all data relevant to data protection against 
unauthorized access using techniques such as encryption 

or pseudonymization. Working on protected data, however, 
brings different additional problems with it. On the one hand, 
it needs to be ensured that incident recognition is still possible 
despite the data protection. On the other hand it also needs to 
be possible to remove the protection in case of an actual in- 
cident. These aspects, which we have identified as essential 
for a GDPR-compliant analysis process, translate into the fol- 
lowing three specific research questions. In this work we use 
the pseudonymization for the realization of the data protec- 
tion, since this represents a valid procedure according to both 

GDPR and different reporting regulatory environments. 

3.1. Data protection considerations and attacker model: 

SIEM systems work with data from highly heterogeneous 
sources. As a result, different requirements need to be met 
in order to enable data protection in accordance with the 
GDPR. Establish data protection through the full encryption 

of all data would be the most intuitive and legally compliant 
way to process the data. However, since the GDPR only re- 
quires the protection of personal data, the data can also be 
classified according to protection requirements and partially 
peudonymized in this context. In this way it can be achieved to 

still be legally compliant, while more meaningful data is avail- 
able for analysis at the same time. To achieve this, all acquired 

data needs to be available in a standardized form to allow the 
identification of information that needs to be protected. More 
specifically, the data acquired can be differentiated into infor- 
mation that is not relevant for data protection, data that may 
be relevant for data protection (e.g. path information in folder 
structures) and specific information relevant for data protec- 
tion (e.g. e-mail addresses or contents of e-mails). In addition 

to this, the pseudonymization mechanism also needs to be 
protected. It must be ensured in a technical and organizational 
way for each data processing step within the SIEM system. 

For being able to design a compliant and secure system, it 
is conducive, to define an attacker model, that determines the 
necessary measures. Thereby, the role, the goal, behaviour and 

the resources of the attacker are delimited: 

• Role: The attackers role against which we consider our sys- 
tem protected can either be an outsider or an insider. An 

outsider is any person who has only access to interfaces of 
the system, which are open to the public. The outsider can 

however utilize a breach to gain access to certain parts or 
data of the system. Any third party who is involved in the 
SIEM system can also be referred to as an outsider. In con- 
trast, an insider is any person who is directly involved into 

the system, such as analysts or server-admins. 
• Goal and behaviour: The attacker can be either passive or 

active. The passive attacker only lists to the data without 
any intervention, whereas the active attacker tries to gain 

access to the data or the system by actively interacting 
with the system. For our approach, the considered goal of 
the attacker is to gain access to private data, since we de- 
sign a SIEM system which is GDPR compliant. 

• Resources: Since we utilize measures which are based on 

common asymmetric or symmetric cryptography, we can 

only consider attackers, with limited resources. 

In summary, this raises the first question: 
Q1: How must data that is processed in SIEM systems be 

protected to be GDPR compliant? 

3.2. Impairment of incident identification through data 

concealment: 

The GDPR stipulates that data protection must be applied 

as early as possible within the analysis process. Considering 
the data management of SIEM systems, this translates into 

a data protection obligation at the time of data acquisition. 
As a result, incident detection always needs to be performed 

on pseudonymization data. In this context, the relationship 

between pseudonymized data and plain text data within the 
data stream is a significant factor influencing possible anal- 
yses. This may impair both automated and manual analyses 
due to possible losses in the meaningfulness of the data ana- 
lyzed. This leads to the second question: 

Q2: Does the recognition of security incidents function 

properly despite of data pseudonymization or may losses and 

trade-offs be expected here? 
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3.3. Lifting the pseudonymization while retaining data 

authenticity: 

To enable the utilization of information about detected se- 
curity incidents, while being compliant with the legislation, 
two main conditions need to be met. On the one hand, in- 
formation about incidents must be available in the long term 

in an integrity preserving manner. On the other hand, a de- 
pseudonymization of the data needs to be possible at any 
time after detection. This warrants that the information can 

be used as a reliable means of evidence in trials that might 
take place in the future. Please note that the GDPR proposes 
both anonymization and pseudonymization techniques as 
possible data protection measures. However, since the use of 
anonymization would prevent the data from being used as ev- 
idence, this technique will not be considered further in this 
paper. 

To achieve this, appropriate technical and organiza- 
tional measures need to be in place ensuring that de- 
pseudonymization is only possible in case of actual incidents. 
Additionally, legal compliance also needs to be ensured for the 
data after lifting the pseudonymization for further processing. 
This requires protecting the data’s integrity including origin 

authenticity. 
Thus, the principle of data minimization complicates es- 

pecially the goal of integrity. This principle has always been 

at the center of data protection and can be found in European 

and member state legal texts, e.g. already in the former Direc- 
tive 95/46/EC and thus also in the GDPR. In detail Art. 5 GDPR 

describes that personal data shall be adequate, relevant and 

limited to what is necessary in relation to the purposes for 
which they are processed. 

In general, there are two ways to conform with data min- 
imization: (a) not collect or not forward personal data if it 
unnecessary, e.g. deleting it from data sets or blacken it out, 
i.e. redact it, or (b) making it harder to restore the personal 
data. For the latter, an important measure in this regard is the 
pseudonymization of data because it reduces the risks for the 
data subject and simultaneously it helps the controller to ful- 
fil his data protection obligations (see also recital 28). By, for 
example, ensuring that only pseudonymized data is used dur- 
ing the incident analysis and that the person is only revealed 

if an anomaly is detected, would make a legally compliant pro- 
cessing of personal data in a SIEM conceivable. For the former, 
personal data, e.g. fields that contain this information, could 

just be removed before forwarding them. 
On the other hand, both mechanisms for data minimiza- 

tion (pseudonymization or removal) result in a modification 

of the initially gathered data; an intended modification but 
a modification nevertheless. This results in standard crypto- 
graphic mechanisms to protect the data’s integrity, such as 
digital signatures or message authentication codes, to fail. 
Thus, they are unsuitable to protect the integrity end-to-end. 

The more recent cryptographic mechanisms, known as 
redactable Johnson et al. (2002) ; Steinfeld et al. (2002) or saniti- 
zable signatures Ateniese et al. (2005) are capable of allowing 
our architecture to authorize modifications such as removal 
of unnecessary data points from authentic data set gathered 

by the SIEM. From their initial versions these algorithms have 
evolved (see Bilzhause et al. (2017) for an overview). Most re- 

cently they undergo the process of becoming an internation- 
ally recognized signature standard 

3 . While this process takes 
time, the current status shows that the cryptographic mech- 
anisms have the needed maturity to be backed and accepted 

in the cryptographic community. Once becoming recognised 

through such a standard, legal argumentation for compliance 
becomes a lot easier as legislators and judges will find the al- 
gorithms in lists of known mechanisms. Even if not standard- 
ised (or not yet) the provided authenticity offerings are techni- 
cally equivalent to normal signatures Höhne et al. (2012) ; Pöhls 
and Höhne (2011b) and in any case much better than having 
none and also non-standard algorithms are suitable to win le- 
gal arguments in court cases – bearing the need for technical 
expertise appointed by court. This leads to the third question: 

Q3: Which conditions need to be met to ensure that in- 
cident information can be de-pseudonymized in case of an 

incident and how can it be used as means of evidence? 

4. Conceptualizing a GDPR-compliant SIEM 

system 

Although SIEM systems have grown to mature security tools, 
privacy has largely been neglected in this area. Thus, we 
have previously defined central research questions that arise 
when applying the GDPR regulation. To answer these ques- 
tions, we propose a SIEM architecture that is compliant with 

GDPR, while largely preserving its functionalities in this sec- 
tion. Therefore, we propose concrete solutions for each of the 
individual research questions based on an extended, GDPR- 
compliant architecture. 

4.1. DINGfest base architecture 

This section gives an overview on our general security mon- 
itoring architecture and assigns the previously defined re- 
search questions to the respective areas of the architecture. 
The presented architecture is based on the general DINGfest 
architecture as presented in Menges et al. (2018) and extends 
it by data protection measures and the resulting GDPR compli- 
ance. DINGfest is a research project that aims at improving the 
detection, forensic analysis and the reporting of detected inci- 
dents. The project started June 2016 and will finalize at the end 

of 2019 and is funded by the German Federal Ministry of Edu- 
cation and Research . The general system monitoring architec- 
ture is illustrated in Fig. 1 . It consists of three main modules –
namely data acquisition, data analysis and incident reporting 
located within an organization and shows an external author- 
ity possible counterpart for the receipt of detected incidents. 
The counterpart is intentionally included in the architecture 
design, since its role and the management of the data flows 
generated there are one central factor in ensuring the legal 
compliance of the system. This concerns data protection re- 
quirements according to the GDPR on the one hand and may 
also concern existing statutory reporting obligations of the or- 
ganization. 

3 ISO/IEC 23,264 Redaction of Authentic Data https://www.iso. 
org/standard/78341.html [last accessed: Jan. 2020]. 
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Fig. 1 – DINGfest Base Architecture. 

The data acquisition module collects data from all mon- 
itored computing resources in the company. This data may 
contain personal data of employees and customers that needs 
to be protected. The monitored resources are not only com- 
puting devices like workstations, servers and mobile devices, 
but also network devices like routers and switches. The actual 
data is obtained from various sources. This includes, for ex- 
ample, data extracted with the help of Virtual Machine Intro- 
spection (VMI). This also includes data obtained from system 

log files or incident information provided by human sensors 
Vielberth et al. (2019) . Moreover, all data extractions within the 
acquisition area are stored in the acquisition log. This enables 
a later auditability of all the information obtained. The ex- 
tracted data is finally pushed into a larger data stream, which 

serves as data basis for the data analysis section. Data acquisi- 
tion is the starting point at which all data (including personal 
data) is transferred to the system. As a result, research ques- 
tion Q1 must be addressed within this module to show how 

data must be protected or pseudonymized to ensure GDPR- 
compliant data handling. This additionally generates the re- 
quired prudential value for the gathered evidence. 

The data analysis module analyzes the whole data stream 

and tries to detect security incidents using a combination of 
fingerprinting and pattern recognition. If the detection engine 
discovers a potential security violation it generates an inci- 
dent alert that contains a description of the assumed viola- 
tion and the related data records. The alert is then received 

and analyzed by a forensic analyst. The analyst can use a vi- 
sual analysis interface and request additional data from the 
data acquisition module. Should the suspicion be confirmed, 
the incident is forwarded to the reporting module. Otherwise, 
the incident alert is deleted right away. As shown above, the 
data acquired during data acquisition must be protected. This 
makes data analysis more difficult, since information is lost 
as a result of pseudonymization. Therefore, the research ques- 
tion Q2 will be addressed within this module to show how far 
incident detection with disguised data is still possible. 

The tasks of the reporting module include the long-term 

storage of analyzed incidents (usually between several weeks 
and several year depending on the local legislation) and the re- 
porting to local authorities in accordance with the legislation 

in force. Arriving incidents are therefore stored in a database 
and processed by an incident reporter. During this process the 

reporter might query the database to contrast the current in- 
cident with past incidents. Eventually a report is generated 

and forwarded to local authorities, in order to inform them 

or comply with regional regulations. Such reports may con- 
tain information about innocent individuals or company as- 
sets which also need to be protected. Within this module the 
research question Q3 will be addressed. The aim is to ensure 
that information can be de-pseudonymized in the event of an 

actual incident, while preserving its integrity. This is neces- 
sary to enable the use of the data as evidence in possible later 
court cases. Furthermore, it must also be ensured that the data 
can be reported to the appropriate authorities in compliance 
with the law and data protection regulations. 

4.2. GDPR compliant data processing 

In the following we present our approach in more detail, espe- 
cially relevant parts, which enable GDPR compliant data pro- 
cessing inside SIEM (Q1). To this end, we propose an approach 

that pseudonymizes personal data at relevant points and at 
the same time allows to de-pseudonymize this data in case of 
a detected incident (Q3) in compliance with GDPR regulations. 
Fig. 2 shows the basic structure of this approach. To achieve a 
pseudonymization of the information, cryptographic methods 
are used. These on the one hand prevent access to personal 
data by encrypting it and on the other hand allow decrypting 
it under certain constraints specified by the GDPR. However, 
the decisive question is where the data must be encrypted and 

how to implement the key management for encryption. 
The GDPR demands the protection of personal data as 

it is processed. Thus, we argue that personal data must be 
pseudonymized as soon as possible in the system. In the case 
of SIEM this is the case directly after or ideally during the data 
is acquired. To achieve this, a public key (B) is provided by a 
TTP (Trusted Third Party) , which is responsible for key manage- 
ment . With this key, the fields containing personal data are en- 
crypted asymmetrically and the unencrypted personal data is 
deleted. In order to be able to comprehend and proof, that all 
personal data has been pseudonymized, an Acquisition Log is 
kept. For this purpose, we propose to use a tamper proof log- 
ging scheme, which synchronizes all logged data with an ex- 
ternal blockchain as presented by Putz et al. Putz et al. (2019) . 
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Fig. 2 – DINGfest GDPR Architecture. 

For proper use of public key cryptography, we refer to López 
et al. López et al. (2005) . 

In order to determine, which fields must be encrypted, a 
Policy is followed. For each logging system type an individual 
mapping must be defined that specifies the fields containing 
personal data. This policy is defined by the Data Protection Of- 
ficer (DPO) or an equivalent position inside the organization. A 

DPO is responsible for compliance and data protection within 

an organization and should have the necessary expertise to 
make the required decisions. 

In addition to the data protection aspects shown above, the 
model presented is also intended to provide protection against 
attacks resulting from the attacker model defined in Section 3 . 
According to the assumptions made, possible dangers from 

insiders and outsiders are examined more detailed in the fol- 
lowing. 

Outsider: According to the model, outsiders can be divided 

into two main groups. Common outsiders, which have no spe- 
cific reference to the system, and the TTP as an outsider, which 

is partially involved in the analysis process. The authority as 
the third participant is not considered in detail here, as it is 
supposed to have access to the data it receives in the context 
of a report. 

• Common outsider: The major problem is to prevent data 
flows to outsiders. Specifically, the areas of data acquisi- 
tion, data analysis and incident reporting must be pro- 
tected. This is essentially guaranteed by a consistent use of 
the internal, symmetric key A. This ensures that the data 
remains protected even in the event of an unwanted ex- 
traction. The data may only be possibly unprotected in the 
case of an extraction during the data acquisition process. 
The security of this data mainly depends on the level of 
protection of the underlying source system. 

• TTP: The TTP used in the present data model also repre- 
sents a specific outsider, who is integrated into the SIEM 

process. However, the TTP only receives the key B from the 
data flow for custody, but does not have access to data from 

the data stream at any time. It is also worth noting that the 
TTP does not have access to the key A at any time. Accord- 
ingly, the TTP must be considered the equivalent of other 
outsiders in the case of data leaks. 

During data analysis, an incident detection approach is fol- 
lowed. This approach is mainly automated but can also be 
supported by human analysts. Thereby, the incident detection 

is conducted solely on pseudonymized data and thus is GDPR 

compliant. The thereby used event detection approach is elab- 
orated further in the following chapter. 

Insider: In the present model, only two groups of people 
have access to the internal data. These are analysts in the ar- 
eas of data analysis and incident reporting on the one hand 

and data protection officers who define the corresponding 
policies on the other hand. 

• Analyst: The analysts involved are only provided with spe- 
cific data extracts and personal data under certain cir- 
cumstances. For this purpose, an approval for specific data 
components must be granted according to the policy de- 
fined by the data protection officer. If such an approval does 
not exist, analysts always work only with pseudonymized 

data. 
• DPO: The data protection officer is never given access 

to the data within the data stream and thus has access 
to resources that are equivalent to an outsider. On the 
other hand, the DPO has a protective influence on the data 
stream by defining the respective policy. This ensures that 
the protection of the data stream is always split between 

two different roles within the company. 
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Table 1 – The unified log message format Latzo and Freil- 
ing (2019) . 

Name Description 

source The source from where the message comes 
from. 

type_id Describes the type of the message, e.g., the 
system call number. 

date Timestamp of the message when it was 
generated. 

path A path, e.g., which path was opened. 
user The user who performs the event. 
process_name The name of the process that performs the 

event. 
· · · · · ·
misc Can be used for random things (no personal 

data) that do not fit into that format. 

Listing 1 – Example of a unified message. 

4.3. Event detection on protected data 

Different software usually comes with different log formats 
that is often loose text. In our case, we use standard Linux 
logs like syslog and auth.log that usually come with a Linux 
distribution. Furthermore, we use access.log of Apache’s HTTP 
Server The Apache Software Foundation (2019) . Since system 

call traces are a rich source of behavioral information Lanzi 
et al. (2010) ; Rieck et al. (2008) , we also use system calls traces 
that are obtained via virtual machine introspection. System 

call tracing has a negative impact on performance, but espe- 
cially enterprise environments can benefit since some events 
cannot be detected using common logs. 

Log messages are transformed into a unified structured 

log format. An excerpt of the message format that we use in 

DINGfest can be seen in Table 1 Latzo and Freiling (2019) : The 
entry source specifies from which of our sources log the mes- 
sage comes from. Thereby, we assume that it is not possible 
to deduce from the source to the user, i.e., in server scenarios. 
One of the most important attributes of the unified log mes- 
sage is type_id . This ID specifies what kind of message it is. 
In case of system calls the type_id is the system call number. 
Misc may contain arbitrary information that does not fit into 

the unified message format, e.g. command line option. We as- 
sume, that this field does not contain personal data. For the 
evaluation we checked manually that this field does not con- 
tain personal data. Another useful feature is path . However, 
the path may contain personal data such as the user name. 

An example of a unified log message is shown in Listing 1 

So we can distinguish between three kinds of log file en- 
tries: 

1. Those that definitely contain personal data (e.g., user), 
2. those that may contain personal data (e.g., path), and 

3. those that do definitely not contain personal data (e.g., 
source, type_id, process_name, misc) 

The classification may vary from system to system. For 
example, it is also possible that in a specific scenario a pro- 
cess name or a source name may also contain personal data. 
The classification, however, determines which features can be 
used for privacy friendly event detection, namely only features 
from the third category. We use this idea in our evaluation 

in Section 5.1.2 to assess the impact of privacy protection on 

event detection quality. 

4.4. De-pseudonymization in case of an incident 

In the previous section we presented an approach that 
allows us to perform incident detection on data that is 
pseudonymized according to the GDPR regulation. On this ba- 
sis, this section describes how security incidents can be de- 
pseudonymized after detection in order to analyze and pro- 
cess them further and to prepare them for a legally compliant 
report. The complete process for these descriptions is addi- 
tionally shown in Fig. 3 . 

When the automated data analysis found indications for a 
possible incident, it is first necessary to verify the result. For 
this purpose, the data is revised by an analyst to ensure that it 
is an actual incident and to avoid false positives. Once the an- 
alyst approves the incident within the Data Analysis module, 
the Trusted Third Party (TTP) is contacted, which initially pro- 
vided the public key B for the data pseudonymization within 

the Data Acquisition module. The TTP receives the signature of 
the data packet concerned in order to be able to identify the 
appropriate key and checks the request against the decryption 

policy specified by the DPO. If the check is negative, the request 
is denied. If the check is positive, the TTP determines the cor- 
rect private key B for the signature provided and sends it to the 
Data Analysis module to allow the de-pseudonymization of the 
data. When de-pseudonymizing incident data, it is also impor- 
tant to enable auditing of de-pseudonymizations. Therefore, 
we store every de-pseudonymization request and sign it, in 

order to be able to provide proof of data access afterwards. 
After the analysis module has received the private key B 

from the TTP , the initially appended data markings are used 

to identify all fields that contain pseundonymized informa- 
tion within the data package and to de-pseudonymize it. The 
resulting data package is then transferred to the Incident Re- 
porting module where it is decrypted using the key A and 

stored within the IoC Vault , which is an integrity proof, long 
term storage for incident data as shown by Boehm et al. Böhm 

et al. (2018) . This data can then be used for further analyses 
and incident reports. If an incident must be reported, the data 
needs to be cleared by an analyst first. This is important to 
prevent both privacy violations of personal data and the pub- 
lication of confidential company data. More specifically, the 
analyst must decide, which data is to be excluded from the 
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Fig. 3 – DINGfest Reporting Flowchart. 

report and which is to be secured. This additional informa- 
tion about performed pseudonymizations and exclusions is 
appended to the data using further data marking definitions. 
The actual extent of data protection, however, may strongly 
depend on the use-case of the report. While in the case of re- 
ports within the scope of a reporting obligation, the statutory 
requirements must be complied with, in the case of voluntary 
reports significantly more data can be concealed or removed. 

After an analyst has cleared an incident and prepared it for 
a report within the IoC Vault , it is transferred to the Reporting 
module in the next step. A symmetrical key C is created in 

the key repository and assigned to this very data package to 
pseudonymize the previously chosen contents. Furthermore, 
the package is extended by an additional data marking that 
contains the signature of the utilized key C key to enable later 
attributions. The key C is then used to pseudonymize the data 
according to the analyst’s specifications. In addition to this, 
the data is also encrypted with the public key D, provided by 
the recipient (for example, an authority). This ensures that the 
reported data can only be opened by the correct recipient, i.e., 
a legal authority. In a final step, the data (secured with keys 
C and D) is transferred to the recipient. If the data was re- 
ported due to a reporting obligation, such as European NIST 

directive European Commission (2016) or German IT-security 
law Deutscher Bundestag (2015) , the receiving authority may 
request a decryption afterwards under certain conditions. In 

this case, the authority needs to be able to request the key 
C from the organization. In order to receive the key C, the 
authority transmits the key signature contained in the data 
package to the organization. This enables the assignment of 

the correct key. If the correct key C is assigned, it can be trans- 
ferred to the authority. 

4.5. Evidence generation using malleable signatures 
which withstands pseudonymizations 

We can positively answer the second half of Q3, i.e. we can 

ensure that we are able to use the pseudonymized or par- 
tial reported events as means of evidence. Assume we add 

protection of integrity and origin authentication during the 
data gathering inside the data acquisition module. Inside 
DINGfest’s base architecture, the evidence could be protected 

by standard electronic signature schemes, e.g. the different ac- 
quisition modules would sign the data they gathered. When a 
cryptographic signature algorithm complies with the require- 
ments of common legal frameworks for electronic signatures 
its signature provides a high probative value for the data be- 
ing signed. This said, any subsequent modification for data- 
protection compliance would destroy any evidence guaran- 
tees for the remaining data, e.g. removing the full path from a 
signed full file name of a malicious executable as it contains a 
personally-identifiable user name also removes the evidence 
protection for the name of the executable. Thus, we propose 
use redactable or sanitizable (malleable) signature schemes 
to retain the authenticity and integrity of the data gathered 

from the data acquisition module towards the final report. 
This means that, if wanted, the digital signature protects the 
authenticity of the data provided even till the incident report, 
i.e. so in the final report one can verify that the event data has 
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not been modified in unauthorized ways –not tampered with–
and that it originated from a trusted data acquisition module. 

By omitting the cryptographic details of other malleable 
signature schemes, the privacy statement describes, which 

parts of the data could be removed or pseudonymized. This 
allows to control the signature scheme for which subsequent 
changes are made and parts are authorized. Thus, remov- 
ing the original data or encrypting these parts, would al- 
low the subsequent steps to always verify the authenticity 
of the remaining data. When data is de-pseudonymized the 
best-suitable malleable signature schemes are those that of- 
fer mergeability Pöhls and Samelin (2015) . This allows to put 
data parts back into the signed data set and thus the origi- 
nal malleable signature would now verify over all remaining 
parts, the ones previously readable plus those added by the 
de-pseudonymization. If not added, private malleable signa- 
ture schemes Bilzhause et al. (2017) retain the confidentiality 
of all those parts that have been removed, i.e. even though one 
can successfully verify the signature on partial data, the in- 
formation contained in the signature itself does not allow an 

attacker to gain information on the data parts removed and 

thus not shared. Hence, the added value of a retain-able pri- 
vate malleable signature, like Pöhls and Samelin (2015) , does 
not violate any GDPR requirements Pöhls (2018) . 

The legal analysis of these private accountable redactable 
signature scheme shows that they increase the legal proba- 
tive value for the signed reported data as eIDAS compliant 
electronic signatures could provide Höhne et al. (2012) ; Pöhls 
(2018) ; Pöhls and Höhne (2011a) ; van Geelkerken, F.W.J. et al. 
(2015) . Hence, the DINGfest GDPR architecture protects the 
records such that the remaining information can be used as 
means of evidence; further after the de-pseudonomization 

steps at any later time the data’s origin and originality is at- 
tested. 

5. Evaluation 

In the previous sections we presented an architecture for 
a GDPR compliant SIEM system. The central elements of 
our approach are to guarantee a GDPR compliant data pro- 
cessing, to enable the recognition of security incidents on 

pseudonymized data as well as the de-pseudonymization of 
the data in the case of an incident. In this section we evalu- 
ate the validity of our approach in two ways. First, we conduct 
a technical evaluation of the impact of pseudonymization on 

the detectability of events. Subsequently, we carry out a legal 
evaluation for our proposed solution. To achieve this, we in- 
vestigate the individual components of our architecture pre- 
sented in Section 4.2 on conformity with the specifications of 
the GDPR as shown in Section 2.2 . 

5.1. Impact on detectability 

5.1.1. evaluation methodology 
The evaluation of the impact of privacy protection on the qual- 
ity of SIEM is performed based on the theory for forensic fin- 
gerprint calculation of Dewald Dewald (2015) . 

In this theory, all interactions of interest with the system 

(e.g., by users) are called events . An example event is the login 

of a user. Many events either directly or indirectly leave digi- 
tal traces within the system (e.g., in log files on disc or in main 

memory). These traces are formalized as feature vectors . Gener- 
ally, a feature is a quantifiable attribute of a system that can be 
observed by the SIEM. In our study we concentrate on feature 
vectors that can be extracted from log files system call traces 
Latzo and Freiling (2019) . Obviously, tracing all system calls is 
very expensive in terms of performance, there are ways to get 
rid of most overhead caused by system call tracing. The theory 
Dewald (2015) , which we now explain, defines conditions un- 
der which an event is detectable based on the features traces 
it leaves in the log files of a system. 

The set of features that we consider in our evaluation is 
based on an abstract representation of log file entries and at- 
tempts to harmonize many log files in modern systems. Our 
format represents every log file entry using the following four 
features : 

• a source from what log the message comes from, 
• a generic type_id that describes the kind of log message, 
• a path , and 

• a misc field that may contain arbitrary content (e.g., the 
name of a network adapter). 

A feature vector is a vector of values for these features. De- 
pending on the system, there can be many different features 
vectors consisting of these four features. Since an event can 

cause multiple entries in multiple log files, we define the set 
of feature vectors that are generated as the evidence set of that 
event. 

More formally, let � be the set of all possible events that can 

happen in the system and are of interest to the SIEM. When 

some event σ ∈ � happens, log entries are generated. The evi- 
dence set E(σ ) of event σ is the set of all subsets of feature vec- 
tors that are thereby generated by σ . It is technically necessary, 
that the evidence set is closed under subsets. Intuitively, it can 

be interpreted as the fact that partial evidence is also evidence 
of the event. 

It is obvious that the evidence sets of different events may 
overlap. To be able to detect an event, it is necessary to cal- 
culate the characteristic evidence set CE (σ ) Dewald (2015) of an 

event σ, which is defined as the set that contains only feature 
vectors that are caused by σ and not by any other event σ ′ ∈ �. 
Formally, the set of characteristic evidence of an event σ with 

respect to a set of other events �′ is defined as follows: 

CE (σ, �′ ) = E(σ ) \ 
⋃ 

σ ′ ∈ �′ 
E(σ ′ ) 

The set of characteristic evidence of an event is also called 

characteristic fingerprint of that event. 
As one can see in the formula above, a characteristic fin- 

gerprint is defined for a specific reference set �′ . All feature 
vectors that are caused by σ ′ ∈ �′ are not in CE (σ, �′ ) . One can 

say, that CE (σ, �′ ) is the evidence set E(σ ) minus all other evi- 
dence sets of events in �′ . Let | CE (σ, �′ ) | and | �′ | be sufficiently 
large, then a match of the feature vector with the log files of a 
system is a clear indication that σ happened and not σ ′ . The 
size of CE is an indication for the discriminative power of the 
evidence. The larger the set, the higher is the probability that 
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Table 2 – The events used for the evaluation. 

Class Name Description | CE (σ, �′ ) | Loss Factor 

F 1 F 2 

CLI ls Lists files 1 1 0.0 
cp Copies file 4 1 0.75 
mv Moves file 2 1 0.5 
cat Cats file 0 0 0 
vmstat Virtual memory statistics 6 1 0.833 
netstat Network statistics 15 1 0.933 
tar Creates compressed tar archive 5 4 0.2 
rm Removes file 1 1 0.0 
shred Shreds file 2 1 0.5 
curl Downloads file 1 0 1 

CLI Root tailShadow Reads /etc/shadow 7 2 0.714 
catCredentials Reads Wordpress config file 4 2 0.5 
vimHosts Opens /etc/hosts in Vim 220 3 0.986 
rmSudo Removes file with sudo 2 2 0.0 
shredSudo Shreds file with sudo 9 3 0.667 

Web wordpressLogin Wordpress Login 63 10 0.841 
wordpressSearch Wordpress Search 3 0 1 
wordpressOpen Opens Wordpress website 0 0 0 

Service sshLogin SSH login (server side) 2219 466 0.79 
apacheStop Stops apache web server 1712 15 0.991 
mysqlWp Login into Wordpress DB via command line 47 1 0.979 

Kernel Modules lsmod Lists loaded kernel modules 251 1 0.996 
insmod Loads kernel module 10 3 0.7 
rmmod Unloads kernel module 12 3 0.75 

Docker dockerHelloWorld Starts docker hello world example 28 3 0.893 
dockerUbuntuLog Starts docker ubuntu and show log 23 5 0.783 
dockerImages Lists all docker images 1 1 0.0 
dockerPs Lists all running dockers 0 0 0 
dockerPSA Lists all dockers container 0 0 0 
dockerUbuntuSleep Starts docker in background 2 2 0.0 
dockerRm Removes all docker containers 0 0 0 
dockerNginx Runs nginx docker and curl it 65 8 0.877 
dockerUbuntuBash Attaches bash of container 0 0 0 
dockerPrune Removes unused container 1 1 0.0 
dockerPruneVolumes Removes unused objects and volumes 1 1 0.0 
dockerRmImages Removes all images 2 2 0.0 
dockerUbuntuBashCp Attaches container and runs cp 0 0 0 
dockerUbuntuBashMv Attaches container and runs mv 18 1 0.944 
dockerUbuntuBashRm Attaches container and runs rm 3 1 0.667 
dockerUbuntuBashCat Attaches container and runs cat 24 0 1 

Nextcloud nextcloudStatus Shows Nextcloud status 3 2 0.333 
nextcloudAppList Lists Nextcloud apps 44 2 0.955 
nextcloudUserList Lists Nextcloud user 3 2 0.333 
nextcloudUserAdd Adds new Nextcloud user 103 16 0.845 
nextcloudGroupList List Nextcloud groups 5 2 0.6 

Average 0.508 

the event may be detected no matter what the reference set �′ 

looks like. However, it is also possible, that CE (σ, �′ ) is empty, 
i.e., one cannot detect reliably the occurrence of σ . 

5.1.2. Characteristic evidence without personal data 
We now evaluate the impact of pseudonymization on the ex- 
istence of characteristic evidence that is needed for event de- 
tection. The evaluation setting is based on the DINGfest archi- 
tecture as described by Latzo and Freiling Latzo and Freiling 
(2019) Latzo (2020) . We calculated evidence and characteris- 
tic evidence sets for 45 different events (see also Table 2 that 
typically appear in Linux server environments as one typi- 
cally finds them in small and medium-sized enterprises. In 

our threat model, we consider an adversary with root privi- 
leges that were either gained via a privilege escalation attack 
or by having them anyway (i.e., a malicious insider). Basically, 
it is not possible to determine the intention of an administra- 
tor’s input. Hence, most events can also be used maliciously, 
e.g., for information retrieval, covering traces, etc. So, basically 
all events might be interesting during a forensic analysis or 
event detection. 

The higher the number of feature vectors in a characteristic 
fingerprint, the better the quality of that fingerprint. This is 
intuitive since a feature vector in a fingerprint is basically an 

indicator of an event. In the evaluation, we compare the size of 
characteristic evidence sets with and without taking personal 
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Fig. 4 – Comparison of powers of characteristic evidence sets with personal data (blue) and without personal data (black). 
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

data into account. More concretely, we consider the following 
two feature sets: 

• F 1 = { source, type _ id, path, misc } 
• F 2 = { source, type _ id, misc } 

First, F 1 is a feature set that has turned out to be reasonable 
for our events. However, F 1 includes the path feature that may 
contain personal data. Features of F 2 do not contain personal 
data. For calculating the fingerprints, an event was executed 

40 times (trainings set). Furthermore, the reference set �′ for 
a characteristic fingerprint of σ are always all other events. 
Table 2 compares sizes of the characteristic evidence set using 
the two feature sets including the decrease rate when using F 2 
instead of F 1 . As one can see, omitting the path as a feature has 
a huge impact on the size of characteristic evidence. On the 
average, using F 2 reduces a characteristic fingerprint by half 
of its feature vectors. For three events, there is no character- 
istic fingerprint, anymore. Fig. 4 shows the absolute number 
of feature vectores of the characteristic evidence sets using 
F 1 and F 2 . “Big”events, that come originally with big charac- 
teristic fingerprints are in general more affected than smaller 
events. 

We have shown that it is possible to calculate characteristic 
evidence for all events even if features that contain personal 
data are not used. However, the fingerprints that we generated 

had a lower quality, i.e., the size of the characteristic evidence 
set was reduced by an average of about 50%. By extending the 
feature set and the set of traces acquired from the SIEM, we 
conjecture that fingerprints can also be calculated for this ac- 
tion even if data is pseudonymized. 

In the following we want to compare the matching results 
using characteristic fingerprints with F 1 and F 2 . For matching, 
we calculate a score that indicates what proportion of feature 
vectors in event traces are matched by a characteristic finger- 
print. Fig. 5 ( F 1 ) and Fig. 6 ( F 2 ) show the corresponding match- 
ing matrices. The values there are average values of 10 traces 
of the event (test set). It stands out that the matching matrices 
are quite similar. In Fig. 6 there is much less matched noise. 
The characteristic fingerprints in Fig 6 are much smaller than 

in Fig. 5 , though. For that events for which we could calculate 

a characteristic fingerprint, the matching results are similar 
good. This is also confirmed by the Receiver Operating Charac- 
teristic (ROC) curve in Fig. 7 . There, the true positive rate (sensi- 
tivity) and the false positive rate are plotted against each other 
with different thresholds. It shows, that the sensitivity with F 2 
is only a little smaller with about 78% versus the sensitivity of 
F 1 with about 84%. 

In this section we showed that it is possible to calculate 
characteristic fingerprints with a reduced feature set that does 
not contain personal data. While the size of the characteristic 
fingerprints decreased when using that feature set, the match- 
ing results were very similar. It showed, that when there is a 
characteristic fingerprint, matching usually also works. So, to 
improve this approach, future work should focus in extract- 
ing more features from logs that help to increase the size of 
characteristic fingerprints. 

5.2. Legal evaluation 

As we have seen above, to generate fingerprints of high qual- 
ity, data must be obtained by processing previously collected 

data during the data acquisition which clearly relates to a per- 
sonal user’s actions and thus is considered as personal data. 
Hence, the general principles mentioned in Section 2.2 relat- 
ing to processing of personal data and especially a lawful pro- 
cessing are important. Processing shall be lawful only if one 
of the Art. 6 GDPR included reasons applies. Applicable and 

best suited for the SIEM case is Art. 6 (1) lit. f, when processing 
is necessary for the purposes of the legitimate interests. This 
clause is different to the other lawful bases as it is not cen- 
tered around a particular purpose and it is not necessary that 
the individual has specifically agreed to (consent). Legitimate 
interests are more flexible and could in principle apply to any 
type of processing for any reasonable purpose. Art. 6 (1) lit. f 
states: 

”1.Processing shall be lawful only if and to the extent that at least 
one of the following applies: (f) processing is necessary for the pur- 
poses of the legitimate interests pursued by the controller or by a 
third party, except where such interests are overridden by the inter- 
ests or fundamental rights and freedoms of the data subject which 
require protection of personal data, [... ]”. 
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Fig. 5 – Matching matrix using F 1 . The events listed on the y-axis are the ground truth, the events on the x-axis correspond 

to the characteristic fingerprints Latzo (2020) . 

Fig. 6 – Matching matrix using F 2 . The events listed on the y-axis are the ground truth, the events on the x-axis correspond 

to the characteristic fingerprints. 
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Fig. 7 – ROC curve with F 1 in red and F 2 in blue. The differences are quite small. (For interpretation of the references to colour 
in this figure legend, the reader is referred to the web version of this article.) 

5.2.1. Legitimate interest is balanced with personal data pro- 
tection 

Since legitimate interests can apply in a wide range of cir- 
cumstances, it is mandatory that the controlling party puts its 
legitimate interests and the necessity of processing the per- 
sonal data to the interests, rights and freedoms of the indi- 
vidual in balance. To provide a balance-test, the key elements 
of the legitimate interests provision is contained in a so-called 

Ǥthree-part test ǣ. Whereas this test is not explicitly named in 

the GDPR, the legitimate interests provision does incorporate 
three key elements: 

• Purpose test: there must be a legitimate interest behind the 
processing. 

• Necessity test: the processing must be necessary for that 
purpose. 

• Balancing test: the legitimate interest must be balanced 

with the individuals interests, rights or freedoms. 

This concept of a three-part test for legitimate interests 
has been confirmed by the Court of Justice of the European 

Union in the Rigas case (C-13/16, 4 May 2017) in the context of 
the Data Protection Directive 95/46/EC, which contained a very 
similar provision. This means, the controller must be able to 
meet all three requirements of the test prior to commencing 
the processing of personal data. 

Firstly, purpose is clearly given as the whole purpose of the 
SIEM architecture as given in Section 4 is to detect unlawful 
use of information systems and their data, it is important to 
make clear that the European Parliament has already consid- 
ered the legitimate interest of processing personal data nec- 
essary for the purposes of preventing fraud. This is explicitly 
backed by recital 47: ”[... ] The processing of personal data strictly 
necessary for the purposes of preventing fraud also constitutes a le- 
gitimate interest of the data controller concerned. [... ] ”. 

Secondly, with regards to the condition relating to the ne- 
cessity of processing personal data, it is important that dero- 

gations and limitations in relation to the protection of per- 
sonal data must apply only in so far as is strictly necessary. In 

that regard, communication of features which do not contain 

personal data, does not make it possible to identify a person 

with enough precision in order to be able to bring an action 

against him. Accordingly, for that purpose, it is necessary for 
the SIEM system to obtain also the possibility of full identi- 
fication of that person, i.e. allow to de-anonymize and retain 

authenticity proofs in order to construct substantial and reli- 
able evidence of an unlawful use of the system against that 
person. 

Thirdly, it is necessary to make a ’ balancing test ’ to jus- 
tify any impact on individuals. During the test the controller 
takes into account ”the interests or fundamental rights and 

freedoms of the data subject which require the protection of 
personal data”, and makes sure they don’t override his inter- 
ests. In recital 75 speaks of the risks of the rights and free- 
doms of natural personas: ”The risk to the rights and freedoms of 
natural persons, of varying likelihood and severity, may result from 

personal data processing which could lead to physical, material or 
non-material damage, in particular: where the processing may give 
rise to discrimination, identity theft or fraud, financial loss, damage 
to the reputation, loss of confidentiality of personal data protected 
by professional secrecy, unauthorized reversal of pseudonymisation, 
or any other significant economic or social disadvantage; where data 
subjects might be deprived of their rights and freedoms or prevented 
from exercising control over their personal data; [... ]; where personal 
aspects are evaluated, in particular analyzing or predicting aspects 
concerning performance at work, [... ] ; or where processing involves 
a large amount of personal data and affects a large number of data 
subjects. ”

Since the data acquisition module collects data from all 
monitored computing resources in the company, one can as- 
sume a great danger for personal data of employees and cus- 
tomers. Also, the analysis of personal data in the data stream 

by fingerprinting and pattern recognition and especially the 
merging of data is in general - interfering with the privacy 
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rights of a natural person. And finally, is the reporting mod- 
ule and the included long-term storage of analyzed incidents 
as well as the reporting to the authorities itself a potential risk 
for personal data. Since the complete monitoring of the users 
without cause is not compliant with the GDPR, especially since 
the user does not have any possibility to intervene, fundamen- 
tal rights would be violated, if the controller is not implement- 
ing appropriate technical and organizational measures to en- 
sure a level of security appropriate to the risk, including in- 
ter alia as appropriate, for example the pseudonymisation and 

encryption of personal data. 

5.2.2. Mechanisms for GDPR-compliance in DINGfest architec- 
ture 
DINGfest’s GDPR architecture counters the above-mentioned 

problems by implementing special steps as part of their work 
flow for a GDPR-compliant SIEM system: 

First of all, by a continuous pseudonymisation through ob- 
fuscation during the data acquisition. The suspension will 
only be carried out under certain conditions determined by 
controller and, in particular, in case of suspicion of a criminal 
offence. Since the public key is always provided by a trusted 

third party (TTP) and policies provide the organizational back- 
ground before a special field gets encrypted, the balance be- 
tween the rights of the controller and the user should be met. 
All technical steps in which personal data is processed are ac- 
companied by a special pseudonymization method through 

obfuscation. If data analysis has then found indications for an 

(possible) incident, the data protection officer has to approve 
this case as an ”incident case” within the data analysis mod- 
ule. Only then the TTP receives a key identifier for the data 
packet - not the packet’s contents, not even in pseudonymous 
form -, in order to find the appropriate key. The critical point is 
the policy (see the ”Policy” defined by the Data protection of- 
fice (DPO) in Fig. 2 ), which is being consulted by the TTP before 
sending the decryption key to the data analysis module. This 
organizational measure ensures a level of security appropri- 
ate to the risk, which is to reveal private data to the controller. 
By providing a log of every request to de-pseudonymize data 
fields the architecture enables to comply with transparency 
requirements, like the right of access. 

Only after passing this safety measure the DINGfest archi- 
tecture allows to reveal data to the controller (the data ana- 
lyst) using the private key B, to de-pseudonymize all neces- 
sary fields that contain pseudonymized information within 

the data package. Only if the analyst decides to include this 
in the report the resulting data package is then transferred 

to the incident reporting module, during transfer and storage 
it gets again encrypted under key A. Again, the access to the 
encrypted long-term storage of the data within the IoC vault, 
including the use of data for further analysis and incident re- 
ports, only applies for cases that deserve an attention because 
of potential unlawful behavior. This is clearly a legitimate in- 
terest which is not overridden by recital 47 of the GDPR. Fur- 
thermore, it depends on the individual use case, which data 
is to be excluded from the report and what data must be re- 
moved or stays pseudonymized. This extra step, in which the 
analyst balances the rights of both parties, is the very essence 
of the balance test, and here the DINGfest GDPR architec- 
ture implements this check to balance the legitimate inter- 

est with the individual’s interests. As said, if the data analysis 
module decides to keep pseudonymization of fields then only 
pseudonymized data of this incident is transferred to the in- 
cident reporting module. When the report is generated, the 
data is again encrypted with the public key of the recipient in 

most cases an authority. This way, the reported data can only 
be opened by the correct recipient. 

5.2.3. DINGfest’s GDPR architecture reduces the risks for per- 
sonal data 
By using the methods of pseudonymisation and encryption 

of personal data, it is to be concluded that scope, context and 

purposes of processing as well as the risk of varying likelihood 

and severity for the rights and freedoms of natural persons, 
the controller has implemented appropriate technical and or- 
ganizational measures to ensure a level of security appropri- 
ate to the risk. 

6. Conclusion 

In this paper we presented an architecture for a GDPR compli- 
ant SIEM system, as implemented in the DINGfest prototype 
SIEM system. We first identified central questions that must be 
answered for the development of such a platform. The ques- 
tions affected the necessary conditions for a GDPR compliant 
data processing, techniques for the incident recognition on 

pseudonymized data as well as a lawful de-pseudonymization 

techniques in the case of occurred incidents. We then an- 
swered these questions with the help of our architectural de- 
sign and evaluated them both from a technical and legal per- 
spective. Using this evaluation, we have shown that it is possi- 
ble to comply with the legal requirements for pseudonymiza- 
tion, while at the same time keeping detectability. Altogether 
we presented a base architecture for a GDPR compliant SIEM 

system with this work. Although it was developed based on 

our underlying system DINGfest, it may also serve as a draft 
for other security systems that have to be adapted to GDPR 

specifications. 
In the context of this work, it was revealed that the perfor- 

mance of the recognition mechanisms used can be impaired 

using pseudonymization. This is one challenge that could be 
addressed in future work. Beyond that we defined the funda- 
mental boundaries of a GDPR conform architecture with this 
work. However, various details were not considered. An ex- 
ample for this is to transfer our architecture to already estab- 
lished SIEM systems. Each system is tailored to its infrastruc- 
ture and thus, it is necessary to define, which of the collected 

data sets needs to be protected. This applies both to data that 
is collected during initial data acquisition and to data that is 
prepared for a report. To support this process, it would be help- 
ful to develop a central repository that defines the data points 
relevant to data protection for frequently used data sources. 
Furthermore, it will also be necessary to develop the needed 

details for the data protection policy within SIEM systems in 

future works. It would be conceivable to develop a generally 
applicable basic policy and specific implementations of this 
policy adapted to individual systems. 

Regarding the legal probative value DINGfest using mal- 
leable signatures allows to balance integrity protection for 
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evidence and GDPR-compliant removal or pseudonymization 

of the gathered data. To achieve this the data acquisition 

module emits malleable signed data –instead of simply dig- 
itally signed data– and hence any subsequent modification 

due to GDPR-compliant processing does not inhibit the ver- 
ification of the integrity and origin of the remaining data. 
With a scheme that is accountable and private and supports 
mergeability, previously obfuscated parts of an entry can be 
subsequently de-obfuscated and the signature still verifies 
and provide means of evidence. 
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Abstract
Humans are commonly seen as the weakest link in corporate information security. This led to a lot of effort being put
into security training and awareness campaigns, which resulted in employees being less likely the target of successful
attacks. Existing approaches, however, do not tap the full potential that can be gained through these campaigns. On
the one hand, human perception offers an additional source of contextual information for detected incidents, on the
other hand it serves as information source for incidents that may not be detectable by automated procedures. These
approaches only allow a text-based reporting of basic incident information. A structured recording of human
delivered information that also provides compatibility with existing SIEM systems is still missing. In this work, we
propose an approach, which allows humans to systematically report perceived anomalies or incidents in a structured
way. Our approach furthermore supports the integration of such reports into analytics systems. Thereby, we identify
connecting points to SIEM systems, develop a taxonomy for structuring elements reportable by humans acting as a
security sensor and develop a structured data format to record data delivered by humans. A prototypical
human-as-a-security-sensor wizard applied to a real-world use-case shows our proof of concept.

Keywords: Cyber threat intelligence, Human awareness, Human-as-a-security-sensor, Security information and event
management (SIEM)

1 Introduction
Today’s security analytics solutions like Security Informa-
tion and Event Management (SIEM) systems heavily rely
on a huge amount of data in order to reliably detect inci-
dents in organizations (Bhatt et al. 2014). New sources
providing security-relevant data, such as knowledge about
occurred incidents observed by human individuals, can
therefore significantly enlarge the data basis for incident
detection.
During past years, humans or employees were gen-

erally seen as the weakest link in corporate IT security
(Lineberry 2007). To mitigate the risk of humans for IT
security, a lot of effort is put into awareness campaigns
and training of employees (Mello 2017) to ensure that
they receive a basic understanding of this topic. This also
enables them to distinguish between “normal” events and
events harming the organization. However, the ability
to recognize malicious events is not harnessed to its full
extent. Information about potential incidents might be

*Correspondence: manfred.vielberth@ur.de
Universität Regensburg, Universitätstr. 31, 93053 Regensburg, DE, Germany

hidden in the minds of humans and could be the missing
link for attack detection or for forensic reconstruction of
adverse events. Especially when it comes to nontechnical
traces. Therefore, we argue that the connection of digital
events with non-digital events observed by people is
crucial to IT security.

In this paper, we describe an approach that integrates
the human data source to further processing in security
analytics systems (e.g. SIEM systems). Therefore, we illus-
trate the problem with a motivating example in Section 2.
Subsequently, related work in the area of human-as-
a-security-sensor is portrayed within Section 3. In
Section 4, we present the problem and research question
tackled and show how to integrate human sensors into
SIEM systems in Section 4.1. In Section 4.2, a risk model
and a taxonomy for human threat reporting are proposed.
On this basis we develop a CTI base data structure for
human sensor information in section 4.3 and a data
format for the representation of this data in Section 4.4.
Finally, the proposed approach is evaluated in Section 5
and concluded in Section 6.

© The Author(s). 2019, corrected publication 2019 Open Access This article is distributed under the terms of the Creative
Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use,
distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source,
provide a link to the Creative Commons license, and indicate if changes were made.
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2 Motivating example
In the following section, we use a real-world attack to
illustrate the main problem tackled in this work. The
example underlines benefits that may arise from integrat-
ing the human factor into threat detection mechanisms,
including improved threat detection and additional con-
text information.
Between 2017 and 2018, Kaspersky Lab (Golovanov

2018) investigated several cybersecurity incidents that
go by the name of DarkVishnya. Malicious devices were
directly connected to organizations’ local networks, caus-
ing damage estimated to multiple millions of dollars. As
shown in Fig. 1, the attack was conducted in the following
essential steps:

1 The attacker tries to physically enter the premises of
the attacked organization, claiming to be a person
with legitimate interest (e.g. being an applicant or a
courier).

2 After the successful entrance, the attacker tries to
place a network device unobtrusively and hides it by
blending it into the surrounding area. Moreover, the
device is connected to the local network
infrastructure in order to enable further attack steps.

3 After the attacker has left the organization, the
placed device is remotely accessed by utilizing
standard mobile technologies like GPRS, 3G or LTE
to control it for further attack steps.

4 The attacker scans the network for usable
information and for accessible resources in the local
network. This may include shared folders, servers or
other systems that execute critical actions.
Additionally, brute-force attacks or network sniffing
is used to gain access to login credentials.

5 The attacker tries to exploit the previously gained
access e.g. by installing malware to retain access and
to execute malicious services.

The crux of the attack is that the first three steps are
nearly impossible to detect with technical security sys-
tems like SIEM, or Intrusion Detection Systems (IDS), as
neither the attacker entering the building, nor the plac-
ing of a hardware device leave any digital traces. The
first digital traces that may be detected by security sys-
tems are left at the beginning of the network access.
Unlike automated analyses, employees have the ability to
detect and report such anomalies before technical traces
and potential damages occur. If, for example, a suspicious
person walks around the office building, the employee
might already categorize this event as an anomaly. Addi-
tionally, context information, such as a description of a
person, enhances this first perception. However, employ-
ees are often not able to recognize technical traces, such
as network scans. The example demonstrates that it is
hardly possible to capture the full extent of an attack,
when collecting technical or human traces independently
or if one of them is not considered at all. Therefore,
we propose an approach that enables the acquisition of
anomalies or potential attacks detected by employees,
to translate them into machine readable language and
thus to create the basis for combining these two types
of data.

3 Related work
The first IT security related approaches for threat report-
ing by humans are systems that handle malicious or
unwanted emails. These can be narrowed down to spam
and phishing emails. There are several examples avail-
able in practice that allow to report such threats. These
are in most cases integrated into email software, where
emails can be marked (Google LLC; Microsoft Cor-
poration) or a standalone web interface is provided
(Anti-Phishing Working Group). In most cases, these
reports are used to train phishing or spam filters of the
provider.

Fig. 1 Attack steps of DarkVishnya
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A second approach commonly applied in practice is
human-to-human reporting. A central contact point (e.g.
the help desk of an organization) is set up. Especially
when implementing an information security management
system (e.g. control A.13.1 of the ISO 27001 standard
demands the reporting of security events or weaknesses
from all employees (ISO/IEC 27001: Information technol-
ogy – Security techniques – Information security man-
agement systems – Requirements 2013)) this is com-
mon practice for reporting security issues by employees
(Hintzbergen et al. 2015). However, this approach entails
some disadvantages. For example, the human point of
contact has to interpret the received information and
decide how to proceed. This might result in wrong
decision-making, especially as help desk personnel are
commonly no security specialists. Additionally, the col-
lected data is poorly structured and not utilizable for
technical analyses in most cases. Although not security
related, the idea of using humans as sensors has been
a topic of interest for a while. For example, Wang et
al. (2014) pursue the idea that social networks might be
the largest existing human sensor networks. Furthermore,
Kostakos et al. (2017) investigate several scenarios, where
humans can act as sensors. They consider, among others,
crowdsourcing markets, social media and the collection of
citizen opinions.
Heartfield and Loukas (2018) recently proposed a more

general approach focused on semantic social engineer-
ing attacks. In their work, they develop and prototypically
implement a framework for reporting semantic social
engineering attacks. They propose a model for predict-
ing the reliability of reports generated by humans and
show, that human sensors can outperform technical secu-
rity systems in their considered context. In addition, they
implement a backend application, which is mainly respon-
sible for incident response and dashboard capabilities. In
one of their previous works (Heartfield et al. 2016), they
also coined the term human-as-a-security-sensor , which
refers to the ”paradigm of leveraging the ability of human
users to act as sensors that can detect and report informa-
tion security threats”. For our work, we adopt the meaning
of the paradigm. This capability is strongly influenced by
the security training the person received in advance. In
addition, an approach for scoring the trustworthiness of
human sensors was introduced by Rahman et al. (2017).
They especially monitor features of the mobile device,
utilized for conducting the report, for predicting the reli-
ability of the provided data.
To sum up the developments in this area, platforms for

reporting potential malicious or unwanted emails were
implemented at first. This was followed by the develop-
ment of processes for human-to-human reporting and
succeeded bymore sophisticated approaches for detecting
semantic social engineering attacks with the help of a

human-as-a-security-sensor framework. However, to the
best of our knowledge, there are no approaches that sup-
port reporting a wide range of possible attacks detectable
by humans. Additionally, there are no concepts for inte-
grating reported incidents into existing, and inmany orga-
nizations already established, security systems (e.g. SIEM
systems). Moreover, the participation of people with dif-
ferent knowledge in the field of cybersecurity, is currently
neglected.

4 Integrated human-as-a-Security-Sensor
(IHaaSS)

Resulting from the explanations in Section 2 and Section 3
we tackle the issue, that observations of humans are
either poorly or not at all integrated into the auto-
matic security analytics process. This raises the follow-
ing research questions:

Q1: What are the connection points of a human-as-a-
sensor to the data flow of a SIEM system?

Q2: How can human-provided information be struc-
tured (data format) in order to facilitate further
technical processing?

Q3: How can incident information be systematically
acquired from people?

To answer these research questions, we applied the
following approach:

1. To answer Q1, we illustrate how to integrate human-
as-a-security-sensors into security analytics in
Section 4.1. This is based on existing data collection
approaches and the generic data flow of SIEM systems
identified in literature (Vielberth and Pernul 2018).

2. To answer Q2 and Q3 it is in a first step necessary to
identify all possibilities a human sensor can report.
This is carried out by developing a risk model and
taxonomy, adhering to the method for taxonomy
development by Nickerson et al. (2013) in Section 4.2.

3. To answer research question Q2, we first
conceptualize a CTI base data structure for the
representation of human sensor data in Section 4.3.
On this basis we then identify suitable CTI data
format standards to realize this base data structure
and extend them for the capturing of human sensor
data in Section 4.4. This allows the integration of
human-generated reports into SIEM systems for
further processing.

4. Finally, the incident information can systematically
be acquired (Q3) following the risk model and
taxonomy, which is restricted by constraints
identified in Section 4.5.

Thereby, we see the main contributions of this paper in
the identification of connection points, the development
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of the taxonomy, the extension of well-established data
formats and the identification of constraints for a system-
atic data acquisition. We also show the practicability of
our approach using a prototypical implementation and an
exemplary real-world use case.

4.1 Integrating human sensors into SIEM
To connect technical data with human-generated traces,
both need to be brought together in one single system.
One way to achieve this is to integrate human knowl-
edge into SIEM systems that are already in place in most
organizations within a security operations center (SOC)
(Crowley and Pescatore 2018). Apart from that, the pre-
sented approach can easily be adapted to other security
monitoring tools.
A SIEM system is essentially designed for the collec-

tion of relevant log data to detect incidents and gain
situational security awareness. In Fig. 2 we extended the
basic SIEM structure as proposed by Vielberth and Per-
nul (2018) with the data flow of an integrated human-
as-a-security-sensor. Hereby, the SIEM first collects rel-
evant event information, in most cases in the form of
log data. This data gets enriched with additional con-
text data and translated in a uniform representation
during the normalization step. The core of the system
lies in the correlation and analysis component, where
information from various sources is connected and inci-
dents are detected using methods such as pattern match-
ing. Monitoring enables security analysts to be actively
involved in the analysis, whereas reporting delivers com-
pliance reports or enables the participation in established
threat intelligence sharing platforms between organiza-
tions. In case of a detected incident, alerting and incident
response triggers necessary reactions to mitigate further
harm. Finally, the storage module is responsible for both,
short- and long-term storage of event data and analysis
results.

For integrating human sensors into SIEM (Q1), we
extend the basic SIEM data collection approach. Accord-
ing to Holik et al. (2015) and Turnbull (2019), two funda-
mental approaches can be applied. They both distinguish
between push- and pull- based log collection. Since we do
not collect log data, but human-generated incident infor-
mation, these two approaches require adaptation. In the
following, both approaches are described in the context of
this paper:

• Push: The push method applies when an employee
initially detects an incident and actively delivers the
gathered information to the system. It is important to
offer guidance for enabling humans to provide
information in a structured way, especially if their
knowledge about security is limited. Additionally,
employees might report information in different
levels of detail, depending on how much they know
about the incident. The push approach is similar to
systems pushing log data into SIEM systems as
described in literature (Holik et al. 2015). Thus, the
connection point of the push approach is the event
collection (compare Fig. 2).

• Pull: In traditional SIEM systems, the pull approach
basically refers to polling-based systems (Turnbull
2019), which query the data periodically, generally in
fixed time intervals. Since periodically polling
information from human sensors is hardly feasible,
we only pull information in certain cases. These cases
occur during certain steps of the SIEM data flow (as
described subsequently), which are the connection
points for the pull approach. The pull approach is
applied if important information is missing during
the monitoring or analysis of incidents. Presumably,
this happens in case an incident is reported by people
with little knowledge about IT security or about the
context of the incident. The lack of information can

Fig. 2 Integrating human-as-a-security-sensor into the SIEM Data Flow
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either be detected automatically during the
correlation and analysis phase, or by human experts
monitoring the system or during incident response
steps. Furthermore, needed information might be
missing in case technical indications about an
incident occur, but previous attack steps were not
reported. For instance, technical traces from step
four of the attack in Fig. 1 could be identified in the
system, while previous attack steps were not
reported. Therefore, it is necessary to advice
employees to report missing hints. In order to gain
more information, an expert can interview the
reporting person and guide him to contribute further
or more detailed information.

4.2 IHaaSS incident model and taxonomy
For being able to develop a format (Q2) and structure
the acquisition of information (Q3), it is necessary to
capture everything that human-security-sensors can per-
ceive. Information security management standards and its
associated resources provide a good basis by providing
risk assessment guidelines. These consider and evalu-
ate mostly future risks. However, in our approach we
want to report past incidents, requiring to adjustment for

some elements. Regarding the NIST Guide for Conduct-
ing Risk Assessments (Joint Task Force Transformation
Initiative 2012) and Juliadotter and Choo (2015), the key
risk factors are Threat Sources, Threat Events/Vector, Tar-
gets/Vulnerabilities and Impact. All four risk factors are
observable or can at least be assessed by human sensors
and thus, have to be dealt with. The resulting threat model
can be seen in Fig. 3.
In the proposed Integrated Human-as-a-Security-Sensor

(IHaaSS) incident model, there are two types of threat
events: threat events caused by humans or technical
sources (commonly security events) and events which are
not necessarily assignable to a source (especially safety
events). Threat events can be either initiated by threat
sources or by previous events. Furthermore, it is possible
that no entities are affected, or the affected entities are not
(yet) known. The same applies to the expected impacts.
This leads to the conclusion that only threat events are
mandatory elements, as without threat events there is no
need to report.
In order to get a deeper insight into human sensor

reports, we examine the four risk factors in more detail,
thereby create a taxonomy for human-as-a-security-
sensor threat reporting. This taxonomy classifies and

Fig. 3 IHaaSS Incident Model and Taxonomy
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structures the security-related artifacts a human sen-
sor can observe. Thereby, we loosely adhere to the
method for taxonomy development by Nickerson et
al. (2013). However, we did not develop a completely
new taxonomy, but rather combined and adapted exist-
ing taxonomies to fit the purpose. Thereby we fol-
lowed the “conceptual-to-empirical approach” (Nicker-
son et al. 2013), because of the existing foundations
and a well-established knowledge base in this area. The
identified objects are described in more detail in the
following:

• Threat Sources: Threat sources are the starting
point of the incident and can initiate subsequent
threat events. This part of the taxonomy is based on
the NIST Taxonomy of Threat Sources (Joint Task
Force Transformation Initiative 2012). However, to
avoid overlaps with subcategories of threat events,
we narrow the scope. In the context of our paper, a
threat source is an entity, which can decide and
initiates events. Thus, the environment defined as a
threat source by NIST is equal to a threat event in
our taxonomy as we argue that environmental
factors cannot take decisions. Additionally,
environmental events might be initiated by sources
and are therefore better classified as events (e.g. a
fire can be set by a person). However, the risk model
process remains unaffected, because events can
initiate other events. As a result, environmental
events can still trigger structural events such as
outages.

• Threat Events: Threat Events are the processes
actually causing harm to an organization and thus
are the key component of an IHaaSS report. Our
taxonomy of threat events is based on the ENISA
Threat Taxonomy (Marinos 2016) with some
changes in order to fit in the rest of our model. We
have defined more general categories, which allow
the distinction between intentional (Attack) and
potentially unintentional (Technical, Environmental,
Legal) events. This is especially important in order
to form dependencies in Section 4.5. Furthermore,
the environmental events are merged with
environmental threat sources from the NIST
Taxonomy of Threat Sources (Joint Task Force
Transformation Initiative 2012).

• Entities: The identification of relevant assets (asset
inventory) is much discussed in academic literature
and by industry, due to its importance to risk
management (Fenz et al. 2014). Our approach,
however, is somewhat broader, which is why we talk
about entities (e.g. other organizations may be
affected, which are not necessarily an asset for the
company). The entity taxonomy is taken from (Joint

Task Force Transformation Initiative 2012), wherein
it is called adverse impact.

• Expected Impact: The expectation of possible
impacts is usually quite hard to classify for humans.
Therefore, the human sensor commonly provides
qualitative estimations, especially when the IT
security knowledge is low. Nevertheless, this
estimation can be very helpful for evaluating further
actions and reactions. Very Low to Very High is a
rating of the effect of the event as described by the
NIST (Joint Task Force Transformation Initiative
2012). It ranges from “negligible” to “multiple severe
or catastrophic effects”.

4.3 Conceptualizing a CTI data structure for human
sensor data

In the previous sections, we introduced connecting points
for the integration of human knowledge into SIEM sys-
tems and developed a taxonomy that serves as an infor-
mation basis for the acquisition of threats detected by
humans. In this section, we lay the theoretical founda-
tions for the integration of human-provided information
into SIEM data processing. The central factor for this inte-
gration is the harmonization of data structures to ensure
compatibility of information. As shown in 4.1, SIEM sys-
tems work with both normalized raw data and enriched
context data, which can be summarized under the term
Cyber Threat Intelligence (CTI). To enable the integration
of these types of information, we propose an approach
of translating the human provided information into the
existing CTI data structures in this section. To this end, we
first discuss the types of information that can be provided
by human sensors and classify them in the context of CTI
information. On this basis, we then propose a CTI data
structure that allows to fully capture information provided
by human sensors to answer the research question Q2 on
a general level. Finally, Table 1 summarizes the results of
this section
The work of Burger et al. (2014) serves as a basis for

the allocation of human sensor information to CTI data
structures. It divides CTI into the three main categories
Intelligence, Attribution and Indicator. Intelligence refers
to rather complex issues such as concrete procedures of
attackers or methods for mitigating security incidents,
which cannot be fully acquired from automated analy-
ses. Although a deeper expert knowledge is necessary for
the final evaluation of intelligence information, untrained
employees can contribute valuable information, which
may make an incident detection possible in the first place.
An example of this would be the detection of unautho-
rized physical access to protected resources. The Attribu-
tion category describes various types of additional contex-
tual information about a security incident. These include,
for example, information on attackers or affected devices.
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Table 1 CTI base model extensions

Classification Taxonomy UPSIDE Model Changes

Intelligence Threat Events Attack Attack Event -

Technical - Technical Event

Environmental - Environmental Event

Legal - Legal Event

Expected Impact Result Result

Attribution Threat Sources Actor Attacker Actor

Structure - Structural Source

Entities Assets Attack Target Affected Entity

Persons Attack Target Affected Entity

Indicator Threat Events Indicator -

This data is also only recognizable to a limited extent
through automated analyses. Since attribution informa-
tion usually does not require specific specialist knowledge,
employees can also make a valuable contribution here.
For example, employees can help identifying a poten-
tial attacker and point out potentially affected devices. In
contrast to these categories, Indicator describes specific
system events that can, for example, be obtained from
system logs. Since log files contain extensive information,
they are usually evaluated using automated analyses and
can only be used to a limited extent within a human sensor
platform. However, when an incident is captured, addi-
tional fine-granular informationmay also be provided. For
example, a malicious email provides information about
a potential attack or an attacker, but also provides fine-
grained information within its source code. As a result,
indicator information is not primary information that is
obtained from human observations, but secondary infor-
mation that is collected when entities are created and
populated. Summarizing, it can be stated that human
sensors can mainly contribute to analyses with context
information from the categories Intelligence and Attribu-
tion whereas Indicator information is only used to a very
limited extent.
After performing a classification of human sensor data

in the context of CTI data structures, we propose a CTI
data structure that is able to cover the full range of human
sensor information in the following. To achieve this,
we utilize the previously introduced categories Intelli-
gence, Attribution and Indicator to describe the individual
changes necessary. More specifically, we use the UPSIDE
model that describes CTI base entities byMenges and Per-
nul (2018) to determine and discuss entities that can be
mapped by CTI data structures and those that are still
missing for the representation of human provided infor-
mation. On this basis, we propose conceptual adaptations
to existing CTI data structures to support human sensor
data as described in our taxonomy.

• Intelligence: The Intelligence category describes
the attack patterns used, countermeasures taken and
additional information on incidents such as the
expected impact. The Threat Events and Expected
Impact sections of the taxonomy can be assigned to
this category. Threat events are divided into active
(attack) and passive (technical, environmental and
legal) incidents. According to the CTI base model, the
description of active attacks is possible by defining
attack events and the underlying procedure. Incidents
without an active component are not supported so far.
In addition, the model offers the possibility to define
the result of an attack as result entity. This allows
"Expected Impact" from our taxonomy to be mapped,
however, this also only applies for active attacks.

• Attribution: The Attribution category defines
various contextual information, such as information
about attackers and targets. The sections Threat
Sources and Entities from the taxonomy can both be
assigned to this category. In the area of threat sources,
the CTI base model can represent active attackers.
Although, an unintentionally involved actor and other
threat sources cannot be defined yet. In the taxonomy
section entities, both assets and persons can be
represented within the CTI base model. However,
these can only be represented as targets in connection
with an attack. It is not possible to represent any
other kind of participation of these entities.

• Indicator: The Indicator category is used to display
detailed information within threat events. The entity
indicator from the CTI base model defines a generic
representation within a security incident that can be
assigned to any other entity. Accordingly, the
requirements of the taxonomy are basically fulfilled
in this area.

After comparing our taxonomy with the capabilities of
the CTI base model, we discuss necessary adjustments for
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the integration of human sensor information in the follow-
ing. Several adjustments are necessary within the Intelli-
gence section. Since only attack events are supported, it
is necessary to introduce additional entities to be able to
map passive events. This includes technical events, envi-
ronmental events and legal events. In addition, the result
of an event must be adapted in such a way that the result
of passive events can also be represented. The Attribu-
tion area also requires several adjustments. On the one
hand, the attacker element must be extended in such a
way that a passive participant can also be represented.
In addition, it is also necessary to introduce an addi-
tional entity to represent a structural source for incidents.
Finally, entities can be represented completely, but only
in the context of an attack. Here an appropriate exten-
sion is necessary so that entities can also be affected by
passive events. The indicator area does not require any
adjustments at the conceptual level. Summarizing, Table
1 gives an overview of the results of this section. Column
Classification assigns the results to the respective CTI cat-
egory, while column Taxonomy shows the elements of the
taxonomy under consideration. The UPSIDE Model col-
umn shows the assignment to the CTI base model and
column Changes shows the necessary adjustments to the
base model to support human sensor information.

4.4 A structured representation for threat intelligence
reported by humans

In the previous sections, we introduced connection points
for integrating human knowledge into SIEM systems and
a taxonomy that defines the information basis for the
acquisition of threat information detected by humans.
Subsequently, we introduced the theoretical foundation
for a CTI data structure that is able to represent human
sensor data. Based on these findings, we develop a CTI
data format in this section that allows to capture infor-
mation provided by human sensors and enables further
technical processing according to research question Q2.
In developing the data format we pursue two main objec-
tives. On the one hand, we aim to achieve a high com-
patibility to existing SIEM systems to allow a direct inte-
gration of additional information into the system. On the
other hand, we aim to create a format that allows a com-
plete representation of human sensor data. More specifi-
cally, the full scope of the taxonomy shown in Section 4.2
needs to be covered. In order to meet these require-
ments as completely as possible, we first select existing
and well supported CTI data format standards as devel-
opment basis in the following. Subsequently, we propose
a specification of necessary extensions for the integration
of human sensor data according to Section 4.3.
Event collection modules within SIEM systems handle
heterogeneous raw data from different log sources. This
data is then translated into homogeneous indicator data

structures to allow further processing. Literature pro-
vides different standards for the structured representation
of indicators, such as CybOX1 or openIoC2. These data
structures are commonly referred to as Indicators of Com-
promise (IoC) as they depict a set of observations associ-
ated with a threat (Appala et al. 2015). These basic inci-
dent data can furthermore be enriched using intelligence-
and attribution data, such as information about attackers,
utilized attack patterns or attackers’ objectives as shown
by Burger et al. (2014). Together, they allow the represen-
tation of complex security incident information as shown
in Section 4.3. Literature also offers different standards
for representing enriched incidents information, such as
STIX, IODEF, VERIS and X-ARF (Barnum 2014; Dan-
durand et al. 2015; Menges and Pernul 2018). In order to
allow the representation of human delivered information,
we chose the combination of the existing formats CybOX
and STIX as development basis. Both formats are issued
together by MITRE3 and a combined usage is explicitly
intended. Since these formats are most commonly applied
to represent comprehensive threat intelligence informa-
tion (Shackleford and SANS Institute 2015; Sauerwein
et al. 2017), high compatibility to existing systems can
be assumed. Moreover, they offer broader representation
capabilities in their basic configuration than compara-
ble formats as shown by Menges and Pernul (2018) and
therefore, represent a solid foundation for the integration
of human delivered information. Both CybOX and STIX
are briefly introduced in the following and examined for
necessary extensions to represent human delivered infor-
mation afterwards.
CybOX provides an extensive catalog of object types
for the description of the indicator layer. Each object
represents individual components of log files, such as
files, processes or network packets and offers description
options at a detailed level. For example, the object type file
allows the description of basic file properties such as path,
extension or file name but also additional information
such as permissions, compression procedures or creation
date. STIX is the most extensive and widespread format
for the structured representation of cyber threat intelli-
gence information available today (Burger et al. 2014). It
provides flexible data structures, such as non-structured
free-text attributes, built-in controlled vocabularies using
predefined values (vocabs) as well as integrated references
to external data sources such as platform or vulnerability
databases (enumerations). STIX uses indicators provided
by CybOX as information basis and a wide range of well-
defined data definitions to express the intelligence and
attribution information for threats. The data model con-
sists of the following core concepts. Incident is the central

1https://cyboxproject.github.io
2https://github.com/mandiant/OpenIOC_1.1
3https://www.mitre.org
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entity for structuring the incident information. TTP (Tac-
tics, Techniques and Procedures) and Course of Action
to describe the Intelligence layer. Campaign, Threat Actor
and Exploit Target describe the Attribution layer. Indica-
tor, Observable serves as interface to the Indication layer
that is essentially provided by CybOX. Moreover, numer-
ous attributes for a detailed expression of these concepts
are provided by the data model (Barnum 2014; Menges
and Pernul 2018; Fransen et al. 2015).
After this short introduction of the data formats STIX
and CybOX, we develop adjustments for these formats to
represent human delivered incident information follow-
ing the IHaaSS taxonomy (see Section 4.2) and CTI data
structure (see Section 4.3) in the following. For this pur-
pose, we first discuss the missing elements within the data
formats based on the CTI basic data structure. On this
basis, we propose the following changes to the formats to
allow the integration of human sensors.

• Intelligence: Previously, it was shown that attack
events can be mapped within the CTI base model,
whereas other events are not available yet. Using the
taxonomy, we are able to limit these additional events
to the categories Structural, Environmental and
Legal. In order to also support these events within the
data format, we have defined the additional entities
"Technical Event", "Environmental Event" and "Legal
Event". All these entities are derived from the basic
entity TTP, which describes tactics, techniques and
procedures used in the course of an attack. An
essential property of TTP objects is the structured
representation of attack patterns. For this purpose,
STIX uses the CAPEC Enumeration, a freely available
data set of known attack patterns for the
unambiguous description of specific attacks. In order
to achieve a comparable functionality for the
additionally defined events, we defined a
corresponding vocabularies for structural, legal and
environmental events. Each vocabulary offers
predefined event definitions according to our
taxonomy. In addition to the event definitions, the
area of intelligence also offer possibilities for
describing the expected impact of an incident. For
this purpose it was previously shown that the base
model only provides impact definitions that emerge
from active attacks. Although this is basically also
true for the data format, its data definitions do not
explicitly restrict the representation of incident
results to an underlying attack. As a result, no
changes are necessary to enable the definition of
specific event results.

• Attribution: It was shown that an integration of
structural sources is necessary for addressing passive
threats within the CTI base format. In addition, it was

shown that the entities are limited to the expression
of active attacks. The data format already provides
elements such as Threat Actor, Exploit Target to
represent active attacks and attackers, and Asset
Vocabulary to define assets. To enable the integration
of passive threats, we extend STIX with the definition
of an additional entity "structural source" as intended
in the CTI base format. Since this is an alternative
threat source, the object is derived from the existing
Threat Actor object and exists on the same level. This
object is extended by an additional vocabulary
"StructuralSourceTypeVocab" to be able to represent
structural threat sources in a structured way. Since
this extension of threat sources also extends the
scope of attribution, we additionally defined an
extension of the asset vocabulary. This makes it
possible to define additional assets that can occur in
connection with passive threats.

• Indicator: The indicator category is used to
represent incident event information on a high level
of detail, which are basically able cover the event
information that may be delivered by humans.
However, humans are usually not capable of
delivering information on this level of detail and will
rather provide unstructured data fragments.
Consequently, such data fragments must be evaluated
afterwards and the format must allow the
unstructured data to be recorded at the time of
acquisition. For this reason, we have also added an
extension to the Observable object that allows to
include unstructured data, which can later be
translated into structured CybOX information.

In addition to these specific extensions, all objects were
equipped with specific IHaaSS IDs and to enable addi-
tional references between the objects. This allows employ-
ees to express their perception by establishing links
between objects. These additional connections can then
be separately evaluated by analysts and integrated into the
analysis results. In summary, it was shown in this section
that STIX already fulfills numerous requirements for the
implementation of an IHaaSS platform. However, the for-
mat requires different extensions to fully match the tax-
onomy according to the CTI base model. To achieve this,
additional entities to represent structural threat sources
as well as environmental, structural and legal events are
defined within the data model. Moreover, different vocab-
ularies are introduced to unambiguously represent these
entities. Finally, the Observable object is extended by
an attribute for the unstructured capture of event data.
Table 2 gives an overview of all these adjustments to the
data format.A detailed overview of the specific extensions
integrated as well as the actual object specifications can
be found in the repository published together with this
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Table 2 STIX extensions

Classification Base entity Additional Entity Additional attribute

Intelligence TTP Structural Event StructuralEventTypeVocab

TTP Environmental Event EnvironmentalEventTypeVocab

TTP Legal Event LegalEventTypeVocab

Attribution Threat Actor Structural Source StructuralSourceTypeVocab

Incident

Indicator Observable Observation

work4. The repository includes XML-schema definitions
for the STIX schema extension types and vocabularies that
are developed with this work.

4.5 Structured acquisition of human-as-a-security-sensor
information

To implement a system harvesting incident information
from a human sensor, it is necessary to develop a syste-
matic approach to guide the user through the acquisi-
tion (Q3). This supports the structured input into a data
format 4.4 and encourages human sensors to provide
as much information as possible. The process for guid-
ing the user is basically given by the IHaaSS Incident
Model and Taxonomy as shown in Fig. 3. Thereby, mul-
tiple threat sources, threat events, and entities can be
specified consecutively. The expected impact is estimated
for the whole incident and thus recorded only once. The
respective subtypes for sources, events or entities are also
gathered in hierarchical sequence to avoid overstrain-
ing of the user. Each event is assigned a cause (either a
threat source or another threat event), which leads to a
chain of events. However, the process is subject to some
constraints. More precisely, threat events cannot be ini-
tiated by some threat sources or preceding threat events.
The constraints for our acquisition process are defined as
follows and explained in more detail subsequently. The
notation is based on the formal model of Klingner and
Becker (2012):

prohibits(Attack) = Environmental ∨ Legal (1)

prohibits(Technical) = Legal (2)

prohibits(Environmental) = Legal (3)

prohibits(UnusualNaturalEvent)
= Actor ∨ Structure ∨ Attack

∨ Technical ∨ Legal
(4)

Equation 1 defines that an attack cannot be initiated
by an environmental or a legal event. The reason for this

4http://tinyurl.com/y3h5k25t

is that an attack requires action by a human being or
at least some technical device and thus cannot be initi-
ated by nonhuman events or sources. Furthermore, the
cause of a technical security event cannot be a legal event
(Eq. 2), technical events can only follow physical events or
sources. The same applies to environmental events (Eq. 3).
Unusual natural events (e.g. sunspots) cannot be caused
by any other events or sources except Environmental ones
as stated in Eq. 4, because they have a natural cause.
These constraints are the most explicit ones. It would be

possible to define additional constraints considering more
detailed layers of the underlying taxonomy. However, the
constraints would depend on the organization where they
are implemented and would not be unambiguous.

5 Evaluation
In the previous sections, we presented an approach for
integrating human sensor information into SIEM sys-
tems. Therefore, we first discussed possible connecting
points for the interaction between human sensors and
SIEM systems. We also developed an incident model that
extends the scope of SIEM threat detection by incidents
that are additionally detectable by human sensors. Based
on these findings, we extended the STIX data model to
create data structures capable of capturing this informa-
tion and proposed a concept for the structured acqui-
sition of human sensor information. In design science
research, demonstration is like a light-weight evaluation,
to show that the artifact works to solve instances of a
given problem (Venable et al. 2012; Peffers et al. 2007).
To evaluate that our approach achieves its purpose in
our context, we demonstrate it threefold: First, we explain
our prototypical implementation, which shows that it
is realizable in practice. Thereafter, we use the exam-
ple from chapter 2 to show that it can be mapped to
the IHaaSS Incident Model and Taxonomy presented in
Section 4.2. Finally, we demonstrate how this example
would be represented in the STIX based format presented
in 4.4. Hereby it is worth mentioning, that a taxonomy
is never perfect and has to be shaped and extended as
the field of its purpose advances (Nickerson et al. 2013).
Furthermore, it is hardly possible to evaluate the tax-
onomy going beyond a demonstration, since it can only
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be shown exemplary, that it fits its intended purpose.
This is especially true for the context of this paper, as
there are almost no limits to the variety of cyberattacks
and incidents. To the best of our knowledge, there is
no similar taxonomy describing the artifacts that can be
recognized by human security sensors. Thus it is not
possible, to compare the performance of our taxonomy
to others.

5.1 Prototypical implementation
Our application prototype realizes the rendering of infor-
mation delivered by human security sensors into the
structured threat intelligence information. A working
example of the IHaaSS prototype is available online5.
The prototype pursues two different goals. On the one
hand, it demonstrates the use of IHaaSS in a possible
scenario for the structured acquisition of incident infor-
mation to show the overall validity of our approach.
On the other hand, it illustrates the value of informa-
tion delivered by human security sensors and the com-
bination possibilities with data from existing analytics
processes. The application consists of two major compo-
nents: First, a wizard component that allows the reception
of incident information delivered by humans. Second,
a server component that translates the acquired inci-
dent information into the structured format to be fur-
ther processed afterwards. The frontend is implemented
by using Angular6 and Typescript7. Java EE in combi-
nation with a Glassfish8 application server was used to
implement the STIX conversion logic and the database
access.
Figure 4 shows a screenshot of the first step in the

wizard component. The wizard is divided into two com-
ponents. In the first component, the information can
be entered by the user. The second part (Captured ele-
ments) gives an overview of already declared incident
elements so that the user can see what has been previ-
ously entered. The wizard is structured in four steps as
specified by the taxonomy. At first, the threat sources
can be reported. Thereby, an arbitrary number of sources
can be added. For selecting a source, the user is pre-
sented a drop-down list containing the elements of the
first layer of the taxonomy (Actor and Structure). When
an element is selected, a second drop-down list with the
elements of the next layer is displayed. This continues
until there are no sub-elements left. The same selection
mechanism is implemented for event types and entities in
subsequent steps. Only for events a "triggered by" input
field is added to specify the previously reported threat
source or threat event that initiated the event. There the

5http://tinyurl.com/yyqqlgg7
6https://angular.io/
7https://www.typescriptlang.org/
8https://javaee.github.io/glassfish/

selectable events get filtered according to the constraints
defined in chapter 4.5. In the fourth and final step, the
estimated impact of the whole incident can be entered.
Furthermore,the following additional information is
requested:

• Email: The email is used to enable follow-up contact
to the user who reported an incident for example
when additional information is required.

• Date: The date on which the incident occurred. The
current date is used as default value.

• General description of the incident: A free text
explanation of the incident enables the statement of
additional context information.

• Technical data: This input field is used for providing
technical information like log data or the content of a
phishing mail. This information could also be
gathered partially automatically as described by
Heartfield and Lukas (2018) depending on the
incident and the organizations’ infrastructure.

After the incident information was acquired by the wiz-
ard component, the data is transferred to the backend
component. The backend provides the conversion logic,
which translates the information collected by the wiz-
ard into corresponding STIX objects. It also provides the
underlying data storage for persisting the translated STIX
objects for later use.

5.2 Case study
In order to evaluate the wizard in combination with the
underlying taxonomy and constraints we show how an
employee could report an incident using the wizard. We
used the DarkVishnya incident as shown in Section 2 as an
exemplary use-case, which we iterate through below. Note
that we take the role of a fictional employee that could
have observed the incident. Thus, we only consider occur-
rences that may have been observed by a non-technical
staff member for this example. The potential selection
steps within the wizard are subsequently shown in brack-
ets. For this incident, we identified the following two
threat sources:

1 An unknown person is observed inside the premises
(Actor → Individual → Outsider)

2 A suspicious hardware device is seen in an office
room
(Structure → IT Equipment → Processing)

Moreover, two threat events can be identified:

1 The person falsely claims to have legitimate access
and enter s the premises
(Attack → Physical attacks → Unauthorized entry to
premises)
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Fig. 4 Screenshot of the wizard for reporting incidents by humans

2 The hardware device is placed in an office room and
connected to internal network infrastructure
(Attack → Nefarious activity/Abuse →
Manipulation of hardware and software)

In addition, a network device was identified as a neg-
atively affected entity. Thus, assets are selected from the

wizard. Finally, the impact is estimated as low, since the
employee may not be able to judge the whole extent
of the incident. After the data is collected from the
human sensor, it is translated into the corresponding
STIX data objects by the server component as described
in the following. The outsider (1) who falsely claimed
to have legitimate access to the premises is translated

4. HUMAN-AS-A-SECURITY-SENSOR FOR HARVESTING THREAT INTELLIGENCE 109

Dissertation Manfred Vielberth, 2022



Vielberth et al. Cybersecurity            (2019) 2:23 Page 13 of 15

into a Threat Actor object. Its specific properties are
mapped to the internal vocab "ThreatActorTypeVocab"
that was extended within this work. The technique of
gaining unauthorized access to the premises is translated
into a TTP object and matching attack patterns from
the CAPEC enumeration are mapped. The suspicious
hardware device (2) attached to the internal network
is then mapped to a structural source object and its
specifics are mapped using the "StructuralSourceType-
Vocab" created with this work. The action of planting
a malicious device is described using a further TTP
object and the corresponding CAPEC attack patterns
analogous to the first TTP object. After creating these
specific entities, the general descriptions of the incident
as well as the time of the occurrence, affected assets,
and the expected impact are recorded using an Inci-
dent object. All these objects are then finally wrapped
using a Report object. The complete STIX report for
this exemplary use-case is appended to this work as sup-
plementary material. Moreover, it can be viewed under
the past incidents overview section within the wizard
prototype9.
Considering the results of this incident, there are dif-

ferent possible connecting points to automated analy-
ses within a SIEM system. Firstly, the generated report
delivers information about the approximate time of the
occurrence, the exact location as well as the affected net-
work device and possibly even the used network port.
This data can then be enriched with the correspond-
ing log information from the SIEM system in order
to clarify the findings. Furthermore, if an electronic
access control has been circumvented in any way, the
log data available can also be used as further evidence
and to enrich the incident information gathered from the
employee.

5.3 Discussion
The prototypical implementation has shown three key
aspects: First, it was demonstrated, that it is possible
to represent the beforehand theoretically defined IHaaSS
incident model and taxonomy (Section 4.2) as a wizard-
like application. This application guides the user through
the taxonomy and enables him to select and report all
possible elements. Second, the acquisition can be con-
ducted in a structured way since the constraints defined
in Section 4.5 were all implemented within the proto-
type. Nevertheless, practical usage over a longer period
of time will reveal whether these constraints are exhaus-
tive. Third, the acquired data can be translated into a STIX
representation, which could be further used for security
analytics systems, despite the volume of possible user
input.

9http://tinyurl.com/y5tsoxo3

The case study has shown that it is generally possible to
apply the prototype for a real-word incident. Therefore, it
was validated with an expert who analyzed the attack as
a member of the incident response team. However, only
a broad long-term study can show the usability, which we
will address in the future.

6 Conclusion and future work
In this paper, we present an approach for acquiring and
structuring incident information from human sensors to
prepare it for the use within security analytics systems
such as SIEM systems. Therefore, we identify the connec-
tion points of human sensors within a SIEM system (Q1)
and answer the question how the reportable information
can be structured (Q2). Thereby the IHaaSS Incident
Model and Taxonomy is deduced, which consists of the
four components threat sources, threat events, entities
and expected impact. The incident model builds the basis
for a data format suitable for representing threat intel-
ligence information reported by humans. An important
factor while developing the data format is to maintain the
compatibility with existing and well-established formats,
in our case STIX. For acquiring the data from human
sensors in a structured way (Q3) we propose a process
where we define some constraints, which ensure that the
collected data is not contradictory. Finally, the approach
is evaluated from three directions. First, we prototypi-
cally implement the approach and second, an example
use-case is mapped to the IHaaSS Incident Model and
Taxonomy to show its practicability. Finally, the use case
was represented in the proposed STIX-based format.

Since the examined subject of human-as-a-sensor, espe-
cially with its focus on security, is a rather new topic,
there is a lot of potential for future research. A topic
marginally tackled in this paper is the connection of
human-generated data with machine-generated data,
which for example originates from log files. The data
collected from humans may be extended by automatically
or manually deriving relationships to machine data. To
achieve this, different approaches such as rule-based
correlation and aggregation may be used. In order to
facilitate the definition of rules, it can be helpful to visual-
ize the generated data. Therefore, existing approaches as
presented by Böhm et al. (2018) could be extended to the
proposed data format. Machine learning techniques also
show a lot of potential regarding the correlation of data
acquired by humans and machine-generated data.
Our present work considers the acquisition and struc-

turing of information delivered by humans. However, we
have not examined forensic and legal requirements. Nev-
ertheless, considering these requirements is of great rel-
evance especially when the collected data is supposed to
be used as evidence in court afterwards. Furthermore,
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human generated data may also play an important role in
the incident response process and thus should be qualified
as data foundation for forensic analyses. Since reports may
contain personal data, the topic needs additional consider
ation from a legal point of view.
An additional research gap can be identified with regard

to motivating employees for reporting detected incidents.
On the one hand, incentives have to be created and on
the other hand, barriers keeping employees from report-
ing have to be removed. For example, if a person reports
an incident, which denigrates a colleague, it might be an
unwanted result. In this context, obfuscation techniques,
such as anonymization or pseudonymization, may help
to solve some of these problems. Additionally, changes to
the corporate culture are required, so that it is considered
normal for employees to report detected incidents, as it
is for example in an anti-fraud culture. In this regard the
analysis and assurance of data quality is especially impor-
tant due to the possibility of erroneous inputs by humans.
Finally, the proposed approach is rather generic. Thus, it
has to be adopted to the respective context for practical
use. Especially the proposed taxonomy could be refined in
order to depict more corporate information and it has to
be tailored to match the corporate culture.
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Abstract
Purpose – In the past, people were usually seen as the weakest link in the IT security chain. However, this
view has changed in recent years and people are no longer seen only as a problem, but also as part of the
solution. In research, this change is reflected in the fact that people are enabled to report security incidents
that they have detected. During this reporting process, however, it is important to ensure that the reports are
submitted with the highest possible data quality. This paper aims to provide a process-driven quality
improvement approach for human-as-a-security-sensor information.
Design/methodology/approach – This work builds upon existing approaches for structured
reporting of security incidents. In the first step, relevant data quality dimensions and influencing
factors are defined. Based on this, an approach for quality improvement is proposed. To demonstrate
the feasibility of the approach, it is prototypically implemented and evaluated using an exemplary use
case.
Findings – In this paper, a process-driven approach is proposed, which allows improving the data quality
by analyzing the similarity of incidents. It is shown that this approach is feasible and leads to better data
quality with real-world data.
Originality/value – The originality of the approach lies in the fact that data quality is already improved
during the reporting of an incident. In addition, approaches from other areas, such as recommender systems,
are applied innovatively to the area of the human-as-a-security-sensor.

Keywords Data Quality, Cybersecurity, Incident Response, Evidence Collection,
Human-as-a-Security-Sensor, Security novice

Paper type Research paper

1. Introduction
In the cybersecurity domain, the answer to the question of who the weakest link in IT
security is, would in most cases be the human (Lineberry, 2007; Mello, 2017). This led to
constantly neglecting the human potential, even though a lot of effort is put in training
employees. For example, during awareness campaigns employees are trained to distinguish
between what is benign andwhat is conspicuous from an IT security perspective.

However, in recent years, the perspective has changed and Human-as-Problem has shifted
to Human-as-Solution (Zimmermann and Renaud, 2019), with humans seen as important
contributors to company-wide security. As cyberattacks become more sophisticated and target
multiple points of organizations’ infrastructures, although much research is still needed
(Furnell and Clarke, 2012), the role of humans being solely victims changes. A human can
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contribute his conscious observation to the detection and, consequently, to the reconnaissance
of an incident. For example, most advanced persistent threats in the first step solely target
humans (Chen et al., 2014) and thus in many cases do not leave any technical traces to detect
them in early stages. Consequently, in the past few years, the human developed into an
important source for security-related information and, thus, cannot be ignored in a holistic
security concept, which represents a fundamental paradigm shift in the area of cybersecurity.
Especially the combination of the human-provided information with technical information,
such as log data and human observations, shows great potential. This development became
known as the human-as-a-security-sensor paradigm (Heartfield et al., 2016).

Using humans as sensors for gaining additional information about an IT security incident is
a beneficial approach. However, it must also be verified whether they report false or incomplete
information. A specific method must be developed and applied to ensure an acceptable quality
of the delivered data from humans. In particular, appropriate mechanisms must be provided
during reporting that include proper user assistance. If the user is asked about the incident after
a longer period of time, important details may not be recalled anymore.

To sum up, the question arises:

RQ1. How can data quality be improved during Human-as-a-Security-Sensor reporting?

Therefore, this paper builds on existing work on the paradigm of human-as-a-security-
sensor in the field of cyber threat detection, by aiming to further systematize the exploitation
of user data reported in the threat detection process against a standardized set of indicators
and information model criteria commonly leveraged in threat intelligence. Improvements in
this area can, therefore, support reliable and automated exploitation of user-reported data
through security orchestration, for faster response to credible attack vectors. Thus,
improvements in data quality and structural alignment to other threat detection sources are
highly attractive for more effective and autonomous integration of the human-as-a-security-
sensor capabilities into emerging next-generation security architectures. Since we focus on
the reporting process of a user, an ex-post improvement of the data quality of Threat
Intelligence information through human-as-a-security-sensor is not a goal of this paper.

This paper is structured as follows. In Section 2, we present the applied methodology
followed by an overview of the related work in the area of using information from a human-
as-a-security-sensor in Section 3. A definition of human-as-a-security-sensor data quality is
presented in Section 4. Section 5 provides an integrated approach for a data quality-aware
human-as-a-security-sensor interview. Therein, our core contribution of a process-driven
data-quality improvement is given. In Section 6, the concept is applied and evaluated to a
use case. Section 7 provides a short discussion about the proposed approach. In Section 8, a
summary of the concept and an outlook on future work is given.

2. Methodology
Our methodology comprises three steps. First, the foundations for the subsequent approach
are laid by defining corresponding data quality dimensions and influencing factors in the
context of security-related information reported by humans (1). Second, a process-driven
approach to improve the provided information during the reporting of the incident by
additional guidance of the user is proposed (2). Third, the feasibility of the approach is
demonstrated in the evaluation by implementing the approach in a prototype and playing
through a use case as an example (3).

(1) To lay the foundation for the envisaged approach, relevant data quality
dimensions are defined for the context of the paper. For this purpose, relevant data
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quality dimensions and human characteristics that influence data quality are first
extracted from the literature and then put into the new context. Data quality is of
particular importance in this regard as there is a significant need for structured
and high-quality data from humans in order to benefit from it during incident
investigation in practice (Pawli�nski et al., 2014).

(2) For the second step, an approach for utilizing human-provided incident
information within enterprises is used as a baseline for the data quality
improvement method. The proposed method follows a process-driven approach
that is derived from approaches known from recommender systems and consists of
two phases. Therein a possibility is given to acquire information from the user
with minimal restrictions (Phase 1). To improve the data quality, further
questioning of the user is performed by using a similarity measurement between
the user-provided data and previously stored incident information (Phase 2). This
concept has been influenced by recommender systems and pursues to ask the user-
specific questions to differentiate the input more precisely.

(3) To evaluate the resulting process-driven data quality improvement approach, it is
prototypically implemented to show its feasibility. Further, to demonstrate that the
approach achieves its goal of improving data quality it is evaluated with a set of
real-world incidents and the quality improvement is demonstrated, by running
through an exemplary scenario.

3. Background and related work
In-house systems, wherein employees can report non-security related information are
already quite common in various forms. In this context, two of these systems can be
highlighted: systems for reporting fraud and applications for reporting ideas for
improvement of business or production processes Westerski et al. (2011). Forensic fraud
management has been developed in the last few years due to increasing computer-related
fraud. In Wells (2017), the implementation of adequate reporting programs has been
emphasized. He states that employees who recognized suspicious fraud-related activities
require a way to report these findings without the fear of being involved in the investigation.
A fraud reporting hot-line is considered a useful tool for detecting fraud.

The idea of using humans for reporting security incidents is not entirely new. However,
past approaches were focused on specific incident categories. For example, systems for
reporting malicious emails already exist for a long time. These can be narrowed down to
systems for reporting phishing emails or for flagging them as spam, which is implemented
in nearly every modern email software.

Since companies are required to enable all employees to report security events or
weaknesses by certain security management standards (e.g. according to control A.13.1 of
the ISO 27001 (ISO/IEC, 2013)), human-to-human reporting has found its way into many
organizations. Thereby, employees can for example report incidents to specific contact
points such as help desks or they must fill out a form describing the incident, which in turn
must be interpreted by security experts.

Heartfield and Loukas (2018) proposed a more sophisticated approach focusing on the
reporting of semantic social engineering attacks. They developed a framework and show,
that human sensors can outperform technical systems in many cases. Subsequently, a more
general approach was introduced by Vielberth et al. (2019), which aims at reporting all
possible kinds of security incidents that are observable by humans. Additionally, the gained
data is transformed into the STIX format for structuring threat intelligence, to use it in
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security analytics. This concept for a human-as-a-security-sensor incident reporting system
is used as a basis for the process presented in Section 5.

Data quality assessment and improvement has been discussed intensively in the
literature. Methods to improve data quality can be categorized as data-driven and process-
driven strategies (Batini et al., 2009). Data-driven approaches directly modify the previously
collected data by using improvement techniques such as error correction or standardization.
In contrast, process-driven approaches improve the processes underlying the data collection.
In this paper, we focus on the process-driven strategy by improving the process for
collecting data about incidents from a human-as-a-security-sensor, since it outperforms the
data-driven technique in the long-term (Glowalla and Sunyaev, 2013).

Concerning human-as-a-security-sensor related data quality, Heartfield and Loukas
(2018) introduced a model for predicting sensor reliability by considering, for example, the
frequency of access to the attacked platform, the duration of access and the received
computer security training. Rahman et al. (2017) describe a method for assessing the
trustworthiness of human-as-a-sensor reports by analyzing automatically collected data,
such as CPU usage or network traffic. Thereby, they revealed, that a small amount of
recorded data can help to estimate its trustworthiness. However, these approaches do not
assure data quality at the time of reporting. This is especially important since humans tend
to forget certain details and thus might not be able to fix data quality issues if the reporting
lies too far in the past.

As described above, there are approaches in non-security-related areas to gather
and improve the information collected from humans. However, to the best of our
knowledge, there is no approach that improves the process of information gathering
of human-as-a-security-sensors to collect high quality data. In our framework, we
propose a structured questioning approach, in combination with intelligent user
assistance, that focuses on gathering as much security-related information as
possible from users, while simultaneously improving its quality, which may become
very relevant in case of later forensic investigations. Not only information about a
specific incident is reported, but also information about a justified suspicion. This
information significantly expands the scope of the observed incident.

4. Human-as-a-security-sensor data quality
An often-cited definition for data quality was introduced by Orr (1998) and describes data
quality as the “measure of the agreement between the data views presented by an
information system and that same data in the real world”. Thereby, one can distinguish
between quality of design and quality of conformance (Helfert and Heinrich, 2003; Juran,
1999; Teboul, 1991). Heinrich et al. (2009) define quality of design as “the degree of
correspondence between the users’ requirements and the specification” and quality of
conformance as “the degree of correspondence between the specification and the existing
realization”.

In the context of human-as-a-security-sensor, data quality plays an important role, as the
data is generated by humans. Thus, it is important to determine whether the data quality is
sufficient to be used for further analyses or even as evidence in court. In this paper, we focus
on quality of conformance because it is more objective (Heinrich et al., 2009). Further, we do
not want to focus on the users’ requirements but rather focus on the process-driven method
for quality improvement during data collection.

Since there is no clear and consistent understanding of quality dimensions related to
human-as-a-security-sensor data in the literature, it is necessary to define those first. In our
context, a human is acting as a sensor and, thus, combines features of a sensor and those of a
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human. Therefore, we consider both areas and allocate a basic terminology for human-as-a-
security-sensor data quality. Classical data quality dimensions that can be measured by
analyzing human-generated data have to be considered as well. In our context, it is also
important to consider the characteristics of the human sensor that influence data quality.
The classical and the human characteristics are presented and defined in relation to the
context hereafter. Although not all dimensions are used to measure the data quality for the
proposed improvement approach, all relevant dimensions are presented in the following to
give a complete view.

Data quality dimensions are extensively discussed in the literature. However, it is
difficult to determine the most important dimensions in the context of human-as-a-security-
sensor, because no systematic procedure and data quality criteria can be found in the
literature (Helfert and Heinrich, 2003). However, three commonly cited papers (Redman,
1996; Wand andWang, 1996; Wang and Strong, 1996) state the dimensions that are worth a
closer examination. In the following, these dimensions are defined and interpreted in the
context of human-as-a-security-sensor:

� Completeness: According to Wand and Wang (1996), “completeness is the ability
of an information system to represent every meaningful state of the represented
real-world system”. In our context, this refers to whether the representation of the
reported incident contains all the information required for security analytics or later
forensic investigations. Hence, completeness is especially dependent on whether the
human sensor has observed meaningful information in its entirety and if the user
has reported all of it.

� Consistency: Batini and Scannapieco (2016) define consistency as the “coherence
of the same datum, represented in multiple copies, or different data to respect
integrity constraints and rules”. Since we assume that the incident data was
gathered from a human sensor in a structured way, we expect this structured
approach to permit only the provision of data that adheres to all integrity
constraints and rules. However, the data might not be coherent with other data
related to an incident (originating from other human-as-a-security-sensors or
machine-generated data).

� Relevance: Relevance is defined as “the extent to which data are applicable and
helpful for the task at hand” by Wang and Strong (1996). In the context of human-
as-a-security-sensor, the data is relevant if it provides information about the course
of the incident. At the time the data was captured, it might not be possible to
determine whether it is relevant or not, since it could turn out to be important later
on, for example, during forensic investigations.

� Reliability: Wand and Wang (1996) define that “reliability indicates whether the
data can be counted on to convey the right information”. With regard to the data
generated by human-as-a-security-sensors, this means that the data indicates the
true course of the reported incident. It is worth mentioning that the reliability
declines, starting from the point in time when the incident was observed, until the
actual acquisition in an information system, since humans tend to forget
information. Thus, this dimension is closely related to timeliness and currency.

� Timeliness and currency: Heinrich et al. (2009) carried out a detailed comparison
of definitions for timeliness and currency. A definition that fits our context comes
from Wang and Strong (1996). They define currency as “the extent to which the age
of the data is appropriate for the task at hand”. In our context, the task at hand is
some kind of security analysis process or forensic investigation. Additionally, it is
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important in a security context that the period between the observation of an
incident and its actual reporting is as small as possible since the potential damage
increases the longer an incident remains undetected.

In addition to the quality dimensions, the human characteristics that influence data quality
can be assessed. These are not directly related to the data provided but can still help to
predict whether the human sensor will provide high-quality data. In this regard, Heartfield
and Loukas (2018) have identified several “predictors of detection efficacy”. Since our
context is broader and relates to all possible incidents, we portray those predictors in a more
general manner:

� Security competencies: Security competencies relate to knowledge about IT
security. This knowledge can, for example, be acquired through security
training or security awareness programs (Heartfield and Loukas, 2018). Security
competencies play a crucial role since a more comprehensive knowledge of
technical terminology allows a security expert to provide more complete
information about an incident. Additionally, a security expert is able to assess
the severity of the incident better.

� Context-related competencies: A security incident occurs in a certain context.
This may involve the affected asset (such as the attacked information system) or
other circumstances that were a component of the incident. The competencies of a
human sensor in this particular context, play a crucial role concerning the data
generated by her. For example, a human who is an expert in specific software
would be more capable of delivering high-quality information about the incident
(assumed it is related to the specific software) as opposed to a person who is not
familiar with it.

� General competencies: General competencies are also expected to influence the
quality of human-generated incident data. General education plays an important
role in enabling people to deliver high-quality reports.

� Trustworthiness: A fitting definition of trustworthiness in the context of human-as-a-
security-sensor comes from Batini and Scannapieco (2016). They state, “trustworthiness
is the objective probability that the trustee performs a particular action on which the
interests of the truster depend”. In our context, the interests of the truster are that the
trustee delivers information about the security incident of the highest possible quality.
Reputation is important here since human sensors who have provided low-quality
incident information in the past can be expected to do so in the future. The predictors
mentioned above can also influence trustworthiness significantly.

Our concept is based on the assumption that a user intentionally reports a certain suspicion
of an incident or relevant information about an incident via a computer-based reporting
system. The knowledge and intrinsic motives of the user are not further determined. Our
concept for improving the data quality of human-as-a-security-sensors uses existing data
and attempts to address the criteria of completeness and reliability. Only in a subsequent
step is it possible to determine the criteria relevance based on the given information through
an analysis conducted by an expert. The data quality dimensions “timeliness and currency”
can be determined based on the information received but cannot be improved at the time of
the reporting. For this reason, the focus of this work is on the dimensions completeness and
reliability to improve the data quality of the human-as-a-security-sensor data. This can be
improved by providing user assistance at the time of the reporting.
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5. A data quality-aware human-as-a-security-sensor interview
For retrieving information from human security sensors in a structured manner, we propose
a generic interviewing process, as presented in Figure 1. In the first step, the human sensor
can provide the information freely, without concrete suggestions, but still in a structured
way based on an underlying taxonomy. This step is followed by a phase of intelligent user
assistance, which should guide the user to improve the provided data quality. Therefore, the
quality of the data is first measured to decide if it is already sufficient. Once the user has
completed the first step, two main aspects affect data quality. Firstly, the user may have
forgotten to provide certain information, and secondly, the user may have provided incorrect
information. These two aspects are addressed in the subsequent steps. During the
completion step, the user is guided to correct the provided data or to share additional
information. Finally, during the correction, the reliability of the user input is questioned and
support is provided to correct errors. The corresponding process steps are explained in more
detail below.

It is worth mentioning that the process should be run as early as possible after the
incident has been observed. Although, the proposed approach does not require this in
general. The three steps within the intelligent user assistance phase should be carried out
directly after the open interview of the user so that the user remembers the incident as well
as possible.

5.1 Open interview of the user
In the first step, after the human sensor has decided to report information about a suspicion of an
incident, an open interview is conducted. We argue that, at this stage, the human should be
treated as freely as possible. Since the user is motivated to share information, she should not have
to deal with other things that could distract or even discourage her from sharing information.
However, care should be taken to ensure that the collected data is as structured as possible to
facilitate further processing. An approach regarding this is described byVielberth et al. (2019).

Figure 2 shows the used taxonomy for our data collection. As shown by Vielberth et al.
(2019), most of the categories shown can be subdivided further, but for reasons of clarity,
this has been omitted in the illustration. The taxonomy follows an incident model based on
the Joint Task Force Transformation Initiative (2012) as well as Juliadotter and Choo (2015).
It states, that an incident starts with a threat source, which initiates one or more threat
events. A threat event can also initiate other threat events. These events affect entities
negatively causing an adverse impact. This process is also followed when questioning the
user to provide a basic structure.

Figure 1.
Generic interviewing

process
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5.2 Evaluate improvement potential
The information provided about an incident by the users’ needs to be assessed according to
their usage for further IT-security analysis. A comprehensive approach for automatically
measuring the quality to determine whether completion or correction is required and
therefore a two-fold mechanism is applied: (1) determining the quality of the data and (2)
assessing the willingness of the user to reveal more information:

(1) To identify whether the provided information is sufficient or whether the user
should be further questioned, the quality of the reported information is determined.
This measurement can be carried out with the help of reliability measures derived
from predefined features of the data (e.g. as described by Heartfield and Loukas
(2018)). If the process does not reach certain minimum requirements, the steps
completion and subsequent correction may be carried out repeatedly in order to
improve the results until they are satisfactory. Both steps are described herein. The
prediction of the degree of completeness uses the concept of calculating the
similarity of the given data to pre-known incidents. This is realized with a
similarity measurement and is described in detail in the process step completion in
Chapter 5.3. If no threat intelligence sources are available, or the intelligence has no
similar reference to the current attack vectors, this does not necessarily make the
human sensor report less valuable. Additionally, it is hard to determine the data
quality a priori, which is why the willingness of the user to report additional
information might be a better indicator in many cases.

(2) The willingness of the user to report additional information about the incident is
important to guarantee that the information that he provides is useful from an IT
security perspective. This means if the user transitions from a volunteer-based
interview to an assisted questioning, the behavior could have changed for two
reasons. Firstly, the user could have changed her mind since she has realized that
the reporting could have dire consequences for herself, colleagues, or the entire
company, which even could tempt to provide false answers. Second, the time the
user has already spent with reporting an incident has an impact on the motivation
to truthfully answer further questions. This aspect can be represented as a
decreasing motivation curve of reporting incidents over time. Therefore, well-
considered and targeted questions about the incident are important to obtain
useful information.

Figure 2.
Taxonomy for free
questioning of users
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With the results of both aspects, the system can decide if a further loop could bring
additional value with regard to information quality. If the possibility for improvement was
identified, the process leads to the step completion. Since this step is integrated within the
interviewing process, it can be triggered several times. To avoid misleading the user by
repeating the same questions, it is necessary to track the new information retrieved after
each loop once a possibility for improvement was determined and to break the loop if there
was no improvement potential predicted.

5.3 Completion
After all the information about the incident the user is aware of has been shared, the step
“completion” guides her to provide additional data. The system selects specific attributes
and asks the user to complete or correct the input based on previously provided information
to improve the reporting. This is, for instance, information the user had not thought of in the
first step, or simply underestimated the importance of said information and decided against
reporting it.

The information already transmitted by the user at this stage is the basis for completing
the information on the incident by asking further questions. Our concept proposes a
comparison with pre-known incidents from a prepared database, which is an adapted
technique originating from content-based recommender systems (Pazzani and Billsus, 2007).
This enables the system to recognize blind spots and detect them. Thus, a response via user
assistance is accomplished. Therefore, the input of the user is represented as a vector. Each
value of the vector refers to a feature of a cyber-security incident and is grouped into the four
areas Threat Sources, Threat Events, Entities and Expected Impact. This vector is
successively compared with pre-known vectors using a similarity measure. By calculating
the similarity of the input vectors and an incident vector, the similarity of the inputs to an
already known event can be determined. To determine this similarity, the cosine similarity
measure is used, which is explained in detail below.

Our approach incorporates the cosine similarity for measuring the similarity between
incidents. The cosine similarity is used because it can handle missing attributes between
two elements, irrespective of their magnitude. Additionally, we choose it, since it provides a
more sophisticated possibility to incorporate ratings with various ranges (e.g. a scale from 1
to 10) in future applications. This enables a consideration of the certainty of the user for each
item during the reporting.

The similarity of two data-sets of reported incidents, converted into two n-dimensional
vectors (x and y), is defined as follows:

cos x; yð Þ ¼ x � y
jjxjj � jjyjj (1)

Each attribute of a vector refers to a boolean representation of a respective incident
characteristic. The calculation of the similarity narrows down the results of possible
incidents. A small angle between the user input vector and the comparison vector of an
incident follows in a higher cosine value and respective a similar incident description.
Following this approach, we perform a selection between various known incidents,
wherefore the given input vector of the user is compared with the range of known incidents.

Within the completion step, user assistance is provided by the system to ask the user
about incident aspects that were not addressed until this stage. By addressing specific areas
of the incident and presenting these to the user the submitted incident can be completed. An
exemplary application of the cosine similarity measure is shown in Figure 3. Within this
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figure, (a) illustrates that the answering of feature S5 can provide further clarification of the
reported incident from the user (shown asVector User in the figure) similar to incident 4.

5.4 Correction
In the correction step, information the human sensor has provided is scrutinized and aims to
correct the user input. Only the features are questioned, which can lead to a sharper
separation between the reported incident and the incidents from the incident repository.
Thereby, it is verified whether the user reported the estimated truth or whether it tends
toward an erroneous report because, for example, she mixed something up. Therefore, the
cosine similarity as defined in equation (1) is determined again for the updated input values.
This allows addressing inputs that deviate from the comparison vector. Moreover, these
attributes have to be backed up with counter-questions to ensure that the user’s statement is
correct.

For enabling the correction of estimated errors, previously provided statements of the
user are verified by reverted questions that address the same feature. This is achieved by
presenting counter-questions for the selected attributes of the user input. Thus, the user has
a chance to secure the facts by answering further questions regarding the same specific
feature of the incident. The approach of scientific questionnaires was used as an inspiration
for our approach.

A method often used to uncover distortion effects by acquiescence is the inversion of
items (Krosnick, 1999). Thereby, the items are presented in a positively formulated form,
with agreement indicating a high value in the construct of interest; the same items are also
presented in a negated form (“inverted”) by varying item wording. Test persons who have
agreed to the positively formulated items should reject the inverted items. A renewed
agreement, on the other hand, indicates acquiescence.

To sum up, the pre-provided inputs need further questioning to clarify certain details.
This is illustrated in Figure 3(b). Every discrepancy detected within the correction step is
documented for further evaluation (as it can for example affect the user’s trustworthiness).

6. Evaluation
The evaluation of the approach will be carried out in the following two ways. On the one
hand, the approach was implemented as a prototype, which is freely accessible [1] and on the
other hand, an example use-case is used to demonstrate step-by-step how our methodology
works.

6.1 Prototypical implementation
The implementation builds on a prototype of a wizard from a previous work of
Vielberth et al. (2019). The wizard covers the step open interview of the user and
therefore enables her to report an incident in a structured way without restricting the

Figure 3.
Exemplary
application of the
similarity measure
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user too much. The wizard also fully covers the taxonomy shown in Figure 2.
Taxonomy for free questioning of users (Vielberth et al., 2019).

When the user completes the recording of the incident in the wizard, the intelligent user
assistance phase continues as shown in Figure 4. The user is asked questions which she can
answer either with yes or no. The questions are based on information on similar incidents
and are either generated automatically using the Natural Language Toolkit [2] or can be
specified manually for each attribute in the taxonomy. On the one hand, the system can ask
whether the user wants to complete certain information (completion) and on the other hand,
whether certain information was provided incorrectly (correction).

To enable the management and creation of manually defined questions and incidents, the
prototype also contains an administration tool. As shown in Figure 4, the incidents reported
by users must be approved by security experts to process them further, to ensure the quality
of the provided data, and to prevent abuse through false reports.

6.2 Use-case
In the following, the functionality of the approach is described with concrete numerical
values, independent of the implementation of the prototype, to enable a better
reproducibility. Therefore, we applied the presented approach using an example scenario
and measure relevant data-quality dimensions. For this purpose, we make certain
assumptions regarding the user input data. The data for the incident repository is based on
real-world cyber threat intelligence (CTI) from the IBM X-Force Exchange [3]. This is a
platform for the exchange of CTI providing free access to incident information. Since the
provided data mostly are incidents that are far too extensive for a vivid use case, it has been
presented in a condensed form (e.g. some threat events of the course of the incidents have
been omitted).

The observed incident of the user is based on a real-world incident that was recognized in
mid-2020 and is a derivative of the Emotet malware. The procedure of the attack is as
follows: First, the user receives an email with a Microsoft Word file attachment (Figure 5).
Second, if the user opens the attachment the system gets infected with malware, which
encrypts all data on the system and demands a ransom for decrypting the files.

Figure 6 shows the user input during the free-questioning phase, which is intentionally
neither complete nor correct. In addition, three example incidents from the incident
repository are shown. The presented incidents are based on real-world examples:

� Incident 1: The first incident is a cyber-attack that was recorded in 2017 [4]. The
attack started with a phishing attack that targeted specific individuals (so-called
spear-phishing). A malicious e-mail attachment was used to gain access to the
victim organizations’ IT-infrastructure. This was exploited to implement a
coordinated malware outbreak, which wiped all hard drives.

� Incident 2: This incident was first analyzed in January 2019 [5]. A phishing attack
was also carried out. However, it did not target individuals and, thus, cannot be
called a spear-phishing attack. Although login credentials had been stolen, the
entities were not influenced, as the attacker did not taken advantage of the stolen
data. Thus, the impact can be rated as low.

� Incident 3: The third incident is based on the so-called “Bad Rabbit” attack [6]. This
is a ransomware breakout, that encrypts hard drives and demands a ransom in the
form of a certain amount of Bitcoin.
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Figure 4.
Screenshots and
exemplary workflow
of the prototypical
implementation
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6.2.1 Free questioning of user. We assume, that the user has observed and reported the
described Emotet attack, which is very similar to Incident 1. However, she did not report the
incident in full extent. Thus, the completeness of the report is rather low at the beginning.
Here it should be noted, that the measurement of reliability and completeness differ from the
measurement considered in Chapter 5.2 since we presume to know the incident that actually
occurred here, which is not the case while going through the interviewing process in
practice. In practice, these values have to be estimated. The initial completeness is measured
based on the study of Batini and Scannapieco (2016) as follows:

compl X;Yð Þ ¼ jX \ Y j
jY j ¼ 8

13
¼ 0:62

Therefore, X is a set containing all the user inputs, and Y is the set of the incident that
actually happened. This is the ratio of the number of correct user inputs and the number of
elements of the actual incident. The reliability is calculated subsequently as follows:

rel X;Yð Þ ¼ jX \ Y j
jXj ¼ 8

9
¼ 0:89

Reliability is thus the ratio between the number of correct user inputs and the total number
of user inputs, containing false ones.

6.2.2 Completion. During the completion step, the similarity of the user input to the
incidents in the repository is calculated. Thereby, it is noticeable, that Incident 1 and
Incident 2 have a high cosine similarity. Thus, those two incidents are further focused

Figure 5.
Phishing mail of the
observed incident

Figure 6.
State of the model

after the free
questioning phase
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upon during the questioning of the user. To complete the data of the user, the input gets
compared to the two incidents to identify and fill in gaps. In our example (comparing
Figure 6), the first gap compared to Incident 1 is that it contains a “technical” threat
event, which the user did not report. In comparison to Incident 2, where the first gap is
that the impact of the incident is low, whereby the user did not report any impact. Thus,
the user gets asked whether she recognized a technical threat event and if she would
estimate the impact as low (because, for instance, she might have forgotten to state it
during the free-questioning step). Ideally, she can answer the first question with “yes”
because she recognized a technical threat event. The second question would be
answered with “no” because all the hard drives were encrypted during the incident and
thus, its impact would not be estimated as low.

Figure 7 presents the results of the first completion pass. It can be noted that the cosine
similarity with Incident 1 rises, as the user’s response approaches the underlying truth. For
validation, the completeness is now 9=13 ¼ 0:69, and the reliability 9=10 ¼ 0:9. As can be
seen, both quality measurements are increasing.

6.2.3 Correction. The correction step also begins with the selection of the most similar
incident(s). In our example, Incident 1 is the most similar one (compare Figure 7). To
improve the user data, it is searched for contradictory elements. The method finds that the
user has reported that the incident contained the threat event “compromising confidential
information”. However, Incident 1 does not. Thus, the user gets asked whether this really
happened. Potentially, she notices that she did not see it and for example just mixed
something up. Consequently, after answering this question, the value is removed from the
corresponding feature within the user vector.

As seen in Figure 8 the similarity to the first incident is further increasing. After the
correction step, the completeness is 9=13 ¼ 0:69 and the value of the reliability is
9=9 ¼ 1:00; thus, it has reached the optimum level. In contrast, the completeness did not
change during the correction step.

These steps get repeated, until a satisfactory degree of data quality is reached, until the
user can no longer contribute anything, or until her willingness to share information is too
low.

To sum it up, we have shown, that in a real-world oriented use-case, our approach step by
step improves the data quality of human-as-a-security-sensor incident reports. In the real
world, the user input might not be as ideal as we have assumed it. However, the user is still
guided to provide data of as high quality as possible.

Figure 7.
State of the model
after the first
completion phase

Figure 8.
State of the model
after the first
correction phase
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7. Discussion
To encourage users to report threats, the reporting process should be as frictionless as
possible. Otherwise, a convoluted process of answering too many questions related to the
report may discourage further reporting in the future. This aspect has been considered in
our concept during the modeling of the two-phased interview process that asks the user for
additional information during the reporting process. Compared to incident reporting
procedures without immediate questions from the system, this process is slightly more time
consuming for the user. Nevertheless, our concept provides the basis to find mechanisms to
improve context and quality, whilst also reducing the amount of time required to
information from a human.

Since the application of the similarity measure requires an existing database with
incidents and corresponding features, the cold-start problem arises at the beginning of
applying our concept. As shown in the evaluation, this problem was solved by using
incident information from the IBM X-Force database. This gives the concept a sound basis
for practical application. Nevertheless, the concept is strongly dependent on the stored data
of incidents and requires the continuous development of the incident repository.

We found the missing ground truth data is a challenge for the concept. Although the
aforementioned databases provide a source for IT security incidents (which indicate the
ground truth), these data must be truthful. For implementation in a real-world environment,
incident data must be enriched with the results of a profound IT forensic investigation. Only
with this, the association between the characteristics of an incident and the actual course of
events can be established.

The proposed concept provides additional value for the acquisition of high-quality
information from a user. However, there is a risk that the requests from the system within the
process step completion and correction confuse the user and he or she will revise previously
made statements. This aspect has been addressed in this concept indirectly by recording the
history of the statements transmitted. Providing a technical expert with this information will
give amore profound picture of the development process of the reported incident.

Since we have presented an approach for gathering information from humans, remotely
reminiscent of an interrogation, questions about ethical issues arise, which are cleared out in
the following. The proposed interviewing process only gives hints about missing or wrong
data. It does not give a general prediction if someone has intentionally retained information or
provided wrong data. However, the proposed approach could pose somemisuse potential if it is
further developed in the wrong direction, which has to be considered in follow-up publications.

8. Conclusion and future work
To conclude, in the last years, a change of perspective is observable, from viewing the
human as the weakest link in cybersecurity to perceiving her as an important source of
information. Our work shows that it is important to address the data quality improvement
of incident information provided by a user. To achieve that, intelligent user assistance is
provided during the reporting task. A specific process-driven approach containing the steps
open interview of the user, evaluate improvement potential, completion, and correction was
implemented. The core contribution of our approach lies in intelligent user assistance
through a targeted user interview. The user starts with the first phase “initial data
collection” containing a free-questioning and within the second phase, intelligent user
assistance is provided to guide her to complete or correct previous inputs. The intelligence
lies in the application of methods derived from recommender systems to determine specific
features of an incident to clarify the alignment and similarity of the provided information
with pre-known incident entries from a prepared repository.
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Our approach has been evaluated by a prototypical implementation of the intelligent
reporting system followed by applying the concept to a use-case. A scenario is prepared
wherein data from IBM X-Force has been adapted, and the process of the incident reporting
is played through. In the first step, the reporting process was completed without further
questioning. The second step used the input data from the first phase to perform the
completion and correction steps. The user was questioned about some more details
regarding the incident. These questions have been determined by the proposed intelligent
user assistance during the reporting process and enabled process-driven data quality
improvement. This led to the answering of the research question:

RQ1. How can data quality be improved during Human-as-a-Security-Sensor reporting?

Since the time passed between the occurrence of the incident, and the reporting is extremely
crucial to retrieve useful data, the process-driven approach enables this time span to be as
short as possible. Hence, further clarification is performed at the point of reporting and not
weeks or months later when the incident is investigated. Therefore, the system must be able
to ask intelligent questions during the reporting process in order to guarantee optimal
system-supported user assistance.

It is worth mentioning that the presented approach is a step in the direction that humans
are part of the solution in terms of detecting security incidents. However, the approach does
not address the root cause of the problem, which in many cases relates to humans (e.g. due to
their vulnerability in terms of social engineering). Therefore, it is still important to address
these vulnerabilities.

Future research to optimize user assistance for reporting IT security incidents should be
focused on the different perceptions and classifications of incidents by different groups of
people. Target-oriented handling with different levels of detail of the reported incidents has
to be found. Further improvement potential for the presented approach could be identified in
finding better similarity measures or utilizing approaches from the machine learning
domain. Another major problem area that has hardly been considered in science is the
question of how people can be motivated to report security incidents.

Notes

1. http://go.ur.de/ihaasswizzard (the source code can be provided upon request)

2. www.nltk.org/

3. https://exchange.xforce.ibmcloud.com/

4. https://exchange.xforce.ibmcloud.com/collection/Spear-Phishing-Attacks-Preceding-Shamoon-
Malware-Breakouts-eeed4eede51b9a4587f4c7c816ad6e4e

5. https://exchange.xforce.ibmcloud.com/collection/Phishing-Scam-Lures-Australian-Government-
Contractors-Into-Disclosing-Account-Credentials-662c0fd11c387ae6b91bf4af7dc2337f

6. https://exchange.xforce.ibmcloud.com/collection/XFTAS-SI-2017-00001-Bad-Rabbit-
51701e9c25aaaf7e02b19fa6d63ccc80
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ABSTRACT Since the introduction of Security Operations Centers (SOCs) around 15 years ago, their
importance has grown significantly, especially over the last five years. This is mainly due to the paramount
necessity to prevent major cyber incidents and the resulting adoption of centralized security operations in
businesses. Despite their popularity, existing academic work on the topic lacks a generally accepted view
and focuses mainly on fragments rather than looking at it holistically. These shortcomings impede further
innovation. In this paper, a comprehensive literature survey is conducted to collate different views. The
discovered literature is then used to determine the current state-of-the-art of SOCs and derive primary
building blocks. Current challenges within a SOC are identified and summarized. A notable shortcoming
of academic research is its focus on the human and technological aspects of a SOC while neglecting the
connection of these two areas by specific processes (especially by non-technical processes). However, this
area is essential for leveraging the full potential of a SOC in the future.

INDEX TERMS Security management, security operations center, security operations, SOC.

I. INTRODUCTION
According to a recent report, the average number of security
breaches reported by organizations has risen by 11% from
130 in 2017 to 145 incidents in 2018 [1]. Over the last five
years, this number has risen by a total of 65%. However,
this report only covers detected and reported incidents, and
the number of unreported incidents is probably much higher.
The total annual cost of any type of cyber-attack is also
growing at a steady pace [1]. Unfortunately, many attacks
go undetected for a surprisingly long time. The mean time
to detect an incident was 196 days in 2018, and it took
another 69 days on average to contain the breach [1]. This
detection time demonstrates how ineffective companies are
at detecting and mitigating cyber-attacks. The reasons for
this inefficiency include but are not limited to companies
(1) not having an overview of their devices, systems, applica-
tions, and networks, (2) not knowing which assets to protect,
(3) not knowing which tools to use and how to integrate them
with the existing infrastructure, or (4) being overwhelmed by
the speed technology and the ever-evolving threat landscape.

The associate editor coordinating the review of this manuscript and

approving it for publication was Wei Huang .

Security Operations Centers (SOCs) can provide an over-
arching solution for detecting and mitigating an attack if
implemented correctly. They incorporate a mixture of peo-
ple, processes, technologies, and governance and compliance,
to effectively identify, detect, and mitigate threats, ideally
before any damage occurrs. However, there are a few research
gaps and challenges associated with SOCs. The biggest issue
is the lack of a precise definition of a SOC and its com-
ponents. For some researchers, a SOC is solely an entity
responsible for monitoring the network. For others, it is
an organizational unit encompassing all security operations,
like incident management and threat intelligence. This lack
of consensus hinders companies from deploying efficient
SOCs and researchers from further adding to the innovation
of SOCs. Therefore, this work’s main contribution is to close
this research gap by establishing a ground truth for a state-
of-the-art SOC. We conduct a structured literature review to
identify and subsume the current state-of-the-art.

The remainder of this paper is structured as follows.
We identify related work in Section II. We describe the
methodology applied to carry out this literature survey
throughout Section III. Section IV is the first part of the
main contribution of this work. Therein we summarize rel-
evant work for the definition of a SOC and other more
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TABLE 1. Review protocol.

general aspects. The second main contribution is formulated
in Section V, which distills the building blocks of a SOC
from literature. To highlight a roadmap for future research,
we identify a series of open challenges within Section VI.
We conclude our work in Section VII summarizing the
review.

II. RELATED WORK
A fundamental problem within a significant part of SOC
literature is that it is very fragmented and widespread. Only a
limited body of work has attempted to define holistic, archi-
tectural SOC frameworks so far [2]–[6]. Although researchers
agree on most of the necessary capabilities, there is no clear
consensus of what constitutes a SOC. Furthermore, most
academic work focuses on particular characteristics of a SOC
without paying much attention to the overall picture.

We identified some work partially relevant to our approach
which is trying to get a more hands-on understanding
of SOCs. The authors of the respective publications use
semi-structured interviews [2], [7]–[11], on-site visits [2],
[12], case studies [13], or ethnographic fieldwork [14]–[17].
These publications derive their definition of SOCs following
a bottom-up approach leading to a limited understanding of
SOCs. Interviews and on-site visits provide insight into a
small fraction of specific SOC elements but do not allow
conclusions upon a general state-of-the-art. We see a lack
of general overview and identification of the status-quo in
the field of SOC research. There is a need for a commonly
agreed-upon terminology to advance the field further.We take
the first step to fulfill this need.

III. METHODOLOGY
Our work aims to identify, evaluate, and synthesize relevant
academic literature in the field of SOCs. Despite the real,
practical significance of the topic, there is a lack of academic
research, especially regarding a commonly agreed, holistic
definition of SOCs. This issue makes it hard for researchers
and organizations to identify relevant literature, and as a
result, impedes future research and innovations in this field.

We aim to provide a guided tour through existing literature
and establish a common ground truth. To conduct the review,

we follow the three stages proposed by Tranfield et al. [18]
based on well-established guidelines [19]–[21]. The review
protocol in Table 1 specifies research questions, information
sources, search criteria, and relevant keywords. After the
first collection of papers, we apply predefined criteria for
inclusion or exclusion of papers to decrease the amount of
papers and increase the quality of the literature considered
for further review.

Table 1 lists the used keywords to identify relevant lit-
erature. Only publications that had the exact search term
in title, abstract, or keywords are considered. Searching for
‘‘Security’’ AND ‘‘Operations’’ AND ‘‘Center’’ results in an
immense number of papers, from which only a very small
fraction is relevant to this study. Therefore, only the full
term is applied to identify relevant literature. The common
abbreviation ‘‘SOC’’ is not used to search for papers because
it also abbreviates System on a Chip (SoC) and, as a result,
also produces a high number of false positives. The defined
keywords are used to search in the databases defined in
(Table 1). We chose these databases because of their rep-
utation within information systems, computer science, and
cybersecurity. Finally, Dimensions is included in the list of
searched databases as it provides a holistic view over a wide
variety of papers reflected by the number of search results.

In total, 321 academic publications are identified using
the keywords depicted in Table 2. From this set, we remove
all duplicates, leaving 208 papers to analyze. Those papers
are extracted, and the selection (inclusion/exclusion) criteria
are applied. All available remaining papers are downloaded
and their abstracts are read to decide upon their relevancy
for the study, leaving a total of 158 papers.8 Figure 1 illus-
trates the publication dates of the remaining 158 papers after
applying the exclusion criteria. The first paper included in
the literature review was published in 2003. The number
of publications about SOCs is skyrocketing since 2015, and
we expect it to keep rising within the next years. Therefore,
we see a strong necessity to establish a common baseline for
SOC research.

8For transparency reasons, the full list of 321 academic publications and
the filtering steps are made available via https://go.ur.de/SOCLiterature
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TABLE 2. Search results per database.

FIGURE 1. Relevant publications per year (until June 31st, 2020)
identified in the structured review.

The identified literature can be categorized into two main
categoriesGeneral Aspects andBuilding Blocks. The first one
summarizes the state-of-the-art regarding SOC definitions,
operating models, and architectures. The second main cate-
gory, Building Blocks, deals with the aspects which, based on
literature, are comprising a SOC. Although we analyze sci-
entific work to understand academia’s current view, the topic
of SOCs is highly driven by the industry as well. However,
within the industry, the term Security Operations Center is
used very ambiguously. Therefore, we only include a limited
number of influential gray literature in this survey when
appropriate. This literature is identified in the references used
in scientific papers.

Besides the term ‘‘Security Operations Center’’, there is a
wide variety of other, closely related terms used in the liter-
ature, e.g. Grid Security Operation Center (GSOC), Virtual
Security Operation Center (VSOC), and many more. From
here on, we will use the term SOC to abbreviate ‘‘Security
Operations Center’’.

IV. GENERAL ASPECTS
This section introduces the first part of our main contribution.
We subdivide this part of our work into the delimitation &
definition of SOCs, their architecture, and operating mod-
els. Identified literature for these subtopics is summarized
in Table 3.

A. DELIMITATION & DEFINITION
A SOC is an organizational unit operating at the heart of
all security operations. It is usually not seen as a single
entity or system but rather as a complex structure to man-
age and enhance an organization’s overall security posture.

TABLE 3. Identified literature for the topic General Aspects.

Its function is to detect, analyze, and respond to cyberse-
curity threats and incidents employing people, processes,
and technology [2], [22]–[25], [69]. Those activities can be
formalized into seven dimensions or functional areas of a
SOC [5], [26]. While widely accepted as utterly crucial for
a company’s security, SOCs are still considered a passive and
reactive defense mechanism [27]–[29].

Research often describes operations within a SOC
following the People, Processes, and Technologies (PPT)
framework [3], [30]–[33]. This framework is used for vari-
ous information technology topics like knowledge manage-
ment [70] or customer relationship management [34]. Also,
among SOC vendors, this framework is popular to summa-
rize and structure their product. Although the Governance
and Compliance aspect is often subordinated to processes,
we consider it to be a category of its own due to the high
importance within SOCs. It offers the framework in which
people operate and according to which the processes and
technologies are built. Therefore we extend the original
PPT framework resulting in the People, Processes, Tech-
nology, Governance and Compliance (PPTGC) framework
displayed in Figure 2.

FIGURE 2. The People, processes and technology, governance &
compliance (PPTGC) framework based on [70].

When implemented along with the PPTGC framework,
a SOC can improve a company’s security posture [36]. How-
ever, there is no clear terminology established describing
a SOC. The following paragraphs delimit SOC from various
other terms:
• Computer Security Incident Response Team: This
term is often used interchangeably for a SOC although
it mainly focuses on the response part once an attack has
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happened. ACSIRT is an organizational unit responsible
for coordinating and supporting the response to a com-
puter security incident [71]. A CSIRT is classified either
as an independent team or part of a SOC [37].

• Network Operations Center: A Network Operations
Center (NOC) oversees identifying, investigating, pri-
oritizing, escalating, and resolving problems [17], [38].
However, in NOCs, the addressed problems are dif-
ferent as the NOC focuses on incidents impacting the
performance and availability of an organization’s net-
work [36], [72]. As incidents can occur on all systems
not just networks, it is beneficial for organizations when
the NOC and SOC teams work together.

• Security Intelligence Center: The term Security Intel-
ligence Center (SIC) was first used in 2017 to describe
the successor of SOCs. It aims to provide amore holistic,
integrated view than a SOC and can fully visualize and
manage security intelligence in one place [24]. There-
fore, several technologies (e.g. Information Security (IS)
knowledge management, big data processing) are
combined [39].

• Security Information andEventManagement: SIEM
is an integral part of many SOCs to cover a large part
of the technological requirements. It is responsible for
collecting security-relevant data in a centralized manner.
Thereby, it provides security analytics capabilities by
correlating log events. Further functionalities enable
enrichment with context data, normalizing heteroge-
neous data, reporting, and alerting [73]. To allow the
exchange of threat information, SIEM provides a con-
nection to cyber threat intelligence exchange platforms,
and it involves human security analysts by offering
visual security analytics capabilities. It includes log
management capabilities by long time storage of event
data.

While analyzing literature for this section, we saw the
lack of a commonly agreed-upon definition for a SOC. Def-
initions vary widely, making it quite hard to get a grasp
of what a SOC is. Additionally, a SOC takes on different
responsibilities depending on the technology landscape and
maturity of the organization. To ensure a clear definition of
the term SOC in our work, we define our understanding of a
SOC stemming from and summarizing the analyzed literature
in the following paragraph:

The Security Operations Center (SOC) represents an organi-
zational aspect of an enterprise’s security strategy. It com-
bines processes, technologies, and people to manage and
enhance an organization’s overall security posture. This goal
can usually not be accomplished by a single entity or system
but rather by a complex structure. It creates situational aware-
ness, mitigates the exposed risks, and helps to fulfill regula-
tory requirements. Additionally, a SOC provides governance
and compliance as a framework in which people operate and
to which processes and technologies are tailored.

B. ARCHITECTURE
This section gives an overview of architectural design
approaches for SOCs, which we identified within relevant
SOC literature. The first part (Section IV-B1) summarizes
three different general architectural approaches applied to
SOC designs throughout the literature. The second part of this
section (Section IV-B2) goes into more detail about specific
architectures proposed throughout the years and describes the
most influential ones.

1) OVERALL ARCHITECTURE
SOCs can either be structured as centralized, distributed,
or decentralized entities on a high and abstract level.
In the case of SOCs, a centralized architecture describes
the approach where all the data is sent from different
locations or subsidiaries to one central SOC for further
processing [4], [34].

A distributed SOC, on the other hand, resembles one sin-
gle system operating across several subsidiaries [6], [40].
It appears for users as if they are dealing with one entity.
The distributed system enables all entities to retrieve, process,
combine and provide security information and services to
other entities [41], [42]. It allows for spreading the workload
and data evenly.

The third overall architectural design for SOCs is a decen-
tralized system, a combination of the two system designs
mentioned above [39]. A decentralized SOC comprises a few
SOCs with possibly limited capabilities reporting to one or
more central SOCs. A shift from having one central SOC to a
more decentralized architecture is observed when comparing
earlier research with more recent publications. The main
reason for this seems to be to avoid a single point of failure.

2) TECHNOLOGICAL ARCHITECTURES AND DESIGNS
ASOC is an organizational unit encompassing different func-
tionalities and not just one single system. One of the first
architecture models for SOCs is the SOCBox proposed by
Bidou et al. [4], [34] and evaluated by Ganame et al. [43].
SOCBox defines a SOC as composed of five main modules:
event generators, event collectors, message databases, analy-
sis engines, and reaction management software.

Although the SOCBox architecture is still relevant regard-
ing its main components, it has certain limitations as it was
proposed almost 15 years ago, and technology has advanced
considerably. SOCBox primarily focuses on data collection
and incident management but fails to include digital foren-
sics and reactive capabilities to prevent attacks. Moreover,
the proposed architecture describes a centralized system with
numerous single points of failure. Due to the complexity
of modern IT landscapes and technological developments,
distributed architectures are often deemed to be more appro-
priate [6], [41]. Therefore, the SOCBox architecture has
undergone several iterations and was improved throughout
the years. Its direct successor is the Distributed SOC (DSOC)
proposed by the same group of authors [6].
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The DSOC architecture lays the basis for the distributed
Grid SOC (GSOC) architecture for critical infrastructures,
which again is developed by the research teams starting the
work on the original SOCBox [40]–[42]. These three archi-
tectures highlight the shift from centralized to distributed
SOC setup over time. The original SOCBox architecture [4]
was also used byMiloslavskaya [39] to design a modern SOC
for big data processing.

Radu [3] states that a SOC architecture consists of a
generation layer, an acquisition layer, a data manipulation
layer, and an output or presentation layer. This more abstract
approach to defining a SOC’s technological architecture
using only very few building blocks can be found in several
works [30], [44]–[46]. These publications conclude that a
SOC consists of similar architectural blocks: a block that
summarizes the data sources, followed by a block designed to
collect the data from the sources and hand it to a third block
responsible for analyzing the data. The last block describes
the presentation of the data analysis results. None of these
blocks makes any assumptions, whether done manually or
automatically.

We also identified further proposals of SOC architectures
within the relevant literature, focusing on SOCs for specific
use cases. Settani et al. [47] describe the implementation
of a SOC architecture for critical infrastructure providers.
Tafazzoli and Grakani propose an architecture for process-
ing events in an OpenStack environment to detect attacks
in the cloud on a very superficial level [48]. There is a
wide variety of other, very specific, and domain-tailored
SOC architectures [49]–[61], [74].

C. OPERATING MODELS & INFLUENTIAL FACTORS
There are numerous ways of operating a SOC. Broadly speak-
ing, a SOC can be operated internally or externally [7],
[25], [62], [63]. However, various other and more specific
classifications exist. Schinagl et al. [2] propose clustering
the different operating models based on the SOC’s organi-
zational placement and its functionality, such as an integral,
a technology-driven, a partly outsourced, and a specialized
SOC. A different approach to classify SOC operating models
is taken by Zimmerman et al. [75] and adapted by Radu
et al. [3]. They use a combination of size, authority, and
the organizational model and propose to divide SOCs into
five different operating models: virtual SOC, small SOC,
large SOC, tiered SOC, and national SOC. Another clus-
tering of SOC operating models applies four main cate-
gories: dedicated, virtual, outsourced, and hybrid SOC [76].
Independently of the operating model of a SOC, it has to
be secured itself. A failing SOC leaves the whole rest of
a company vulnerable as attacks might spread undetected.
Therefore, special attention must be paid to the security of
a SOC [65], [66].

Each operating model has certain advantages and disad-
vantages, and it is essential to come to a decision upfront.
Changing the SOC structure after setting it up will require a
considerable amount of time and resources [64], [77], [78].

However, the choice between SOC operating models is not
a trivial task, and the implications of this choice should
be thoroughly considered. The literature identifies various
factors which influence this choice:
• Company strategy: The overall business and IT strat-
egy should be consulted to determine which operating
model fits best [76]. A SOC strategy should be defined
before selecting the respective operating model [75].

• Industry sector: The industry sector in which a com-
pany mainly operates largely influences the scope of the
SOC required [7], [76].

• Size: The size of a company also has an impact on the
decision, since a small company might not be able to set
up and run a SOC on their own [67], [68] or might not
even require a rigorously defined SOC [3], [25].

• Cost: The costs of internally implementing and main-
taining a SOC must be compared with the costs of
outsourcing security operations [64]. Initially, deploying
an in-house SOC might be more expensive [78], but
such an option might turn out to be more cost-effective
in the long term. Costs of finding, hiring, and training
SOC staff constitute a significant factor, especially since
they might increase due to growing skill-shortage and
increasing market demand [3].

• Time: It takes a considerable amount of time to set up
a SOC. Therefore, alignment with organizational plans
and timelines is necessary. Additionally, the time to set
up a SOC should be compared to the time needed for
outsourcing it.

• Regulations: Depending on the industry sector, differ-
ent regulations must be considered. Some might enforce
the implementation of an operational SOC [25], oth-
ers might forbid the outsourcing of SOC operations
altogether, or at least to specific providers who do not
comply with the respective regulations [64].

• Privacy: Privacy also falls under regulation and must be
respected whenever dealing with personal data [3].

• Availability: Availability requirements should be con-
sidered [68]. Most of the time, the goal is to have a SOC
operational 24/7, 365 days a year [46], [78].

• Management support: Management support is of cru-
cial importance when setting up a dedicated SOC.
If management is not committed and benefits of a SOC
are not communicated to upper management, the team
might not get the resources needed [33].

• Integration: The capabilities of an internal SOC need
to be integrated with other IT departments [7], [63],
whereas, in an external SOC, the provider needs to be
integrated to get all the data needed.

• Data loss concerns: The SOC is most often a central
place where a substantial amount of sensitive data is
processed. Internal SOCs need to be highly secured,
while for external SOC a trusted provider must be
selected, who can ensure that the data is secured
against intellectual property theft as well as accidental
loss [64], [78].
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TABLE 4. Identified literature for the topic People.

• Expertise: It takes time andmoney to build up expertise.
The required skills for operating a SOC are not very easy
to find [63], [64]. Recruitment and retention (see also
Section V-A2) of personnel is a crucial factor for internal
SOCs. However, the necessary skills are already present
for external SOC providers. Especially in the context of
SOCs, having an insight into different companies might
give SOC providers a knowledge advantage [67], [68].
However, companies should be aware that outsourcing
reduces in-house knowledge [3].

With this list of important factors influencing a specific
SOC’s operating model decision, we conclude the General
Aspects of SOCs identified in academic literature.

V. BUILDING BLOCKS
The second part of our main contribution now focuses on the
main building blocks of a SOC. We structure this part of the
work following the previously described PPTGC framework.
The framework translates into defining processes to optimize
operations, implementing the right technology to make work
more efficient, and hiring the right people with the right
skills to run the processes. Therefore, the framework allows
us to define a SOC and its components cohesively. We also
include a dedicated section to the aspect of governance and
compliance within the SOC.

A. PEOPLE
Following the PPTGC framework, we first look at the people
involved in a SOC. Literature allows us to derive the var-
ious roles and responsibilities involved in running a SOC.
Another important aspect discussed in related literature is
the recruitment of personnel and various retention methods.
Third, the importance of training and awareness programs is
outlined, and fourth, collaboration and communications pro-
cedures within a SOC are identified. The relevant literature
for each of these subtopics can be found in Table 4.

1) ROLES & RESPONSIBILITIES
Just like in every other organizational unit, there are several
different roles and responsibilities within a SOC. Depending
on scope and size, different teams are needed in different
numbers. Typical core roles in a SOC are different tiers of
analysts as well as dedicated managers. Based on the identi-
fied work, we derive three roles with respective responsibili-
ties [8], [54], [66], [75], [80], [81], [100], [101]:

• Tier 1 (Triage Specialist): Tier 1 analysts are mainly
responsible for collecting raw data as well as reviewing
alarms and alerts. They need to confirm, determine,
or adjust the criticality of alerts and enrich them with
relevant data. For every alert, the triage specialist has
to identify whether it is justified or a false positive.
An additional responsibility at this level is the identifi-
cation of other high-risk events and potential incidents.
All these need to be prioritized according to their crit-
icality. If occurring problems cannot be solved at this
level, they are escalated to tier 2 analysts. Furthermore,
triage specialists are oftenmanaging and configuring the
monitoring tools.

• Tier 2 (Incident Responder): At tier 2 level, analysts
review the more critical security incidents escalated by
triage specialists and do a more in-depth assessment
using threat intelligence (Indicators of Compromise,
updated rules, etc.). They need to understand the scope
of an attack and be aware of the affected systems. The
raw attack telemetry data collected at tier 1 is trans-
formed into actionable threat intelligence at this second
tier. Incident responders are responsible for designing
and implementing strategies to contain and recover from
an incident. If a tier 2 analyst faces major issues with
identifying or mitigating an attack, additional tier 2 ana-
lysts are consulted, or the incident is escalated to tier 3.

• Tier 3 (Threat Hunter): Tier 3 analysts are the most
experienced workforce in a SOC. They handle major
incidents escalated to them from the incident responders.
They also perform or at least supervise vulnerability
assessments and penetration tests to identify possible
attack vectors. Their most important responsibility is
to proactively identify possible threats, security gaps,
and vulnerabilities that might be unknown. As they gain
reasonable knowledge about a possible threat to the
systems, they also should recommend ways to optimize
the deployed securitymonitoring tools. Also, any critical
security alerts, threat intelligence, and other security
data provided by tier 1 and tier 2 analysts need to be
reviewed at this tier.

• SOC Manager: SOC managers supervise the secu-
rity operations team. They provide technical guidance
if needed, but most importantly, they are in charge
of adequately managing the team. This includes hir-
ing, training, and evaluating team members, creating
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processes, assessing incident reports, and developing as
well as implementing necessary crisis communication
plans. They also oversee the financial aspects of a SOC,
support security audits, and report to the Chief Infor-
mation Security Officer (CISO) or a respective top-level
management position.

Each of these core roles is required to have a specific
skill set. We summarize the identified skill sets very briefly
within Figure 3. The core roles can be found in SOCs inde-
pendent of their size. However, in a smaller SOC, each role’s
responsibilities are broader, and they are narrowed down to be
more specific when the SOC grows. For example, in a small
SOC with only a few analysts, everyone needs to be knowl-
edgeable on several skills because a few employees need to
cover all the arising tasks. In a bigger SOC, roles can be more
specific as, for example, some analysts might be focused on
network monitoring while others are experts for Windows or
Linux specifics. This comes with many advantages, such as
a better and faster response to threats or better separation of
tasks.

FIGURE 3. Necessary skills among SOC roles [54], [66], [75], [100], [101].

Besides the four already described essential roles, we iden-
tified additional roles that are at least to some extent involved
in the daily business of a SOC [14], [46], [75], [79]. Because
of the wide variety of identified roles, it is important to
attempt to structure them. We have derived a list of different
roles and possible interconnections between them. Figure 4
depicts those based on Olt [79]. These additional roles need
to lead, work together, or cooperate with the previously
described core SOC roles, which are also included in the
figure. However, substantial overlap between roles and addi-
tional roles might be included in running a specific SOC.
This is why we decided to group the roles into five main
groups indicated through different colors in Figure 4. These
groups can be adapted or expandedwith additional roleswhen
necessary:
• Management roles: In the context of a SOC, we iden-
tify three critical managerial roles. First of all, the Chief
Information Security Officer defining strategies, goals,
and objectives of an organization’s overall security oper-
ations. A SOCManager leads the SOC itself.We already
described this role upfront. Inside of the SOC, the

literature includes one additional high-level manage-
ment role: the Incident Response Coordinator, which
coordinates all activities related to incident response.

• Technical roles: There is a wide variety of additional
security specialists who need to collaborate with the
SOC analysts to allow for efficient and effective SOC
operations. Malware Analysts help with responding to
sophisticated threats by performing malware reverse
engineering and creating crucial results for incident
response activities. To be aware of possibly ongoing
attacks, Threat Hunters actively look for threats inside
the organization, for example, by reviewing logs or out-
side of the organization by analyzing available TI data.
This TI data is also explicitly analyzed by Threat Intelli-
gence Analysts or researchers. They analyze threat intel-
ligence from various sources and produce input for the
SOC team. If parts of an attack have succeeded,Forensic
specialists conduct detailed investigations into them.
They collect and analyze forensic evidence in a legally
sound manner. Red Teams and Blue Teams actively try
to attack or respectively defend the organization’s sys-
tems to identify vulnerabilities, and both test as well
as increase the effectiveness and resilience of security
mechanisms. Finally, Vulnerability Assessment Experts
perform research to identify new, previously unknown
vulnerabilities and manages known vulnerabilities with
respect to business risk. These experts create detailed
technical reports with their findings and support SOC
analysts or incident response teams in specified vulner-
ability discoveries. Another vital role of this group is
the Security Engineer (SE). The SE develops, integrates,
andmaintains SOC tools. Security Engineers also define
requirements for new tools. They ensure the appropriate
access to tools and systems. Additional tasks are the
configuration and installation of firewalls and intrusion
detection/prevention systems. Furthermore, they assist
in writing and updating detection rules for Security
Information and Event Management (SIEM) systems.

• Consulting roles: The two most important roles of
this group are the Security Architect (SA) and the
Security Consultant. The SA plans, researches, and
designs a robust security infrastructure within a com-
pany. SAs conduct regular system and vulnerability
tests and implement or supervise the implementation of
enhancements. They are also in charge of establishing
recovery procedures. Security consultants often research
security standards, security best practices, and security
systems. They can provide an industry overview for an
organization and compare current SOC capabilities with
competitors. They can help to plan, research, and design
robust security architectures.

• External personnel: External personnel can be
included in any SOC operation, and therefore, depend-
ing on the architecture and operating model of a SOC,
more or less external personnel are involved in the
different SOC roles and groups.
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FIGURE 4. Interaction of different roles within a SOC [79].

Besides technical skills, soft skills are becoming more and
more important. Desired skills include communication skills,
continuous learning abilities, analytical mindset, ability to
perform under stress, commitment, teamwork, curiosity, and
practical organizational skills [75]. The significance of rel-
evant soft skills grows with the level of responsibility an
individual has within a SOC. Besides hard and soft skills,
there is a number of useful certifications for SOC employ-
ees depending on their level, which are summarized by
DeCusatis et al. [80].

2) RECRUITMENT & RETENTION
The people working in a SOC are the last line of defense
and responsible for detecting and successfully mitigating
attacks. Thus, having skilled human resources in an adequate
quantity is imperative for the success of a SOC [32]. However,
finding and retaining the right staff is not an easy task. The
International Information System Security Certification Con-
sortium ((ISC)2) puts the current cybersecurity workforce gap
at roughly four million people on a worldwide scale, and it
is still growing [102]. Therefore, recruiting new, skilled staff
for SOCs is getting increasingly difficult. There is little to no
literature about how to specifically recruit SOC staff. Most of
the relevant papers focus on retaining SOC staff and closing
the skills gaps with automation.

Working in a SOC is very demanding and can be extremely
stressful. Anthropological studies found that SOC analysts
are often not satisfied with their job [15], [16]. They are
overloaded with mundane, tedious tasks, and the currently
deployed tools are not sophisticated enough to automate
these tasks [82]–[84]. SOC analysts’ primary responsibil-
ity, especially at tier 1, is to follow Standard Operating
Procedures (SOPs), also called playbooks. This negatively
impacts their creativity, growth, skills, and empowerment.
Literature reveals a vicious cycle, which ultimately causes

analyst burnout in a noticeable number of cases [15], [16].
Therefore, companies should take action to increase the job
satisfaction of their SOC staff. Several methods to counteract
staff burnout and increase job satisfaction can be determined:

Increase Automation: Increasing automation helps decrease
the amount of mundane and boring tasks [83], [84].
This can be achieved with more efficient and helpful
tools deployed within the SOC. Analysts should be
consulted before buying and implementing tools, and
they should be engaged in the development of new tools.
New possibilities for automation can be discovered by
analysts themselves if they have time to reflect on their
daily work [16], [85]. Technology should amplify the
human capacity to be creative and apply critical thinking
to solve problems. Examples are studies analyzing data
triage tasks and trying to optimize the process [86]–[89].

Increase Operational Efficiency: Automating specific
tasks can also help to increase operational efficiency.
Additional improvements can be made by streamlining
processes, ensuring that analysts have access to the
data they need, and providing team communication and
collaboration possibilities. An example is the preferably
optimal prioritization of alerts, so analysts can focus on
the most critical ones [90], or the adaptive reallocation
of analysts based on the current needs [91].

Invest in Human Capital: Security professionals working
in a SOC need to possess the right skills to perform their
job correctly, as described above. Investing in their skills
will not only contribute to their personal well-being
but also benefit the company itself [92]. Skills can be
enhanced by in-house or outsourced training, conference
participation, observation of more senior staff, or even
learning-by-doing. The more skills employees master,
the more likely they are to be empowered. This empow-
erment enables employees to do their job efficiently
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and increases their morale [16]. Gaining skills and feel-
ing empowered, in turn, has a positive effect on the
creativity of analysts. Ultimately, employees grow and
increase their intellectual capacity, are empowered, and
more likely to be creative. If a positive causality among
the personal development factors exists, SOC staff will
be gratified [16], [93]. Unfortunately, it is not always
possible to exactly meet employees’ expectations. Tech-
nological limitations require personnel to sometimes
do tedious tasks, and budget restraints might hinder
staff from going on training. Other incentives, like a
competitive salary, monetary bonus, team-building or
after-work activities, flexible and competitive working
hours, respect, and recognition, can also play a role in
keeping up the SOC staff’s morale.

3) TRAINING & AWARENESS
Well-trained employees are more productive because they
understand their responsibilities and tasks. Training strength-
ens their skills and addresses potential knowledge gaps. The
quality and consistency of the work also increases [93].
Furthermore, training benefits an organization itself because
employees are less likely to make mistakes. A study con-
ducted by Accenture and the Ponemon Institute revealed that
employee training could decrease the total cost of a cyber
breach by about 270.000 USD [1].

For junior staff members, training is a means to equip them
with the technical and soft skills required to perform well in
their job. Training for juniors has a broader scope and aims
to provide them with an overview of various security-related
topics. For example, for a SOC tier 1 analyst, training could
be given in real-time analysis, incident analysis and response,
scanning and assessment, alert correlation, and many more.
For more senior staff, training should be more tailored to their
specific role in the SOC as employees working in a SOC are
very likely specialized in specific tasks.

In general, training should consist of a mix of formal train-
ing, internal training, vendor-specific training, and on-the-
job learning. Formal training is a form of structured training
with predefined goals and objectives. Internal training is often
taught by other team members and of a more informal nature.
Thus, there is a less strict plan and internal training is more
dynamic.

Vendor-specific training is used to familiarize SOC staff
with deployed software (e.g. a specific SIEM system). On-
the-job learning or shadowing more experienced team mem-
bers is another form of acquiring the necessary skills [14].
As this type of learning is very unstructured, it is following
a steep learning curve. However, it might be overwhelming
for new SOC employees to deal with the flood of incoming
alerts without more formal training [94]. To support them,
Zhong et al. [88], for example, developed a system that
traces and models the data triage actions of senior analysts
to the present actions done in a similar context. All differ-
ent training approaches have several advantages as well as
disadvantages. There is only very little scientific work on

SOC-specific training methods. Further research is necessary
to show how different training methods can be applied in the
context of SOCs and measure their effectiveness. An interest-
ing approach to improve on-the-job learning and training is
pursued by Applebaum et al. [95] by developing playbooks
that provide analysts with an overview of tasks and actions
based on the experience of other analysts. Also, knowledge
graphs representing the domain knowledge and experience
of SOC analysts enable better learning and training for
others [89], [95]. A relatively exotic use case is considered
by Sanchez et al. [96]. They present particular challenges
for a SOC within the space domain and emphasize employee
training’s unique challenges.

4) COLLABORATION & COMMUNICATION
Especially in high-pressure environments like a SOC, collab-
oration amongst the various team members is essential [17],
[47]. A few academic resources are focusing on collabora-
tion in SOCs. Hàmornik and Krasznay [8] emphasize the
need for further research about computer-supported collab-
orative work (CSCW) to see how computer systems can
support collaborative activities. The AOH-Map developed by
Zhong et al. [97] is a collaborative analysis report system
capturing and displaying the analytical reasoning process of
analysts. Afterward, analysts can look at the captured process,
review past decisions, share their results with others, and
divide their tasks effectively. Additionally, work between
analysts needs to be divided equally depending on their
skills [98]. Crémilleux et al. [11] propose a collaboration
process to create a feedback loop between tier 1 and tier 2
SOC analysts.

An upcoming trend is the operative use of visualization
platforms with collaboration features, e.g., the 3D Cyber-
COP platform [12], [99] distinguishes explicit collaboration
through the platform and implicit collaboration through oral
communication and logging every user’s actions. It is imper-
ative for the SOC team’s success to have constant interaction
and communication with other business units, for example,
the help desk, network administrators, or even the legal team.
This requires ensuring the other departments that the SOC
staff is not there to watch their every move but to help [23].

B. PROCESSES
This section features academic work focusing on the pro-
cesses related to a SOC. We aim for a high-level perspective,
as there are different, very specific processes happening in
operations. Since the goal of a SOC is to respond to or prepare
for incidents, one way to structure the underlying processes is
through the Incident Response Lifecycle [103], [114], [119],
[120] or similar frameworks such as presented in ISO/IEC
27035:2016 [123]. According to the NIST Computer Secu-
rity Incident Handling Guide [124], the Incident Response
Lifecycle comprises the four steps ‘‘preparation’’, ‘‘detection
and analysis’’, ‘‘containment, eradication and recovery’’ and
‘‘Post-incident activity’’, which also form the structure of the
following chapter.
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TABLE 5. Identified literature for the topic Processes.

At this point, we would like to emphasize that, in our view,
the literature only allows an incomplete picture regarding
processes. For example, technical processes are treated very
intensively, whereas most surrounding processes are only
dealt with sporadically. These aspects are to be regarded
as research gaps and are presented in the following chapter
accordingly incomplete, in order to go into the gaps in more
detail in chapter VI. This is especially true for ‘‘post-incident
activity’’ since no SOC specific scientific publication deals
with this topic. Therefore, it will not be considered in the
following descriptions.

1) PREPARATION
The analyzed literature mainly focuses on data collection
within the topic of preparation; however, it does not give
a uniform picture of which steps the data collection pro-
cess is composed. However, as illustrated in Figure 5, the
steps normalization with time synchronization [22], [55],
[104]–[107], filtering [22], [55], [105], [106], [108], reduc-
tion [22], [109], aggregation [22], [55], [106], [109], [113]
and prioritization [22], [55], [67], [103] or risk evalua-
tion [110] were most frequently mentioned. The order of pro-
cess steps is not uniform in literature, as this can vary depend-
ing on the application used. However, it is mostly described
in the presented sequence. The identified process steps are
explained in more detail to provide a general understanding:
Normalization: It is vital to translate the heterogeneous data

formats into a uniform representation to conduct fur-
ther processing. It is also essential to change all time
data to one standard time zone and format [22], [77].
Synchronization helps avoid confusion in the timeline
of the security events and reduces the likelihood that
erroneous conclusions are made on inconsistently mea-
sured network activity. In literature, normalization is
often referred to as log parsing or pre-processing.

Filtering: Since systems typically generate enormous
amounts of data, it is essential to filter for data elements
that are likely to contain important information from a
security perspective [125].

Reduction: Reduction is like filtering, with the difference
that individual, unimportant data fields are sorted out to
reduce the amount of data.

Aggregation: Similar events are combined into one single
data element. For example, three log entries, which indi-
cate a log attempt to a host, could be aggregated to one
single log, which states the type and number of login
attempts [125].

FIGURE 5. The data collection process.

Prioritization: Each log data should be classified according
to importance to facilitate further processing. For exam-
ple, to decide how to react to events or how long the logs
should be stored, it is useful to prioritize incoming data.

Considering literature about data collection specifically
for SOCs, there are only two notable papers: [111]
and [22]. This is probably because most SOCs deploy a
software solution responsible for collecting, processing, ana-
lyzing, and displaying events and alerts [112] and thus
data collection is addressed in a more technical context.
Bridges et al. [111] conduct interviews with 13 professionals
from five different SOCs to discover the current state-of-the-
art and future directions for host-based data collection. They
evaluate what and how host data is collected, which tools are
used, and whether dynamic collection (dynamically decide
how much and which data is collected depending on factors
such as security posture) is used. Their major takeaway is that
analysts desire a wider, less manual collection of data, but
only with the right toolset to understand and work with the
data. Madani et al. [22] propose a logging architecture for
SOCs. Their architecture contains log generators, a collection
server, a storage server, and a log database. The authors list
SIEM vendors incorporating log management in their SIEM
solution and outline their weaknesses. Normalization, filter-
ing, reduction, rotation, time synchronization, aggregation,
and integrity check are the most important functionalities.
Madani et al. [22] underline the importance of log collection
and management. However, since the paper was published
in 2011, there have been no SOC specific advances in the
field.

2) DETECTION AND ANALYSIS
The sheer amount of data collected in previous steps can be
overwhelming, even for seasoned security practitioners and
researchers. Turning this data into useful information is done
through data analysis and is essentially a means to make
sense of what is collected. Regarding automatic analysis and
detection, the identified literature mainly focuses on specific
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analysis and detection methods and technologies. However,
only a few papers look at the subject area from an abstract,
process-driven perspective. The following process steps were
identified by merging available processes [73], [114] and
by sequencing individually named steps within the stated
literature. This results in a process which is comprised of the
steps Detection [83], [114], Analysis [4], [115], [116], and
Alert Prioritization/Triage [67].
• Detection: Incidents are detected with the help of
humans or by automatic procedures. Thereby, it must
be decided if the collected data indicates a security inci-
dent [114]. Amore technical description of the identified
detection approaches can be found in Section V-C2.

• Analysis: Regarding the techniques used for analy-
sis, one can distinguish between source and target
correlation, structural analysis, functional analysis, and
behavior analysis [4]. Thereby, the authors describe the
purpose of correlation as to enable the analysis of com-
plex sequences by producing simple, synthesized, and
accurate events.

• Alert Prioritization/Triage: Alert prioritization, also
known as triage, can be seen as a link to containment,
eradication, and recovery. It serves two primary pur-
poses. First, to ensure that the most severe incidents are
treated with priority, and second, to ensure that incidents
are distributed for further processing according to avail-
able resources [67].

3) CONTAINMENT, ERADICATION, AND RECOVERY
The activities in containment, eradication, and recovery are
described by Bhatt et al. [104] on a high level. This step
aims to decide whether an incident is an unharmful event
(e.g., during penetration testing), or a harmful event. In the
case of a harmful incident, it is passed on to appropriate
stakeholders to take further steps. In this context, Security
Orchestration, Automation, and Response (SOAR) is of great
importance and can be identified as a very active research
area of the last two years [83], [118], [122]. According to
Islam et al. [122] the key purpose of SOAR is the automation
of processes through orchestration. The functionalities of
SOAR are mainly categorized into integration, orchestration
and automation. Security orchestration is a prerequisite of
security automation, which is the process of automatic detec-
tion [117]. Therefore, SOAR integrates available information
about security incidents (Cyber Threat Intelligence) [121] to
automatically take appropriate measures to limit the damage
as quickly as possible. Islam et al. [122] conducted a detailed
survey on this topic.

A straightforward framework to tackle incidents is the
Observe, Orient, Decide, Act (OODA) loop, which is a
well-known analytical framework for decision-making devel-
oped by John Boyd [126]. It can be applied to incident
management in the context of a SOC, as demonstrated in
research [80], [97] (or similar to the Plan, Do, Check, Act
loop [120]). In SOC literature [103], [114], incident man-
agement is mentioned mostly related to the incident handling

lifecycle. Thus, the Alert and Incident Management process
presented in Figure 6 comprises the process steps identified
by two primary standards for information security incident
management [123], [124].

FIGURE 6. The SOC incident analysis, detection and management process.

Amore detailed description of these process steps concern-
ing SOC cannot be found in the analyzed literature, which
is why the standards mentioned above must be referred to if
necessary. The reason for this could be that employees know
which tasks they have to carry out, but this has not been
specified explicitly, which can cause problems, e.g., when
staff changes. Therefore, Cho et al. [119] conducted a study
where they show how it is possible to capture SOC staff’s tacit
knowledge on how they perform their tasks as processes.

C. TECHNOLOGY
This section discusses the technologies combined in a SOC.
It covers the process steps from Section V-B from a technical
point of view,wherebyContainment, Eradication, andRecov-
ery is not considered, as we did not find any literature deal-
ing with SOC-specific technology covering this process step
(see Table 6).

We first take a look at data collection technologies which
support the preparation process mentioned in Section V-B1.
Every organization should determine which devices should
be monitored, what data needs to be collected, and in which
format it should be stored. Moreover, depending on the data,
the retention period of the data needs to be set. We then
shed light on the applied methodologies and approaches
to analyse data, detect threats and present the results,
which can be mapped to the process detection & analysis
(Section V-B2). As the interface between people and
machines, the presentation of data and analysis results is of
particular interest in a SOC context.

1) DATA COLLECTION
Various data collection techniques exist and can generally
be classified into four categories: push/pull, distributed/cen-
tralized, real-time/historical and partial/full collection. Data
can either be pulled by the data collector or pushed onto the
data collector from the data source itself [77]. Furthermore,
it can be collected in a centralized log collector (e.g. [171]) or
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TABLE 6. Identified literature for the topic Technology.

in a distributed topology (e.g. [172]) over different sub-nodes.
Thereby, data can either be captured fully or partially.

Within the identified literature, data collection mainly
relates to identifying data sources that capture relevant
security-related information.While new data sources are con-
tinuously being created, the most common sources, its classi-
fication [127], [173], [174], and corresponding examples are:
• Security software: SIEM systems [80], intrusion detec-
tion/prevention systems [37], [103], [107], [128], [162],
[173], [174], firewalls [37], [104], [127], [128], [174],
anti-virus software [37], [111], [127], vulnerability
scanners [173], identity and access management [104]

• Network assets: Switches [104], [173], routers [104],
[128], [173], servers [104], [127], [173], hosts [104],
[173], proxies [174]

• Virtualization environments: Hypervisor, virtual
machine introspection, cloud environments [80]

• Operational technology: Sensors, actuators, PLCs
• Other Software:Open-Source Big Data Analytics [80],
databases [173], identity and access management [173],
mailserver [174], operating systems [111], [174]

• Physical security assets: Security cameras, access
control

• External (Threat) Intelligence: Geolocation and DNS
lookup [80], open source intelligence (OSINT) [47],
[129], intelligence from threat sharing platforms or other
organizations [130]–[132]

• People: Employees (Human-as-a-Security-Sensor
[175]), external users.

Each of these data sources can deliver a vast amount of
information, of which not all is relevant. Capturing every-
thing may help in spotting malicious activity, but it can also
negatively impact system performance. Conversely, if fewer
data sources are used to collect data, an attack might go unde-
tected. Thus, finding the right balance between capturing too
much and capturing too little data is essential when designing
a SOC’s technological capabilities. However, as a rule of
thumb, it is generally better to capture data from as many
sources as possible (under performance constraints) and then
rely on well established data normalization, correlation, and
analysis mechanisms.

Depending on the data source, the data type collected
may vary as illustrated in Figure 7. All collected data can
be broadly classified into either log data or intelligence.
Logs document the current state of the system and usually
record all the changes occurring within the system. Logs
are generally divided into operating system/application logs

FIGURE 7. Data sources and the type of data they produce.

and security software logs [125]. Network logs proposed by
Zhiguo et al. [176] can be added since they have unique
features and cannot be categorized perfectly into log cate-
gories. Operating systems and applications often provide data
in the form of logs. These logs give the user information on
system events such as the shutdown or start-up of a service,
audit records, client requests and server responses, account
information, usage information, etc. Security logs instead
display suspicious activities, results of virus scans, etc. [125].
Intelligence provides additional context for threat analysis.

2) ANALYSIS & DETECTION
Attack detection is performed either automatically or manu-
ally. Manual detection is the detection of an incident through
an internal or external person. Thereby, the detection can be
performed by security experts such as analysts within the
SOC or by security novices. The different roles and tasks of
security experts are further discussed in Section V-A.

An example of manual detection through security novices
would be if an employee receives a phishing mail and then
reports it, so the security team can take appropriate measures.
The concept of integrating employees into the detection pro-
cess was introduced as ‘‘human-as-a-security-sensor’’ [175],
[177] and means that employees are enabled to detect and
report security incidents. Therefore, awareness training plays
a crucial role as further discussed in Section V-A3. All in
all, manual detection is necessary, because not all attacks can
be detected through technology, especially when it comes to
advanced attacks. However, automated detection cannot be
neglected, because the sheer amount of data would overstrain
humans. The topics of manual detection related to presenta-
tion are discussed in Section V-C3.
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TABLE 7. Classification of literature with respect to applied detection methodologies and approaches.

Regarding automatic analysis and detection, the
identified literature mainly focuses on specific analysis and
detection methods and technologies. To show the state-of-
the-art analytical methods, those mentioned in the litera-
ture are classified in Table 7. Therefore, a well-accepted
classification scheme of Liao et al. [178] was used. It dis-
tinguishes between detection methodologies and detection
approaches.
Anomaly-based or behavior-based methodologies use the

system’s normal behavior as a foundation and try to detect
deviations. Signature-based or also knowledge-based meth-
ods use accumulated knowledge of attacks and is very useful
to detect known attacks or exploitation of known system vul-
nerabilities. Therefore, it is important to regularly update the
knowledge base. Specification-based methodologies focus
on detecting incidents based on predefined profiles or pro-
tocols. Hybrid methodologies use a mixture of the three
described detection methodologies.

Concerning detection approaches, statistics-based detec-
tion is one of the oldest methods used for intrusion detection
and uses statistical properties and statistical tests like mean,
median or variance, to detect deviation between the normal

behavior and observed behavior. Threshold metrics, hidden
Markov models and multivariate models are examples of sta-
tistical based detection approaches. Pattern-based and Rule-
based approaches use either predefined patterns, learned pat-
terns or rules for detection. An example for rule-based detec-
tion are support vectormachines.Heuristic-based approaches
are inspired by biological concepts as for example artifi-
cial neural networks. State-based approaches try to infer
the behavior of attacks within the network for example by
utilizing finite state machines.

Table 7 shows, that all used detection methodologies are
either anomaly- or signature-based. In none of the analyzed
papers, the potential of specification-based incident detection
was leveraged. In contrast, each detection approach class can
be assigned an approach described in the literature, whereby
a focus on statistics- and rule-based approaches is recog-
nizable. To enhance detection independent of the utilized
approach Karaçay et al. [133] propose a principle that allows
intrusion detection even when end-to-end encryption was
used and Smith [157] suggests that user behaviour analyt-
ics (UBA) should be used more intensively, since misused
credentials are a great threat.
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TABLE 8. Identified literature for the topic Governance & Compliance.

3) PRESENTATION
From a technological view, most identified publications
focus on specific visualization tackling problems related to
SOCs. They are briefly outlined in the following. DeCusatis
[80] describes an attack visualization based on force dia-
grams and hive plots. Settani et al. [158] shows how a
map and dashboard-based visualization of incidents and
a mobile visualization enables on-site personnel to make
qualified decisions. Besides, Erola et al. [159] present an
approach that combines machine learning and information
from business processes with visual analytics to guide SOC
employees through the decision-making process. Similarly,
Sopan et al. [9] aim at visually supporting SOC analysts by
automating decision-making using amachine learningmodel.
However, they also present the model visually to enable
the machine learning model’s decisions to be understood.
The Situ platform [13] has the goal to visualize the con-
text of an incident for leveraging the experience of security
experts. In contrast to the approaches described above, the
CyberCOP [12], [99], [160] platform relies on three-
dimensional visualization. The VISNU project [112], [161],
[162] takes a similar approach, which improves the collabora-
tion of multiple SOCs in different organizations by displaying
network data in three dimensions. Thereby, they aim at the
collaboration of multiple analysts in one environment by
providing different views on the same incident. The concept
of mind maps is leveraged by the AOH-Map [97] software,
which visualizes all the identified traces of an attack to
exchange it with collaborating analysts. Hassell et al. [163]
combine network simulation with its visualization for opti-
mizing its resilience against threats. Payer et al. [164] rely on
Virtual Reality (VR) to analyze threats, allowing new types
of interactions. To enhance tactical situational awareness
within a SOC Mullins et al. [170] describe three suitable
visualizations.

Starting 2018, increasing interest in sonification and its
potential for SOCs can be identified [165] as it was imple-
mented within the SIEM system of a SOC [166]. This
showed that humans can detect attacks by listening to network
traffic [127], [167] in specific contexts [168].

A fairly new approach to SOC is data presentation using
storytelling presented by Afzaliseresht et al. [169]. This
involves translating the analysis results into a narrative story
containing more or less details depending on the users’ level
of knowledge. In a SOC setting within a research institu-
tion, this approach is advantageous in terms of cognitive
load.

D. GOVERNANCE AND COMPLIANCE
The following section discusses the governance and com-
pliance aspect of a SOC (see Table 8). IT governance is
responsible for ensuring the effective and efficient use of
IT systems by providing a strategic direction, developing
standards, policies and procedures, and implementing them.
Compliance ensures that companies adhere to external rules,
for example standards and regulations and internal rules, for
example policies and procedures. Additionally, compliance is
essentially the feedback loop of security governance, because
it shows how governance rules are applied in practice. The
following section will look at three aspects of governance
and compliance: how security audits are performed, current
metrics in a SOC and standards and guidelines related to
SOCs. It should be noted that metrics play a major role in
maturity assessment, so the two sections partly overlap.

1) STANDARDS & GUIDELINES
Today, many organizations are struggling to decide whether
they need a SOC, which kind of SOC they need, and what
components their SOC should have. There are no renowned
holistic SOC standards or industry specific guidelines to help
companies with their decisions [3]. However, a SOC can help
to ensure that certain compliance regulations are met [30],
[179] and many of the standards focus on one domain or task
within a SOC. We provide a list of these standards in Table 9.

Another noteworthy standard is provided by the European
Telecommunications Standards Institute (ETSI) [187] pro-
viding guidelines for building and operating a secured SOC.
It mainly focuses on requirements to be met by the service
provider operating a SOC for the telecommunication indus-
try. Some private organizations have started to provide com-
panies with best practices and recommendations, for example
by conducting a survey [188]. There is only very little work
on establishing best practices for a SOC [36], [60].

2) SECURITY AUDITS & MATURITY ASSESSMENTS
A SOC can help companies in conducting internal and exter-
nal IT (security) audits. In an IT audit, the IT infrastruc-
ture, policies, and procedures are examined and evaluated.
Independent and unbiased parties usually perform external
audits. An example would be a typical year-end audit in
the banking sector, which assesses the compliance of its IT
capabilities against relevant standards. Depending on the type
and scope of the audit, different IT capabilities are assessed.
Because a SOC collects valuable log data from almost all
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TABLE 9. Standards related to SOC domains or tasks.

systems, and hosts some relevant capabilities itself, it is an
invaluable source of data for IT auditors. Advanced SIEM
tools aggregate security information from across the company
and generate reports for compliance audits. This information
can be used to prove compliance with laws and regulations.
Additionally, the SOC team can help determine the IT risks
for the company.

Of course, the SOC itself should have controls in place,
which should be audited regularly. An example for an internal
SOC audit and its findings is given by NASA [189]. Due
to the lack of widely accepted standards and guidelines,
external assessments are not offered by independent parties.
However, there is literature proposing methods to assess the
current maturity of the SOC capabilities as well as the overall
effectiveness of the SOC [63]. Common maturity models
are compared and summarized into five capability matu-
rity stages: non-existent, initial, repeatable, defined process,
reviewed and updated, and continuously optimized [63]).
In practice a similar maturity assessment approach is
presented in an industry guideline from IBM [190].
Schinagl et al. [2] assess the effectiveness of a SOC by iden-
tifying the degree to which identified building blocks have
been implemented. These approaches enable SOC owners
to uniformly assess the maturity of their capabilities and

to spot the areas which still need to be improved. It also
allows various companies to compare their SOC operations
and benchmark against each other, if the data is made avail-
able, enabling the collaboration between SOCs. To locate
collaboration areas of SOCs, a questionnaire-based approach
is proposed by Kowtha et al. [5]. The authors describe a
model for characterizing SOCs by the seven dimensions of
scope, activities, organizational dynamics, facilities, process
management and external interactions.

3) METRICS
Metrics are quantifiable measures used to track and assess
the status of a process or system. Metrics are mainly used to
support strategic decisions, to assure the quality, or to gain
tactical oversight [191]. A considerable body of literature
exists in the field of security metrics [192], [193], and many
of those metrics can be directly applied to a SOC. However,
there is very little scientific literature on how those security
metrics can be used in a SOC, let alone metrics specifically
covering SOCs. Ganame and Bougeois [180] propose metrics
to assess the security level of different sites in a multi-site
network in real-time. Their goal is to see whether threats
are occurring in a network or not. Aiming to improve the
resiliency of networks, Hassell et al. [163] test their simu-
lation software using resiliency metrics. They criticize the
lack of standardizedmetrics to evaluate resiliency techniques.
Ganesan et al. [181], [194] propose an optimization model to
dynamically schedule analysts and dynamically assign them
to sensors to decrease total time for alert investigation and
increase the Level of Operational Effectiveness (LOE). Some
literature, however, comes from SOC vendors [188], [195].
Typical metrics used in a SOC include:
• General SOC metrics:
– Coverage [188]: A SOC can only monitor a limited

amount of assets due to resource constraints, which
raises the question of how many of them are covered.
Examples: Number of monitored assets, coverage
(number of monitored assets vs. number of assets)

– Performance metrics: Measurement of the perfor-
mance is crucial for managing and improving a SOC.
Historical performance metrics enable comparabil-
ity between work-shifts or longer time periods [68].
Agyepong et al. [85] conducted an extensive survey
about performance metrics for SOCs and proposed a
consecutive framework [186]. Examples: False posi-
tive rate [30], [68], average analysis time [68], readi-
ness level [81], [181], Mean Time to Detect [185]

• Peoplemetrics: To improve the performance of security
analysts inside a SOC it is necessary to measure human
activities and workflows [68]. Examples: Security ana-
lyst performance [68], number of incidents closed in one
shift [188], workload [195]

• Technical metrics:
– Threat metrics: A threat is the potential dam-

age posed by vulnerabilities. Thus, these metrics
are closely related and, in most cases, based on
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vulnerability and threat metrics. Examples: Security
level [180], threat actor attribution [188]

– Vulnerability metrics: In general, vulnerabilities can
be exploited by attackers or can cause a security inci-
dent. Thus, it is particularly important for SOCs to
be aware of possible weak spots. Examples: Vulnera-
bility exposure [182], time-to-vulnerability remedia-
tion [182], vulnerability severity [182], incidents due
to known vs. unknown vulnerabilities [188]

– Risk metrics: Risks are in most cases assessed in
real time, which is also summarized under the term
situational awareness [46]. The evaluation of risks
is especially important, when it comes to choos-
ing appropriate security measures. Examples: Risk
posture [23], [46], [183], [184], [188], risk per
system [81], [180], key risks [195]

– Alert metrics: Alerts are in most cases generated
automatically by technologies such as SIEM systems
or intrusion detection systems, based on the analysis
of sensor data [181]. Each alert should go through an
alert analysis process [194] in order to decide upon
possible measures. Examples: Time per alert investi-
gation [181], alert generation rate [181], number of
alerts that remain un-analyzed [81], criticality of an
alert [180]

– Incident metrics: An incident is an occurrence, that
causes harm to an organization and a SOC aims
at averting incidents or reducing the caused harm.
As incidents are a very central element of SOCs,
appropriate metrics are essential. Examples: Inci-
dent priority [23], number of incidents [68], [183],
[188], number of successful attacks [163], recov-
ery time [181], costs per incident [188], mitigation
success [195]

– Resiliency metrics: Cyber resilience is crucial, if an
environment is compromised in order to continue
operations with as little damage as possible [163].
Examples: Time spent per attack [163], defensive
efficiency [163], attack noise [163], number or time
of disruptions [163], [188].

• Governance and Compliance metrics:
– Compliance metrics: Since compliance to all reg-

ulatory guidelines and standards is hardly possible,
it is useful to define compliance goals and accordingly
appropriate metrics. Additionally, it can be of value to
provide measures for compliance audits. Examples:
Number of policy violations [30], [57], percentage of
systems with tested security controls

– Maturitymetrics:Usually refers to the level ofmatu-
rity as described in Section V-D2

The classification is not always strict and lines are blurry.
For example, some people metrics might be classified as
governance and compliance metrics.

To overcome the many problems with current security
metrics, a few things should be considered. It is impor-
tant to clearly define what the objectives of the metrics

are and how their success/failure can be measured. Some
SOC vendors use the S.M.A.R.T. management objectives
framework developed by Doran [196], as a guide to develop
metrics [195], [197].

VI. CHALLENGES
Throughout Sections IV and V, we focused on our first
research question in terms of the state-of-the-art of a SOC.
We already mentioned a series of challenges that impose
the development and improvement of SOCs. Within the fol-
lowing paragraphs, we now briefly describe these challenges
in response to our second research questions regarding the
challenges needing to be solved to advance the field of
SOC research. Every SOC naturally faces different chal-
lenges depending on its operating model, architecture, scope,
or size. However, we derive several challenges applicable
to most SOCs. Although many of the challenges are some-
what related, we try to describe them as independently as
possible and along with the PPTGC framework, which we
followed throughout this work. Figure 8 gives an overview of
these challenges and highlights some relevant dependencies
between them.

A. PEOPLE
1) MONOTONOUS AND DEMOTIVATING TASKS
As mentioned earlier, there is a vast number of alerts coming
into the SOC every second. Even though tools are trying to
display only true positive alerts, the number of false positives
is still very high. Every incoming alert needs to be manually
investigated by an analyst, most of the time at tier 1 level. The
analysts need to open the alert and determine whether it is a
false positive or not. Sometimes it takes seconds to come to a
decision, sometimes minutes or even hours. Performing this
task over and over again is very repetitive and monotonous
as several works have shown previously [8], [11], [16], [32].
Additionally, this task is very demanding on a security ana-
lysts’ capability of information processing and analytical
reasoning due to the vast amount of data [94]. Although doing
a very monotonous task, the analysts are working under high
pressure and have high responsibility. Any incorrect decision
can lead to unpredictable consequences for the company if
an incident unfolds. This issue, combined with time pressure
faced in a SOC and the lack of creativity needed to solve
the tasks causes analyst boredom, which finally could lead to
burnout [8], [16]. Additionally, the non-challenging nature of
tasks and the fact that most analysts need to follow predefined
procedures all the time limits their ability to react to new and
innovative threats in the future [11]. An exciting direction for
retaining SOC analysts’ motivation might be the inclusion of
gamification aspects into the SOC operations.When the tasks
become too mundane and frustrating for the SOC employees,
it is tough to retain skilled staff [30], [32]. This amplifies the
next challenge in the context of people within SOCs.

2) LACK OF SKILLED STAFF AND DIFFICULT RETENTION
A very severe challenge companies will continue to face is
the lack of skilled security staff [3], [8], [80]. In addition
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FIGURE 8. Challenges for SOC research.

to that, the nature of the work as highlighted in the pre-
vious chapter leads to a high turnover rate of personnel.
This means companies have to spend many resources on
training new staff, unless they are willing to spend their
resources on retaining the staff. We identified some options
in literature to retain staff like training or after-work activities
(Section V-A2). However, the lack of job-related security
training is still apparent [6], [32]. Practical experience is
required to perform data triage, but it is considered hard
to get the practical training and experience in the first
place [98]. Tier 1 analysts are not always empowered to
perform more challenging tasks to improve their knowledge
and experience. A lack of feedback from senior analysts
intensifies the challenge and can cause frustration [11]. Some
technological solutions are trying to overcome the prob-
lem by capturing past activities and decisions from expe-
rienced staff so the more junior can profit and learn from
this data. However, capturing the tacit knowledge involved in
the decision-making is a challenging task [98]. Despite this
fact, some approaches, especially from Human-Computer
Interface (HCI) and respective communities, have been trying
to capture the reasoning behind analytical decisions for quite
some time [198]. These aspects can help to improve SOCs’
working conditions.

3) COLLABORATION OF EXPERTS
Collaboration between analysts is still rare, and analysts usu-
ally work on a problem independently [12]. This challenge
might either stem from the time pressure the staff is fac-
ing or the lack of appropriate collaboration platforms. The
same applies to communication, which is mostly carried out
directly between analysts. This type of communication is
necessary but also time-consuming and inefficient [97]. Once
again, the absence of an appropriate communication platform

for SOC-specific requirements reduces the staff’s interac-
tions overall. Only with the appropriate means to collabo-
rate and communicate SOC analysts from any tier can learn
from each other and, therefore, improve their efficiency and
motivation.

4) INTEGRATION OF DOMAIN KNOWLEDGE
Identifying threats and incidents gets increasingly harder
as IT infrastructures grow and expand from the cyberspace
into the physical world, for example through the use of
cyber-physical systems [83]. Current automated threat detec-
tion tools work pretty well for detecting well-known attacks,
as they operate based on signatures and attack patterns [13],
[159]. Therefore, unknown situations remain undetected as
no rule is defined for them yet. To detect unknown attacks,
it is inevitable to include domain knowledge of security
experts and even non-security experts. Security experts are
valuable as they have a deep understanding of security rou-
tines, requirements and have already taken countermeasures.
However, non-security experts (e.g. engineers) become more
and more indispensable as they have the knowledge which
is often necessary to decide whether an alert or the reported
behavior is malicious or benign, especially in the context of
cyber-physical systems.

Additionally, it is necessary to communicate knowledge
of automated analyzes like machine learning models to the
SOC staff to understand and comprehend what their analy-
ses algorithms learned. Tying human experts and machines
closer together and providing them processes and technolo-
gies to transfer knowledge in either direction is a crucial
challenge for SOCs. Only when we succeed in leveraging
both domain knowledge from humans and explicit knowl-
edge from machines, we face the next generation of cyber
threats.

227772 VOLUME 8, 2020

6. SECURITY OPERATIONS CENTER: A SYSTEMATIC STUDY AND OPEN CHALLENGES 149

Dissertation Manfred Vielberth, 2022



M. Vielberth et al.: Security Operations Center: A Systematic Study and Open Challenges

B. PROCESSES
1) COMPREHENSIVE PROCESS DEFINITIONS
The review showed that there is only very little literature on
the processes within a SOC. As these processes are the core of
understanding SOCs and deploying them effectively, the lack
of precisely defined processes hinders academia from entirely
comprehending what organizations are doing within a SOC.
Thus, room for small improvements, let alone innovations,
are very hard to identify on an abstract level. This might be
the reason for the imbalanced results regarding processes and
technology. As there is no abstract, high-level understanding
of a SOC’s processes, many researchers focus on trying to
improve technologies that might be useful with no clear
understanding of which specific process or task of a SOC
needs improvement. Also, having a clear understanding of a
SOC’s processes, tasks, and interfaces requires the integration
with other business processes. This blind spot needs to be
closed by academia to understand the processes running in
SOCs. Only then will it be possible to advance the current
proliferation that is imminent in SOCs in a sustainable man-
ner. Especially ‘‘post-incident activity’’ is barely mentioned
in SOC literature, although it is of great importance as it
mainly deals with learning and iterative improvement.

2) ADAPT GENERAL PROCESSES TO SOC
Several security standards, regulations, and frameworks [123],
[124] define general security-related processes that give rise
to the assumption that these can be related at least partially to
SOC. These can therefore serve as a basis for a SOC specific
process landscape. However, our analysis has not identified
any academic literature dealing with how these processes can
be related to SOCs. Further research should aim to identify
the aspects that apply to SOCs, adapt those to SOC, and
extend them by SOC specifics. This could lead simply to
a more comprehensive definition and understanding of the
processes.

C. TECHNOLOGY
1) INCREASING COMPLEXITY
We see three major challenges for SOCs resulting from the
increased complexity of the IT and OT environment in a com-
pany: First, the infrastructure is becoming more complicated
and intertwined, making it difficult to maintain situational
awareness and a cohesive overview. Managers and analysts
have poor visibility into the network because they cannot
keep track of all the devices in the network [7]. Second,
the data captured from the infrastructure is as heterogeneous
as its sources [22], [32], [94], making it hard to process,
analyze, understand, and link. It also impedes the discovery
of whether an event is part of a bigger attack [11]. Third,
having more data sources increases the overall number of
events and, in many cases, the number of false-positive alerts.
It is often mentioned that there is too much (useless) data in
general [22], and too many (false positive) alerts [9], [25],
[32], [159], [164]. Analysts are overloaded with a high vol-

ume of such alerts and face a typical ‘‘needle in a haystack’’
problem when trying to filter the noise [12], [159]. There is
not much discussion about the negative impact of false posi-
tives on SOCs, although there are controversial opinions like
Kokulu et al. [7].

2) WIDE VARIETY OF TOOLS
In many SOCs, the previous problem is approached by
implementing and deploying various SOC tools, for exam-
ple, a SIEM system. However, deploying a variety of tools
does not solve the overall problem, at least not immediately.
Tools need to be configured and maintained, which is a
time- and resource-consuming process [159]. If tools are not
maintained properly, they increase the amount of data and
false positives to be dealt with for the analysts. Different
tools are necessary because most of them only offer a solu-
tion to a specific problem. Therefore, a variety of tools is
needed to cover all capabilities within a SOC. Integrating
them so that they can run smoothly together poses a further
challenge [4], [23]. For example, tools typically only cover
the standard IT technologies and have no visibility into
operational technology. Some tools also suffer from poor
usability and regular malfunctioning [7]. This makes the job
for analysts much more complicated than it should be and
has a negative effect on the detection rate of a SOC. Lastly,
tools might be chosen for compliance or budget reasons, not
because they are helpful or practical [15].

3) VISUALIZATION CAPABILITIES
Having the right visualization capabilities is another chal-
lenge. Generally, there is too much data to be able to visualize
it properly [173]. Visualizations need to be simple and easily
accessible, as well as precise and informative [12]. However,
there is no perfect solution, and a trade-off between these two
requirements is necessary. Selecting the right visualization
technique is rigid and very dependent on the context and tasks
that should be solved with the visualization.

Nonetheless, appropriate visualizations are crucial for an
efficient and effective SOC team. Additionally, visualizations
are a great deal to support the transfer of knowledge between
humans and machines. They can serve as an intermediary
allowing analysts to understand machine learning models and
improve automated analyses by implicit human input and
domain knowledge [199].

4) INSUFFICIENT LEVEL OF AUTOMATION
There is also an insufficient level of automation of SOC
components [7]. Many of the tasks carried out in a SOC, e.g.
threat hunting, scanning alerts, or responding to incidents,
still require a significant portion of manual work in a context
where human resources are scarce. The insufficient level
of automation is caused by the fact that analysts’ tasks are
hard to automate. However, automation is needed to reduce
the manual and repetitive tasks many SOC analysts have
to perform today. There is already a considerable body of
literature focusing on the applicability of machine learning
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techniques to automate the detection of attacks. Unfortu-
nately, many techniques prove to only be successful under
certain conditions or for specific types of attacks. These
techniques and their comprehensiveness and effectiveness in
detecting attacks need to be compared. More user studies
should be conducted to evaluate their usability. Additionally,
machine learning approaches produce a high number of false
positives. Determiningwhether an alert is real requires further
investigation by the analysts based on tacit knowledge.

D. GOVERNANCE AND COMPLIANCE
1) EFFECTIVE MEASUREMENT OF SOC PERFORMANCE
Even though measuring a SOC’s performance and effective-
ness is one of the most important governance tasks, many
of the currently established metrics are considered ineffi-
cient [7], [171]. Additionally, if the metrics are too focused
on performance, analysts might be incentivized to work for
general statistics [16], [200], as described in Section V-D3.
This fuels the need for uniform metrics proving the value of
a SOC to management.

2) LACK OF BEST PRACTICES & STANDARDS
Some SOC capabilities, like incident management, are
already very advanced. Consequently, many standards and
industry best practices can be implemented for these specific
capabilities. They can then be audited to see whether they
adhere to the standard. Other capabilities are less advanced
and have no universal standard. Unfortunately, there is no
holistic SOC standard or framework, making it hard to audit
a cohesive and complex SOC. The lack of best practices also
means that there is no actual decision support for organiza-
tions. Decision-makers struggle to choose the right operating
model, the right scope, the right capabilities, and even the
right tools to support the capabilities. Best practices, either
from academia or industry, are needed to enable companies to
set up SOCs fitted to their needs. Currently, many guidelines
on SOCs are written by security vendors [77], [190]. Despite
their valuable contributions to the development of SOCs, they
are biased to a certain extent, which further highlights the
need for independent standards and impartial industry guide-
lines. Researchers alone cannot solve this problem. They need
to collaborate with regulators, standardization entities, and
industry expertise.

3) PRIVACY REGULATIONS
Existing privacy standards and regulations leave many ques-
tions regarding collecting and analyzing data unanswered.
The company needs to determine if they capture sensi-
tive information, if they could avoid it, and how they can
anonymize or at least pseudonymize the data without losing
their value. However, there is notmuchwork providing guide-
lines to decide whether data contains sensitive information
or not and even less work giving practical advice on the
anonymization of data and still detecting incidents using the

anonymized data. Another challenge on the rise is to define
the right policies and procedures.

VII. CONCLUSION
The main objective of this work is to identify and compile
the current state-of-the-art of SOCs. To thoroughly achieve
this goal, we needed to explore the frontiers of academic
literature on the topic. This work’s central part consists of
a comprehensive literature review on SOCs from a pure
research viewpoint. Its objective is to take a close look at
SOCs in general but also include their components. The
survey is conducted systematically to avoid the exclusion of
any relevant information. We planned the review, meaning
that the used search terms included various keywords and
terms relevant to SOCs. This work includes as many aspects
of SOCs as possible. Using the PPTGC framework, various
components of a SOC are generally classified into either peo-
ple, processes, technology, or governance and compliance.
We describe these SOC components as currently defined in
the literature.

We use the relevant literature and the defined state-of-the-
art to identify major challenges that hinder further devel-
opment and innovation for SOCs. The challenges can also
serve as a guideline for future research aiming to improve
SOCs. Regarding the people working in a SOC, we see a
major challenge in recruiting and retaining staff. Training and
Awareness play an essential role in addressing this challenge
while also helping to increase the company’s overall security
posture. When looking at the various processes in a SOC, it is
imperative to integrate them with other processes across the
whole organization. Analyzing processes regarding SOCs,
we can also see that academia and practice lack a thor-
ough and comprehensive definition of the specific processes
included in a SOC and their interactions. Without a proper
definition of processes, it might not be possible to advance
the current state-of-the-art. Technologies promise relief from
many repetitive tasks in a SOC; however, most of them are
not advanced enough to deliver on the expectations and hype
they have created. To maximize the potential of deployed
technological solutions, they need to be aligned with and
integrated with the rest of an organization’s technological
infrastructure. Lastly, an immaturity of SOC governance and
compliance aspects has been identified. Compared to peo-
ple or technological components of a SOC, comprehensive
standards and industry-specific guidelines are lacking. This
kind of immaturity generally impedes security audits and
overall SOC assessments. The lack of standards also prevents
various SOC components from advancing since a common
baseline of the status-quo has not yet been agreed upon. Aswe
have mainly analyzed academic literature, to provide a more
comprehensive picture we aim to include a more practical
view by considering information such as case studies in future
research.

Concluding, SOCs surely help companies to be prepared
for cyber-attacks. However, they need to be planned thor-
oughly, implemented, and integrated very carefully, assessed

227774 VOLUME 8, 2020

6. SECURITY OPERATIONS CENTER: A SYSTEMATIC STUDY AND OPEN CHALLENGES 151

Dissertation Manfred Vielberth, 2022



M. Vielberth et al.: Security Operations Center: A Systematic Study and Open Challenges

regularly, and improved continually to unveil their full poten-
tial. If done correctly, they improve companies’ ability to
prevent hacks, financial losses, and personal data breaches.
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a b s t r a c t 

Threats, cyber attacks, and security incidents pertain to organizations of all types. Everyday 

information security is essentially defined by the maturity of security operations and inci- 

dent response capabilities. However, focusing on internal information only has proven in- 

sufficient in an ever-changing threat landscape. Cyber threat intelligence (CTI) and its shar- 

ing are deemed necessary to cope with advanced threats and strongly influence security 

capabilities. Therefore, in this work, we develop CTI-SOC2M2, a capability maturity model 

that uses the degree of CTI integration as a proxy for SOC service maturity. In the course, we 

examine existing maturity models in the domains of Security Operations Centers (SOCs), 

incident response, and CTI. In search of adequate maturity assessment, we show threat in- 

telligence dependencies through applicable data formats. As the systematic development 

of maturity models demands, our mixed methodology approach contributes a new in-depth 

analysis of intelligence-driven security operations. The resulting CTI-SOC2M2 model con- 

tains CTI formats, SOC services and is complemented with an evaluation through expert 

interviews. A prototypical, tool-based implementation is aimed to document steps towards 

the model’s practical application. 

© 2021 Elsevier Ltd. All rights reserved. 

1. Introduction 

Despite the proliferation of advanced systems for cyber de- 
fense, it remains a major challenge to build, assess and im- 
prove security operations and incident response capabilities 
within an organization ( Ahmad et al., 2021 ). This situation is 
paired with sophisticated threat actors in constant search for 
unprepared and insecure organizations. Besides, a cybercrime 
economy is monetizing victims’ information and vulnerabili- 

∗ Corresponding author. 
E-mail addresses: daniel.schlette@ur.de (D. Schlette), manfred.vielberth@ur.de (M. Vielberth), guenther.pernul@ur.de (G. Pernul). 
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ties. Consequently, organizations are forced to implement ad- 
equate security operations. As different attackers exchange 
information about publicly unknown vulnerabilities, exploits, 
and successful tactics, this is a call to action for information 

security defenders. 
In coping with attackers, the sharing of Cyber Threat 

Intelligence (CTI) has emerged as an essential measure 
( Brown et al., 2015 ). The benefits of collaboration and sharing 
of contextualized security information about threats, cyber at- 
tacks, and security incidents are additional external insights 

https://doi.org/10.1016/j.cose.2021.102482 
0167-4048/© 2021 Elsevier Ltd. All rights reserved. 
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Fig. 1 – Cyber Threat Intelligence concept and capabilities. 

and faster, intelligence-driven response. In essence, one orga- 
nization’s security incident description is another organiza- 
tion’s threat intelligence. However, using CTI demands a com- 
mon representation realized with structured data formats and 

frameworks. Therefore, to leverage CTI formats’ full potential, 
these formats must be sufficiently integrated into organiza- 
tional processes and tools. CTI is defined as being both ac- 
tionable threat information (i.e., CTI artifacts) and a compre- 
hensive concept that relates to individuals (i.e., security ex- 
perts) ( Shin and Lowry, 2020 ) and organizations with security 
services (see Fig. 1 and Section 3.2 ). 

Security Operations Centers (SOCs) constitute a cru- 
cial element bridging CTI and organizational integration 

( Zimmerman, 2014 ). By definition, a SOC bundles organiza- 
tional security roles, essential security services, and tools. 
Thus, in general, a SOC is responsible for CTI but some- 
times dedicated organizational CTI units exist ( Brown and 

Lee, 2021 ). CTI and its formats enable a well-functioning 
and effective SOC. While interacting primarily with SOC ser- 
vices, CTI formats also build the foundation of various tech- 
nologies, such as Security Information and Event Manage- 
ment (SIEM) systems, Intrusion Detection and Prevention 

Systems (IDS/IPS), or Threat Intelligence Sharing Platforms 
(TISP). 

In order to avoid the proverbial search for the needle 
in the haystack, SOCs depend on (external) support. We ar- 
gue that this is possible primarily through a more data- 
driven approach to detecting and responding to security in- 
cidents. Therefore, mature security operations and incident 
response capabilities in modern organizations rely on data 
sources integrated via CTI formats ( Kokulu et al., 2019 ). Cur- 
rent studies indicate a need for systematic integration with 

organizations, technology, and individuals ( Lakshmi et al., 
2021 ). 

To improve an existing SOC, assessing its current state and 

finding deficiencies are pivotal objectives. These objectives 
can be achieved using a Capability Maturity Model (CMM), 
which fits the determined purpose and scope. Typically, CMMs 
combine a defined, rigorous academic methodology for devel- 
opment and a practical use case for which the model aims to 
assess and improve organizational capabilities ( de Bruin et al., 
2005 ). 

In this work, we seek to better integrate Cyber Threat Intel- 
ligence and Security Operations Center. The challenge of as- 
sessing and improving intelligence-driven SOC maturity is ad- 
dressed with an integrated approach. We thereby target stake- 
holders such as SOC Managers and Chief Information Security 
Officers (CISO) responsible for an organization’s information 

security management and tactical security operation. With 

our proposed capability maturity model CTI-SOC2M2 we con- 
tribute a comprehensive method towards CTI-based SOC ma- 
turity focused on SOC services. 

The iterative development methodology we apply leads to 
the following elementary steps: 

• We analyze existing maturity models in the domains of 
SOC, CTI, and incident response. 

• We develop SOC services based on a literature corpus. 
• We map CTI formats and SOC services and build an inte- 

grated capability maturity model. 

The remainder of this paper is structured as follows. 
Section 2 shows a motivating example and outlines the need 

for mature SOC services. In Section 3 we introduce SOC and 

CTI details. Capability maturity model development, including 
the methodology of this paper, is presented in Section 4 . Then, 
Section 5 covers related maturity models and introduces our 
integrated three-tiered CTI-SOC2M2 architecture based on CTI 
formats mapped to SOC services. Maturity assessment with 

the proposed model and a prototypical implementation of the 
self-assessment tool build Section 6 . Evaluating relevance and 

applicability form Section 7 . Section 8 discusses contributions 
and limitations, while Section 9 concludes this paper. 

2. Motivating example 

In early 2021 unknown vulnerabilities in Microsoft Exchange 
Servers were detected and exploited by various threat actors. 
In the following section, we use this real-world attack to illus- 
trate the necessity of adequate SOC services and the effective 
use of CTI and CTI formats. The example emphasizes benefi- 
cial aspects of threat intelligence for security operations and 

the difference between mature and immature SOC services. 
Investigations of the Microsoft Exchange Server hack re- 

vealed both the timeline of events ( Krebs, 2021 ) and the el- 
ementary steps of the attack ( Microsoft Threat Intelligence 
Center (MSTIC), 2021 ). Based on the detection of 4 vulnerabili- 
ties and at first absent and later delayed patching by affected 

organizations, threat actors (e.g., Hafnium) performed the fol- 
lowing actions: 

1. Scan – The attacker first performs network scans for on- 
premises Microsoft Exchange Servers with versions sus- 
ceptible to vulnerability CVE-2021-26855. 

2. Authentication bypass – The attacker then uses server-side 
request forgery (SSRF) to bypass authentication and access 
the server. 

3. Remote Code Execution – The attacker then uses addi- 
tional vulnerabilities (e.g., CVE-2021-26857 and CVE-2021- 
26858) to run code and write files. 
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4. Post-exploitation – The attacker finally installs web 
shells used for command-and-control communication, 
exfiltrates information, escalates privileges, drops ran- 
somware, and performs lateral movement. 

The compromise of Microsoft Exchange Servers became 
possible due to threat actors exchanging information about 
vulnerabilities and exploits before SOCs had access to infor- 
mation on detecting and mitigating the attack. Besides, a lack 
of vulnerability management and security monitoring sup- 
ported the widespread exploitation of organizations world- 
wide. 

As it is recommended to patch information systems as fast 
as possible, situations such as the Microsoft Exchange Server 
hack point to additional mandatory security operations and 

the use of CTI and CTI formats. CTI provides the means to de- 
tect and mitigate any security compromise swiftly. CVE-IDs 
have been published on March 2nd 2021 2 and can be used 

by SOCs to be aware of the attacker’s scan and authentica- 
tion bypass actions. However, numerous organizations still 
were breached due to missing processes incorporating CTI. On 

AlienVault’s Open Threat Exchange, CVE-IDs and various in- 
dicators of related adversary activity were quickly gathered 

3 . 
This aggregated CTI can be retrieved using CTI formats such as 
OpenIOC 1.1 or STIX2.1. Likewise, other CTI sharing platforms 
list CTI on precise exploits and support export with TAXII 4 . Be- 
sides, courses of action to mitigate a compromised Microsoft 
Exchange Server and connected organizational networks are 
helpful to pursue incident response 5 . Therefore, it is in the 
best interest of any SOC to incorporate external CTI and have 
a thorough understanding of its formats. 

Consequently, mature SOC services driven by threat intelli- 
gence allow organizations to better defend and mitigate post- 
exploitation actions. In contrast, SOCs missing external CTI 
face the complex task of detecting abnormal behavior solely 
from logs and events. As numerous breaches show, various or- 
ganizations still struggled to cope with the situation long af- 
ter CTI could be used. Again, this fact documents the need for 
mature SOC services. 

3. Background 

A thorough understanding of information security operations 
requires consideration of associated organizational concepts. 
The state-of-the-art of Security Operations Centers (SOCs) and 

incident response are detailed in the following. Next to these 
organizational aspects and processes, Cyber Threat Intelli- 
gence (CTI) is described. The foundations of threat intelligence 
are data, data formats, and data sources and relate to security 
operations. 

2 https://nvd.nist.gov/vuln/detail/CVE- 2021- 26855 . 
3 https://otx.alienvault.com/pulse/6079bf21c21b824801b7a2a5 . 
4 https://exchange.xforce.ibmcloud.com/ 

collection/In- the- Wild- Exploits- Seen- Targeting- MS- 
Exchange-8ec52986bb85fd000a3cf396677fbe1c . 

5 https://github.com/microsoft/CSS-Exchange/tree/main/ 
Security . 

3.1. Security operations center and incident response 

To protect IT assets, today’s organizations use SOCs. 
Vielberth et al. (2020) define a SOC as an organizational 
aspect consisting of four building blocks: people, processes, 
technology, and governance and compliance. Thereby, gover- 
nance and compliance provide an encompassing framework. 
The primary goal of a SOC is to manage and enhance an 

organization’s overall security posture, which usually can- 
not be achieved by a single entity or system. Instead, it 
requires a more complex structure. One cause of complexity 
is the plethora of SOC activities. A SOC creates situational 
awareness, mitigates security-related risks, and helps to 
fulfill regulatory requirements. Besides, SOC roles such as 
SOC analyst or SOC manager are required. The SOC roles 
are connected to the use of appropriate tools. For instance, 
SOC analysts typically use SIEM systems to analyze events 
and identify potential security incidents ( Onwubiko, 2015; 
Zimmerman, 2014 ). 

Of particular interest for both researchers and practition- 
ers is incident response and its relation to SOC. It remains an 

open question whether incident response is part of a SOC. Two 
points of view are represented in literature with justifying ar- 
guments. 

First, if one considers the 24/7 nature of a SOC, security an- 
alysts work in shifts around the clock. These analysts mainly 
analyze events in order to identify possible security-relevant 
events. Here, incident response and the actions performed are 
not part of a SOC as they follow incident detection. It can be 
argued that a dedicated Computer Security Incident Response 
Team (CSIRT) becomes active only in the case of an incident. 
Thus, in practice, CSIRT employees usually pursue main ac- 
tivities differently than responding to incidents ( Ahmad et al., 
2012 ). In contrast, SOC analysts pursue the analysis of security 
events full-time, depending on the company’s size. This sep- 
aration between SOC and incident response is based on two 
components: time and roles. 

Second, if one considers the capabilities and activities 
combined within a SOC, there is an overlap between SOC and 

incident response, and the clear distinction becomes difficult. 
Primary SOC tasks such as detection and analysis of incidents 
and targeted incident response depend upon each other and 

include feedback loops. Thus, it is necessary to strive for a 
strong interconnection, if not integration, of SOC and CSIRT. 
To achieve a strong integration of those two sub-areas, it is of 
central importance to exchange and manage relevant threat 
intelligence effectively and efficiently ( Onwubiko and Ouaz- 
zane, 2020 ). 

Finally, the inter-connectedness of SOC and incident re- 
sponse is documented within the incident response life cy- 
cle. In essence, this common concept to describe incident re- 
sponse includes several steps iterated in the process ( Ab Rah- 
man and Choo, 2015 ). In the case of the Incident Response 
Life Cycle developed by the National Institute of Standards 
and Technology (NIST) ( Cichonski et al., 2012 ) there are four 
elementary steps. Based on Preparation , incident Detection & 

Analysis are conducted. These steps are followed by Con- 
tainment, Eradication & Recovery . Then, the last step covers 
Post-Incident Activity . For all steps, feedback to previous steps 
is envisioned. Due to the elements outlined above, we de- 
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cide to take on an integrated SOC and incident response 
perspective. 

3.2. Cyber threat intelligence 

Security information and threat reports build the basis of Cy- 
ber Threat Intelligence (CTI). The various types of threat in- 
telligence range from Indicators of Compromise (IoCs) to Tactics, 
Techniques and Procedures (TTPs) and mitigating Courses of Ac- 
tion (CoAs) ( Mavroeidis and Bromander, 2017 ). In addition, se- 
curity information concerning vulnerabilities, exploit targets, 
risks and attack attribution are also considered CTI. While the 
most prominent examples of CTI are the more technical IoCs 
such as malicious IP addresses, domain names, and malware 
hashes, CTI includes the means to describe essentially any ac- 
tionable information related to cyber attacks and security in- 
cidents ( Tounsi and Rais, 2018 ). 

Besides the threat information itself, the concept of CTI 
refers to processes to derive relevant knowledge from ob- 
served data. Initially, CTI is generated through detailed anal- 
ysis and contextualization. Then, CTI sharing, including col- 
laboration and dedicated platforms, builds another elemen- 
tary part of CTI ( Skopik et al., 2016 ). Ultimately, CTI is aimed to 
contribute to cyber defense by fostering security assessment 
and improving defensive security measures. Its use, therefore, 
targets decision-making processes and security operations. 

CTI sharing is an essential application domain within the 
CTI concept and connects it with SOC. CTI sharing involves 
at least two parties: A producer and a consumer. While a CTI 
producer (e.g., a security analyst of a manufacturing company 
or a security vendor) creates CTI based on evidence, a CTI con- 
sumer retrieves external threat intelligence for further use. 
Besides informal and bilateral CTI sharing, dedicated plat- 
forms and communities can be involved. For example, an In- 
formation Sharing and Analysis Center (ISAC) can collect and 

distribute CTI to its member organizations via a Threat Intel- 
ligence Sharing Platform (TISP). In the context of CTI sharing, 
employees of SOCs produce and consume CTI on behalf of 
their organization. 

CTI sharing and other application domains demand stan- 
dardization. On a more granular level, data formats ensure 
standardization and support certain aspects of data quality 
assessment ( Schlette et al., 2021 ). They are used to structure 
the different types of security-relevant information and the 
threat reports themselves. The role of different CTI formats 
has been explored by research highlighting their importance 
as a driving force for specific CTI use cases ( Dandurand et al., 
2014; Menges and Pernul, 2018 ). 

Finally, associated with the CTI concept, two levels of 
capabilities can be identified – individual CTI capabilities 
and organizational CTI capabilities (see Fig. 1 ). Shin and 

Lowry (2020) capture the individual-level CTI capabilities and 

define three distinct CTI capability dimensions required for 
CTI practitioners to handle CTI artifacts effectively. Based on 

the Triarchic Theory of Intelligence (TTI), analytical or com- 
ponential intelligence, practical or contextual intelli- gence, 
and experiential intelligence represent practitioners’ skills of 
the CTI capability comprising them. In contrast, we propose a 
capability maturity model that is centered on organizational- 
level capabilities. Our model has a different, more technical 

Table 1 – Two perspectives on progress: the capability 

and maturity levels (adopted from the CMMI Product 
Team (2010) ). 

Level Capability Maturity 

Level 0 Incomplete 
Level 1 Performed Initial 
Level 2 Managed Managed 
Level 3 Defined Defined 
Level 4 Qualitatively Managed 
Level 5 Optimizing 

focus integrating CTI and SOC. Nevertheless, its CTI formats, 
SOC services, and application domains relate to the analytical 
capabilities of the individual and thus link the two CTI capa- 
bility levels. 

4. Capability maturity model development 

Although different maturity models exist, the primary objec- 
tives remain the same. As such, a maturity model serves four 
purposes ( Ahern et al., 2004; Becker et al., 2009; de Bruin et al., 
2005; CMMI Product Team, 2010 ): it provides a framework for 
assessing the current state of an object of interest in terms 
of its capabilities and other indicators of maturity; it allows 
the measurement of progress along a path of maturity stages, 
thus indicating a way for improvement; lastly, it allows bench- 
marking, though this requires an elaborated maturity model 
as well as widespread use. Since a SOC can generally be under- 
stood as a service provider ( Zimmerman, 2014 ), a closer look at 
CMMI-SVC’s structure and content is warranted ( CMMI Prod- 
uct Team, 2010 ). The model framework consists of various 
process areas (PAs) or services divided into several thematic 
service categories. A service is defined by its purpose, specific 
and generic goals, as well as specific and generic practices to 
achieve those goals. Broadly speaking, whereas specific goals 
and practices denote the particular features of a service, the 
generic goals and practices apply across all services and de- 
note the service’s level of institutionalization. Institutionaliza- 
tion, in turn, is understood as the level of integration of the 
process in the overall organization and its consistent perfor- 
mance. 

For assessing the current state, the CMMI provides two per- 
spectives: whereas the first provides a view on the capability 
level of individual services, the second provides a view of the 
maturity level of multiple services across the organization. As 
such, an individual service’s capability can progress from in- 
complete to performed, managed, and finally to defined - cor- 
responding to levels 0–3, respectively (cf. Table 1 ). On the other 
hand, the organization’s maturity can progress from initial to 
managed, defined, quantitatively managed, and finally to op- 
timizing - corresponding to levels 1–5, respectively. 

4.1. Methodology 

The proliferation and development of maturity models have 
considerably increased since the inception of the most popu- 
lar maturity model: the Capability Maturity Model (CMM) go- 
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Fig. 2 – Methodology. 

ing back to Humphrey (1988) . However, as early as 2005, re- 
search has pointed out the lack of methodological rigor in ma- 
turity model development ( Becker et al., 2009; de Bruin et al., 
2005; Mettler, 2009 ). As Mettler (2009) points out, this is not 
just a concern for academics. Like de Bruin et al. (2005) before, 
he argues that the absence of a theoretical basis not just lim- 
its the generalizability but also strongly questions the validity 
of actual appraisals undertaken on the basis of such maturity 
models. Consequently, practitioners may face results that fail 
to deliver the promised benefits: acquiring a comprehensive 
picture of the current state of the object of interest and a path 

forward detailing where progress is needed to achieve higher 
stages of maturity. 

We address the concerns raised by existing literature and 

use the methodology shown in Fig. 2 for developing our in- 
tegrated CTI-SOC2M2. Also, the structure of our paper fol- 
lows the methodology. It is largely based on the widely-used 

methodology for maturity model development proposed by 
Becker et al. (2009) . However, since the CMM methodology 
does not deal with the delimitation of services - which is 
an essential contribution of CTI-SOC2M2 - in detail, we have 
supplemented it with Nickerson et al. (2013) ’s methodology 
for taxonomy development. The resulting eight phases of the 
methodology are briefly described in the following: 

Phase 1 , problem definition, prescribes that the target 
domain and the audience of the maturity model be made 
explicit. In addition, the problem relevance must be justi- 
fied. In other words, the scope should be clearly defined 

( de Bruin et al., 2005 ). All of these requirements are met in 

the introductory section and emphasized with the motivating 
example. 

Phase 2 , comparison of existing maturity models, serves 
two purposes. First, it makes sure that research efforts are not 
wasted on problems that have already been solved. Second, it 
provides a sound basis for the following phase of determining 
the development strategy. 

Phase 3 , determination of development strategy, is entered 

once it is clear that no existing model suffices. Consequently, 
Becker et al. (2009) discern between four general development 
strategies: 1. the design of a completely new model; 2. the en- 
hancement of existing models; 3. the combination of several 
models into a new one; and finally, 4. the transfer of structures 
or content from existing models to new domains. We find the 
principle of cumulative knowledge development applicable. 
Therefore, there is no need to design a maturity model from 

scratch, as proposed by strategy one. Further, plenty of litera- 
ture has used the basic structure and generic terminology pro- 

vided in prominent maturity models like CMMI ( CMMI Product 
Team, 2010 ). The most sensible strategy for the present case 
is deemed to be strategy four. 

Phase 4 , iterative maturity model development, is di- 
vided into four steps: selecting the design level, selecting 
the approach, designing the level, and finally testing the 
result ( Becker et al., 2009 ). As an approach to delimiting 
the SOC services, we have followed the methodology of 
Nickerson et al. (2013) . Thereby the ”empirical-to-conceptual 
approach” applies because of a well-established body of 
knowledge in the area of SOC. Then, to grasp this knowl- 
edge, a structured literature review is conducted. The adapted 

methodology of Nickerson et al. (2013) comprises the three 
steps to identify the subset of SOC services, identify com- 
mon characteristics, and group characteristics into services. 
To meet the requirements of the intended model, a fourth step 

includes mapping services and CTI formats. 
Those four steps are explained in more detail in the fol- 

lowing: (a) Identify subset of SOC services , was conducted with 

the help of literature analysis. Thereby, all publications deal- 
ing with SOC capabilities can be considered. In the method- 
ology of Nickerson et al. (2013) , capabilities are referred to as 
objects (as they are not SOC specific). Here, no classification 

is performed, so the capabilities are available in different de- 
grees of abstraction and can overlap in some cases. (b) Identify 
common characteristics , aims to find properties of the identified 

SOC capabilities. Thereby, the characteristics that differ across 
the capabilities and thus enable classification are essential. 
This step is, to some extent, carried out intuitively, as an ob- 
jective identification of the properties is not always possible. 
Based on this, (c) Group characteristics into services , is the next 
operation. The groups form the SOC services, whereby an um- 
brella term must be identified for each group. Finally, (d) Map 
to CTI formats , connects services by comparing their respec- 
tive goals and areas of application. For CTI formats, multiple 
assignments are possible since individual CTI formats can af- 
fect several SOC services. 

Phase 5 , conception of transfer and evaluation, is con- 
ducted by adapting standard procedures to our specific re- 
quirements. For this, some possibilities are already given by 
Becker et al. (2009) , which can be used as established means. 
To enable a targeted approach, we first define the require- 
ments for transfer and evaluation and, building on this, carry 
out phases 6 and 7. 

Phase 6 , implementation of transfer media, describes the 
development of a prototypical tool that an employee of an or- 
ganization can use to perform a maturity assessment of their 
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SOC. Thereby, particular attention is paid to intuitive applica- 
bility and an appealing visual presentation of capability and 

maturity levels. 
Phase 7 , evaluation, investigates the relevance and applica- 

bility of the proposed maturity model. Evaluation is achieved 

in two ways: 1) a user study is conducted to illustrate the rel- 
evance of the defined problem, and 2) in-depth expert inter- 
views demonstrate the model’s practical applicability and rel- 
evance. 

Phase 8 , rejection of maturity model, is about constantly 
assessing if the maturity model still fits. It re-confirms the 
results of the evaluation. If the results do not meet the re- 
quirements, a new design and development iteration is car- 
ried out. However, eventually, a model must be rejected as 
ever-changing requirements make it impossible to adapt. We 
list this phase for completeness. Please note that neither re- 
assessment nor rejection due to missing adaptation applies to 
the iteratively developed model within our work. 

5. Integrated SOC capability maturity model 

Within an integrated SOC capability maturity model, the SOC 

concept is accompanied by inter-connected domains. We opt 
for this approach with an additional focus on CTI due to pre- 
viously described overlaps between the organizational con- 
cepts SOC, CSIRT, and the use of CTI for security operations. 
In the following, we compare related maturity models specif- 
ically targeting SOC, CSIRT, Incident Response (IR), and CTI. 
We then derive a three-tier capability maturity model archi- 
tecture. From highest tier to lowest tier, maturity levels, SOC 

services, and CTI formats specify the integrated model. 

5.1. Related maturity models 

Organizations seek guidance on how to build, assess and im- 
prove capabilities bundled within a SOC. Guidelines and rec- 
ommendations published in recent years aim to provide de- 
tails on the many aspects of consideration ( Taurins, 2020; 
Zimmerman, 2014 ). Also, SOC capability and maturity models 
have been developed. Towards an integrated and CTI-focused 

SOC capability maturity model, we address the first research 

question about the absence or existence of specific maturity 
models by searching and examining related maturity models. 
Our initial search was conducted in early 2021 and includes 
peer-reviewed academic literature and gray literature on ma- 
turity models. Existing maturity models can broadly be classi- 
fied into two groups. The first group includes models proposed 

by academia, both peer-reviewed and non-peer-reviewed. The 
second group includes maturity models proposed by organiza- 
tions and special interest groups in information security. We 
indicate the origin of a given maturity model according to the 
two groups. As SOC and incident response typically comprise 
aspects of CTI, we cover these models before exclusive CTI- 
related models. 

Initiated in 2016, SOC-CMM by Van Os (2016) is a SOC- 
centered capability maturity model based on a scholarly study. 
Besides the current version SOC-CMM 2.1 and its MS-Excel 
self-assessment tool, there exists a separate model adapted 

to the needs of incident response teams. SOC-CMM covers 

the domains of business, people, process, technology, and ser- 
vices in detail. In contrast to SOC-CMM, we argue that CTI 
is not only a separate service but builds the basis for a vari- 
ety of SOC services. Therefore, we emphasize SOC services, 
CTI dependencies, and the intelligence-driven underlying of 
security operations and incident response. Another exten- 
sion to SOC-CMM is introduced within the academic work of 
Acartürk et al. (2020) . The authors conclude that generic con- 
tinuous improvement methods from the field of quality man- 
agement can be supportive elements. 

Based on the results of a comparative study on generic cy- 
bersecurity capability maturity models ( Rea-Guaman et al., 
2017 ), we take the Cybersecurity Capability Maturity Model 
(C2M2) into account. As C2M2 is cybersecurity-oriented and 

targeted at an organizational environment, it relates to core 
SOC characteristics. C2M2 is a collaborative product of the 
US Department of Energy and Carnegie Mellon University and 

includes ten domains (e.g., threat and vulnerability manage- 
ment) for which objectives are defined ( Christopher et al., 
2014 ). When we define SOC services, these domains are as- 
sessed and either aligned or excluded based on their granu- 
larity and fit. 

A prominent maturity model for CSIRT is the Security 
Incident Management Maturity Model (SIM3) introduced by 
Stikvoort (2015) . SIM3 is a maturity model and online self- 
assessment tool currently provided by the non-profit Open 

CSIRT Foundation (OCF). Organizations within the incident re- 
sponse community use SIM3 to certify organizational incident 
management. While covering essential capabilities in the do- 
mains of tools and processes, we identify a gap within SIM3 re- 
garding the systematic use of CTI for organizational processes. 

Maturity assessment of incident response with a lesser fo- 
cus on organizational integration is addressed by the non- 
profit CREST (The Council for Registered Ethical Security 
Testers). The Cyber Security Incident Response Maturity Assess- 
ment Tool (CSIR-MAT) covers basic assessment for three phases: 
prepare, respond, and follow-up. However, CREST also pro- 
vides the Cyber Threat Intelligence Maturity Assessment Tool (CTI- 
MAT) . Here, threat intelligence is structured according to a life 
cycle from direction to review. We find that the processing and 

dissemination operations in CTI-MAT include CTI formats. 
Other maturity models – CTI-CMM ( Lourenco, 2018 ) and 

CTIM ( Luchs and Doerr, 2020 ) – are outlined by ENISA, and 

by researchers at Hasso Plattner Institut and TU Delft respec- 
tively. Both introduce a CTI life cycle focusing on data and 

its categorization. We identify maturity levels and indicators 
valuable for maturity assessment. 

Finally, an academic proposal towards a CTI maturity 
model is introduced by Sillaber et al. (2018) . The high-level ma- 
turity model is derived from previously conducted expert in- 
terviews and focused on inter-organizational CTI sharing. Ap- 
plication scenarios for CTI play a role for more mature organi- 
zations. Thus, we consider the use of CTI formats a reasonable 
condition for maturity improvement. 

Foundations. All related maturity models adhere to the 
standard multi-tier structure with different maturity levels, 
different capability levels, or both. Besides, maturity mod- 
els for SOC, CSIRT, or incident response typically cover peo- 
ple, processes, and technology. We conclude that these foun- 
dations provide both guidance and flexibility for develop- 
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ing an integrated and CTI-focused SOC capability maturity 
model. 

5.2. Design decisions 

Capability maturity models consist of standard components 
and have specific characteristics. Therefore, the develop- 
ment of a CMM is accompanied by multiple design deci- 
sions. In the following, we outline the design decisions of our 
model, which will be detailed in the subsequent sections of 
this paper. Please note that the CMMI, the methodology by 
Becker et al. (2009) , and the arguments below guide our design 

decisions. 
Objective. CMMs fulfill one or more specified objectives. 

The objective of our model is the development of a mature, 
intelligence-driven SOC. We reason that as data and its anal- 
ysis are key to successful business operations (business intel- 
ligence), the same holds for security operations (threat intel- 
ligence). 

Scope. CMMs are defined by their scope. The scope of our 
model is the operationalization of CTI in SOC. We focus on or- 
ganizational CTI capabilities required for SOC services. Con- 
sequently, we build on widely used CTI formats as these are 
crucial for understanding and using CTI. 

Users. CMMs have a specified target audience. Our model is 
aimed at SOC and information security personnel. Most CMMs 
address managerial positions with executive powers. We envi- 
sion SOC managers, SOC consultants, and CISOs to apply our 
model within organizations. 

Tiers. CMMs consist of hierarchically structured elements 
for which we use the term tiers . From top to bottom, maturity 
levels, capabilities and capability levels, and indicators repre- 
sent the three standard tiers in CMMI. We define four matu- 
rity levels to capture SOC maturity concerning CTI. Therefore, 
we adapt the CMMI naming convention. Capabilities in our 
model are represented by six SOC services identified in the 
literature. The decision for SOC services as capabilities is in- 
fluenced by the model’s scope. Our model further includes six 
capability levels to show the implementation of a given SOC 

service. Capability levels are closely linked to indicators. CTI 
formats serve as indicators and, mapped to the SOC services, 
determine capability levels. The design decision for CTI for- 
mats is based on the assumption that organizational use of 
CTI involves formats. Thus, indicative questions based on CTI 
focal points address the degree of CTI format coverage and 

represent the capability levels. 
Mapping. CMMs must deal with mapping the individual 

tiers. At the center of our model, we tie CTI formats and SOC 

services together and thus realize mapping indicators to ca- 
pabilities. We leverage the well-known NIST incident response 
life cycle to map capabilities and their levels to maturity lev- 
els. We argue that SOCs aim for complete life cycle coverage. 
However, as resources are scarce, SOCs will improve CTI ma- 
turity step-by-step and start with preventive measures. Also, 
for the degree of CTI format consideration, we assume a suc- 
cessive approach with source, quality, and integration of CTI 
formats elementary for organizational use and backed by CTI 
literature. 

Approach in a nutshell. In short, our model is based on 

how well organizations handle CTI formats. Mapping CTI for- 

mats to SOC services allows determining a capability level for 
these services. Then, all SOC services combined determine the 
intelligence-driven maturity of the SOC (see Fig. 3 ). 

5.3. Architecture 

Having discussed related maturity models, we determine a 
maturity model development strategy according to the pro- 
cedure put forward by Becker et al. (2009) . As existing matu- 
rity models already provide an initial setup, we dismiss the 
option to develop an entirely new capability maturity model. 
Instead, we integrate and refine existing elements and direct 
focus on the area of CTI and CTI formats. The decision for 
CTI formats is influenced by the significance of the CTI con- 
cept for operational cybersecurity ( Brown and Lee, 2021; Shin 

and Lowry, 2020 ) and formats required as its core. We fur- 
ther reject the option to use the industrial Software Process 
Improvement and Capability Determination (SPICE) method- 
ology ( Dorling, 1993 ). This decision in favor of the CMMI ap- 
proach is influenced by the scientific prevalence of CMMI and 

its more general direction than SPICE’s engineering aspects. 
CTI-SOC2M2. The architecture of our CTI-focused model, 

referred to as CTI-SOC2M2 , is visualized in Fig. 3 . From left 
to right, the architecture consists of three tiers – CTI formats, 
SOC services and the associated capability levels, and matu- 
rity levels for the intelligence-driven SOC. 

On the lower tier of CTI-SOC2M2, threat intelligence focus 
is realized via CTI formats . The CTI formats in this tier function 

as an indicator and directive for capability fulfillment, eventu- 
ally leading to maturity assessment. CTI formats being part of 
the CTI concept represent organizational CTI capabilities as 
they link CTI artifacts and application domains. In the con- 
text of the CTI-SOC2M2, the CTI formats are assigned to SOC 

services. 
On the central tier, we organize SOC services represent- 

ing procedural elements. CTI-SOC2M2 is a capability maturity 
model centered exclusively on services. We opt for this ap- 
proach because SOC services are integral to the operational- 
ization of CTI. Nevertheless, it is worth mentioning that com- 
plementary maturity models and frameworks (e.g., ISO 27001) 
covering governance and people exist. As SOC services use 
technologies, where applicable, we point to relevant depen- 
dencies. 

Both the central tier and the lower tier document the deci- 
sion for an integrated maturity model. As it can be observed 

that maturity models in highly-specific domains exist (e.g., 
Digital Forensic Readiness ( Englbrecht et al., 2020 )), we aim 

to combine detailed elements of CTI and SOC. Therefore, we 
map CTI formats to SOC services allowing capability assess- 
ment for SOC services via the CTI formats. CTI, in general, 
has the benefit of introducing external insights into threats 
not (directly) visible within an organization. Besides, we also 
aim to provide enough differentiation from generic informa- 
tion security maturity models by integrating an extensive SOC 

study’s research results. 
On the upper tier, maturity levels indicate the current state 

of SOC maturity with regard to CTI. These maturity levels are 
dependent on the capability levels reached by individual SOC 

services and guide step-wise improvement. 
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Fig. 3 – CTI-SOC2M2 Architecture. 

Table 2 – Related maturity models. 

Model Documentation Category 

SOC-CMM Van Os (2016) SOC 

SOC-CMM 

∗ Acartürk et al. (2020) SOC 

C2M2 Christopher et al. (2014) SOC 

SIM3 Stikvoort (2015) CSIRT 
CSIR-MAT CREST (2014) IR 
CTI-MAT CREST (2016) CTI 
CTI-CMM Lourenco (2018) CTI 
CTIM Luchs and Doerr (2020) CTI 
CTI-MM Sillaber et al. (2018) CTI 

From a functional perspective, CTI-SOC2M2 is based on 

qualitative and quantitative measures. Qualitative assess- 
ment of CTI formats leads to a capability level for the mapped 

SOC service. It is worth mentioning that organizations can 

deem CTI formats not applicable for their context and omit 
these from qualitative capability assessment. Thus, high capa- 
bility levels can be achieved in our model by considering only a 
few selected CTI formats. In contrast, the overall intelligence- 
driven SOC maturity is based on a quantitative approach. 
Therefore, capability levels of different SOC services are con- 
sidered and assessed (later discussed in Section 6.2 ). 

5.4. CTI formats 

Before mapping CTI formats to SOC services, an over-view of 
relevant formats and frameworks is displayed in Table 3 . We 
base our selection of these formats and frameworks on the 
influential work by Dandurand et al. (2014) , consider promis- 
ing new format developments, and ignore deprecated for- 
mats. Format categorization is based on generic CTI elements 
( Mavroeidis and Bromander, 2017 ). 

IoC formats are often closely related to defensive security 
systems such as SIEM tools, IDS, or IPS. Their primary purpose 
is the identification of rules or patterns within logs, network 
traffic, or files. Security enumerations are used to identify rel- 
evant artifacts (e.g., IT assets or vulnerabilities). A systematic 
approach to assist decision-making is described by scoring 
systems. While TTP formats cover mainly attacker behavior 

Table 3 – CTI formats and frameworks. 

CTI Category CTI Format 

Threat Report IODEF 
MISP 
STIX 

TAXII 
VERIS 

Course of Action 
(CoA) 

CACAO 

OpenC2 
RE&CT 

Tactic, Technique, 
Procedure (TTP) 

CAPEC 

Cyber Kill Chain 
Diamond model 
MITRE ATT&CK 

Scoring System CVSS 
Security 
Enumeration 

CPE 
CWE 
CVE 

Indicator of 
Compromise (IoC) 

GENE (logs) 
OpenIOC 

Sigma (logs) 
Snort (traffic) 
YARA (files) 
Zeek (traffic) 

and the offensive side, CoA formats describe procedural coun- 
termeasures conducted as a method of defense. Finally, en- 
compassing threat report formats handle aggregated CTI and 

include aspects of other CTI formats. 

5.5. SOC services 

SOC services are the foundation for SOC operation. We use pri- 
mary data from a previous SOC study ( Vielberth et al., 2020 ) for 
the definition and iterative development of SOC services. The 
data used is the result of a structured literature review. The 
literature corpus covers 158 publications on SOC in general 6 . 
We only consider parts of the literature helpful and thus ex- 
plicitly cite only highly relevant works. However, we want to 

6 https://ieeexplore.ieee.org/ielx7/6287639/8948470/9296846/ 
supp1-3045514.xlsx?arnumber=9296846 . 
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Table 4 – SOC field studies and identified SOC services. 

Reference SOC Services 

Kowtha et al. (2012) Log & Event Management 
Analysis 
Security Incident Management 
Incident Response 
CTI Sharing 
Threat Hunting 

Jacobs et al. (2013) Vulnerability Management 
Log & Event Management 
Security Monitoring 
Analysis 
Incident Response 
Threat Hunting 
Penetration Testing 

Onwubiko (2015) Vulnerability Management 
Log & Event Management 
Analysis 
Threat Detection 
Incident Response 
CTI Sharing 
Digital Forensics 

Settanni et al. (2017) CTI Sharing 
CTI Usage 

point to details and supplementary material of the literature 
review, which we use as starting point. 

SOC elements of varying granularity can be categorized 

into topic areas. This categorization is of particular interest 
for the clustering of SOC services and CTI-SOC2M2 develop- 
ment. We perform an in-depth examination of publications 
that cover the two topic areas capability or maturity. Outlined 

SOC processes (e.g., Kowtha et al. (2012) ; Schinagl et al. (2015) ) 
provide further guidance for the development of SOC services. 

This knowledge is then combined with the methodology 
by Nickerson et al. (2013) to form clusters which we name SOC 

services . The approach by Nickerson et al. (2013) is particularly 
suitable as our classification is essentially a single-layer tax- 
onomy. Thereby, it pays special attention to mutual exclusive- 
ness, which, according to de Bruin et al. (2005) , is a major re- 
quirement for the defined services. Besides, we use existing 
and sufficiently documented SOC maturity models (e.g., SOC- 
CMM ( Van Os, 2016 )) to iterative validate our SOC services. 
Mapping of SOC services and CTI formats is then assisted by 
core aspects defining each SOC service and work on CTI for- 
mat categorizations ( Hernandez-Ardieta et al., 2013 ). 

Even though the majority of the papers in the literature 
corpus deal with SOC services, SOC is usually not consid- 
ered holistically. Thus, often only selected sub-areas or sub- 
services are analyzed. In particular, there is a strong focus on 

log & event management and analysis. Table 4 lists the most 
important field studies that take a holistic view of a SOC, as 
these are particularly important for identifying SOC services. 
Within the table the identified SOC services within these stud- 
ies are listed. 

5.5.1. Vulnerability management 
Existing vulnerabilities define threats to information systems 
and IT infrastructure. Vulnerability management is part of 

different maturity models, industry standards, and SOC re- 
search ( Farris et al., 2018 ). However, as vulnerability man- 
agement deals with an adequate handling of known vulner- 
abilities, it is a SOC service influenced by CTI ( Chismon and 

Ruks, 2015 ). Therefore, maturity assessment must consider 
relevant CTI formats and sources such as exploit and vul- 
nerability databases. Applicable CTI formats to vulnerability 
management cover both security enumerations and scoring 
systems. They provide a common understanding, reference, 
and assessment of vulnerability severity to guide decision- 
making. Additionally, vulnerabilities relate to IT assets. 

CTI formats: 

• CPE – Common Platform Enumeration allows reference 
and identification of classes of IT assets. In its current 
version 2.3., CPE is maintained by the National Insti- 
tute of Standards and Technology (NIST). Each IT as- 
set’s characteristics are described via string-based format 
( Cheikes et al., 2011 ). 

• CVE – Common Vulnerabilities and Exposures is a secu- 
rity enumeration to refer to vulnerabilities in IT assets 
uniquely. It is maintained by MITRE and a community. Its 
data constitutes the basis for the US National Vulnerability 
Database (NVD) ( Baker et al., 1999 ). 

• CVSS – Common Vulnerability Scoring System version 3 
provides a formal procedure to specify the severity of a vul- 
nerability ranging from 1 to 10. It is maintained by FIRST 

and can be applied in different modes, including a primary 
assessment and consideration of organizational and envi- 
ronmental factors ( Forum of Incident Response and Secu- 
rity Teams (FIRST), 2019 ). 

Referring to the motivational example, the latest ver- 
sion of the Microsoft Exchange Server affected is spec- 
ified as cpe:2.3:a:microsoft:exchange_server: 
2019:cumul._update_8 and CVE-2021-26855 is CVSS- 
rated 9.8. 

5.5.2. Log and event management 
Logs and events capture information about system processes 
and system states. As a consequence, log and event man- 
agement is concerned with internal data required for secu- 
rity analysis. Being part of various industry standards, IT op- 
erations, and SIEM tools, this service is essential for SOC 

( Madani et al., 2011 ). But, to conduct effective log and event 
management, external CTI can foster security assessment and 

alignment to security goals. It is thus necessary to consider 
data formats describing attacker behavior documented by logs 
and system events. These data formats go beyond the essen- 
tial log formats such as Syslog ( Gerhards et al., 2009 ), NCSA 

( Apache HTTP Server Project, 1995 ), EVTX ( Microsoft, 2018 ), 
or Common Event Format (CEF) ( ArcSight, 2010 ) and describe 
threat detection patterns. 

CTI formats: 

• GENE - Go Evtx sigNature Engine and rule format ver- 
sion 1.6 aims to provide signatures for Windows event 
logs. The open-source format proposed in 2018 by RawSec 
company centers on JSON-described rules ( RawSec - 
Quentin Jerome, 2018 ). 
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• Sigma – Generic Signature Format for SIEM Systems is an 

open-source format aimed at log files and log events. The 
project driven by Roth and Patzke (2017) includes a YAML- 
based format specification to describe threat identifiers 
and allow detection. 

Referring to the motivational example, a Microsoft Ex- 
change Server captures its logs and events in.evtx-files. Using 
GENE might be a feasible approach to determine anomalies. 

5.5.3. Security monitoring, analysis & threat detection 

Security monitoring is a continuous approach to ensure an 

organization’s security goals. At the center of a SOC, secu- 
rity monitoring copes with an aggregate view of IT assets and 

their security ( Onwubiko, 2015 ). In conjunction with security 
monitoring, security analysis and threat detection can yield 

additional insights into specific security aspects and identify 
threats. While it is possible to conduct security monitoring, 
analysis, and threat detection without threat intelligence, the 
general threat landscape can provide essential clues. Con- 
trasted with CTI on current malware, command and control 
servers, and ongoing cyber attacks, variations witnessed in 

network traffic and system behavior allow organizations to 
initiate appropriate follow-up steps. CTI formats applicable 
for this SOC service mainly include information on IoC. As an 

example for additional CTI, we also list the MITRE ATT&CK 

framework and the comprehensive STIX format. 
CTI formats: 

• OpenIOC – The OpenIOC format allows description of dif- 
ferent types of IoCs. Developed by Fireeye (formerly Mandi- 
ant) in 2013 the current schema version 1.1 is XML-based, 
open-source, and has a criteria section to match specified 

values against, for example, files or processes ( Ross et al., 
2013 ). 

• Snort – The Snort format provides rules for detecting 
network traffic threats in combination with the open- 
source IDS/IPS tool. Snort is maintained by Cisco Ta- 
los and a community. Its rules are based on a custom 

schema and describe actions and detection parameters 
( Snort Team, 2021 ). 

• Zeek – The Zeek signature format for network traffic sup- 
ports matching threat patterns. The format is part of the 
open-source Zeek (formerly Bro) network security monitor- 
ing tool, which contains additional components. Mainte- 
nance is realized by a community ( The Zeek Project, 2021 ). 

• MITRE ATT&CK – The ATT&CK framework categorizes and 

details adversary behavior with tactics, techniques, and 

mitigation procedures. Maintained by MITRE, the frame- 
work evolved and comprises both information for IT and 

OT environments ( Strom et al., 2018 ). 
• STIX – In version 2.1, Structured Threat Information eX- 

pression (STIX) is a comprehensive CTI format captur- 
ing low-level cyber-observables and information on TTPs, 
CoAs and their dependencies. Initiated in 2012, STIX is 
maintained by OASIS and centers on JSON-based threat 
reports ( OASIS Cyber Threat Intelligence (CTI) Technical 
Committee, 2020a ). 

• see also CPE, CVE, CVSS, and Sigma. 

Referring to the motivational example, available OpenIOC- 
based indicators for malware assist detection of a Microsoft 
Exchange Server compromise. Other malicious IP addresses 
enable alerts in IDS and are grouped in STIX2.1 threat reports. 

5.5.4. Threat hunting, penetration testing & digital forensics 
Threat hunting, penetration testing, and digital forensics are 
all concerned with detailed investigations. In-depth analyses 
aggregated in this SOC service go one step further than secu- 
rity monitoring and aim to find evidence of ongoing attacks, 
malware, existing vulnerabilities, and procedural deficiencies. 
As it is common practice to conduct threat hunting, penetra- 
tion testing, and digital forensics to test actively and iden- 
tify incidents ( Hámornik and Krasznay, 2018 ), these activities 
rely on information. While it is necessary to resort to internal 
information, this is often not sufficient. However, the use of 
external CTI can integrate typical attack patterns and other 
identifying elements. Therefore, CTI formats describing TTPs, 
software weaknesses, and IoCs are of relevance. Together with 

appropriate technology, comprehensive CTI formats such as 
MISP can further assist specific actions. 

CTI formats: 

• YARA – The YARA rule format allows to describe patterns 
to match against files. Developed at VirusTotal, the open- 
source YARA tool and format support detection of mali- 
cious files. Community driven open-source rule reposito- 
ries exist ( VirusTotal - Victor Alvarez, 2014 ). 

• CWE – Common Weakness Enumeration is focused on 

software flaws. It is maintained by MIRE and lists 
software weaknesses by three categories (i.e., software 
development, hardware design and research concepts) 
( MITRE, 2020 ). 

• CAPEC – Common Attack Pattern Enumeration and Classi- 
fication is used to refer to attack patterns. Maintained by 
MITRE, CAPEC is focused on common application weak- 
nesses and categorizes patterns by mechanisms and do- 
mains of attack ( CAPEC Team, 2020 ). 

• Cyber Kill Chain – Various cyber kill chains exists. For ex- 
ample, the Lockheed Martin cyber kill chain describes var- 
ious stages of an attack and thereby assists detection and 

defense ( Hutchins et al., 2011 ). 
• Diamond model – The diamond model supports intrusion 

analysis with four adjacent categories: adversary, capabil- 
ity, victim, and infrastructure. These define core character- 
istics of and adversary and its campaign ( Caltagirone et al., 
2013 ). 

• MISP – Open Source Threat Intelligence Platform and for- 
mat centers on events, attributes and tags to comprehen- 
sively describe threat intelligence. The open-source project 
supported by Computer Incident Response Center Luxem- 
bourg (CIRCL) and the European Union allows CTI collec- 
tion and sharing ( Wagner et al., 2016 ). 

• see also CVE, OpenIOC, Snort, and MITRE ATT&CK. 

Referring to the motivational example, analysis of other at- 
tack campaigns by threat actors exploiting the Microsoft Ex- 
change Server vulnerability is relevant. Analysis and threat 
hunting can start with threat actor Hafnium and its use of web 
shells. 
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5.5.5. Security incident management & incident response 
A security incident may have various causes potentially lead- 
ing to harm for an organization. As a security incident is a 
type of event that violates security policies, it is essential 
to manage security incidents and respond with appropriate 
measures. One aspect of managing is incident triage lead- 
ing to a prioritization of actions based, for example, on im- 
pact or available resources ( Shah et al., 2019 ). The greater con- 
cept of security incident management and incident response 
is currently gaining momentum. A variety of dedicated Se- 
curity Orchestration, Automation and Response (SOAR) systems 
( Neiva et al., 2020 ) and the underlying incident response stan- 
dardization aim to establish a more efficient approach. Be- 
sides, for incident response training, cyber ranges are dis- 
cussed. Thus, combined with existing ticketing systems, it be- 
comes necessary to consider CTI formats centering on CoAs 
to support these use cases. 

CTI formats: 

• CACAO – Collaborative Automated Course of Action Op- 
erations for Cyber Security format version 1.0 is centered 

on incident response workflows. CACAO is maintained by 
OASIS. It is capturing information about procedural logic 
and actions in JSON-based playbooks and supports shar- 
ing ( OASIS, 2021 ). 

• OpenC2 – Open Command and Control format version 1.0 
represents commands for incident response machine-to- 
machine communication. Maintained by OASIS, granular 
OpenC2 actions are JSON-based and transferred to defen- 
sive systems for execution ( OASIS, 2020 ). 

• RE&CT – The RE&CT framework includes a matrix rep- 
resentation of incident response stages and actions. Be- 
sides, the ATC project behind RE&CT introduced YAML- 
based playbooks ( ATC Project, 2020 ). 

• see also CVE, OpenIOC, STIX, and MISP. 

Referring to the motivational example, integrating the Pow- 
erShell script into a CACAO playbook is beneficial for the inci- 
dent response workflow. IP addresses belonging to Command- 
and-Control infrastructure can be blocked using a firewall and 

initiating an outbound traffic re-direct with OpenC2 message. 

5.5.6. Cyber threat intelligence sharing 
Cyber Threat Intelligence is not only part of other SOC ser- 
vices but also a SOC service of itself. Based on incident report- 
ing, the Cyber Threat Intelligence sharing service copes with 

comprehensive threat reports. Ensuring adequate gathering 
of external information and internal dissemination is at the 
center of this SOC service. Nevertheless, using CTI demands 
comprehensive and structured CTI formats which encapsu- 
late relevant threat information. Therefore, threat report for- 
mats are included to build a knowledge base about cyber at- 
tacks, threats, and security incidents. The sharing aspect of 
CTI is also incorporated in threat report formats focusing on 

data transfer. 
CTI formats: 

• IODEF – Incident Object Description Exchange Format ver- 
sion 2 supports the representation and the exchange of se- 
curity incident reports and indicators. The IETF standard 

is based on XML and includes objects for different types of 
CTI ( Danyliw, 2016 ). 

• TAXII – Trusted Automated eXchange of Indicator Informa- 
tion format version 2.1 is used for transferring and col- 
lecting STIX-based threat reports. Associated with STIX 

and maintained by OASIS, the framework includes ser- 
vices, HTTPS transport, and client-server architecture to 
facilitate the sharing of CTI ( OASIS Cyber Threat Intelli- 
gence (CTI) Technical Committee, 2020b ). 

• VERIS – Vocabulary for Event Recording and Incident Shar- 
ing version 1.3.2 enables incident description based on the 
categories actors, actions, assets and attributes. Developed 

by Verizon, it is open-source and uses JSON to represent 
CTI. A VERIS Community Database (VCDB) includes public 
security incidents ( VERIS Community, 2021 ). 

• see also Sigma, YARA, STIX, and MISP. 

Referring to the motivational example, using a TAXII server 
to query CTI provides fast access and supports following SOC 

services. Also, IODEF and VERIS can document security inci- 
dents and build a historical database with both high- and low- 
level incident descriptions. 

6. Maturity assessment with CTI-SOC2M2 

The use of CTI-SOC2M2 for maturity assessment is based on 

CTI formats that serve as indicators. These indicators and in- 
dicative questions allow organizations to self-assess their cur- 
rent capability and maturity level and show steps towards im- 
provement. 

6.1. CTI formats and capability levels 

Typically, capability maturity models use indicative questions 
to determine capability fulfillment and the associated capa- 
bility level. We follow a generic and qualitative approach ap- 
plicable to all individual CTI formats and SOC services. As the 
indicative questions for capability levels pertain directly to CTI 
and CTI formats, similarities with maturity models designed 

solely for CTI exist. It is also worth mentioning that capability 
levels are built upon each other. Lower levels, e.g., Source and 

Quality , are necessary requirements to reach the next capa- 
bility level (e.g., Integration ). After selecting applicable CTI for- 
mats according to the specific organizational setting, the fol- 
lowing categories and indicative questions must be answered 

to assess any given CTI-based SOC service. 
Capability Levels: 

0: Undefined – CTI and CTI formats have not yet been con- 
sidered. 

1: Source – Have you determined and assessed the source 
of CTI with the mentioned CTI format(s)? 

2: Quality – Have you applied appropriate measures to as- 
sess the quality of the CTI structured with the men- 
tioned CTI format(s)? 

3: Integration – Have you integrated CTI and the mentioned 

CTI format(s) into your organizational processes and 

technology architecture? 
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4: Automation – Have you automated retrieval, use and 

dissemination of CTI based on the mentioned CTI for- 
mat(s)? 

5: Augmentation – Have you set-up a monitoring mecha- 
nism to cope with new developments within CTI and 

new CTI format(s)? 

We determined the capability levels and indicative ques- 
tions by considering focal points of the CTI concept. Previ- 
ous studies emphasized the importance of CTI sharing plat- 
forms and the source of CTI ( Bauer et al., 2020; Bouwman et al., 
2020 ). Besides, the quality of CTI and the expressiveness of 
CTI formats are highly relevant ( Li et al., 2019; Schaberreiter 
et al., 2019; Schlette et al., 2021 ). SOC services are specified by 
more granular processes, which must handle the integration 

of CTI, its formats, and technology. Integration builds a prereq- 
uisite to fully achieve effectiveness via automation. Towards 
the ultimate goal of security orchestration, automation, and 

incident response, CTI is one essential element ( Islam et al., 
2019 ). However, the current developments show that the state- 
of-the-art of CTI is constantly shifting ( Brown and Lee, 2019 ). 
Therefore, it is necessary to monitor and continuously extend 

the organizational understanding of CTI formats and associ- 
ated concepts. 

6.2. SOC services and maturity levels 

SOC services are assessed based on the CTI formats and in- 
dicative questions mentioned in Section 6.1 . Transitioning 
from SOC services and capability levels to overall CTI-SOC ma- 
turity levels demands a methodology outlined below. 

Maturity Levels: 

1: Initial – Capability level 2 is reached for Log & Event Man- 
agement, Security Monitoring, Analysis & Threat Detec- 
tion and Vulnerability Management. 

2: Core – Capability level 2 is reached for Security Incident 
Management & Incident Response and Cyber Threat In- 
telligence Sharing. All previous services reached capa- 
bility level 3. 

3: Extended – Capability level 2 is reached for Threat Hunt- 
ing, Penetration Testing & Digital Forensics. All previous 
services reached capability level 3. 

4: Visionary – Capability level 4 is reached by all SOC ser- 
vices. 

We first define four maturity levels: Initial, Core, Extended , 
and Visionary . The naming of these maturity levels indicates 
SOC functionalities addressed by CTI. Improvement of CTI- 
SOC maturity within an organization depends on the individ- 
ual fulfillment levels for the SOC services. As CTI-SOC2M2 ad- 
heres to a step-wise approach, maturity levels are downgraded 

if underlying SOC service capabilities cease to exist. 
Our methodology for CTI-SOC2M2 is inspired by the NIST 

Incident Response Life Cycle ( Cichonski et al., 2012 ). Reaching 
higher maturity levels is equivalent to addressing more as- 
pects of the Incident Response Life Cycle more thoroughly (see 
Fig. 4 ). Whereas organizations aim to implement all the indi- 
vidual aspects of the incident response life cycle, we envision 

organizations with limited resources and new to the concept 
of CTI and CTI formats to approach CTI-driven SOC maturity 

Fig. 4 – Maturity level scope compared to NIST Incident 
Response Life Cycle ( Cichonski et al., 2012 ). 

step by step. Consequently, an organization might not cover 
all its aspects concerning CTI formats but can still have some 
generic measures in place. Also, organizations might decide 
to remain on a specific maturity level due to the delegation of 
certain SOC services. 

Therefore, with Log and Event Management, Security Monitor- 
ing, Analysis & Threat Detection and Vulnerability Management on 

capability level 2: Quality an initial maturity level is reached 

and likewise aspects of preparation, detection and analysis 
of the incident response life cycle covered by CTI formats. 
Progress towards core maturity is possible when the afore- 
mentioned SOC services reach level 3: Integration and addition- 
ally Security Incident Management & Incident Response and Cyber 
Threat Intelligence Sharing reach level 2: Quality . This is accom- 
panied by covering containment, eradication & recovery of the 
incident response life cycle with CTI formats. Including Threat 
Hunting, Penetration Testing & Digital Forensics on level 2: Quality 
as well as progressing the other SOC services towards 3: In- 
tegration leads to an extended CTI-SOC. This further implies 
covering post-incident activity of the incident response life 
cycle in detail. Finally, starting with at least capability level 
4: Automation for all SOC services the visionary maturity level 
is reached. Aspects of the incident response life cycle are ad- 
vanced and additional progress with 5: Augmentation for SOC 

services is still possible. 
Motivational Example. We want to document the CTI-focus 

of an illustrative SOC which reached the extended maturity 
level and emphasize aspects of the motivational example in- 
troduced in Section 2 . While an acceptable maturity is al- 
ready reached with the core maturity level, this illustrative SOC 

covers all SOC services with at least integrated CTI formats. 
Concerning the Microsoft Exchange Server breach, the orga- 
nization witnessed a compromise but has a sufficiently in- 
tegrated log and event management where the public Sigma 
rule 7 has been analyzed and is part of the organizational CTI 
process for SIEM systems. Security monitoring, analysis, and 

threat detection integrate SIEM systems, IDS, and firewalls 
with CTI formats leading to the detection of network traffic 
to IP 218.103.234[.]104 also listed in a queried STIX2.1 threat 
report. Vulnerability management covers processes consider- 
ing newly published CVE-IDs. This is aimed to avoid missing 
other related vulnerabilities (e.g., CVE-2021-27065). NVD is ac- 
tively and regularly searched, compared to CVEs in threat re- 

7 https://github.com/SigmaHQ/sigma/blob/master/rules/web/ 
web _ exchange _ exploitation _ hafnium.yml . 
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Fig. 5 – CTI-SOC2M2 self-assessment tool with radar chart 
for SOC services. 

ports, and complemented with other vulnerability databases 
(e.g., OSV - Open Source Vulnerabilities 8 ). For CTI sharing, the 
organization hosts its own MISP instance to share security 
information between the headquarter and branches. The se- 
curity incident management and incident response SOC ser- 
vice is triggered by the high severity indicated by the CVSS 
score and focused on web shell removal. A CACAO playbook is 
used to define and structure the granular actions. A suspicious 
file shell.aspx was submitted to OTX, deleted, and the Mi- 
crosoft Exchange Server patched. Threat hunting, penetration 

testing, and digital forensics were then conducted for in-depth 

analysis. Based on the different types of web shells the SHA- 
1 hash eb8d39ce08b32a07b7d847f6c29f4471cd8264f2 
was found and its actions analyzed. As a result, a YARA rule 
was adapted. 

With SOC services this mature, the illustrative organiza- 
tion avoided the exfiltration of large amounts of data and 

a widespread lateral movement by attackers on the organi- 
zational networks. In this particular case, patches became 
available only after the first successful exploits by threat ac- 
tors had been conducted. As a result, even a mature CTI- 
driven SOC could not prevent the initial attack. However, as 
response measures were applied promptly, further negative 
consequences could be limited. In addition, risk management 
was always aware of the ongoing operations and could advise 
decisions. 

6.3. Prototypical implementation 

The presented maturity model is based on the assumption 

that employees within an organization record the capability 
level for each SOC service. In this scenario, self-assessment is 
best supported with a suitable tool. Essentially, the tool pro- 
vides two functions. On the one hand, it can be used to record 

capability levels. On the other hand, it will calculate and dis- 
play the overall SOC maturity based on the methodology out- 
line in Section 6.2 . 

Fig. 5 depicts the structure of the prototypical CTI-SOC2M2 
self-assessment tool. A demo version of the implemen- 
tation can be accessed online ( https://antumin.github.io/ 

8 https://osv.dev/ . 

CTI-SOC2M2/ ). The tool layout is divided into two parts. On 

the left-hand side, the CTI-based capability levels for each SOC 

service can be recorded. For this purpose, a description is in- 
tended to help the user understand the SOC service charac- 
teristics. A drop-down menu then allows the user to select a 
capability level referring to CTI and CTI formats. On the right- 
hand side, the maturity level is displayed. The maturity level 
of the assigned to the overall SOC is stated, and a radar chart 
visualizes the capability breakdown for the SOC services. This 
visualization enables users to immediately identify deficient 
SOC services and improve CTI efforts to progress towards a 
more mature SOC. 

From a technical perspective, the tool is implemented as a 
web app. This decision allows for platform-independent use 
independent from other commercial software such as Mi- 
crosoft Excel, typically used for maturity models. The web app 

was developed using the Angular 9 framework, based on HTML, 
Javascript, and CSS. The source code is open-source and pub- 
lished on GitHub 10 enabling further development and future 
research. 

7. Evaluation 

This section concludes the methodology of capability matu- 
rity model development outlined earlier. We use a mixed- 
method approach, combining a quantitative user study with 

a qualitative evaluation based on expert interviews. With the 
two components, we aim to document relevance and applica- 
bility. 

User study 

To show the relevance of SOC maturity and its threat intelli- 
gence focus, we conducted an international user study. 

Design & Procedure: The impact of a security analyst’s CTI- 
based skills on the ability to detect attacks is explored with 

three phases: 

1. Assessment of pre-knowledge and attack detection skills: Dur- 
ing the first phase, participants are asked questions using 
a questionnaire that measures their pre-knowledge of CTI 
formats. In addition, the participants are asked how accu- 
rately they can detect attacks and how extensive their at- 
tack detection knowledge is. 

2. CTI-based SOC training: The second phase forms a training 
session. Participants learn to understand a CTI format for 
describing detection rules and indicators of compromise 
using dSIEM 

11 , an open source SIEM system based on Elas- 
ticsearch 

12 . For this purpose, introductory videos and texts 
are provided. The SIEM system is made available and data 
from real attacks is inserted. 

3. Assessment of post-knowledge and attack detection skills: In or- 
der to verify the effect of the training on the participants 

9 https://angular.io/ . 
10 https://github.com/antumin/CTI-SOC2M2 . 
11 https://www.dsiem.org/ . 
12 https://www.elastic.co/ . 
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Fig. 6 – Participants’ knowledge on CTI formats and attack 

detection before and after the user study. 

skills to detect attacks, the assessment with the question- 
naire from phase 1 is conducted a second time. 

The user study was conducted at a German and a Greek 
university with n = 44 participants. All of them were stu- 
dents with an IT security background. 22 participants were 
Greek and 22 German, whereby 12 female and 32 male 
students participated. 20 students were undergraduate, and 

24 postgraduate. The complete data set of the user study 
can be found as public data on GitHub ( https://github.com/ 
DigitalTwinSocCyberrange/userStudy ). 

Results: During phase 1 and phase 3, the participants were 
asked eight questions to assess their knowledge about CTI for- 
mats and their skills in detecting attacks. In Fig. 6 the per- 
centage of correct answers during phase 1 (pretest) and phase 
3 (posttest) are shown. In order to statistically show the in- 
crease in knowledge, a t -test was conducted. The user study 
showed that the mean of correctly answered questions about 
CTI formats significantly increased by 42.05% ( t = −3 . 448 , SD = 

0 . 331368 , p < . 001 ). Additionally, a significant mean increase 
of 10.23% ( t = −3 . 448 , SD = 0 . 196763 , p = . 0013 ) considering 
attack detection can be observed. The t -test shows that the 
training had a significant positive effect on both variables. We 
conclude that training on CTI formats can have a positive ef- 
fect on the overall attack detection knowledge. This fact is par- 
ticularly interesting as we base our approach on a qualitative 
assessment of CTI formats, leading to SOC service capability 
levels. 

Expert interviews 

To validate the conceptual development and relevance of CTI- 
SOC2M2 and its structure, we conducted a number of ex- 
pert interviews. The security experts selected for the inter- 
views work in different industries and have different degrees 

of knowledge about maturity models and SOC. While the role 
of two interviewees can be understood as senior SOC manager 
or analyst, the third interviewee has previously worked with 

maturity models. None of the participants is currently aware 
of a dedicated CTI-based SOC maturity model. 

Design & Procedure: Using a semi-structured approach, the 
interview design and procedure includes the following four 
phases ( Lazar et al., 2010 ): 

1. Introduction: We start the interview to determine the inter- 
viewees understanding of common terminology and prior 
experiences with SOC services, CTI formats and matu- 
rity models. Afterwards, we introduce the proposed CTI- 
SOC2M2 and outline basic elements. We actively encourage 
interviewees to directly voice criticism and mention issues 
throughout the interview. 

2. CTI-SOC2M2: In this phase we aim to get additional feed- 
back on the individual SOC services and CTI formats. Al- 
though the result of an iterative process, we further aim to 
validate the capability maturity model with focus on its de- 
velopment and structure. We discuss methodological deci- 
sions with the interviewees to identify whether they sup- 
port the relevance and applicability of the results. We also 
ask the participants to name aspects of CTI and SOC they 
see missing and which might require a more detailed ex- 
planation. 

3. Maturity Assessment: This phase is focused on using the 
CTI-SOC2M2 and issues faced when doing so. To enable 
the interviewees to work with the proposed capability ma- 
turity model we explain aspects such as indicative ques- 
tion about CTI formats for capability levels and the foun- 
dations of maturity levels. During the interviews, the par- 
ticipants can also access the CTI-SOC2M2 tool. The pri- 
mary goal in this interview phase is to identify whether the 
CTI-SOC2M2 approach is comprehensible, applicable and 

the self-assessment tool provides adequate functionality. 
We ask the interviewees whether there are further aspects 
they think would enhance the understanding and use of 
CTI-SOC2M2. 

4. Wrap-Up: Last, we conclude the interviews with a summa- 
rizing discussion. We discuss with participants whether 
limitations to CTI-SOC2M2 are methodological, conceptual 
or based on implementation. This phase also includes col- 
lecting participants’ ideas of features deemed useful and 

extensions to improve our approach. 

Results: The interviews were scheduled for 60 minutes. The 
following results are first divided according to the four inter- 
view phases: 

1. Introduction: Table 5 summarizes background information 

about the interviewed experts. 
2. CTI-SOC2M2: Reflected by their knowledge the intervie- 

wees focused on CTI or SOC elements of the proposed CTI- 
SOC2M2. Above all, the interviewees unanimously stated 

the importance of an intelligence-driven SOC. The ap- 
proach to assess SOC maturity with CTI and CTI for- 
mats was perceived as innovative. Paired with scientific 
methodology on CMM development the proposed model 
was seen as coherent. While the CTI formats were only 
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Table 5 – General information on the interview participants. 

Position Business Branch Organization’s Size SOC Knowledge CMM Knowledge 

#1 IT-Security Manager Consulting ca. 500.000 high medium 

#2 Senior Security Architect Automotive ca. 40.000 medium medium 

#3 Security Expert Education ca. 5.000 medium high 

partially known to the interviewees, the SOC services pro- 
vided enough differentiation to cluster the essential SOC 

activities. As it was pointed out that SOC services are not 
independent, the participants referred to other organiza- 
tional IT services. We see this as an important aspect and 

envision this within capability level Integration (e.g., orga- 
nizational risk management). The completeness concern 

voiced by one interviewee had been addressed with a broad 

literature corpus used for taxonomy development. Con- 
cerning relevance and practical necessity to combine CTI 
and SOC, the participants all strongly agreed with a more 
data-centric approach in organizations. 

3. Maturity Assessment: The participants’ answers concern- 
ing the maturity assessment covered the step-wise ap- 
proach to improving the maturity and further explanations 
about the capability levels. The mapping to the NIST in- 
cident response life cycle was seen as a helpful structur- 
ing element. One interviewee pointed out that the high- 
est maturity level should emphasize the boldness of the 
CTI-focused SOC. Thus we re-considered our naming con- 
vention and opt for visionary as the highest maturity level. 
When explaining capability levels to the interviewees, it 
became apparent to direct future work to a more fine gran- 
ular specification of data quality and possible metrics. The 
self-assessment tool was considered an essential element 
to the adoption of the CTI-SOC2M2, documenting the need 

for visualization. 
4. Wrap-Up: The final phase revealed different perceptions on 

SOC and its services. Red teaming and threat hunting were 
topics of discussion as they apply only to sophisticated or- 
ganizations with a strong focus on information security. In 

the same direction, the inclusion of active defense services 
beyond the use of honey pots was mentioned. We acknowl- 
edge that this is a possible SOC service. However, jurisdic- 
tion and existing laws in various regions prohibit its use. 
Therefore, we do not include this SOC service specifically. 

We also apply the thematic synthesis by Cruzes and Dybå
(2011) to the results of our expert interviews. Whereas the 
authors’ approach is typically applied to academic literature 
and coding the content of primary studies, we use the in- 
terviews instead. Our starting point to thematic synthesis is 
the question: How do experts perceive CTI-SOC2M2? After the 
coding of data, the approach involves translating codes into 

themes. Within the expert interviews, we identified several 
codes. Due to the limited information available from the inter- 
views, we identified a comparatively small number of codes. 
These codes were then directly transformed into four higher- 
order themes (see Table 6 ). Please note, each code constitutes a 
component of the respective theme. Also, we do not weigh and 

order the individual codes. Relevance, applicability, compre- 

hensibility, and limitations represent the higher-order themes 
and build the model to answer the specified question. 

Thematic synthesis of the expert interviews resulted in 

four higher-order themes – relevance, applicability, comprehensi- 
bility , and limitations . The following excerpts address some of 
the codes in Table 6 . Overall, the interviewees’ feedback in- 
cludes various aspects relating to the relevance of our pro- 
posed maturity model. As one interviewee stated, SOC ser- 
vices and CTI formats cannot be implemented separately but 
must be integrated (codes: SOC services, CTI concept). Fur- 
ther, a valuable contribution to practice stems from the CMM 

and the self-assessment tool. Here, interviewee perceptions 
include the flexibility of the model regarding specific CTI for- 
mats (code: flexibility). Comprehensibility is centered on the 
scientific methodology. The interviewees point to the concise- 
ness of CTI-SOC2M2 based on CMM components (code: nam- 
ing conventions). At last, the innovative approach faces limi- 
tations. This higher-order theme mainly concerns the granu- 
larity of the model (code: CTI data quality). 

To subsume, experts perceive CTI-SOC2M2 as a relevant ca- 
pability maturity model and see a valuable contribution. Ap- 
plied to IT management, the self-assessment tool supports 
its actual use. In addition, the scientific methodology and 

the well-known reference framework foster comprehensibil- 
ity. Nevertheless, some limitations must be accepted or ad- 
dressed by the target audience itself. 

Cruzes and Dybå (2011) conclude the thematic synthesis 
with an assessment of its trustworthiness. Trustworthiness 
is specified by the concepts of credibility, confirmability, de- 
pendability, and transferability. In the context of our thematic 
synthesis, credibility is addressed by the selection of the in- 
terviewees. We selected three interview participants that have 
sufficient experience in information security and are familiar 
with CMMs (see Table 5 ). Concerning confirmability, we opt for 
separating coding the interview results between different re- 
searchers and aggregating the outcome. Doing so allows us to 
avoid potential individual biases. Dependability as the stabil- 
ity of data is partially applicable to our synthesis. We assume 
the interview data to be stable. Finally, transferability refers to 
valuable insights beyond the scope of CTI formats, SOC and 

CMMs. The interview guide adapted for our purpose and the 
applied synthesis method document transferability. 

8. Discussion 

Novel aspects of this work are the integration of CTI and SOC 

services within CTI-SOC2M2. The capability maturity model 
provides an adequate foundation for assessing a SOC based on 

the CTI used. However, similar to other research efforts, this 
model has limitations, which are worth discussing. It should 
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Table 6 – Thematic synthesis of expert interviews: themes and codes. 

Themes Codes 

Relevance CMMs, SOC services, CTI concept, data-driven, CTI feeds, tactical level, 
strategic decisions, threat information, target audience 

Applicability Self-assessment, tool support, IT management, flexibility, existing 
CMMs, defined goal, SOC service selection, completeness 

Comprehensibility 
Naming conventions, scientific methodology, NIST incident response 
life cycle, stakeholders 

Limitations Active defense, CTI data quality, SOC service exclusion, metrics 

be noted that the proposed model can only provide an indi- 
cator of overall SOC maturity, as the focus is exclusively on 

the integration of CTI and SOC services. Scoring a high matu- 
rity level in our CTI-focused model does not necessarily mean 

a high overall SOC maturity. Thus, a combination with more 
holistic models covering governance and roles might be rec- 
ommended depending on the specific use case. 

Furthermore, there is a challenge that applies to most ma- 
turity models, especially those developed in research. Both the 
development and the application always contain a certain de- 
gree of subjectivity, which can hardly be eliminated. In the de- 
velopment phase of the model, the degree of subjectivity can 

be controlled through methodology, but it cannot be avoided 

entirely. Also, when determining the capability levels using 
the model, a certain degree of subjectivity on the users’ self- 
assessment cannot be avoided. In future work, the method- 
ological procedure for developing the model could be supple- 
mented by other methods. For example, conducting a Delphi 
study is a frequently chosen approach. However, from a re- 
search perspective, we decided to capture the current state- 
of-the-art presented in academic literature using a literature 
review and performing validation with expert interviews. 

With the help of the two-stage evaluation, it could be 
shown that the problem definition is relevant and the pro- 
posed model appreciated by experts. However, many ways of 
maturity model evaluation could supplement the procedure 
described in this paper. We chose the most frequently used 

option conducting expert interviews, which is also the most 
useful for the present case. 

Finally, it should be mentioned that for maturity models, 
completeness and perfection are strived for but not realized. 
Instead, a maturity model must be understood as a living 
model that evolves and is adapted to new requirements. The 
same applies to the present CTI-SOC2M2. Additional aspects 
such as CTI quality offer the opportunity to specify individual 
metrics but go beyond the scope of this paper. We are aware 
that weaknesses will emerge during practical use, which must 
then be addressed. In addition, the requirements for a SOC and 

the possibilities of CTI will change in the future, which is why 
the model must be expanded accordingly. 

Implications for literature 
As seen in Fig. 1 , the CTI concept comprises application 

domains where CTI artifacts structured with CTI formats are 
used. This organizational CTI focus has not been examined by 
existing literature. Complementing existing research on indi- 
vidual CTI capabilities ( Shin and Lowry, 2020 ), with our CTI- 
SOC2M2, we address the organizational CTI capabilities level, 
which is realized by mapping CTI formats to SOC services. 

A second implication for literature is the aggregation of 
SOC literature concerning services and capabilities. While the 
literature corpus is based on previous work, we derive rele- 
vant information to structure SOC services for our model. In 

conjunction with CTI formats, two currently separate research 

areas are connected. 
With CTI-SOC2M2, we build a first basis for the quest for 

mature, intelligence-driven security operations and incident 
response capabilities. However, for future work, we see the 
necessity to examine further 1) CTI quality and CTI automa- 
tion, 2) incident response and CTI, and conduct 3) field studies 
based on CTI-SOC2M2. 

Implications for industry 
Maturity models evolved from best practices and have be- 

come popular in the industry. They are of particular inter- 
est at a higher management level. As some examples show, 
SOC-related models often provide a holistic view of SOC (see 
Table 2 and Section 5.1 ). 

The popularity and use of CMMs in the industry are due to 
several reasons. One reason is that otherwise abstract factors, 
such as management success, can be measured with them. 
Regarding a SOC, it is possible to measure how it compares to 
other SOCs without consulting otherwise problematic metrics 
(e.g., the number of successful attacks). Another reason is that 
CMMs link theory and practice. More specifically, CMMs allow 

checking how close one’s SOC comes to a theoretically and, in 

some cases, scientifically complete SOC. 
In the previous presentation of the maturity model, we 

have taken a more academic and theoretical view. However, 
since a maturity model should be seen as a bridge between 

theory and practice, the implications of the model for the in- 
dustry are presented subsequently. 

In most cases, the current view of SOCs is people-driven 

and bases actions and decisions on the knowledge and intu- 
ition of analysts and other staff. Contrary, CTI-SOC2M2 aims at 
a more data-driven view, where the procedures within a SOC 

are based on available CTI – ideally resulting in a (partial) au- 
tomation of incident handling processes. The use of CTI for- 
mats and SOC services in CTI-SOC2M2 contributes to security 
operations by guiding practitioners towards a more effective 
SOC. 

Both SOC and CTI have only recently found their way into 

practice. However, different forms of SOC services and CTI for- 
mats predate their concepts. It is, therefore, necessary to align 

SOC services and CTI formats and adapt the latter to current 
needs and future requirements (e.g., Digital Twin based secu- 
rity operations ( Dietz et al., 2020 )). We contribute by empha- 
sizing the importance of considering CTI and SOC together. 
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The resulting implications for industry can be subsumed as 
leveraging information about the external threat landscape. 
CTI formats lead to the operationalization of CTI in organi- 
zations and possibly improve proactive and reactive security 
measures. Organizations using CTI-SOC2M2 have a structured 

yet flexible model at hand to assess and improve their CTI- 
driven SOC maturity. 

9. Conclusion 

This paper presents CTI-SOC2M2, a capability maturity model 
that aims at assessing the maturity of SOCs based on the use 
of CTI. Special attention is paid to a structured and methodical 
approach. In addition to the maturity model itself, the contri- 
bution is divided into three parts: First, existing maturity mod- 
els in the area of SOC, CTI, and incident response are collected 

and analyzed. Second, as a basis for the new maturity model, 
the activities in a SOC are clustered by services with the help 

of a structured literature review. Third, to finally develop the 
model, the most common CTI formats are mapped to the 
SOC services for which they are relevant. A mixed-method ap- 
proach was performed to evaluate the relevance and applica- 
bility of the model. For this purpose, a quantitative user study 
and expert interviews were combined. The results show that 
the problem addressed by CTI-SOC2M2 is relevant and that 
the developed model is considered useful by experts. Implica- 
tions resulting from CTI-SOC2M2 for literature center on the 
extension of existing research. The combined consideration 

of CTI and SOC leads to more mature security operations and 

incident response capabilities. Currently fragmented research 

is aggregated by our model. Implications for industry settle on 

the operationalization of CTI. Therefore, (semi)-structured CTI 
formats are leveraged to achieve implementation of the CTI 
concept in organizations. The proposed model is an essential 
step to assess the current state of a SOC and its ability to cope 
with external threat information. Its actual use within several 
organizations will eventually determine the models’ success. 
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ABSTRACT
While industrial environments are increasingly equipped with sen-
sors and integrated to enterprise networks, current security strate-
gies are generally not prepared for the growing attack surface that
resides from the convergence of their IT infrastructure with the
industrial systems. As a result, the organizations responsible for
corporate security, the Security Operations Center (SOC), are over-
whelmed with the integration of the industrial systems.

To facilitate monitoring the industrial assets, digital twins rep-
resent a helpful novel concept. They are the virtual counterparts
of such assets and provide valuable insights through collecting
asset-centric data, analytic capabilities and simulations. Moreover,
digital twins can assist enterprise security by simulating attacks
and analyzing the effect on the virtual counterpart. However, the
integration of digital twin security simulations into enterprise secu-
rity strategies, that are mainly controlled by the SOC, is currently
neglected.

To close this research gap, this work develops a process-based
security framework to incorporate digital twin security simulations
in the SOC. In the course of this work, a use case along with a
digital twin-based security simulation provides proof of concept. It
is demonstrated how a man-in-the-middle attack can be performed
in a simulated industry setting and how it affects the systems. More-
over, we show how the resulting system logs can support the SOC
by building technical rules to implement in Security Information
and Event Management (SIEM) systems.

CCS CONCEPTS
• Computer systems organization → Embedded and cyber-
physical systems; • Security and privacy → Virtualization
and security.

KEYWORDS
digital twin, security operations center, security information and
event management, security framework
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1 INTRODUCTION
The increasing integration of industrial assets in corporate net-
works leads to a convergence of operational technology (OT) and
information technology (IT). While this phenomena entails various
benefits, e.g. enhanced monitoring and predictive maintenance, the
attack surface eventually increases.

In current enterprises, the Security Operations Center (SOC)
upholds corporate security. On the technical side, the SOC is com-
monly supported by Security Information and Event Management
(SIEM) systems. The capabilities of such systems range from man-
aging security-relevant data, over security analyses to deduce secu-
rity rules or patterns as well as to check the adherence of security
rules. However, contemporary SIEM systems mainly monitor the
IT infrastructure, while the incorporation of industrial systems is
pressing.

A novel paradigm, currently considered an essential milestone in
companies, especially in those pursuing Industry 4.0, is the digital
twin. It refers to a virtual representation of an enterprise asset –
at most an industrial one. It relies, amongst others, on simulation
technology to analyse potential outcomes of physical processes
and to determine machine fatigue. Moreover, some digital twins
even employ prescriptive maintenance that provides maintenance
solutions on top. Next to optimization of production, digital twins
may contribute to corporate security. For instance, simulating an
attack on an industrial asset with digital twins might provide in-
formation about system weaknesses and behavior under attack.
Thus, it provides potential assistance for SOC und SIEM systems
by delivering novel security insights on industrial systems that are
currently neglected.

This paper tackles this issue by proposing an effective integra-
tion of the digital twin paradigm to SOC and SIEM systems that
provides novel potentials for security. The main contributions can
be summarized as follows:

• development of a process-based security framework and its
formal requirements

• proposition of a use case for demonstration
• evaluation by prototypical implementation

The remainder of this work is organized as follows. Section 2 pro-
vides the foundations for our research, outlines related works and
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the research gap. Subsequently, Section 3 proposes a process-based
security framework to integrate digital twin security operations
with SIEM and SOCs and states formal requirements to achieve this
integration. In Section 4, we evaluate our framework by a use case
and implemented prototype. Finally, a conclusion of our work is
drawn and future work is stated in Section 5.

2 BACKGROUND
The following sections lay the foundation of this work and intro-
duce the respective related work. The first two focus on the SOC and
SIEM concept. The next section presents the digital twin paradigm,
while the subsequent section addresses works employing simula-
tions in the security field and points out the addressed research
gap.

2.1 Security Operations Center
The Security Operations Center (SOC) represents an organizational
aspect of a security strategy in an enterprise by providing proce-
dures, technologies and people [17, 25]. It is usually not seen as a
single entity or system, but rather as a complex structure to man-
age and enhance the overall security posture of an organization,
whereby the core purpose of a SOC is the protection of the orga-
nization’s system infrastructure. Thereto, it integrates, monitors
and analyses all security-relevant systems and events in a central
point. In general, the activities within a SOC can be classified as
reactive and proactive, although these cannot always be clearly
separated. An integral task of the SOC is to handle alerts and take
countermeasures to protect data and applications. Furthermore, it
provides governance and compliance as a framework, in which peo-
ple operate and to which processes and technologies are tailored.
When installed and operated correctly, a SOC improves an organi-
zations security posture, creates situational awareness, mitigates
the exposed risks, and helps to fulfill regulatory requirements [14].
Since people play an essential role in the security of companies,
this is also an important part of a SOC. From the SOC manager to
the analyst, a variety of roles can be defined, whereby a SOC must
take care of staffing and recruitment. Furthermore, the security
awareness of employees can also be assigned to a SOC. To realize
the technical side for security operations, SOCs commonly employ,
amongst others, SIEM systems as central tools.

2.2 Security Information and Event
Management

A key aspect of today’s SIEM systems is that it provides a holistic
and centralized view on all security relevant systems of an organi-
zation, whereas other systems (such as Network Intrusion Systems)
only take a limited perspective on selected systems or functions.

A pattern describing SIEM abstractly was proposed in [28]. Com-
pared to the anatomy of SIEM introduced by [18], it describes SIEM
in more detail by considering relevant interfaces and a broader
breakdown of relevant components. In general, a SIEM provides
means for collecting data (such as log data or network flows) from
various heterogeneous sources and reports about incidents by hu-
mans [27]. To improve its value for further processing, the collected
data gets enriched with context data and is normalized into a uni-
form format. The core of a SIEM is the correlation and analysis

module, which interconnects the gathered data and deduces possi-
ble security incidents or abnormalities. Most SIEM systems provide
interfaces for sharing the gained threat intelligence externally with
other systems on the one hand, and interfaces for human or expert
interaction on the other hand. In case of an incident, measures for
incident response can be taken either automatically of supported
by staff that gets informed by alerts.

SOC

SIEM
Human reports

Rules/Patterns

Context Data

Alerts

Threat Intelligence

ReportsLog Data

Domain
Knowledge

Figure 1: Black box view of SIEM embedded in a SOC.

Moreover, recent works propose to deploy SIEM systems to
handle the industrial security by incorporating OT systems next
to IT systems [23]. In the course of this paper the in- and outputs
of a SIEM are of special importance, as these provide interaction
options with digital twins. In Figure 1, these are illustrated by a
black box view of a SIEM.

2.3 Digital Twin
Generally, a digital representation of any real-world counterpart
such as a system, product, process or other enterprise asset over
its lifecycle can be referred to as digital twin [2]. The digital twin
comprises asset-specific data and typically adds context to the data
by semantic technologies. Based on the semantically linked data,
analyses such as predictive maintenance can be conducted [5].
Moreover, the data allows to model the real-world counterpart
virtually in order to conduct simulations [12]. Overall, simulations
play a decisive role in digital twin research [20]. Dependent on the
specific use case, digital twins are capable of asset management
ranging from simple monitoring to autonomy. Figure 2 illustrates
this paradigm. It highlights the simulation aspect of the paradigm
which presents the focus of this work in respect to digital twin
research.
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Figure 2: The Digital Twin paradigm.

8. INTEGRATING DIGITAL TWIN SECURITY SIMULATIONS IN THE SOC 180

Dissertation Manfred Vielberth, 2022



Integrating DT Security Simulations in the SOC ARES 2020, August 25–28, 2020, Virtual Event, Ireland

Various authors mention the importance of security in the digital
twin concept (e.g. [10], [24] and [26]), which can also be consid-
ered from two different angles: At first, security mechanisms may
support the digital twin such as presented in [7]. The second per-
spective proposes the application of the digital twin concept to
enhance security, e.g. [8] and [9]. For the latter, the digital twin
provides versatile potentials to enhance current security analyses
[6], such as analyses on an asset’s historical data, emulated asset-
environments to simulate cyber-attacks and transmission of an
asset’s current state (e.g. by sensor data). Our work focuses on how
the simulation of security-relevant incidents within a digital twin
can provide helpful insights for SOCs and support the enhancement
of SIEM systems.

2.4 Simulations and their Use in Cyber Security
In contrast to traditional intrusion detection mechanisms, simula-
tions of cyber security incidents (e.g. attack simulation) can lead to
completely new ways for security monitoring. Simulations differ
from simple analyses as they are based on a model, e.g. of a real-
world asset. Moreover, simulations depend on user-specified set-
tings and parameters. Consequently, security can benefit from cyber
security simulations in the following ways [6]: Simulations enable
repeatability and offer to compress the time interval. Additionally,
simulations can show a system’s behavior under a broad range
of specified configurations like during a security incident, which
supports the comprehension of emergent as well as prospective
behavior. Most importantly, simulations run in a standalone-virtual
environment and therefore do not affect the physical environment.
Moreover, whenever historical data is missing, resulting data of sim-
ulations might deliver important input. Despite all these benefits,
simulations are mostly neglected in current security approaches.
However, during recent years, some authors have approached this
area as follows:

Testbeds, cyber ranges and honey pots. The generation of testbeds
is commonly employed for critical infrastructure testing and rep-
resents an approach that usually combines virtual and physical
components. For instance, the Opnet module [19] is applied in nu-
merous testbeds (e.g. [13], [3]) to integrate physical network devices
with the virtual part of the testbeds. Testbeds are often used to test
planed infrastructures in terms of functionality, but also to assess
the level of security e.g. by spotting vulnerabilities. Cyber ranges
are virtual environments to develop IT systems or infrastructures
[11]. Their main purpose is to provide a training environment with
tools that help improve the security as well as stability and per-
formance of IT infrastructures and systems [22]. Honey pots are
commonly employed to attract attackers by emulating real-world
systems and simulating their behavior. Their usage mainly aims
at extracting attack methodologies including the attackers’ tactics,
techniques and procedures (TTP). To create a more realistic system
for the attacker than virtualized machine environments, honey pots
perform better when automation hardware is integrated [23].

Our approach extends work of [9], where a digital twin of a cyber-
physical system (CPS) is generated to run a man-in-the-middle
(MITM) attack simulation on it. However, the security functionali-
ties only lie within their digital twin solution, while our approach
crosses borders beyond the digital twin through the inclusion of

SOCs and SIEM systems. To the best of our knowledge, a holistic
approach to employ simulations to enhance corporate security man-
agement is missing. Therefore, we suggest applying simulations of
security incidents (e.g. threats, attacks) in the virtual counterparts
of assets (digital twins) and to combine the gathered information
with SOC and SIEM systems that protect these assets.

3 PROCESS-BASED SECURITY FRAMEWORK
This chapter introduces the proposed approach to holistically ad-
dress security by combining the digital twin concept, SOC and SIEM
systems. The resulting process-based framework is illustrated in
Figure 3, which applies the Business Process Model and Notation
(BPMN)modelling technique to describe the process, its correspond-
ing actors, systems and artifacts. Each process activity is explained
in the individual sections that refer to the respective BPMN swim
lane. The first part addresses the SOC activities, the next part ex-
plains the process steps within the digital twin and afterwards the
activities conducted by the security analytics tools are presented.
Finally, the formal requirements of this framework are summarized.

3.1 The Role of the Security Operations Center
In order to detect possible security breaches or system security
weaknesses, a large amount of data often must be collected and
processed – usually handled by SIEM systems. However, SIEM
systems also require domain knowledge about threats etc. and thus,
highly depend on cognitive processes [4]. For instance, although
SIEM systems allow setting and monitoring security rules, these
rules must be created in advance by experts, who we assume to be
organized within a SOC.

Determination of simulation settings. This first activity of the
process is conducted by the SOC. Within this activity, the security
experts decide the purpose of the subsequent simulation in the
digital twin. This includes deciding which security incident to be
simulated as well as which parameters and settings to use. For
instance, they could decide to run an attack on the communication
between a host to another host using an MITM attack. Another
security simulation purpose could be to test if specified security
rules apply – preventing the exploitation of vulnerabilities. The
output of this activity is the Simulation settings-artifact.

Incident Analysis. Subsequent to the security simulation by the
digital twin, the SOC studies the simulation output. Thereby, it ana-
lyzes the Incident data produced by the digital twin simulation. The
outcome of this analysis is the Incident information-artifact. This in-
formation is further used in the subsequent incident detection and
handling of the test SIEM to verify the derived SIEM logic/patterns
in order to catch the security incidents.

3.2 Security Simulation with the Digital Twin
To ensure the security of the system, attack detection mechanisms
and rules require constant review and development. The Digital
Twin can serve this purpose. Thus, a central part of our framework
lies in simulating security incidents within a digital twin.

In contrast to the related work introduced in section 2.4, the
digital twin provides a sheer digital approachwith strong focus on the
asset instead of the attack [6]. Moreover, it allows to model modular
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Figure 3: Process-based Security Management Framework integrating Digital Twin security simulations.

components of an asset as well as their network and interplay.
Another advantage presents the bi-directional connection of the
real-world asset with its digital twin. Therefore, subsequent to the
evaluation of the simulation outcome, the real-world counterpart
can be adapted to the desired setting by transmitting the respective
commands and parameters. Possible benefits of this approach are
damage limitation of the physical asset, lower prototyping costs,
reduction of asset downtime and certainly the promotion of a high
security level.

Security simulation. At first, the digital twin virtually represents
the real-world asset with the help of the Asset information-artifact.
The previous activity of the SOC sets the purpose of the simulation
and its related conditions. Thereby, the purpose of the simulation
can be distinguished between:

• System security testing: The simulation investigates secu-
rity configurations of the emulated systems to investigate
potential misconfigurations or vulnerabilities. It further pro-
vides feedbackwhether the weakness is present. For instance,
in order to reveal security weaknesses, specified security
rules of the system might be tested.

• Pentesting:While system security testing involves the as-
sessment and reporting of security weaknesses, pentesting
attempts to exploit these vulnerabilities in order to verify
the feasibility of malicious activity. In short, it assesses the
system’s sensitivity to security incidents.

• Attack simulation: The simulation of an attack reveals the
behavior of the system under attack. Its subsequent analysis

can derive patterns. These can be signature-based, anomaly-
based or specification-based [16].

Note that the presented simulation types types are not absolutely
distinct from each other and might exist additional as well as hybrid
forms. By setting the system’s conditions and details (Simulation
settings-artifact), the simulation can be created. Each security sim-
ulation produces certain data, e.g. logs reporting occurred events.
The produced Incident data of the digital twin security simulation
is analyzed in the succeeding activity by the SOC.

3.3 Security Analytics with SIEM
The benefit of a SIEM is its holistic view on multiple IT systems. In
order to detect security incidents, it correlates events and analyses
them. Thereby, various techniques for attack detection are applied.
The most common method is rule based detection [18] but is ex-
panded by more advanced methods in modern SIEMs. To avoid
influencing the production system negatively during testing a test
SIEM can be set up in the test environment, where it can be linked
to the digital twin simulation.

Incident detection and handling. Based on the Incident informa-
tion-artifact, the SIEM ideally detects the incident. The incident
should be detected in the Incident data produced by the digital twin
security simulation. In case the incident detection was not success-
ful, either the simulation settings or the analysis of the incident by
the SOC were erroneous or incomplete. Thus, these steps must be
reevaluated and repeated. Incident information can for example be
detection rules, which were deduced manually by SOC analysts or
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automatically derived patterns by machine learning methods such
as anomaly detection. To determine the risk of the incident, asset
information such as the asset value is needed.

Deployment. If the incident was detected successfully in the
test environment, the security rules or security settings, such as a
trained detection model, are transferred to the production SIEM so
that the incident can be detected upon occurrence in the production
environment. Therefore, the utilized technology in the production
SIEM should be the same as in the test SIEM in order to avoid side
effects during deployment.

3.4 Formal requirements
On the basis of the explanations of the framework’s activities, the
requirements to be met are formally stated in the following.

Reqirement 1 (Determination of simulation settings). A
set of simulation settings S = {s1, s2, ..., sn },n ∈ N \ {0} is deter-
mined.

Reqirement 2 (Security simulation). Asset information IAsset
linked with simulation settings S are required to build the simula-
tion SIM , which produces incident data DInc :

IAsset • S → SIM → DInc

Reqirement 3 (Incident analysis). Incident information IInc
is deduced from data DInc :

DInc |= IInc .
IInc = {IDet , IRel , IPr i }, whereby IDet is information to incident
detection (such as rules), IRel is the detection reliability and IPr i
the priority or severity of the incident.

Reqirement 4 (Incident detection + Deployment). Incident
information IInc implemented in a functional SIEM that detects the
incident:

SIEM(IInc ,DInc ) → Inc

Determination of risk IRis , based on IAsset , IRel and IPr i :
IRis = IRel • IPr i • IAsset

Each of these requirements corresponds to at least one activity
of the process-based framework (Figure 3). Moreover, all artifacts of
the framework, which serve as inputs resp. outputs of the activities,
can be found formally stated:

• Asset information: IAsset
• Incident data: DInc
• Incident information: IInc

In regard to the swimlanes, the simulation carried out in the Digital
Twin and the SIEM system are formalized into SIM and SIEM .

4 EVALUATION
To evaluate the proposed approach a security simulation for a digital
twin of an industrial filling plant is implemented. Furthermore, it
is demonstrated how this output can serve the SOC to build SIEM
rules. This is tested by implementing a SIEM tool that directly
receives the logs produced by the digital twin simulation. In the
following, the use case (an industrial filling plant) and the tools used
for the prototypical implementation are introduced. Afterwards,
we concentrate on the conceptual setting of the attack. Afterwards,
the obtained results are summarized. We review each activity of

our process-based security framework (Figure 3) in our use case,
and show how the formal requirements can be met. The evaluation
is concluded by a discussion of the use case and the proposed
approach.

4.1 Use Case and Tools
The physical process and the relevant components of our use case
are illustrated in Figure 4. The industrial filling plant consists of a
tank that contains some liquid and an actuator, e.g. a motor-driven
valve (MV), which controls the outflow of the tank. The liquid flows
through the pipe into a bottle. The tank, the bottle and the pipe
each have a sensor that reads the liquid level (LL) resp. the flow
level (FL). Three programmable logic controllers (PLCs) monitor the
sensors and the actuator. In the use case setting, PLC2 controls the
sensor measuring the flow level in the pipes (Sensor2-FL) and PLC3
controls the liquid level of the bottle that is to be filled (Sensor3-LL-
bottle). Meanwhile, PLC1 gets hold of the sensor value of the tank’s
liquid level (Sensor1-LL-tank) and follows a control strategy for
the motor-driven valve (Actuator1-MV). To accomplish the control
of the actuator, PLC1 receives the other sensor values controlled
by PLC2 and PLC3. The network communication is realized over
Ethernet/IP (ENIP) and organized by ENIP tags that store the sensor
values in the respective PLCs. For instance, the "Sensor3-LL-bottle"-
tag is stored in PLC3, and can be requested and received by PLC1.

Figure 6 shows the use case’s network infrastructure. Next to the
PLCs, a Human-Machine Interface (HMI) allows direct control the
actuator (open/close). Together, the Figures 4 and 6 can be referred
to as Asset information-artifact as presented in our process-based
framework.

BOTTLE

TANK

 

Sensor2-FL
FLOW LEVEL 
SENSOR

Sensor3-LL-
bottle
LIQUID LEVEL 
SENSOR

Sensor1-LL-
tank
LIQUID LEVEL 
SENSOR

Actuator1-MV
MOTORIC VALVE

PLC1 PLC2 PLC3

Figure 4: Use case – An industrial filling plant.

The following tools are utilized for prototypical implementation
of the filling plant simulation within the digital twin. Commonly,
Mininet1 is employed for simulations with a digital twin [8, 9].
To fit our use case, we chose a technology relying on Mininet,
namely MiniCPS2, which enables the simulation of industrial assets
and originates from research [1]. MiniCPS is tailored for industrial
settings: It simulates of traditional industrial systems like PLCs,
HMIs and common industrial network communication over ENIP or
Modbus. Moreover, an underlying database supports the simulation
of the physical process by storing the current states, e.g. the liquid
1http://mininet.org
2https://github.com/scy-phy/minicps
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Figure 5: Implemented micro-service architecture for digital twin and SIEM deployment – managed by the SOC.

levels, from which the simulated sensors get their values. Moreover,
each PLC in MiniCPS can be implemented with a own ENIP server
that can store tags [1]. For instance, in the use case setting, PLC2
stores the value of Sensor2 as ENIP tag ("SENSOR2-FL") in its ENIP
server. Additionally, we added a logging strategy to capture the
respective system’s events (system logs) to each of the MiniCPS
PLCs main function. Currently, they are stored in the logs folder
of the project, from where they can be directly transferred to the
SIEM system.

To simulate the attackers behavior, the attacker node in our
setting currently makes use of tools like Ettercap3 to capture the
network traffic and start a MITM attack. The respective source
code with installation details, further description of the use case
implementation and the resulting logs are available for the public
and can be found at Github4.

The technical side of the incident analysis within the SOC is sup-
ported by the SIEM tool Dsiem5, which builds upon Elasticsearch,
Logstash and Kibana6. These tools are under open source licence
to a large extent, and are commonly favored in research for their
in-depth comprehensibility.

The overall architecture of the tools and their interaction is
shown in Figure 5. From the SIEM system side, Filebeat is responsi-
ble for the collection of the log data that is transmitted by the digital
twin simulation into the files of the logs folder. Within Filebeat, the
log files are monitored and in case new lines are added, these are
transmitted to Logstash. Logstash normalizes the data by parsing
the logs line by line and transforming them into semi-structured
JSON-documents in order to enable and facilitate further process-
ing and readability. Dsiem is a correlation engine, which detects
incidents based on rules and offers the possibility to trigger an
alarm. If an alarm is triggered, it is pushed back to logstash to pass
it along the pipeline. Elasticsearch provides the data storage and
query execution. Finally, Kibana visualizes the data, displays alarms
and offers analytics capabilities, which enables experts to manually
analyze incidents.

3https://www.ettercap-project.org/
4https://github.com/FrauThes/DigitalTwin-SIEM-integration
5https://www.dsiem.org/
6https://www.elastic.co/

The total environment is realized in the form of a micro-service
architecture, where each component is deployed within a docker
container. This facilitates the later transfer into the production
system and simplifies the use of the framework for research in
order to build upon or extend it. Furthermore, individual compo-
nents are easily replaceable if more suitable ones for the respective
environment emerge.

4.2 Attack Setting
SOC: Determination of simulation settings.The first activity of process-
based framework (see Figure 3), defines the attack scenario. In our
use case, the SOC determines the attacker to be present in the
network of the filling plant as shown in Figure 6.

Switch

PLC1

HMI

Attacker

PLC2

PLC3

Figure 6: The attacker inside the network topology of the
industrial filling plant.

Moreover, the SOC lets the attacker start an ARP spoofing MITM
attack between PLC1 that monitors the actuator (open/close motor-
driven valve) and PLC3, which sends the liquid level of the bottle to
PLC1. More precisely, the attacker only shortly sniffs the network
traffic between PLC1 and PLC3 and stops the attack. This is re-
peated about every two minutes. The goal is to not completely stop
the network traffic for a longer time period, so that the physical
process seems to be running regular and is not stopped at all. This
attack strategy proceeds similarly to the spying phase of Advanced
Persistent Threats (APTs). With this procedure, the SOC tests if
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their log management strategy is sufficient to detect this simple
attack.

In terms of requirements, our use case produces the set of settings
S = {attacker in network, attack, targets, repeat,
attack duration}, whereby attacker in network = true, attack =MITM
ARP spoofing, targets = {PLC1, PLC3}, repeat = {true, 2min}, attack
duration = 15 s that fulfills Reqirement 1.

4.3 Results
Digital Twin: Security simulation. The purpose of the performed
simulation as dictated by the SOC, can be summarized as a hybrid
of attack simulation and pentesting as it reveals how the attack
affects the systems and their response. To build the simulation SIM ,
the general information about the asset IAsset , i.e. the information
about the network topology and the physical process, is linked with
the simulation settings S (Reqirement 2). To start the attack, the
attacker node of the simulation executes the shell commands for
the MITM attack.

INFO 03/16/2020 13:31:59 10.0.0.1 main_loop

Liquid level (SENSOR 3) under

BOTTLE_M['UpperBound ']: 0.84 < 0.90

-> open mv (ACTUATOR 1).

INFO 03/16/2020 13:32:01 10.0.0.1 main_loop

Flow level (SENSOR 2) under

SENSOR2_THRESH: 2.45 < 3.00

-> leave mv status (ACTUATOR 1).

WARNING 03/16/2020 13:32:06 10.0.0.1 main_loop

Liquid level (SENSOR 3) is not received.

Program is unable to proceed properly

INFO 03/16/2020 13:32:08 10.0.0.1 main_loop

Flow level (SENSOR 2) under

SENSOR2_THRESH: 2.45 < 3.00

-> leave mv status (ACTUATOR 1).

Listing 1: System logs of PLC1

The output of the security simulation SIM is the incident data DInc
(Reqirement 2), which, in this case, are several log files, i.e. the
system logs of PLC1, PLC2 and PLC3. This security simulation
output of the digital twin as referenced in Figure 3 (Incident data-
artifact), can be found at GitHub7. Listing 1 shows an extract of
the logged system events of PLC1 (10.0.0.1). As can be seen from
the logs, the control strategy of PLC1 works fine until the value
of Sensor3 that is managed by PLC3 cannot be received any more.
This causes the program to produce error messages and leads to
the actuator being left at the state as it was at last. In the case of
Listing 1, it remains open. The physical result would be a bottle
overflow, which would only be stopped when the tank reaches its
lower-bound threshold or after the attacker stops the MITM attack.

SOC: Incident Analysis. The analysis of simulation output DInc
by the SOC suggest that the ARP poisoning MITM attack allows to
place the attacker successfully between PLC1 and PLC3 and results
in a denial-of-service (DOS) of network communication between
PLC1 and PLC3. Thereby, the pattern of the ARP MITM attack
can be deduced from DInc , and the Incident information-artifact
IInc is created (Reqirement 3): The artifact mainly consists of
multiple correlation rules IDet to detect the attack. Therefore, it can
7https://github.com/FrauThes/DigitalTwin-SIEM-integration/tree/master/example-l
ogs

be detected in two stages. The first stage detects, that the sensor
data of PLC3 was not received. If the condition of the first stage
is fulfilled, the second stage waits for log data within a specific
time window, that shows, that PLC3 is operating normally and that
there must be a communication problem between PLC1 and PLC3,
which in turn indicates a potential MITM attack. Figure 7 exemplary
shows the generalized detection rule in the form of a decision tree.
The actually JSON-formatted and implemented correlation rules
can be found at Github8.

Furthermore, parameters for risk calculation are preset during
this step. First, the priority of the incident IPr i is set. This parameter
determines the severity of the incident. In the case of Dsiem the
priority is represented as a value between 1 and 5. Since the severity
of the attack is estimated as medium, IPr i = 3 is assumed. Second,
the reliability IRel of the detection is set to a value between 1 and
10. This is based on the two-stage rules as explained above. If it
was recognized that no more data is received from PLC3, IRel = 3
is predefined. The reliability of the first stage is rather low, as the
warning might also indicate a general connection problem of PLC3.
However, if the second stage rule (PLC3 is operating normally)
applies in addition, IRel = 8 is predefined, since an attack is more
likely, but there is still the possibility of a false positive.

PLC1 Event

PLC2/3 Event

WARNING: 
Data (SENSOR 2/3) is not received INFO

INFO:
Internal ENIP tag (SENSOR 2/3) updated

Other

Attack PLC2/3
unavailable

Normal

Figure 7: Deduced detection rules for MITM Attack as deci-
sion tree

SIEM: Incident detection and handling. To enable incident inves-
tigation and the derivation of detection rules or patterns a SIEM
system is utilized. To instantly detect the attack within the pro-
duced incident data DInc and generate an alert, the security rule
is implemented: SIEM(IInc ,DInc ). The physical result of Listing 1
would be a slight overflow of the bottle. The SIEM alert can inform
the SOC that an incident Inc is detected. The SOC, in turn, can
react as quickly as possible or even install new mechanisms that
completely prevent the overflow scenario. During this step, the
risk of the incident IRis is calculated based on IRel , IPr i , and IAsset
(more specifically the value of the asset). In the case of Dsiem the
formula IRis = IRel ·IPr i ·IAsset

25 is applied. This results in a risk value
IRis =

8·3·2
25 = 1, 92 which triggers a low risk alarm. The calculated

risk IRis and the detected incident Inc fulfill Reqirement 4.
8https://github.com/FrauThes/DigitalTwin-SIEM-integration/blob/master/deploym
ents/docker/conf/dsiem/configs/directives_dsiem-digital_twin.json
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Figure 8: Screenshot of the Dsiem incident detection.

Figure 8 shows the visualization of the prototypical recognition
of the incident by Dsiem. In the upper right corner a line chart
shows the log data stream (turquoise) and the detected attacks (red
peaks). The heatmap on the left side shows the risk level of the
detected incidents and allows a quick overview of the threat level.
If the incident is successfully detected, one can proceed to deploy
the implementation in the production SIEM.

SIEM: Deployment. As in the use case, the asset is in the Plan-
ning & Design phase, no actual physical asset exits. Therefore, the
deployment is currently accomplished in the virtual environment
(cf. further explanation in the following section) by carrying out
the deduced security rule.

4.4 Discussion
In order to reach significant results, the use case and its simulation
requires to be realistic. To achieve a setup as close as possible to
reality, the filling plant use case is oriented on the input of a se-
curity expert of an industrial company9 that plans, develops and
manufactures machines and complete lines for the fields of pro-
cess, filling and packaging technology. Additional statistics support
the use case settings. For instance, a recent study shows that the
communication’s over Industrial Ethernet annual growth is at 20%,
whereby ENIP is applied the most [21]. Moreover, regarding the
current states of OT solutions, software patching remains a slow
process [15], representing easy entry points for the attackers. So,
the attacker already being in the network topology as illustrated
in Figure 6 is a realistic setting indeed. While the ARP spoofing
represents also a realistic attack against ICS, future attack simula-
tions could cover more advanced and more affecting scenarios (e.g.
ransomware attacks).

Regarding the process-based framework, it might be questionable
to what extent other simulation technologies for cyber security can
be applied instead of the digital twin. While the concept might be

9https://www.krones.com/en/

realizable with technologies such as testbeds, the digital twin is
however the most fitting solution for the following reasons: Digital
twins cover the whole lifecycle of their physical counterparts. This
means that they can be created in the Planning & Design phase,
where no physical counterpart might exist yet, but data can already
be gathered. In terms of security, this enables creating an asset by
following security-by-design paradigm as the digital twin might
already simulate a planned industrial asset and security-related
vulnerabilities can be found before the real-world assets exists and
operates [6]. This goes hand in hand with the digital twins being
mere virtual technologies, and, esp. in comparison to testbeds, no
physical assets are mandatory. The main argument for employing
digital twins in our framework is that digital twins contain by far
more data and analytic capacities than simulations alone (see Figure
2), such as asset-centric data (e.g. context data, domain- and expert-
knowledge). This data presents additional important input for SOC
and SIEM systems (cf. Figure 1).

5 CONCLUSION AND FUTUREWORK
In this work, a process-based framework for integrating digital
twin security simulations in SOCs is developed. By prototypical
implementation and use case demonstration, it is shown that the
suggested approach can be accomplished in practice. As the use
case’s digital twin security simulation repeats the MITM attack only
about every two minutes and sniffs the occurring traffic for only
a few seconds, the attack wouldn’t be noticed without logs. This
is reminiscent of the espionage phase of APTs, which often target
industrial environments. However, in industrial systems currently
many proprietary, but no standardized, log management solutions
are pursued. In this work, we highlight how the digital twin security
simulation can support the SOC in their security strategies (e.g. log
management and monitoring).

The presented approach is the first of its kind to combine the re-
search areas digital twin and SOC and thus, requires demonstration
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of feasibility first. In the scope of this work, an evaluation in terms
of efficiency or performance is not carried out yet. However, future
work will address the performance-based evaluation as well as the
creation of more and different attacks to simulate, and the subse-
quent processing of the simulation output in the SOC and SIEM
systems. As addressed above, future work could further extend the
framework, e.g. by passing on further security-relevant data from
the digital twin to the SOC.

Moreover, future research should tackle to integrate even further
– towards cyber threat intelligence (CTI). For instance, the struc-
tured description of attacks (e.g. STIX format) could be applied to
the simulation data. This includes the report of found vulnerabili-
ties, e.g. via lists like the Common Vulnerabilities and Exposures
(CVE). Seeing the even bigger picture, the presented approach could
work together with further attack knowledge to simulate the at-
tacks as close to reality as possible, e.g. by integrating knowledge
from honeypots to get current methods of the attackers.

Regarding SIEM systems, one major research challenge lies in
the complexity of creating detection and correlation rules. Since
this requires the definition of multiple parameters and since this
syntax for rule definition is designed for SIEM experts, SOC ana-
lysts struggle with creating rules. Future work should address this
problem by designing approaches, which are targeted at a broader
security audience and offer a higher usability – while still provid-
ing the ability to define rules for detection of complex incidents.
Lowcode approaches, tailored to the special demands within a SOC,
could present promising solutions to this problem.
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Abstract. Security Operations Centers (SOCs) provide a holistic view
of a company’s security operations. While aiming to harness this poten-
tial, companies are lacking sufficiently skilled cybersecurity analysts. One
approach to meet this demand is to create a cyber range to equip poten-
tial analysts with the skills required. The digital twin paradigm offers
great benefit by providing a realistic virtual environment to create a
cyber range. However, to the best of our knowledge, tapping this poten-
tial to train SOC analysts has not been attempted yet. To address this
research gap, a concept of a digital twin-based cyber range for SOC
analysts is proposed and implemented. As part of the virtual training
environment, several attacks against an industrial system are simulated.
Being provided with a SIEM system that displays the real-time log data,
the trainees solve increasingly complex tasks in which they have to detect
the attacks performed against the system. Thereby, they learn how to
interact with a SIEM system and create rules that correlate events aiming
to detect security incidents. To evaluate the implemented cyber range, a
comprehensive user study demonstrates a significant increase of knowl-
edge within SIEM-related topics among the participants. Additionally,
it indicates that the cyber range was subjectively perceived as a positive
learning experience by the participants.

Keywords: Cyber range · Security operations center · Digital twin

1 Introduction

As cyber-attacks become increasingly sophisticated and use more and more
points of attack, it is essential to establish a holistic view of organizations’ secu-
rity. As a recently published report [2] indicates, organizations are becoming bet-
ter at detecting and mitigating direct attacks. However, more advanced attacks
are on the rise, targeting the victim indirectly through weak spots in the busi-
ness ecosystem or the supply chain. Over the recent years, Security Operations
Centers (SOCs) have emerged to address this problem by providing a holistic
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view of organizations’ cybersecurity. However, this has increased the demand
for security personnel, making it difficult to find enough well-trained analysts
for SOCs. This is worsened by the so-called “alert burnout”, since an analyst’s
daily work can be quite tedious and tiring. According to a SANS survey [23], the
key to low attrition rates is to invest more in analysts’ training. Therefore, it is
crucial to create a means to train analysts as quickly and effectively as possible,
considering that the requirements can vary from company to company. To create
a suitable training environment, cyber ranges can be used to train analysts by
simulating realistic scenarios without disrupting business operations. To be as
close as possible to the specifics of the company, the integration of a digital twin
is a promising option. Thereby, the relevant section of the company infrastruc-
ture for which the experts are to be trained can be mirrored, creating a training
environment that barely differs from the company’s real environment.

The contribution of this paper is twofold. First, we examine which compo-
nents of a digital twin can be used for cyber ranges. Based on this, a cyber range
for SOC analysts is designed and prototypically implemented. To show that the
proposed concept offers advantages for the training of security analysts, it is
evaluated through an extensive empirical user study.

The remainder of this paper is structured as follows. Section 2 provides the
foundation of the conducted research. In Sect. 3, the digital twin’s potential for
cyber ranges is outlined along with the current research gap. Based on that,
Sect. 4 proposes a concept for a digital twin-based cyber range, including a sce-
nario and learning concept and concludes with a description of the prototypical
implementation of the concept. Section 5 covers the evaluation of the concept in
the form of a comprehensive user study by presenting the methodology and the
results of the evaluation. Finally, the work is concluded in Sect. 6.

2 Background and Related Work

2.1 Cyber Range

As conventional training methods that only focus on transferring theoretical
knowledge do not meet the demand for practical knowledge and skills within
the cybersecurity domain, cyber ranges have gained attention over the past
years [32]. Generally, cyber ranges are virtual environments, which are used
for cybersecurity training [28]. As the name indicates, the expression is derived
from shooting range, as both provide an environment in which people can be
trained without harming or interfering with the environment for which they are
educated. Application areas range from public settings such as military defense
and intelligence, academic and educational, to commercial purposes driven by
the industry [29].

The idea of using cyber ranges to train specialists in attack detection and
in cybersecurity in general is not entirely new. For example, the Austrian Insti-
tute of Technology recently introduced a cyber range of industrial control sys-
tems [20], not only targeting education, but also serving as a platform for con-
ducting research and development by testing new approaches and methods. This
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is only one example in this context. For a deeper insight into related approaches,
we would like to refer to two extensive literature reviews which provide a good
overview of preliminary work [29,32]. Although some works in this area exist, to
the best of our knowledge, no approach combines the digital twin’s potential with
the concept of cyber ranges for educating SOC analysts to date. Additionally,
the effect of the approaches on the obtained knowledge has not gained sufficient
attention in previous works.

According to Yamin et al. [32], a cyber range can be described by following a
taxonomy with six domains. However, the description of a cyber range does not
necessarily have to consider all domains, but instead, can focus on selected ones.
As this paper applies the taxonomy for describing the developed cyber range,
the six domains are elaborated briefly in the following:

Scenario: A scenario defines the storyline and context of a training exercise
performed in a cyber range. It supports the purpose of the training, such
as education, experimenting, or testing. Thereby, it is allocated to a domain
(e.g., networking, critical infrastructure, or IoT). Additionally, a scenario can
either be static or dynamic. A dynamic scenario means that changes are made
during the exercise, for example, by simulating infrastructure components.

Environment: The environment presents the topology in which the scenario
is executed. This includes the underlying technology used to build a system
model (simulation, emulation, hardware, or hybrid).

Teaming: Teaming describes which teams are part of the scenario. The most
important teams are a red team with the goal to exploit vulnerabilities of the
system, and a blue team with the task to defend the system against attacks.
Teams can also be autonomous if specific technologies automate them.

Learning: The learning domain covers explanatory elements of a scenario such
as texts, images, or video clips used for initial knowledge transfer.

Monitoring: Participants’ actions can be monitored in real-time during an exer-
cise by using appropriate tools.

Management: This domain covers how management tasks, such as role and
resource allocation, are performed. It also comprises interfaces for controlling
the scenario or the environment during the exercise.

Furthermore, it is worth mentioning in this context that the term can be nar-
rowed down further. Kavallieratos et al. [17] define a cyber-physical range as a
testbed that enables the testing of the security posture of cyber-physical systems.
The cyber range presented in this paper can be assigned to this class.

2.2 Security Operations Center (SOC)

The term Security Operations Center has been around in research for more than
a decade. However, attention has significantly increased in the last three to five
years as SOCs have emerged as a central pivotal point for security operations
in practice [30]. The SOC represents an organizational aspect of an enterprise’s
security strategy. It combines processes, technologies, and people [21,27] to man-
age and enhance an organization’s overall security posture. This goal can usually
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not be accomplished by a single entity or system, but rather by a complex struc-
ture. It creates situational awareness, mitigates the exposed risks, and helps
to fulfill regulatory requirements [19]. Additionally, a SOC provides governance
and compliance as a framework in which people operate and to which processes
and technologies are tailored. A central role within a SOC is taken by security
analysts. Using appropriate tools, they can attempt to detect security incidents,
then analyze them and react appropriately. Therefore, the success of a SOC
depends to a large extent on the skills and training of the analysts. Within a
SOC, a SIEM system is usually used as the central tool [31]. A SIEM aims to
collect security-relevant data (usually log data) in a central location and analyze
it in a correlated manner to detect security incidents. For this purpose, SIEM
systems use detection rules that are usually created by analysts, in most cases in
JSON or XML format. These fulfill the purpose of triggering an alert if defined
conditions within the log data apply.

2.3 Digital Twin

The digital twin refers to a concept that differs in meaning depending on its
application area [22]. In general, a digital twin can be defined as a virtual rep-
resentation of any real-world asset (e.g., system or process). The digital twin
accompanies its real-world asset’s lifecycle, which may range from phases like
idea/planning over operation to decommissioning [6]. The digital twin gathers
data about its real-world twin during these phases and enriches the data with
semantics [3]. This way, the twin is able to represent its counterpart in-depth
and provides a solid basis for simulations and further analytical measures.

Especially in cybersecurity, the digital twin holds several benefits [26]. It
can support lifecycle security [11], including the security-by-design paradigm by
offering simulations and system testing, in which the security level of the asset
can be assessed. Moreover, digital forensics may profit from the vast data and
documentary capabilities of a digital twin [7].

3 Investigating the Potential of the Digital Twin for
Building Cyber Ranges

In order to extract what digital twins offer for cyber ranges, we must first regard
the foundation of digital twin deployment in cybersecurity. According to [11],
the digital twin is required to provide sufficient fidelity for security measures
that rely on its data. A digital twin offering this characteristic can then be suc-
cessfully implemented for cybersecurity. This definition presents the prerequisite
for combining digital twins and cyber ranges. Currently, one work conceptually
proposes to utilize a digital twin as a cyber range [4]. However, an implementa-
tion has not been realized to date. In their approach, the digital twin is merely
applied as cyber range with the purpose of security training, while other pur-
poses are not considered. However, the digital twin originally serves completely
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different purposes, such as monitoring and controlling its counterparts’ opera-
tion [6]. Thus, in this paper, we propose to use the digital twin as a valuable
input to create a cyber range rather than turning it into one. In this matter,
we investigate which digital twin characteristics can provide valuable input for
cyber ranges in the following. The core parts included in a digital twin represent
(a) data, enhanced with semantic technologies, (b) analysis, simulation and other
intelligent services as well as (c) access control and interfaces [6].

Data of the digital twin’s real-world counterpart is produced along its lifecy-
cle, stored in the digital twin and given context by adding semantics [3]. This
data supports high-fidelity modeling of the counterpart to virtually represent the
real-world system. Added semantics offer better comprehension and modeling of
the connection and the context of the system’s components. This can prove to
be an essential input for creating cyber ranges as well. To maximize the training
potential of cyber ranges, the virtually represented system and related security
incidents should resemble reality as close as possible. This way, security analysts
can be trained in a highly realistic environment. However, not all data held in a
digital twin may be relevant for building cyber ranges. The virtual system, used
to build a cyber range might represent only a part of a complex real-world sys-
tem, e.g., by focusing on the network level. In this case, the physics-related data
of the system might not be of interest. Moreover, the resulting data of digital
twin analyses (like predictive maintenance) typically are not relevant. In gen-
eral, only a subset of digital twin data is required for creating the cyber range –
depending on the complexity level, granularity, and the part of the system being
represented.

Analysis, simulation, and other intelligent services represent operation
modes of a digital twin. According to [7], three modes can be used for secu-
rity purposes as well: analysis, simulation, and replication. Table 1 summarizes
these modes and their potential benefits for building cyber ranges. Each oper-
ation mode relies on digital twin data and has already been tackled in terms
of security in some works (see Table 1). Analysis usually takes historical/state
data of the physical counterpart into account to apply analytical measures such
as anomaly detection, pattern recognition, etc. For cyber ranges, this data has
to be virtually reproduced (moderate effort). However, there is no virtual system

Table 1. Digital twin security operation modes and their potential for cyber ranges.

Operation mode Required data Related work Benefit Effort

Analysis Historical/state data [24] Low Moderate

Simulation Specification data
(for emulation)

[8,10] High Moderate

Replication Specification data
(for emulation),
historical/state data
(stimuli)

[9,13] Moderate High
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that can be explored by security analysts (low benefit). Simulation, in contrast,
requires only specification data to build the emulation. On top of the emulation,
different (security) scenarios can be applied to a virtual system to create a sim-
ulation, where the security analyst in training can not only see produced data
of the virtual system but also interact with the system (high benefit). More-
over, the simulations can be taken from digital twins and directly used in or
tailored to the cyber range (moderate effort). Replication, on the other hand,
requires high effort to be used for cyber ranges as it relies on integrating not only
specification data to build the emulation, but also on current state data of the
physical counterpart to defer the stimuli changing the systems state. However, it
only provides moderate benefit as the system is always in synchronization with
its real-world counterpart and alternative scenarios (e.g., security incidents and
countermeasures) cannot be tested.

Other important parts of digital twins are access control and interfaces (e.g.,
implemented in [25]). Although control mechanisms in digital twins for accessing
their data and analytic capabilities represent no relevant input for cyber ranges,
interfaces might be used to transmit data from the digital twin.

To conclude, some parts of the digital twin offer benefits for building cyber
ranges. Especially the operation mode simulation can be used to create a virtual
environment close to reality. Such a system simulation model can be directly
transferred from the digital twin into the cyber range and – if necessary – cus-
tomized to meet the cyber range’s needs. The interfaces part of the digital twin
might help to transfer the model, while additional data might help to create
simulation scenarios or to get an overview of the system that is virtually repre-
sented. Overall, the simulation capability of the digital twin presents a valuable
input for cyber ranges and will be concentrated on in the following.

4 A Cyber Range for SOC Analysts

To create the cyber range, it is first necessary to define the learning objectives,
the target group, and the requirements. In the case of our cyber range, the analyst
in training - hereafter referred to as the trainee - should be introduced to the
tasks of a SOC analyst and learn how to work with a SIEM system. In the
process, he or she should acquire the following skills and know-how:

S1: Knowledge of how selected incidents or attacks on the industrial system
work.

S2: Manual detection of anomalies or incidents by analyzing log data with a
SIEM system.

S3: Create both syntactically correct and semantically appropriate rules to
detect the incidents.

The target group are individuals who want to achieve skills in security analytics
within a SOC – for example, because they want to work as analysts in a SOC in
the future. They are assumed to have basic cybersecurity skills but have never
worked with a SIEM system or in a SOC. Even though incident response often
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lies within an analyst’s responsibilities, this will not be considered in this cyber
range as, in our opinion, it is too complex to start with and would create too
steep a learning curve. However, this could be addressed in future work.

One requirement for the cyber range is to run it entirely virtual in order for
the trainees to take part in the cyber range remotely without physical presence.
This allows the trainees to take part without too much effort. Additionally, it
facilitates the evaluation with an international user study. Furthermore, since
the user study is to take place in times when – due to COVID-19 restrictions –
face-to-face contact should be kept to a minimum, conducting it in a classroom
setting is not an option.

In the following, first the general concept of the cyber range is presented.
Based on this, the scenario is described with the help of which the user should
acquire the skills outlined above. Subsequently, the prototypical implementation
of the cyber range is elaborated upon, with a brief description of the technologies
used.

4.1 Cyber Range Concept

Our cyber range consists of five main building blocks (compare Fig. 1): A virtual
environment, a SOC, a management and monitoring unit, a learning manage-
ment system, and the digital twin, which lies outside of the cyber range. Thus,
it represents a security analytics service [12] combined with cyber range specific
components. In the following, these building blocks are explained in more detail.

Fig. 1. Basic concept of the digital twin-based cyber range for SOC analysts.

As investigated in Sect. 3, the digital twin provides a system simulation
model used to create the virtual environment. The simulation model is supported
by specification data, enabling a realistic simulation of the physical counterpart
with which the trainee can dynamically interact, like with the real system within
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the organization. The data for the simulation is provided through respective
interfaces and protected by access control capabilities.

The virtual environment implements and reflects the scenario of the cyber
range through the simulation. For this purpose, an industrial system is simulated
on the one hand and simulated attacks harming the industrial system are carried
out on the other. Thereby, the planned training scenario is reproduced, guiding
the trainee through several training units similar to a playbook, elaborated in
more detail in Sect. 4.2. In the process, the simulated industrial system produces
log data documenting its operation and providing traces pointing to the attack
scenarios.

Within the SOC building block, a SIEM system is provided, which provides
the actual point of interaction with the trainee. The SIEM represents the system
for which an analyst is trained, and ideally is also a system in practical use in
the trainee’s organization. This ensures that the trainee learns to work with a
system that is as close to the real SIEM as possible or even identical to it. The
log data of the industrial system is fed into the SIEM. In the first step, the
trainee interacts with the SIEM to analyze and manually detect the simulated
attacks based on the available data. In the next step, the trainee can use this to
create correlation rules in the SIEM, which detect attacks automatically.

The learning management system (LMS) provides additional learning
material for the trainee and introduces the scenario. This information can be
presented in various forms, such as videos or simple textual descriptions. In our
case, an introduction to the functioning of SIEM systems and the structure of
SIEM rules is provided. In addition, hints on the attacks are given to make it
easier to get started using the SIEM. These materials are prepared by the trainer
and are included in the LMS so that they can be accessed during the procedure.
A more detailed description of the prepared media is given in Sect. 4.2.

With the help of the management and monitoring building block, the
trainer can oversee the trainees’ progress during training. Additionally, it con-
figures the simulation of the industrial system and automatically triggers attack
simulations depending on the progress of the training.

4.2 Scenario and Learning Concept

The scenario represented by the cyber range is an Industrial Control System
(ICS)-based setting of a filling plant. Thereto, the simulation from the digital
twin is used, which enables a realistic representation of the industrial filling plant.
Figure 2 illustrates the setting in a simplified way for better understanding. The
filling plant consists of a tank containing liquid that is to be filled into bottles.
The tank is equipped with a sensor measuring the liquid level at regular intervals.
To control how much liquid is bottled, the system includes a motoric valve that
can be opened and closed. The flow-level sensor is being used to check how much
liquid flows through the pipe towards the bottle at any given time. The level of
the bottle itself is monitored with another sensor. Each sensor and the actuator is
controlled by one of the three Programmable Logic Controllers (PLCs) connected
through a switch via Ethernet, which store the sensor data and communicate
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via Ethernet/IP. The interface between the employees and the industrial plant
is realized with the help of a Human-Machine Interface (HMI). This allows an
employee to read the measured and logged sensor values and intervene in the
plant’s operation. Within the scenario, it is assumed that an attacker has gained
direct access to the network of the industrial plant. This allows him or her to
carry out various attacks, which can then be detected in the SIEM.

Fig. 2. ICS Scenario of the cyber range.

As shown in Fig. 3 the trainee is guided through the scenario by several learn-
ing materials provided by the LMS. Each step within the scenario is accompanied
by a task that the trainee must complete.

The scenario is designed to slowly introduce to rule creation by requiring the
trainee to solve increasingly elaborate tasks. It starts with a general introduc-
tion, where only simple questions about the events captured by the SIEM have
to be answered. Once the first step is complete, increasingly complex attacks are
simulated one after another, which the trainee must first detect manually (S2).
Then he or she is required to create rules (S3) that automatically detect these
attacks. The rules to be created also increase in complexity. In order not to over-
tax the trainee, large parts of the rule are initially given, and the trainee only
has to add certain parts. Then, starting with the scenario step “log file manipu-
lation”, the trainee has to create the whole rules themselves. The complexity of
the rules to be learned can be divided into three difficulty levels: Starting with
very simple rules for which only one condition must be met, to multi-stage rules
that build on each other and for which several conditions must be met, to rules
that also query an IP address range.

The LMS provides various media to support the trainee’s learning between
each scenario step. These are either explanatory texts or videos that convey
knowledge for the subsequent step in the scenario. In each case, the simulated
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attack is briefly presented from the attacker’s point of view (S1) to provide
guidance on what the trainee must look for in the SIEM. It also explains how
to use the SIEM and how rules are structured. Gamification elements are used
to motivate the trainee during the training session. The trainee receives points
for each task he or she solves and can use them to move up levels. If a task is
answered incorrectly, the trainee can correct the answer, but points are lost to
prevent solutions from simply being guessed. If the trainee is stuck, hints can be
bought with earned points, which guide towards the solution.

Fig. 3. Learning concept for the cyber range.

4.3 Prototypical Implementation

The overall architecture of the cyber range is shown in Fig. 4. To simulate the
industrial system, the digital twin’s simulation component is transferred to the
cyber range to create a realistic virtual environment. The simulation is realized
with MiniCPS1, an academic framework for simulating cyber-physical systems
which builds upon Mininet2. To monitor the network traffic, a firewall captures
the TCP-traffic within the network and detects certain abnormalities such as
ambiguous responses to ARP-requests. The firewall functionalities are imple-
mented with scapy3. The PLCs and the HMI produce system logs on the main
functions of the filling process and the firewall monitoring, which are stored as
log files in a common logs directory.

1 https://github.com/scy-phy/minicps.
2 http://mininet.org/.
3 https://scapy.net/.
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Fig. 4. Architecture of the prototypical implementation.

As described in Sect. 4.2, the attacker performs various attacks against the
network components. To implement the attacks, the network tools Ettercap4 (for
the ARP-Spoofing/Man-In-The-Middle-Attack) and hping35 (for the Denial-Of-
Service-Attack) are used. The Log-File-Manipulation-Attack is performed by
simply deleting the log file in which the system logs of PLC1 are stored. For the
filling plant simulation to produce consistent system logs over the cyber range’s
lifetime, the attacks are automated and repeated periodically. The open-source
tool Dsiem6 is the implemented SIEM system of the cyber range. It builds upon
Elasticsearch, Logstash, Filebeat, and Kibana. With Logstash and Filebeat, the
aforementioned log data is parsed and normalized as so-called SIEM events,
which are then forwarded to Dsiem. Dsiem correlates SIEM events with prede-
fined rules to generate SIEM alarms. Finally, these SIEM events and alarms are
transferred to Elasticsearch and visualized in Kibana. The virtual environment
and the SIEM system are realized as a microservice-infrastructure separated
from the LMS and with each component being deployed in a docker container.
This modular architecture facilitates reusing the infrastructure for future work
and enables its extension as well as the replacement of one or more of the com-
ponents.

The LMS is realized with the JavaScript framework Vue.js7. A screenshot
of the user interface of the cyber range is presented in the Appendix (Fig. 6).
One section of the LMS displays a Kibana-based SIEM dashboard for Dsiem. It
visualizes the SIEM events produced by the digital twin-based simulation and the

4 https://www.ettercap-project.org/.
5 http://www.hping.org/.
6 https://www.dsiem.org/.
7 https://vuejs.org/.
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SIEM alarms triggered by the Dsiem rules and enables the trainees to interact
with the SIEM system in real-time. The other section of the LMS consists of
the provided learning material and the tasks the trainees need to complete. The
trainee’s current score, and the scores of the other trainees taking part in the
training at the same time, are displayed on a scoreboard. This functionality is
implemented by storing each trainee’s current score in a Realtime Firestore8.
Additionally, a timestamp is saved whenever a trainee completes a task. This
enables the trainer to monitor the trainees’ progress while the cyber range is
being conducted.

The SIEM and the LMS are connected via a REST-API implemented with
Flask9. Every time a trainee creates a detection rule by completing one of the
tasks, an API request is set off to activate the respective rule in Dsiem. Dsiem
then starts triggering alarms based on the new rule which are visualized on the
SIEM dashboard inside the LMS. The LMS, therefore, enables the trainees to
interact directly with the SIEM system and see the impact of detection rules
without having to gain a deeper understanding of the project structure of the
SIEM system beforehand. Furthermore, the Flask API provides functions for
the trainer to interact with the microservice architecture of the digital twin-
based simulation and the SIEM system. These functions can be used to start
and stop the infrastructure and reset single components in case any technical
issues occur while the cyber range training is being conducted. The source code
of the project, together with further documentation, is available on GitHub10.

5 User Study Evaluation

5.1 Method

To measure the effectiveness of the cyber range, it is necessary to evaluate
whether it leads to an improvement of the participants’ knowledge or skill level.
Since a cyber range in our case is similar to a serious game according to the defi-
nition of Girard et al. [15], methods from this context can be applied to measure
the effectiveness. Besides qualitative methods [16], it is possible to quantitatively
evaluate this by measuring the participants’ skills and knowledge before and after
the training [15]. In the present case, to the best of our knowledge, a comparable
system targeting the training of analysts within a SOC does not exist. Therefore
it is not possible to evaluate the increase of performance of participants of the
cyber range training against participants of a control group in order to compare
it to a similar training concept. Instead, it is more suitable to use a one group
pre-test/post-test design proposed by Hauge et al. [16] to show whether or not
an increase in knowledge has been achieved. Therefore, two assessment question-
naires are constructed consisting of 13 multiple-choice questions (Q1–Q13) for
evaluating the learning outcomes of the cyber range. These aim at testing the

8 https://firebase.google.com/docs/firestore.
9 https://flask.palletsprojects.com/en/1.1.x/.

10 https://github.com/DigitalTwinSocCyberrange.
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knowledge of the participants, whereby four answer options are given for each
question. These questionnaires are disseminated before and after the training to
measure the improvement of the participant’s knowledge.

As the cyber range concept should not only lead to an increase of knowl-
edge but also provide a positive learning experience, the training aims to attract
the participant’s attention and provide a high level of engagement. Metrics for
measuring the engagement levels of the participants are provided by Keller’s
ARCS model of motivational design [18] which has been used in the past to
evaluate security and privacy educational approaches before [14]. It focuses on
the intrinsic attributes enhancing motivation, and includes metrics that relate
to Attention, Relevance, Confidence, and Satisfaction. The ARCS model can be
extended by an extra metric for perceived learning, which measures the subjec-
tive impression of whether learning has occurred [1,5]. This part of the evaluation
was implemented by constructing a feedback questionnaire based on the ARCS
model, extended by the perceived learning condition. Thereto, the participants
can indicate the degree of agreement to 16 statements, with a Likert scale ranging
from 1 to 5 (“completely disagree” to “fully agree”) after the training.

Participants. Participants were recruited in cybersecurity-related courses at
both the University of Regensburg (Germany) and Ionian University (Greece).
This ensures that all participants have at least a basic knowledge of cybersecu-
rity, reflecting the target group of the cyber range. In total n = 44 test persons
participated in the study: 22 German students and 22 Greek students, whereby
12 were female and 32 male. 24 students were undergraduate and 20 were post-
graduate students.

Procedure. The study was conducted entirely online over several video confer-
encing sessions. For each session, 10 virtual machines with one cyber range each
were available, limiting the simultaneous number of participants to 10. The user
study was divided into three phases. After a short welcome and introduction
to the cyber range at the start of the session, the participants were asked to
complete the first questionnaire to record their previous knowledge. In the sec-
ond phase, they were asked to open the cyber range and complete the training
contained within. Participation was not time-limited, but most of the partici-
pants completed all tasks after a maximum of 2 h. After having completed the
second phase, the test persons were asked to fill in the two remaining question-
naires in the third phase, which tested their knowledge afterwards and assessed
their motivation during the training. During the execution of the cyber range,
we ensured that the trainer intervened as little as possible in the test persons’
performance of the tasks in order to avoid influencing them and their results.

5.2 Results

To show that the participants of the study achieved a learning effect, the results
from the assessment of the pre-, and post-knowledge are analyzed in the follow-
ing. The study’s questions can be divided into three classes: General knowledge
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about cybersecurity attacks, general knowledge about SIEM, and specific knowl-
edge about the structure and functionality of SIEM detection rules. Figure 5
shows the results of the pre-, and post-test. Thereto, the mean percentage of
correctly answered questions in both test runs is visualized. The dashed lines
indicate the mean in the respective knowledge classes.

Fig. 5. Comparison of test persons’ knowledge (measured by percentage of correct
answers for questions Q1 to Q13) before and after participation in the cyber range.
Grouped by knowledge classes, with the dashed lines visualizing the mean of each class.

A paired t-test was conducted to examine the increase in knowledge overall
and across the individual knowledge classes11. It shows that the mean of cor-
rectly answered questions significantly increased by 26.92% (t = −12.472, SD =
0.143191, p < 0.001). In the first class, “general attack knowledge” the mean
increase is smaller (10.23%) and less significant (t = −3.448, SD = 0.196763, p =
0.0013). This is, however, expected because the test persons possess a certain
level of pre-knowledge in cybersecurity and therefore about simple attacks. Thus,
the increase from an already high level is smaller. Within the class “general SIEM
knowledge”, an increase of 28.18% is observed (t = −7.398, SD = 0.252681, p <
0.001). Based on the pre-test, it could be determined that some pre-knowledge
was already present within this class. However, a significant increase could still
be achieved. Within the “SIEM detection rule knowledge” class, a significant
increase of 42.05% is indicated (t = −8.417, SD = 0.331368, p < 0.001).

Since an increase in knowledge does not necessarily show that the cyber
range was a positive experience for the participants, it is necessary to evaluate
the results from the feedback survey. The aggregated results can be found in

11 The SPSS output of the t-test can be found in Fig. 7 in the appendix.
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Table 2. The results indicate that the cyber range was, in general, received quite
well by the test persons. Both the mean and the median are at least 4 for all
conditions on a scale of 1 to 5 (where a higher value indicates the participants’
agreement).

Table 2. Results of the feedback questionnaire.

Condition Mean Median Standard deviation

Attention 4.395 5 0.753

Relevance 4.352 4 0.724

Confidence 4.090 4 0.778

Satisfaction 4.284 4 0.738

Perceived learning 4.460 5 0.602

To ensure a high standard of reproducibility and reusability, the anonymized
data of all the results and the used questionnaires are available as a public data
set12.

5.3 Discussion

Overall, the results of the user study reveal that an increase in knowledge could
be achieved among the participants. Although the increase in general knowledge
about attacks (S1) was quite small, a significant increase in knowledge about
attack detection using a SIEM system (S2 and S3) is shown – leading to the
conclusion that the previously defined goals are achieved. Taking into consider-
ation the results of the evaluation, in the following, we discuss some details we
found to be particularly noteworthy.

Within the cyber range, the participants were able to score points by solving
the tasks provided as described in Sect. 4.2. The score of a participant thereby
indicates to what extent he or she was able to solve the tasks without requiring
many attempts to provide the correct solution. While this score was not explic-
itly used for evaluating the effectiveness of the cyber range, we find it worth
examining - especially for participants with particularly high or low increase in
knowledge. Five participants showed a notably large increase in knowledge in
the assessment questionnaire from 50% or less to more than 90% after partici-
pating in the cyber range. The score results of these participants vary from 43
to 100 out of 101 possible points. This shows that though initially failing some
tasks of the cyber range, a participant can still gain a large increase of knowl-
edge. In contrast, three participants did not present any improvement in the pre-,
and post-assessment. These participants achieved comparably low scores ranging

12 https://github.com/DigitalTwinSocCyberrange/userStudy.
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from 28 to 33 points. This indicates difficulties in engaging with the overall app-
roach. However, it is noteworthy that these participants still provided positive
feedback on the cyber range.

Considering the results of the feedback survey, a noticeable aspect is a some-
what lower result for Confidence compared to the other values. This is also
confirmed by some participants’ oral feedback, who told us that they were some-
what overstrained at the beginning. In our estimation, this was mainly due to an
information overload, as they were confronted with both the SIEM and the LMS.
In the future, the cyber range could be adapted so that trainees are not shown
all information from the start, but only selected content that is then gradually
expanded. The value for perceived learning also sticks out, indicating whether
the participants themselves assess whether they learned something during the
procedure. With a value of 4.460, it is slightly higher than the others. This
confirms the result from comparing the pre-, and post-test, as the participants
themselves also have the impression of having gained knowledge.

6 Conclusions

This work demonstrates how cyber ranges can be utilized for training security
analysts in a SOC. It shows that cyber ranges are suitable for the acquisition
of general knowledge about SIEM as well as for specific training on how to
create SIEM rules. The provided cyber range concept builds upon the simula-
tion component of a digital twin of an industrial filling plant. This ensures that
the analysts are trained based on a realistic scenario. To show the increase in
knowledge and the perceived learning experience, the concept is implemented
and evaluated in an international study among both Greek and German partic-
ipants. To the best of our knowledge, this is the first cyber range to utilize the
potential of a digital twin, specifically targeting the training of SOC analysts.

Like any other research effort, this paper contains limitations. Since, to our
knowledge, no approach with the same objective exists, it was not possible to
compare the knowledge gains. However, we were able to show that a cyber range
is, in general, suitable for imparting knowledge. Nonetheless, we did not concen-
trate on an evaluation comparing our cyber range to other concepts.

In summary, this work provides a new approach to train SOC analysts. By
proposing security training, it addresses the current problem of the increasing
demand for security analysts personnel, which will continue to grow. Further-
more, the attack detection training of SOC analysts is only one of many possible
applications of the presented cyber range. Among many other possibilities, it
could also be used for penetration testing of industrial plants or incident response
exercises in future research.
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Appendix

Fig. 6. Screenshot of the cyber range interface: SIEM dashboard and LMS

Fig. 7. SPSS output of the t-test
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