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Abstract

Initial data sets (g, k) on a manifoldM consist of a Riemannian metric g and a symmetric
2-tensor k onM . Their name strives from the fact that they constitute the gravitational
initial data for the Cauchy problem of general relativity. The idea is that M should be
contained as a spacelike hypersurface within a time-oriented Lorentzian manifold (M, g)
and that g is the induced metric and k the induced second fundamental form – the latter
being a geometric version of the first derivative of g in the timelike normal direction.

Not all initial data sets can be considered to be physically reasonable. A restriction is
given by the dominant energy condition, which implies that ρ ≥ |j|g, where the energy
and momentum density ρ and j are computed from (g, k) via the so-called constraint
equations. We note that in the case k = 0 this condition reduces to scalg ≥ 0. Much
is known about positive (and non-negative) scalar curvature on compact Riemannian
manifolds and many of these results were obtained using Dirac operator methods. It is
the idea of this thesis to extend these spinorial techniques to the setting of initial data
sets with the aim of understanding the dominant energy condition ρ ≥ |j|g better and,
ultimately, being able to say something about general relativity.

The thesis is comprised of three articles. The first one deals with the C∞-space of initial
data sets subject to the strict condition ρ > |j|g. We show that this space often has
many non-zero homotopy groups. The non-trivial elements in these groups are obtained
via a suspension construction out of certain known non-trivial elements in the homotopy
groups of the space of positive scalar curvature metrics. While non-triviality of the
latter is detected by Hitchin’s index difference, we construct a similar index difference
for initial data sets that is able to show that the former are non-zero.

A special case of this argument from the first article shows that if the so-called α-index
of the manifold M is non-zero, then initial data sets with trg(k) > 0 and the ones
with trg(k) < 0 belong to different connected components of the space of initial data
sets under consideration. This is interesting because, in a certain sense, it rules out
Lorentzian manifolds (M, g) with Cauchy hypersurface M satisfying a strict dominant
energy condition and having both a big bang and a big crunch singularity. Since a non-
zero α-index obstructs positive scalar curvature, one might wonder whether a similar
conclusion also holds for other obstructions of positive scalar curvature. In the second
article we show that this is indeed the case for Gromov and Lawson’s enlargeability
obstruction, which is effective for a huge class of examples.

For the third article we switch the perspective and look at a single initial data set. This
time also the equality case in the inequality ρ ≥ |j|g is allowed. In fact, we will assume
that the manifoldM has boundary and impose conditions on the boundary such that we
end up in a rigid situation in which the equality has to hold everywhere. One motivation
to study this rigid setup is that it is very similar to the settings that need to be ruled out
when trying to extend the results from the first article to the non-strict case ρ ≥ |j|g.
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Another motivation is that it leads to rigidity of the Lorentzian manifold in which the
initial data set is contained. This is explained in the introductory chapter, where also
the relation of the other results to relativity theory is described.
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1. Introduction

1.1. Overview of the results

Initial data sets allow to study general relativity using methods of Riemannian geometry.
The idea is the following: Given a time-oriented Lorentzian manifold (M, g), an embed-
ded spacelike hypersurface M carries an induced Riemannian metric g and an induced
second fundamental form k (taken w. r. t. to the future unit normal e0 on M). The pair
(g, k) is the induced initial data set on M . These pairs of a Riemannian metric and a
symmetric 2-tensor capture some important physical information of the time-slice M .
For instance, there is an energy density ρ and a momentum density j defined by

ρ = 1
2(scalg + trg(k)2 − |k|2g)

j = divg k − d trg(k),

respectively.

Apart from vacuum initial data sets, where ρ ≡ 0 and j ≡ 0, especially the more general
class of initial data sets subject to the dominant energy condition (=DEC) ρ ≥ |j|g is of
physical importance. Roughly speaking, this condition follows from the postulate that
matter does not propagate faster than light.

It is the general purpose of this thesis to study initial data sets subject to DEC. In order
to do so, we first look at the strict DEC ρ > |j|g and consider the C∞-space I>(M)
of all initial data sets satisfying strict DEC on a fixed closed n-manifold M . We wish
to show that – similarly to the C∞-space R>(M) of positive scalar curvature (=PSC)
metrics on M – this space has a lot of non-trivial homotopy groups. Indeed, there
is a connection between PSC and strict DEC stemming from the fact that the initial
data set (g, 0) satisfies strict DEC if and only if the metric g has PSC. Analyzing this
connection a bit more closely, we find that there is a homotopy equivalence between the
suspension of R>(M) and strict DEC initial data sets that are totally umbilical, i. e. of
the form (g, τg) for some metric g and τ ∈ R, cf. [AG23]. This yields a continuous map
Φ: SR>(M) → I>(M), which is well-defined up to homotopy (cf. Lemma 2.4.1). The
following theorem allows to detect many non-trivial homotopy groups of I>(M).
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1. Introduction

Theorem A (Theorem 2.1.2, Item 1). Let M be a closed spin manifold, g0 ∈ R>(M)
and l ≥ 0. Then there is a commutative diagram

πl(R>(M), g0) πl+1(SR>(M), [g0, 0]) πl+1(I>(M), (g0, 0))

KO−n−l−1({∗}).
α–diff

Susp Φ∗

α–diff

Here, the first upper map is the usual suspension homomorphism. The homomorphism
denoted by α–diff is Hitchin’s index difference, cf. Section 2.2.2. The remaining ho-
momorphism α–diff is constructed in analogy to the index difference α–diff and this
construction is one central part of this thesis. That α–diff (for l > 0) and α–diff
are homomorphisms follows from an Eckman-Hilton argument as explained in [AG23,
Rem. 6.8 (2)]. As indicated above, it is known by the work of various authors that
for n ≥ 5 there are plenty of non-trivial homotopy groups of R>(M), e. g. cf. [Hit74;
HSS14; BER14; CSS18]. In all the cited examples the non-trivial elements are detected
by the index difference, i. e. their image under α–diff is non-zero. With this in mind,
Theorem A shows that also I>(M) has many non-trivial homotopy groups.

In a certain way, the statement is still correct when l = −1. Then the index difference
α–diff for initial data sets is meant to detect different path-components of I>(M) and
α–diff gets replaced by the α-invariant detecting emptiness of R>(M). In order to
formulate it elegantly, we introduce the notion of big bang initial data sets. These are
strict DEC initial data sets with trg(k) > 0 (cf. Definition 3.1.2). Their name strives from
the fact that they provide suitable initial conditions for Hawking’s singularity theorem to
apply. It turns out that all big bang initial data sets belong to the same path-component
of I>(M), which we call C+. Dually, all big crunch initial data sets, characterized by
trg(k) < 0, are contained in a single path-component C− of I>(M).

Theorem B (Theorem 2.1.2, Item 2). Let M be a closed spin manifold. Then

α–diff(C−, C+) = α(M) ∈ KO−n({∗}).

If big bang and big crunch initial data sets belong to the same path-component of
I>(M), i. e. if C+ = C−, then index difference α–diff(C−, C+) is zero. Thus Theorem B
shows that α(M) 6= 0, which is a well-known obstruction to PSC for spin manifolds, also
obstructs path-connectedness of I>(M).

From the viewpoint of relativity theory especially the question whether C+ = C− seems
to be interesting. By a result from Bernal and Sánchez [BS05], a globally hyperbolic
Lorentzian manifold (M, g) admits a foliation M ∼= M ×R by spacelike hypersurfaces
M×{t}, t ∈ R. If (M, g) satisfies a suitable strict spacetime dominant energy condition,
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1. Introduction

then such a foliation gives rise a path R → I>(M), t 7→ (gt, kt), where (gt, kt) is the
induced initial data set on M × {t}. Thus C+ 6= C− implies that (M, g) cannot have
both a big bang and a big crunch singularity.

It is immediate to see that existence of a PSC metric on M implies that C+ = C−.
Theorem B provides a partial converse to this in the sense that if C+ = C−, then at
least a PSC metric on M is not obstructed by the α-index. In a celebrated article
Stephan Stolz [Sto92] showed that if M is simply connected and of dimension n ≥ 5,
then being spin with α(M) 6= 0 is the only obstruction. Thus in the high-dimensional
simply connected case admitting a PSC metric and having C+ = C− are equivalent.
The same conclusion also holds for orientable 3-manifolds.

Theorem C (Theorem 3.1.3). Let M be an orientable closed connected 3-manifold.
Then the following are equivalent:

1. M ∼= M1] · · · ]Mk, where eachMi is either S3/Γ for a lattice Γ ⊆ SO(4) or S2×S1.

2. M admits a metric of positive scalar curvature.

3. C+ = C−, so big bang and big crunch initial data sets belong to the same path-
component of I>(M).

In fact, Theorem C follows from the classification of 3-manifolds and a statement about
enlargeable manifolds. Enlargeability is a concept invented by Gromov and Lawson
[GL80] to show non-existence of PSC metrics on a large class of manifolds. We show
that the enlargeability obstruction for PSC implies C+ 6= C− in analogy to Theorem B,
where the same implication is shown for the α-index obstruction.

Theorem D (Theorem 3.1.5). If M is an enlargeable spin manifold, then the path-
components C+ and C− of I>(M) are distinct.

So far, all the results dealt with strict DEC. This fits well with the research on scalar
curvature, which focuses very much on PSC. From the point of physics, however, the
strict condition seems somewhat artificial, although a cosmological constant or vacuum
fluctuations could serve as motivation for studying the strict condition.

In order to extend the results to not necessarily strict DEC, it is important to study
the equality case. This was started in joint work with Bernd Ammann [AG23]. There
it turned out that for many manifolds M the topological implications for I>(M) from
Theorems A and B extend to the space of (plain) DEC initial data sets on M . The
reason is that this extension only fails if M admits certain special initial data sets and
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1. Introduction

existence of this geometric structure in turn has consequences for the topology of M .
The findings from this article are not directly part of this thesis, although they provide
an important link to the last main result.

Namely, the equality analysis from [AG23] happens – as everything mentioned so far –
in the closed setting. If M is compact with boundary, there are situations where such
special initial data sets show up as well. For this, we will consider initial data sets
satisfying suitable boundary conditions.

Given an initial data set (g, k) on M and a co-oriented hypersurface F ⊂ M with unit
normal ν̃, the future null second fundamental form (w. r. t. ν̃) is the symmetric 2-tensor
χ+ on F defined by χ+(X,Y ) = g(∇X ν̃, Y ) + k(X,Y ) and its trace θ+ = trF (χ+) is
called future null expansion scalar. These notions originate from mathematical relativity,
where especially MOTS – hypersurfaces with θ+ = 0 – are used to characterize black
hole boundaries in initial data sets. They are used in the next theorem, which is similar
to a rigidity result by Eichmair, Galloway and Mendes [EGM21] applying in dimensions
3 ≤ n ≤ 7.

Theorem E (Theorem 4.1.2). Let M be a compact connected spin manifold with bound-
ary ∂M = ∂+M ∪̇ ∂−M endowed with an initial data set (g, k). Denote by ν̃ the unit
normal on ∂M that is inward-pointing along ∂+M and outward-pointing along ∂−M .
Assume that

• (g, k) satisfies the dominant energy condition ρ ≥ |j|g,

• the future null expansion scalar (with respect to ν̃) satisfies θ+ ≤ 0 on ∂+M and
θ+ ≥ 0 on ∂−M , and

• the Â-genus of ∂−M is non-zero: Â(∂−M) 6= 0.

Then there is a diffeomorphism Φ: ∂−M× [0, `]→M defining a foliation Ft = Φ(∂−M×
{t}) with F0 = ∂+M and F` = ∂−M . The leaves can be endowed with an induced initial
data set, an induced spin structure and a unit normal ν̃ pointing in the direction of
growing t-parameter. The diffeomorphism can be chosen in such a way that the following
holds for every leaf Ft:

• Its future null second fundamental form (with respect to ν̃) vanishes, χ+ = 0, in
particular it is a MOTS.

• It carries a non-trivial parallel spinor, in particular its metric is Ricci-flat.

• Its tangent vectors are orthogonal to j] and ρ+j(ν̃) = 0, in particular the dominant
energy condition holds marginally: ρ = |j|g.
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1. Introduction

Looking at totally umbilical initial data sets (g, τg) yields an interesting Riemannian
corollary. Somewhat surprisingly, its statement seems to be new, although there are
very similar theorems by Cecchini and Zeidler [CZ24] as well as Daniel Räde [Räd23].

Theorem F (Corollaries 4.1.1 and 4.1.7). Let (M, g) be a compact connected Rieman-
nian spin manifold with boundary ∂M = ∂+M ∪̇∂−M of dimension n and τ ∈ {−1, 0, 1}.
Assume that

• the scalar curvature is bounded below by scalg ≥ −n(n− 1)τ2,

• the mean curvature of the boundary with respect to the inward-pointing unit normal
is bounded below by Hg ≥ −τ on ∂+M and Hg ≥ τ on ∂−M , and

• the Â-genus of ∂−M is non-zero: Â(∂−M) 6= 0.

Then (M, g) is isometric to (∂−M × [0, `], e2τtγ + dt2) (with ∂+M corresponding to
∂−M × {0}) for a Ricci-flat metric γ on ∂−M admitting a non-trivial parallel spinor.

Switching back to relativity theory, another interesting consequence of Theorem E is con-
cerned with globally hyperbolic Lorentzian manifolds (M, g) that containM as spacelike
Cauchy hypersurface with induced initial data set (g, k). We suppose that the Lorentz-
ian manifold satisfies the spacetime dominant energy condition, and that the rigidity
result is applicable for (M, g, k). Then using Theorem E with Addendum 4.1.3 it follows
from Proposition 1.5.3 that (M, g) is uniquely determined up to restriction and isome-
try (cf. Corollary 1.5.4). The same conclusion also holds in the closed setting when the
spacelike Cauchy hypersurface is obtained by gluing the initial data set from Theorem E
along the boundary (cf. Corollary 1.5.5). This is surprising insofar that the spacetime
dominant energy condition is a “partial differential inequality”, more accurately a dif-
ferential relation (cf. [Gro86, Ch. 1.1.1]) with non-empty interior, for which in general
uniqueness cannot be expected.

The outlined main results originate from a series of articles by the author [Glö24b;
Glö23a; Glö23b]. They are not only linked by the line of argument depicted above but
also through the methods by which they were obtained. The main technical tool we use
is the so-called Dirac-Witten operator. To define it, let M be a spacelike hypersurface
of a time-oriented Lorentzian manifold (M, g) and assume that M is spin. In this case a
small open neighborhood ofM inM is also spin. We may thus form a spinor bundle over
such an open neighborhood and then restrict it to M . The resulting bundle does not
depend on the choice of open neighborhood and comes by the name hypersurface spinor
bundle ΣM → M . Importantly, this bundle carries several structures such as Clifford
multiplication, scalar product and connection. All these are naturally induced from the
surrounding Lorentzian neighborhood and the orthogonal splitting TM |M = Re0⊕TM ,
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1. Introduction

but as it turns out the hypersurface spinor bundle with these structures may equally be
constructed directly from M and the induced initial data set (g, k) on M .

The Dirac-Witten operator D is now the composition

Γ(ΣM) Γ(T ∗M ⊗ ΣM) Γ(T ∗M ⊗ T ∗M ⊗ ΣM) Γ(ΣM)∇ 1T∗M ⊗cl trg ⊗ 1ΣM

of connection, Clifford multiplication and trace. It is crucial that the connection used
here is the one induced from the Levi-Civita connection of g, while the trace is just
formed over directions tangent to M . It was observed by Witten [Wit81] that the so-
defined self-adjoint elliptic operator satisfies the following Schrödinger-Lichnerowicz type
formula

D
2 = ∇∗∇+ 1

2(ρ− e0 · j]·),

which ties it to the DEC for initial data sets. Namely, if the strict DEC ρ > |j|g holds on
a closed manifold, then D must be invertible. This is the main observation underlying
the aforementioned results.

This thesis is structured as follows. The remainder of this introductory chapter is devoted
to the two central objects: initial data sets and Dirac-Witten operators. We introduce
a variety of associated notions and establish their main properties, laying the common
ground for the other chapters. A special emphasis is on the interplay of initial data
set perspective and the viewpoint from Lorentzian manifolds. In fact, this is the only
part of the thesis where we work with Lorentzian manifolds. On the one hand they
motivate many definitions, on the other hand they serve to interpret the main results
within relativity theory.

The other chapters each consist of one of the aforementioned articles by the author.
Apart from small changes necessary for the coherence of this thesis they were kept close
to the referenced published or preprint version (at the expense of certain redundancy).
Concretely, the second chapter is basically identical to [Glö24b], which in turn is an
outgrowth of the author’s master thesis [Glö19]. We use a Clifford-linear version of
the hypersurface spinor bundle and its Dirac-Witten operator to construct the index
difference α–diff for initial data sets. Then we compare it to the index difference α–diff
for Riemannian metrics first studied by Hitchin, which serves as a blueprint for its
construction. Doing so, we obtain Theorems A and B.

The third chapter corresponds to [Glö23a]. It aims at proving Theorem D and its
corollary Theorem C. For this, we consider a twisted complex hypersurface spinor bundle.
From its Dirac-Witten operator we construct a twisted index difference for initial data
sets and prove a corresponding index theorem. Actually, in order to be able to cover the
most general notion of enlargeability, we allow for certain non-compact manifolds and
consider a pair of twist bundles coinciding outside a compact subset. We then define a
relative index difference.
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1. Introduction

The fourth and last chapter covers [Glö23b]. There, we consider Dirac-Witten harmonic
spinors, i. e. spinors in the kernel of the (untwisted complex) Dirac-Witten operator.
The conclusions of Theorem E are derived from the existence of such spinors on DEC
initial data sets with the stated boundary conditions. Their existence follows from an
index theorem. As already mentioned, Theorem F is then a rather direct consequence.

1.2. Initial data sets, Lorentzian manifolds and energy
conditions

As pointed out, in the remainder of this chapter we introduce initial data sets, Dirac-
Witten operators and a variety of connected notions and foundational results. Some of
the material presented here is very basic, other pieces are famous theorems of relativity
theory and particularly the last section also contains original research. Usually, the
deeper theorems presented here are not logically necessary for the main results, but
are meant to provide a background for the rest of the thesis. When we study the
interaction between initial data sets and the time-oriented Lorentzian manifolds in which
they are contained, we will freely use notions of Lorentzian causality theory as they are
summarized in [ONe83, Ch. 14]. However notice that in contrast to this reference, when
speaking of (Cauchy) hypersurfaces, we shall always mean smooth ones. Throughout,
M will be a smooth manifold of dimension n ≥ 2.

Definition 1.2.1. An initial data set is a triple (M, g, k) consisting of a manifold M , a
Riemannian metric g on M and a symmetric (0, 2)-tensor field k on M . The pair (g, k)
is referred to as initial data set on M .

Example 1.2.2. Given a Riemannian manifold (M, g), the pair (g, 0) is an initial data
set on M . Initial data sets of this kind (with k = 0) are called time-symmetric. More
generally, (g, τg) is an initial data set on M for any τ ∈ R. These initial data sets are
called totally umbilical.

Example 1.2.3. Suppose that M is a spacelike hypersurface of a time-oriented Lo-
rentzian manifold1 (M, g). In this case the induced metric g on M is Riemannian. The
second fundamental form k with respect to the future unit normal e0 is the symmetric
(0, 2)-tensor field on M defined by

∇XY = ∇XY + k(X,Y )e0 (1.1)

for any X,Y ∈ Γ(TM), where ∇ is the Levi-Civita connection of (M, g) and ∇ is the
one of (M, g). The pair (g, k) is the initial data set on M induced by (M, g).

1Throughout this thesis, the overline signifies quantities related to such an ambient Lorentzian manifold.
To avoid confusion, we will usually not use it differently, e. g. for topological closures.
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1. Introduction

Example 1.2.3 shows how we usually think about initial data sets: as embedded into some
time-oriented Lorentzian manifold (M, g). Moreover, we usually consider M not only
to be some spacelike hypersurface but actually to be a spacelike Cauchy hypersurface of
(M, g). This means that it is met precisely once by each inextendable timelike curve.
Existence of such a hypersurface has strong implications on the causal structure of the
time-oriented Lorentzian manifold, namely it has to be globally hyperbolic (cf. [ONe83,
Cor. 14.39]). Conversely, the following holds:

Theorem 1.2.4 ([BS05]). Suppose a Lorentzian manifold (M, g) is globally hyperbolic.
Then there is a Cauchy temporal function f on M , i. e. a smooth function f : M → R

such that T = gradg f is past-timelike and each level set of f is a Cauchy hypersurface
of (M, g). In particular, taking M to be any Cauchy hypersurface of M , the map

Φ: R×M →M

sending a point (t, p) to γp(t), where γp is the flow line of −T
g(T,T ) through p with f(γp(t)) =

t, defines a diffeomorphism and Φ∗g = −N2dt2 +gt for a smooth function N : R×M →
(0,∞) and a smooth family (gt)t∈R of Riemannian metrics on M , which is canonically
identified with the leaves Mt := {t} ×M = Φ−1(f−1(t)).

Remark 1.2.5. This Cauchy temporal function can also be chosen in such a way that
it is adapted to a previously chosen Cauchy hypersurface M , meaning that M is one of
its level sets. We show this in Appendix A.1.

The reason for us to consider Cauchy hypersurfaces and globally hyperbolic manifolds is
that they allow for the presumably best correspondence between properties of the initial
data set and the ones of the Lorentzian manifold. For instance, Theorem 1.2.4 shows
that their topology (and differential structure) are determined by one another. Another
example of such a connection is provided by the singularity theorems that we review in
Section 1.4.

On top of that, global hyperbolicity is a natural assumption when considering the Cauchy
problem of general relativity. It is in the context of this Cauchy problem where initial
data sets have their historic origin and play an important role (cf. [BI04] for an overview).
The main observation is that in the situation of Example 1.2.3 certain components of the
Einstein curvature are already determined by the induced initial data set on M . This is
obtained by a direct calculation using the Gauß-Codazzi equations for the curvature of
a hypersurface.

Proposition 1.2.6 (cf. e. g. [BI04, eq. (16-17)]). Suppose that M is a spacelike hyper-
surface of a time-oriented Lorentzian manifold (M, g) and (g, k) is the induced initial
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1. Introduction

data set on M . Then

Eing(e0, e0) = 1
2(scalg + trg(k)2 − |k|2g)

Eing(e0, - )|TM = divg k − d trg(k).

According to the Einstein field equations, the Einstein curvature is (up to a scaling
factor) the same as the energy-momentum tensor determined by the matter distribution.
It hence has a physical meaning. This motivates the following definition.

Definition 1.2.7. The energy density ρ ∈ C∞(M) and the momentum density j ∈
Ω1(M) of an initial data set (M, g, k) are defined by

ρ = 1
2(scalg + trg(k)2 − |k|2g)

j = divg k − d trg(k).
(1.2)

In the vacuum case, the energy-momentum tensor and hence the Einstein curvature of
the Lorentzian manifold (M, g) are zero. This implies that the induced initial data set on
any spacelike hypersurface M satisfies the vacuum constraint equations ρ = 0 and j = 0.
Conversely, we have the following celebrated result by Yvonne Choquet-Bruhat.

Theorem 1.2.8 (Local solution of the vacuum Cauchy problem, [Fou52, Ch. IV], cf. also
[Cho09, Thms. 8.3, 8.4]). Any initial data set (M, g, k) subject to the vacuum constraints
sits as a Cauchy hypersurface inside a time-oriented Lorentzian manifold (M, g) satisfy-
ing the vacuum Einstein equation Eing = 0. This globally hyperbolic Lorentzian manifold
is locally geometrically uniquely determined by (M, g, k), i. e. for any two such vacuum
solutions (M1, g1) and (M2, g2) there are open neighborhoods U1 ⊆ M1 and U2 ⊆ M2
of M and a time-orientation preserving isometry (U1, g1) ∼= (U2, g2) that restricts to the
identity on M .

Remark 1.2.9. In the non-vacuum case, the Cauchy problem also involves prescrib-
ing matter fields (and potentially their first time-derivatives) on M . Again, there are
(gravitational) constraint equations relating ρ and j to expressions involving the initial
data for matter – and potentially additional non-gravitational constraints. The precise
form of all these depends on the type of matter considered; some examples of possible
matter models can be found in [HE73, Sec. 3.3]. In specific cases, the Cauchy problem
has also been resolved, e. g. for the Einstein-Maxwell [Cho09, Thm. 10.3, Cor. 10.4],
the Einstein-Maxwell-Dirac [MN17, Lem. 3.20, 3.21] and the Einstein-Vlasov system
[Rin13, Thms. 22.12, 22.14].
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In general, however, even spelling out all the constraints and evolution equations for a
universe as the one we live in seems to be a hopeless task. At least qualitative statements
about the large-scale behavior of solutions to the Einstein equations with matter may
be obtained using energy conditions.

Definition 1.2.10. Let (M, g) be a time-oriented Lorentzian manifold. It is said to
satisfy

• the dominant energy condition (=DEC) if Eing(V,W ) ≥ 0 for all future-causal
vectors V,W ∈ TpM and all p ∈M ,

• the weak energy condition if Eing(V, V ) ≥ 0 for all future-causal vectors V ∈ TM ,

• the null energy condition if Eing(V, V ) ≥ 0 for all future-lightlike vectors V ∈ TM ,
and

• the strong energy condition if ricg(V, V ) ≥ 0 for all future-causal vectors V ∈ TM .

The dominant energy condition reflects the physical axiom that matter should not prop-
agate faster than light, as will also become apparent in Proposition 1.5.1. It is thus
supposed to be satisfied for any time-oriented Lorentzian manifold subject to the Ein-
stein field equations with physically reasonable matter. It obviously implies the weak
energy condition, which in turn implies the null energy condition. On the other hand,
there is no a priori reason why the strong energy condition should hold. In fact, de-
spite being satisfied for many matter models it is violated by a massive scalar field.
Nonetheless, Hawking and Ellis argue that it makes sense to assume it when considering
large-scale effects [HE73, Sec. 4.3, last paragraph]. It also directly implies the null energy
condition.

The dominant energy condition can be equivalently stated by requiring that Eing(V, - )]
is zero or a past-causal vector for all future-causal V ∈ TM . In particular, inserting
for V the future unit normal e0 of a spacelike hypersurface and taking into account
Proposition 1.2.6 and (1.2), we immediately obtain the following lemma, which motivates
the subsequent definition.

Lemma 1.2.11. Suppose that M is a spacelike hypersurface of a time-oriented Lorentz-
ian manifold (M, g) with induced initial data set (g, k). If (M, g) satisfies the dominant
energy condition, then ρ ≥ |j|g holds on M .

Definition 1.2.12. An initial data set (M, g, k) satisfies the dominant energy condition
(=DEC) if ρ ≥ |j|g. It is said to satisfy the strict dominant energy condition if ρ > |j|g.
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It is natural to ask for a converse of Lemma 1.2.11, i. e. whether every DEC initial data
set (M, g, k) extends to a time-oriented Lorentzian manifold (M, g) subject to DEC. By
the solution of the vacuum Cauchy problem (cf. Theorem 1.2.8) such an extension exists
in the vacuum case ρ ≡ 0, j ≡ 0. There is also an extension as desired if the strict
DEC ρ > |j|g is satisfied. We show a slightly stronger version of this statement below,
using a variation of the technique originally employed in [Glö19, Prop. 1.10]. In the
general case ρ ≥ |j|g, however, such an extension does not exist: In [Glö24a] the author
constructs DEC initial data sets that do not lie within any time-oriented Lorentzian
manifold subject to DEC.

Proposition 1.2.13 (cf. [Glö19, Prop. 1.10]). Let (M, g, k) be an initial data set subject
to strict DEC. Then there is a globally hyperbolic Lorentzian manifold (M, g) that con-
tains M as spacelike Cauchy hypersurface with induced initial data set (g, k) such that
both the dominant and the strong energy condition are satisfied by (M, g).

Proof. The idea is to define a suitable symmetric 2-tensor h on M and then to consider

g = −dt2 + g + 2tk + t2h

on an open neighborhood M of {0} × M in M0 ⊆ R × M , where t denotes the R-
coordinate andM0 is the open subset on which the symmetric 2-tensor g is a Lorentzian
metric. Identifying {0} ×M with M in the canonical way, the induced initial data set
on M in (M0, g) is precisely (g, k).

The next observation is that in the situation above the map Γ(T ∗M�T ∗M)→ Γ(T ∗M�
T ∗M) sending h to S := Eing|TM⊗TM is a bijection. Namely, the formula [BI04, eq. (22)]
shows that

h = S − 1
n− 1 tr

g(S)g + 1
n− 1ρg − ricg +2k2 − trg(k)k,

where ρ is the energy density of (g, k) and k2(X,Y ) = k(k(X, - )], Y ) for X,Y ∈ Γ(TM).
This equation can be solved for S by first solving the traced equation for trg(S) and using
the result to get rid of the second S on the right-hand side. Hence we may freely specify
S and choose h accordingly.

The choice we make is S = 1
ρj⊗ j+αg, where α ∈ C∞(M) with 0 < α <

(ρ−|j|g)2

ρ . Note
that due to ρ > |j|g ≥ 0 such an α exists and the first summand of S is a well-defined
and smooth symmetric 2-tensor on M . We claim that for any p ∈M and future-causal
vectors V,W ∈ TpM0 the following conditions hold:

Eing(V,W ) > 0 and ricg(V, V ) > 0. (1.3)
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To see this, we write V = ae0 + X and W = be0 + Y with a, b > 0 and X,Y ∈ TpM ,
observe that |X|g ≤ a and |Y |g ≤ b. Then we calculate

Eing(V,W ) = abρ+ aj(Y ) + bj(x) + S(X,Y )

= 1
ρ

(aρ+ j(X))(bρ+ j(Y )) + αg(X,Y )

≥ 1
ρ

(aρ− |j|g|X|g)(bρ− |j|g|Y |g)− α|X|g|Y |g

≥ ab

ρ
(ρ− |j|g)2 − αab > 0

and

ricg(V, V ) = Eing(V, V )− 1
n− 1 trg(Eing)g(V, V )

= a2ρ+ 2aj(X) + S(X,X)− 1
n− 1(−ρ+ trg(S))(−a2 + |X|2g)

= 1
(n− 1)ρ

(
(n− 1)(aρ+ j(X))2 − (−ρ2 + |j|2g)(−a2 + |X|2g)

)
+ α

n− 1
(
(n− 1)|X|2g − n(−a2 + |X|2g)

)
≥ 1

(n− 1)ρ
(
(aρ− |j|g|X|g)2 − (ρ2 − |j|2g)(a2 − |X|2g)

)
+ α

n− 1
(
n|X|2g − a2 − n(−a2 + |X|2g)

)
= 1

(n− 1)ρ
(
−2aρ|j|g|X|g + ρ2|X|2g + a2|j|2g

)
+ αa2

= 1
(n− 1)ρ (ρ|X|g − a|j|g)2 + αa2 > 0

where we used n− 1 ≥ 1 and −|X|2g ≥ −a2.

Now we argue that the conditions (1.3) also hold on an open neighborhood of M . As-
sume for contradiction that there is a sequence of points pi ∈ M0 and future-causal
vectors Vi,Wi ∈ TpiM0 with pi −→ p ∈ M for i −→ ∞ such that Eing(Vi,Wi) ≤ 0 or
ricg(Vi, Vi) ≤ 0 for all i. Since these inequalities are invariant under rescaling Vi and Wi

with a positive factor, we may assume that they are unit vectors with respect to some
auxiliary Riemannian metric. Then, after potentially passing to a subsequence, the Vi
and Wi converge. The limit vectors V,W ∈ TpM will again be future-causal and at least
one of the two conditions Eing(V,W ) ≤ 0 and ricg(V, V ) ≤ 0 holds, yielding the desired
contradiction.

We have seen that there is an open neighborhood M1 of {0} ×M in M0 on which the
dominant and the strong energy condition are satisfied (even in the strict sense (1.3)).

17



1. Introduction

As a final step, we restrict to the domain of dependence of {0} ×M in (M1, g), i. e.

D(M) :=
{
p ∈M1

∣∣∣ every inextendable causal curve in M1 through p intersects M
}
.

It follows from [ONe83, Ch. 14, Lem. 42 and 43] that M := D(M) is an open neighbor-
hood of {0} ×M and globally hyperbolic.

Remark 1.2.14. If n = dim(M) ≥ 3, the calculations in the proof above can be
significantly simplified by choosing α ≡ 0. In this case the desired strictness in the
inequality ricg(V, V ) > 0 can be obtained from n−1 > 1 and does not rely on the second
summand of S.

1.3. Spinors and Dirac-Witten operator

In this section we investigate the correspondence between spinors on initial data sets
and those on a surrounding Lorentzian manifold. This leads to the notion of a hyper-
surface spinor bundle that goes back to Hijazi and Zhang [HZ03] and acquired a more
precise meaning in the article [AG23] by Bernd Ammann and the author of this thesis.
We will see that its structures allow for the definition of a natural first-order differen-
tial operator: the Dirac-Witten operator. This operator was first studied by Edward
Witten [Wit81], who observed that it is connected to DEC. That connection – through
a Schrödinger-Lichnerowicz type formula – will be a central ingredient for all the main
results, Theorems A to F.

Before investigating spinor bundles and spin structures, we have a brief look at what
might be called hypersurface tangent bundle. Let (M, g, k) be an initial data set. Sup-
pose first that it is the induced initial data set on a spacelike hypersurface of a time-
oriented Lorentzian manifold (M, g). The hypersurface tangent bundle is supposed to
be (canonically isomorphic to) TM |M with its metric g and Levi-Civita connection ∇.
Although there is no obstruction to finding such an (M, g) – to find one, for instance,
one can use the ansatz g = −dt2 + g+ 2tk similarly as in the proof of Proposition 1.2.13
– it is a priori not clear that the bundle TM |M is independent of this choice.

Definition 1.3.1. The hypersurface tangent bundle of an initial data set (M, g, k) is the
bundle TM := R⊕TM together with the metric g((a,X), (b, Y )) := −ab+ g(X,Y ) and
the connection ∇X(b, Y ) := (∂Xb,∇XY ) + (k(X,Y ), k(bX, - )]) for a, b ∈ C∞(M) and
X,Y ∈ Γ(TM), where ∇ is the Levi-Civita connection of TM .

It is straightforward to see that the map TM → TM |M , (a,X) 7→ ae0 + X, where e0
is the future unit normal as before, defines the requested metric bundle isomorphism.
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Its compatibility with the connection follows from (1.1), g(∇Xe0, e0) = 1
2∂Xg(e0, e0) =

0 and g(∇Xe0, Y ) = −g(e0,∇XY ) = k(X,Y ). Note that as a consequence of this
isomorphism the connection ∇ on TM is a metric connection. This can also be verified
by direct computation.

In terms of principal bundles, the construction can be understood as follows. For sim-
plicity, we now assume that M is oriented. Then M is space- and time-oriented and
there is a principal bundle PSO0(n,1)M of generalized orthonormal frames for the struc-
ture group SO0(n, 1) – the identity component of O(n, 1). We restrict this bundle to
M and observe that the structure group can be reduced to SO(n) ⊆ SO0(n, 1): The
SO(n)-principal bundle PSO(n)M of orthogonal frames of M embeds into PSO0(n,1)M |M
via (e1, . . . , en) 7→ (e0, e1, . . . , en) and the following diagram involving furthermore the
obvious action and projection maps commutes:

PSO(n)M × SO(n) PSO0(n,1)M |M × SO0(n, 1)

PSO(n)M PSO0(n,1)M |M

M.

The hypersurface tangent bundle now emerges by associating the standard (orthogo-
nal) representation of SO0(n, 1) on Rn,1. After restricting to SO(n), this representation
decomposes into an orthogonal direct sum of the trivial representation onR and the stan-
dard representation of SO(n) on Rn, explaining the orthogonal sum in Definition 1.3.1.
However, in the general case k 6≡ 0 the Levi-Civita connection on PSO0(n,1)M |M does
not reduce to SO(n). This results in two connections on the associated bundle: one
coming from the Levi-Civita connection of PSO0(n,1)M and one from the Levi-Civita
connection of PSO(n)M . Their difference is the second summand in the definition of ∇
in Definition 1.3.1.

The construction of the hypersurface spinor bundle resembles the one of the hypersurface
tangent bundle, but here it is more suitable to start from principal bundles right away.
We assume that we are in the following situation. Both M and (M, g) are spin and the
spin structure on (M, g) restricts to the one on M in the sense that

PSpin(n)M PSpin0(n,1)M |M

PSO(n)M PSO0(n,1)M |M

is a pullback of double coverings. Here, the vertical maps are reductions of the structure
group to Spin(n) and Spin0(n, 1), respectively; the latter being the identity component
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of Spin(n, 1) ⊆ Cln,1. In this case also the following cube involving the action maps
commutes:

PSpin(n)M × Spin(n) PSpin0(n,1)M |M × Spin0(n, 1)

PSpin(n)M PSpin0(n,1)M |M

PSO(n)M × SO(n) PSO0(n,1)M |M × SO0(n, 1)

PSO(n)M PSO0(n,1)M |M .

This is already clear for all sides but the upper one, for which it then follows using the
unique lifting property of coverings. We conclude that PSpin(n)M −→ PSpin0(n,1)M |M
is a Spin(n)-reduction. Note that if M is spin the described situation can always be
achieved by restricting to a small open neighborhood of M in M .

Let now ρ : Cln,1 → End(W ) be a representation on a non-zero real or complex vector
spaceW . It restricts to a Spin0(n, 1)-representation and yields a spinor bundle ΣM onM
associated to PSpin0(n,1)M . The Cln,1-action on W gives rise to a Clifford multiplication
TM ⊗ΣM −→ ΣM and this is parallel with respect to the Levi-Civita connection ∇ on
TM and its induced connection ∇ on ΣM . We restrict ΣM and the described structures
to M and observe that they are independent of the Lorentzian manifold (M, g).

Definition 1.3.2. The hypersurface spinor bundle ΣM of (M, g, k) (w. r. t. ρ) is the
vector bundle associated to PSpin(n)M along Spin(n) ↪→ Cln,1

ρ−→ End(W ), equipped
with

• the Clifford multiplication TM ⊗ ΣM −→ ΣM induced from the Cln,1-action on
W and

• the connection ∇ defined by

∇Xψ = ∇Xψ −
1
2e0 · k(X, - )] · ψ (1.4)

for ψ ∈ Γ(ΣM) and X ∈ Γ(TM), where ∇ is the connection associated to the
Levi-Civita connection of (M, g) on PSpin(n)M .

Sometimes it is more convenient to use the splitting TM = R ⊕ TM and think of
the (TM -)Clifford multiplication as a Clifford multiplication TM ⊗ ΣM −→ ΣM by
vectors of TM and an involution e0· : ΣM −→ ΣM anti-commuting with the TM -
Clifford multiplication. Both of these operations are parallel with respect to ∇, but in
general not ∇-parallel. This allows to compute that, on the other hand, the TM -Clifford
multiplication is ∇-parallel while in general not being ∇-parallel. The parallelism of
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TM ⊗ΣM −→ ΣM w. r. t. ∇ also follows from the following lemma that motivated the
definition above.

Lemma 1.3.3. The canonical maps TM −→ TM |M and ΣM −→ ΣM |M arising from
the reductions of the structure group from Spin0(n, 1) to Spin(n) are isomorphisms.
These isomorphisms preserve the metric g on the hypersurface tangent bundle, the con-
nections ∇ on hypersurface tangent and spinor bundle as well as the Clifford multipli-
cation involving both bundles.

Proof. The claims concerning the hypersurface tangent bundle have already been ver-
ified in the discussion following Definition 1.3.1. The isomorphism ΣM ∼= ΣM |M and
the compatibility with the Clifford multiplication follow directly after unraveling the
associate bundle constructions involved. It therefore remains to verify (1.4). This is
done later in Lemma 2.3.4 for a specific representation ρ, but the proof there does not
depend on this choice and literally applies to the more general situation here.

Definition 1.3.4. The Dirac-Witten operator on a hypersurface spinor bundle ΣM is
the composition

D : Γ(ΣM) ∇−→ Γ(T ∗M ⊗ ΣM) −→ Γ(ΣM),

where the second map is essentially the Clifford multiplication and is obtained from it
by precomposing with T ∗M ]−→ TM ↪→ TM in the first tensor factor.

The Dirac-Witten operator is closely related to the usual Dirac operator D on the spinor
bundle of M associated to the representation Cln ↪→ Cln,1

ρ−→ End(W ). In fact, this
spinor bundle is just on the nose ΣM equipped with the TM -Clifford multiplication and
the connection ∇ discussed above and hence D is given in terms of the same composition
as D, but with ∇ replaced by ∇. A short calculation based on (1.4) (cf. Lemma 2.3.7)
leads to the following comparison formula

Dψ = Dψ − 1
2 trg(k)e0 · ψ (1.5)

for ψ ∈ Γ(ΣM).

The formula (1.5) allows to transfer many analytical properties from D to D. One of the
most important ones is formal self-adjointness of D. In order to speak of that, we need to
introduce a scalar product on ΣM . The starting point is a (positive definite) Euclidean
or Hermitian scalar product 〈 - , - 〉 on W that is invariant under multiplication (via ρ)
by the standard basis vectors E0, E1, . . . , En of Rn,1 ⊆ Cln,1. Such a scalar product can
always be obtained from an arbitrary one by an averaging procedure. It is important
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to note that, in consequence, multiplication by a vector in Rn = span{E1, . . . , En} is
skew-adjoint and 〈 - , - 〉 is Spin(n)-invariant. Hence there is an induced scalar product,
also denoted by 〈 - , - 〉, on the associated bundle ΣM , with respect to which the TM -
Clifford multiplication is skew-adjoint. Moreover, it is ∇-parallel and the involution e0·
is self-adjoint with respect to it. With these compatibilities at hand, the Dirac operator
D is formally self-adjoint, cf. e. g. [Roe99, Prop. 3.11], and (1.5) shows that the same is
true for the Dirac-Witten operator D.

The Dirac-Witten operator also satisfies a Schrödinger-Lichnerowicz type formula com-
paring its square to the connection Laplacian of ∇ – the composition of ∇ and its formal
adjoint. It is a remarkable observation by Edward Witten [Wit81] that the curvature
term is made up of the energy and momentum density of (g, k).

Proposition 1.3.5. Suppose that the hypersurface spinor bundle ΣM on (M, g, k) is
equipped with a scalar product with the properties described above. Then, for all ψ ∈
Γ(ΣM), the following formula holds:

D
2
ψ = ∇∗∇ψ + 1

2(ρ− e0 · j]·)ψ. (1.6)

Proof. We reduce the statement to the well-known Schrödinger-Lichnerwicz formula for
the Dirac operator (cf. e. g. [LM89, Thm. II.8.8]):

D2ψ = ∇∗∇ψ + 1
4 scalg ψ (1.7)

for ψ ∈ Γ(ΣM).

In order to do so, we fix ψ ∈ Γ(ΣM) and a local orthonormal frame (e1, . . . , en) on a
neighborhood of a point p ∈M . Using (1.5), the left hand side computes to

D
2
ψ = D2ψ − 1

2 trg(k)e0 ·Dψ −
1
2D(trg(k)e0 · ψ) + 1

4 trg(k)2ψ

= D2ψ + 1
2e0 · d(trg(k))] · ψ + 1

4 trg(k)2ψ,
(1.8)

where we used

D(trg(k)e0 · ψ) =
n∑
i=1

ei · (∂ei trg(k))e0 · ψ +
n∑
i=1

ei · trg(k)e0 · ∇eiψ

= −d(trg(k))] · e0 · ψ − trg(k)e0 ·Dψ.

For the right hand side, we first recall that the formal adjoint of ∇ is given by ∇∗Ψ =
−
∑n
i=1∇ei(Ψ(ei)) + ∑n

i=1 Ψ(∇eiei) for Ψ ∈ Γ(T ∗M ⊗ ΣM). Furthermore, taking the
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formal adjoint of (1.1) yields ∇∗Ψ = ∇∗Ψ − 1
2
∑n
i=1 e0 · k(ei, - )] · Ψ(ei) for all Ψ ∈

Γ(T ∗M ⊗ ΣM). Hence,

∇∗∇ψ = ∇∗∇ψ − 1
2

n∑
i=1

e0 · k(ei, - )] · ∇eiψ −
1
2∇
∗(e0 · k( - , - )] · ψ) + 1

4 |k|
2
gψ

= ∇∗∇ψ + 1
2

n∑
i=1

e0 · divg(k)] · ψ + 1
4 |k|

2
gψ,

(1.9)

where k( - , - )] denotes the endomorphism that corresponds to k via g and we made use
of the equations
n∑
i=1

e0 · k(ei, - )] · e0 · k(ei, - )] · ψ = −
n∑
i=1

e0 · e0 · k(ei, - )] · k(ei, - )] · ψ =
n∑

i,j=1
k(ei, ej)2ψ

and

∇∗(e0 · k( - , - )] · ψ) = −
n∑
i=1

e0 · ∇ei(k(ei, - )]) · ψ −
n∑
i=1

e0 · k(ei, - )] · ∇eiψ

+
n∑
i=1

e0 · k(∇eiei, - )] · ψ

= −
n∑
i=1

e0 · (∇eik)(ei, - )] · ψ −
n∑
i=1

e0 · k(ei, - )] · ∇eiψ.

Keeping in mind the definition of ρ and j in (1.2), the desired result is now obtained by
combining (1.7), (1.8) and (1.9).

Remark 1.3.6. It is interesting to note that, while the Dirac-Witten operator by virtue
of (1.5) just depends on g and trg(k), the individual terms on the right hand side of
Witten’s Schrödinger-Lichnerwicz type formula need more knowledge about k than a
mere scalar quantity. In this sense the use of the connection ∇ for the connection
Laplacian plays a greater role in the appearance of ρ and j than the Dirac-Witten
operator.

We have seen that the Clifford multiplication and the connection ∇ on ΣM arise from
restricting the respective structures on the spinor bundle of M . We wish to do some-
thing similar for the scalar product. Here, a difficulty arises: the scalar product on W is
not Spin0(n, 1)-invariant. What is worse, there does not exist any Spin0(n, 1)-invariant
(positive definite) scalar product on W at all, cf. [Bau81, Ch. 1.5, final remark, itm. 2.)].
The solution presented by Helga Baum [Bau81, Ch. 1.5] involves dropping the require-
ment of positive definiteness. In the notation from above, she defines the indefinite inner
product 〈〈 - , - 〉〉 := 〈ρ(E0)( - ), - 〉. It has the property that multiplication by any vector
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in Rn,1 is self-adjoint and it is Spin0(n, 1)-invariant. Therefore, there is an induced inner
product 〈〈 - , - 〉〉 on ΣM , with respect to which the Clifford multiplication by vectors in
TM is self-adjoint and which is ∇-parallel. Moreover, it has the property that if T is a
future-timelike vector field, then 〈 - , - 〉T := 〈〈T · - , - 〉〉 is a positive definite scalar prod-
uct. Unlike 〈〈 - , - 〉〉, this scalar product depends on the choice of T and is in general not
very well-behaved with respect to Clifford multiplication or connection. OnM , however,
the future unit normal e0 provides a canonical choice for T . Unraveling the definitions
shows that on ΣM ∼= ΣM |M the scalar product 〈 - , - 〉e0 coincides with the previously
defined scalar product 〈 - , - 〉.

The inner product on ΣM and the Clifford multiplication can be used to define differ-
ential forms out of (pairs of) spinors. We will only discuss the special case in which a
1-form (or a vector) is produced out of a single spinor.

Definition 1.3.7. The Dirac current of a spinor ψ ∈ ΣpM , p ∈ M , is the vector
Vψ := −〈〈 - · ψ,ψ〉〉] ∈ TpM .

IfW is a complex vector space and 〈〈 - , - 〉〉 a Hermitian inner product, Vψ a priori lives in
the complexification of TpM . It is a real vector since 〈〈X · ψ,ψ〉〉 = 〈〈ψ,X·ψ〉〉 = 〈〈X·ψ,ψ〉〉
for all X ∈ TpM .

Lemma 1.3.8. For any future-lightlike vector T ∈ TpM , p ∈ M , the Dirac current Vψ
of a spinor ψ ∈ ΣpM satisfies

〈Vψ · ψ, Vψ · ψ〉T = −g(Vψ, Vψ)〈ψ,ψ〉T .

In particular, Vψ is either zero or a causal vector. More precisely, we can distinguish
the following three cases:

• Vψ = 0 if and only if ψ = 0,

• Vψ is future-lightlike if and only if ψ 6= 0 and Vψ · ψ = 0,

• Vψ is future-timelike if and only if Vψ · ψ 6= 0.

Proof. We calculate

〈Vψ · ψ, Vψ · ψ〉T = 〈〈T · Vψ · ψ, Vψ · ψ〉〉
= 〈〈Vψ · T · Vψ · ψ,ψ〉〉
= −〈〈T · Vψ · Vψ · ψ,ψ〉〉 − 2g(Vψ, T )〈〈Vψ · ψ,ψ〉〉
= g(Vψ, Vψ)〈〈T · ψ,ψ〉〉 − 2〈〈T · ψ,ψ〉〉g(Vψ, Vψ)
= −g(Vψ, Vψ)〈ψ,ψ〉T .
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Since 〈 - , - 〉T is positive definite, all of the claims immediately follow – except for the
statement that Vψ is a future-directed vector if it is non-zero. But this is a direct
consequence from g(T, Vψ) = −〈〈T · ψ,ψ〉〉 = −〈ψ,ψ〉T ≤ 0.

Definition 1.3.9. A non-zero spinor ψ ∈ ΣM is called timelike or lightlike if its Dirac
current Vψ is timelike or lightlike, respectively.

If ψ ∈ Γ(ΣM) is a ∇-parallel spinor field, then Vψ ∈ Γ(TM) is also ∇-parallel since
metric, inner product and Clifford multiplication are compatible with the connection.
In particular, the “flavor” – being timelike, lightlike or zero – is constant in this case. It
is the lightlike case that is of primary interest in the rest of the thesis.

We finally remark that restricting toM yields a Dirac current Vψ ∈ T pM for hypersurface
spinors ψ ∈ ΣpM , p ∈ M , and the statements above directly carry over. With respect
to the splitting TM = R ⊕ TM , the Dirac current decomposes as Vψ = uψe0 − Uψ
with uψ = −g(e0, Vψ) = 〈〈e0 · ψ,ψ〉〉 = 〈ψ,ψ〉. Uψ is called Riemannian Dirac current
(cf. Definition 4.4.2) and is characterized by g(Uψ, X) = 〈e0 ·X ·ψ,ψ〉 for all X ∈ TpM .

1.4. Singularity theorems

In the end of Section 1.2, we discussed to what extent DEC initial data sets are the
induced initial data sets of “physically reasonable” Lorentzian manifolds – physically
reasonable meaning here that they satisfy the dominant (and the strong) energy con-
dition and global hyperbolicity. Given the existence of such a Lorentzian manifold, we
may wonder about its properties. Although little can be said in general, it is remarkable
that under certain additional assumptions on the initial data, “singularities” have to
form.

Theorem 1.4.1 (Hawking’s singularity theorem, [ONe83, Ch. 14, Thm. 55A]). Let
(M, g) be a globally hyperbolic Lorentzian manifold subject to the strong energy condition.
Suppose thatM ⊆M is a spacelike Cauchy hypersurface and that the induced initial data
set (g, k) on M satisfies trg(k) ≤ −λ for a constant λ > 0. Then any future-timelike
curve starting at M has proper time at most n

λ .

By time-reversal, a similar statement holds under the initial condition trg(k) ≥ λ: In
this case it is the proper time of future-timelike curves ending at M that is bounded.
Often, this is interpreted as (M, g) having an initial “big bang” singularity – similarly,
the situation in Theorem 1.4.1 would be interpreted as “big crunch”. This motivates the
following definition.
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Definition 1.4.2. An initial data set (M, g, k) satisfying strict DEC is called big bang
initial data set if trg(k) ≥ λ for some constant λ > 0. Analogously, it is called big crunch
initial data set if trg(k) ≤ −λ for some λ > 0.

Actually, there is no real need here to restrict to strict DEC initial data sets, except
maybe due to considering them as the physically most relevant ones. The condition was
included to be compatible with Definition 3.1.2, where the requirement of strict DEC
was added to conveniently formulate Lemma 3.2.2. Big bang and big crunch initial data
sets play a hidden role in Theorem A, and are of major interest in Theorems B to D
since they define the path-components C+ and C−.

Example 1.4.3. The past cone I−(0) ⊆ Rn,1 consisting of all the points in the timelike
past of the origin in Minkowski spacetime is globally hyperbolic. Any of the hyperboloids
Mt =

{
p ∈ I−(0)

∣∣ 〈p, p〉 = −t2
}
with t < 0 is a Cauchy hypersurface of I−(0). The

second fundamental form of Mt is proportional to the induced metric, more precisely
kt = 1

t gt. In particular, the hypotheses of Theorem 1.4.1 are satisfied. Note that in this
example any future inextendable future-timelike curve starting at Mt has proper time
exactly −t.

This example shows that in the context of this section the word “singularity” has to
be taken with a grain of salt. As I−(0) is a subset of Minkowski space, the metric
gets in no way singular as we approach its boundary. What happens though is that we
loose predictability from Mt once we reach ∂I−(0) ⊆ Rn,1: There are past-inextendable
future-causal curves to these boundary points that do not cross Mt.

If the Cauchy hypersurface M is compact though (or more generally of finite volume),
we can see that Theorem 1.4.1 deals with an overall contracting regime. I learned the
core of this argument from Bernd Ammann.

Theorem 1.4.4. In the setting of Theorem 1.4.1, let τM : J+(M) → R be the time
separation from the Cauchy hypersurface M . Then, assuming M to be of finite volume,

lim sup
ε,δ→0

1
ε+ δ

volg
(
τ−1
M ([t− ε, t+ δ])

)
≤
(

1− λ

n
t

)n
volg(M)

for any t > 0.

Remark 1.4.5. The left hand side of the inequality above is supposed to be an upper
bound on the volume of the level set τ−1

M (t). This is indeed the case when N := τ−1
M (t) is

a smooth hypersurface, in which case there is a well-defined notion of its n-dimensional
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volume. Considering – similarly as in the proof below – the normal exponential map
Ψ: R×N ⊃ U →M, (t, p) 7→ expp(te0), we obtain the co-area formula (cf. (1.10))

volΨ∗g (([0, δ]×N) ∩ U) =
∫ δ

0
V (s) ds,

where V (s) is the volume of the smooth hypersurface Ψ(({s} × N) ∩ U) with respect
to the induced metric gs. If U is suitably chosen, then V is continuous on [0, δ] for
sufficiently small δ > 0. Thus the fundamental theorem of calculus implies

volg0(N) = V (0) = lim
δ→0

1
δ

volΨ∗g (([0, δ]×N) ∩ U) .

Now Ψ(([0, δ]×N) ∩ U) ⊆ τ−1
M ([t, t+ δ]) shows that

volg0(N) ≤ lim sup
δ→0

1
δ

volg
(
τ−1
M ([t, t+ δ])

)
≤ lim sup

ε,δ→0

1
ε+ δ

volg
(
τ−1
M ([t− ε, t+ δ])

)
.

Proof. The normal exponential map gives rise to a smooth map Φ0 : R ×M ⊇ D0 →
M, (t, p) 7→ expp(te0), where D0 is the maximal domain of definition. We now re-
strict this to D =

{
(t, p) ∈ D0 ∩ ([0,∞)×M)

∣∣∣ τM (expp(te0)) = t
}
and obtain Φ: D →

J+(M). By [ONe83, Ch. 14, Thm. 44], global hyperbolicity of (M, g) implies that for
each q ∈ I+(M) there is a timelike geodesic from M to q which maximizes proper time,
and thus Φ is surjective. Moreover, by maximality, such a geodesic cannot have focal
points between S and q and is the unique maximal geodesic from S to any of the inter-
mediate points. Hence, the restriction of Φ to the interior U of D in [0,∞) ×M is a
diffeomorphism.

Let f : M → (0,∞] be the function assigning to each p ∈ M the maximal value such
that t 7→ expp(te0) is a maximal geodesic on [0, f(p)). We claim that f is lower semi-
continuous. This implies that {(t, p) | p ∈M, t ∈ [0, f(p))} is open in [0,∞) ×M and
equal to U . To check lower semi-continuity in p ∈M , we assume for contradiction that
there is a sequence of points pi −→ p, for i −→ ∞, such that limi−→∞ f(pi) < f(p).
Set s := limi−→∞ f(pi) and q := expp(se0). Moreover, choose ŝ ∈ (s, f(p)) and set
q̂ := expp(ŝe0). Since D0 is open, the normal geodesics starting in a small neighborhood
of p in M exist for longer than time ŝ. We may thus assume without loss of generality
that all qi := exppi(f(pi)e0) exist. We may moreover assume that none of the normal
geodesics from pi to qi contains focal points: Since dΦ0 is invertible along the line
[0, ŝ] × {p} ⊆ D0, the same is true on an open neighborhood of this line. Lastly, we
can assume without loss of generality that qi ∈ J−(q̂) for all i ∈ N, since J−(q̂) is a
neighborhood of q = limi−→∞ qi.

Now because t 7→ exppi(te0) exists until time f(pi) and has no focal point on [0, f(pi)], by
definition of f there has to be a second maximal geodesic fromM to qi. Let p′i ∈M be the
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starting points of such different maximal geodesics. Then note that J−(q̂)∩M is compact:
Since M is a Cauchy hypersurface, there is a well-defined continuous map assigning to
each past-causal vector X in Tq̂M the unique point where the geodesic starting in q̂ in
direction X meets M . Since this map is invariant under rescaling X, J−(q̂) ∩M is the
continuous image of a compact space. Since, clearly, p′i ∈ J−(qi) ⊆ J−(q̂), compactness
implies that a subsequence of the p′i’s converges. There are two cases: If the subsequential
limit is different from p, then the limiting geodesics give rise to a maximal geodesic from
M to q, contradicting maximality till f(p). If, on the other hand, the subsequential limit
is p, then Φ0 would not be injective close to (s, p), contradicting injectivity of dΦ0 in
this point.

We obtain D \ U ⊆ {(f(p), p) | p ∈M}. Since lower semi-continuous functions are mea-
surable, this is a (Lebesgue) zero set. In consequence,

volg
(
τ−1
M ([t− ε, t+ δ])

)
= volg

(
τ−1
M ([t− ε, t+ δ]) ∩ Φ(U)

)
= volΦ∗g (([t− ε, t+ δ]×M) ∩ U) .

Now we use that the pull-back metric on U is given by Φ∗g = −dt2 + gt, where gt is a
Riemannian metric on ({t}×M)∩U . This can be proved as the Gauß lemma by looking
at Jacobi fields along the geodesics t 7→ Φ(t, p), cf. the proof of Proposition A.1.1. Setting
Mt := prM (({t} ×M) ∩ U) ⊆M and

V (t) := volgt({t} ×Mt) =
∫
{t}×Mt

dvolgt

we arrive at

volΦ∗g (([t− ε, t+ δ]×M) ∩ U) =
∫ t+δ

t−ε
V (s) ds. (1.10)

We will show that V (t) ≤ (1− λ
n t)nV (0) for all t ∈ R. Keeping V (0) = volg(M) in mind,

this implies

lim sup
ε,δ→0

1
ε+ δ

volg
(
τ−1
M ([t− ε, t+ δ])

)
= lim sup

ε,δ→0

1
ε+ δ

∫ t+δ

t−ε
V (s) ds

≤ lim sup
ε,δ→0

1
ε+ δ

∫ t+δ

t−ε

(
1− λ

n
s

)n
V (0) ds

=
(

1− λ

n
t

)n
volg(M).

So it remains to show the inequality for V .

In order to do so, we look at the trace of the second fundamental form kt = 1
2
∂
∂tgt of the

leaves {t} ×Mt. We have

∂

∂t
trgt(kt) = trgt

(
∂

∂t
kt

)
− 2|kt|2gt .
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The Mainardi equation [BI04, eq. (14)] implies ricg
(
∂
∂t ,

∂
∂t

)
= − trgt

(
∂
∂tkt

)
+ |kt|2gt , so

by the strong energy condition we obtain

∂

∂t
trgt(kt) ≤ −|kt|2gt .

Combining this with the Cauchy-Schwarz inequality trgt(kt)2 ≤ n|kt|2gt , we arrive at the
differential inequality

∂

∂t
trgt(kt) ≤ −

1
n

trgt(kt)2.

Comparing with the ODE-solution h(t) = ( tn−
1
λ)−1 to the initial value h(0) = −λ shows

that

trgt(kt)|p ≤
(
t

n
− 1
λ

)−1

for each p ∈ Mt. Note that the right-hand side tends to −∞ for t −→ n
λ , which proves

Hawking’s singularity theorem. In particular, Mt = ∅ and V (t) = 0 for t ≥ n
λ .

We fix t > 0 with V (t) > 0 and look at the function Vt : [0, t] 3 s 7→ volgs(Mt), which is
well-defined sinceMt ⊆Ms for s ≤ t. Combining the above inequality with the variation
formula yields

d
dsVt(s) =

∫
Mt

trgs(ks)dvolgs ≤
(
s

n
− 1
λ

)−1
Vt(s)

and thus
d
ds log(Vt(s)) ≤ n

d
ds log

∣∣∣∣ sn − 1
λ

∣∣∣∣ .
From this we get the desired inequality

V (t) = Vt(t) ≤
(

1− λ

n
t

)n
Vt(0) ≤

(
1− λ

n
t

)n
V (0).

Whereas Hawking’s singularity theorem deals with the initial and terminal behavior of
spacetimes, Penrose’s singularity theorem is meant to describe “black holes” – archetyp-
ically represented by the Schwarzschild solution and its generalizations. We state a
version that discriminates between an inside and an outside region that I learned from
[Gal14, Thm. 7.2].

Theorem 1.4.6 (Penrose’s singularity theorem, [And+09, Thm. 7.1]). Let (M, g) be
a globally hyperbolic Lorentzian manifold subject to the null energy condition and let
M ⊆M be a spacelike Cauchy hypersurface with induced initial data set (g, k). Suppose
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there exists a compact hypersurface F ⊆ M , which separates M into two pieces – an
“inside“ Min and an “outside” Mout with M \F = Min ∪̇Mout – such that the closure of
Mout is non-compact and θ+ := trF (g(∇ - ν̃, - ) + k) < 0, where ν̃ is the unit-normal of
F pointing to the outside. Then at least one of the geodesics starting at F in the (future
outgoing) lightlike direction `+ := e0 + ν̃ does not exist for all positive times.

For a detailed (sketch of) proof, we refer to [Lee19, Thm. 7.29]. Nevertheless, we provide
at least the following intuition for the situation described in the theorem. We consider the
normal exponential map of F inM and restrict it to a map Φ: M×R ⊇ U →M, (p, t) 7→
expp(t`+). This describes radiation sent out from F in the (future) outgoing direction.
Now we look at the null hypersurface F := im(Φ) or rather its foliation (Ft)t∈R with
Ft := Φ(M × {t}). Then, by the variation formula, the initial change of volume is given
by

d
dt |t=0

vol(Ft) =
∫
F

trF (∇ - `
+) dvolF .

The integrand is the quantity appearing in the theorem, since trF (∇ - `
+) = trF (∇ - ν̃) +

trF (∇ - e0) = trF (∇ - ν̃) + trF (k) = θ+. Due to its influence on the volume growth, it
acquires the following name.

Definition 1.4.7. Let (M, g, k) be an initial data set and F a hypersurface in M with
unit normal ν̃. Then the symmetric 2-tensor on F defined by χ+(X,Y ) := g(∇Xν, Y ) +
k(X,Y ) for X,Y ∈ TF is called future null second fundamental form (w. r. t. ν̃). The
function θ+ := trF (χ+) is the future null expansion scalar (w. r. t. ν̃).

Remark 1.4.8. There is also another null second fundamental form2: χ−(X,Y ) :=
g(∇Xν, Y )− k(X,Y ) for X,Y ∈ TF . Together χ+ and χ− determine the second funda-
mental form of F in M , namely it is given by −1

2χ
− · `+ − 1

2χ
+ · `− with `− = −e0 + ν̃.

The initial condition θ+ < 0 amounts to the volume of the Ft initially decreasing.
Moreover, we may define `+ on all of F by setting it to be the velocity vector of the
geodesics Φ(p, - ). Then θ+

t = trFt(∇ - `
+) satisfies a differential equation, known as

Raychaudhuri equation. Similarly as in the proof of Theorem 1.4.4 the assumed energy
condition allows to deduce from this an ordinary differential inequality of the form
∂
∂tθ

+
t (Φ(p, t)) ≤ − 1

n−1θ
+
t (Φ(p, t))2 for all p ∈ F . Thus under the initial condition θ+ < 0

for each p ∈ F it monotonously decreases to −∞ within some fixed finite time. This
implies that the volume decrease continues. Moreover, the blow-up behavior of θ+ is an
important ingredient for the incompleteness statement of Theorem 1.4.6.

2For some authors use the symbols χ−, θ− = trF (χ−) and `− for the quantities with the opposite sign,
e. g. [Lee19, Sec. 7.4.2].
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Definition 1.4.9. In the situation of Definition 1.4.7 the hypersurface F is called

• outer trapped if θ+ < 0,

• weakly outer trapped if θ+ ≤ 0, and

• marginally outer trapped or a MOTS if θ+ = 0.

Historically, the term MOTS stands for marginally outer trapped surface, which fits in
the physical dimension 3 + 1, where dim(F ) = 2.

Remark 1.4.10. There is a way to understand these conditions in the case where F
a hypersurface within a null hypersurface F ⊆ M as in the discussion above. Suppose
that `+ is a future-lightlike tangent vector field of F , then

g(∇ - `
+, - ) : TF/R`+ ⊗ TF/R`+ −→ R

is well-defined, symmetric and called null second fundamental form of F inM w. r. t. `+.
The reason for considering TF modulo `+ is that on the quotient the induced metric
is non-degenerate (actually positive definite) and hence we may form the trace of the
null second fundamental form, yielding the null mean curvature. Both null second fun-
damental form and null mean curvature depend on the choice of `+ and, since `+ is
lightlike, there is no natural way of normalization at hand. However, changing `+ just
results in multiplication with a positive function. In particular, the sign of the null mean
curvature and thus the trappedness properties are independent of the choice. Note that
the choice of a spacelike hypersurface M with F = M ∩ F allows for the normalization
g(`+, e0) = −1 and in this case, along F , the null second fundamental form defined here
and the null mean curvature essentially coincide with χ+ and θ+, respectively.

To a certain extent – under a genericity assumption on the curvature – the arguments
leading to Penrose’s singularity theorem still work when the assumption of outer trapped-
ness is replaced by weak outer trappedness, cf. [EGP13, Thm. 3.2]. This leads to the
notion of outer trapped region consisting of all the points of M that lie within some
weakly outer trapped hypersurface.

Theorem 1.4.11 ([AM09, Thm. 1.3], [AEM11, Thm. 4.6]). If 2 ≤ dim(M) ≤ 7, then
the boundary of the outer trapped region is a smooth hypersurface and a MOTS.

This theorem can already be found in the book of Hawking and Ellis [HE73, Prop. 9.2.9],
where they (admittedly) only provide a rough outline as proof. As they discuss, the
components of this very MOTS that is the boundary of the outer trapped region deserve
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the name apparent horizon: Under additional assumptions leading to a well-defined
notion of event horizon, there is one to be found outside of each apparent horizon, which
is shown by a variation of the argument of Penrose’s singularity theorem. So they give
an indication where event horizons lie (in the static case they even agree). Yet – unlike
event horizons – apparent horizons are defined purely in terms of the initial data set and
hence do not require knowledge of the future in order to be located. We do not plunge
into these topics further; instead we just remark that weakly outer trapped and weakly
outer untrapped (i. e. θ+ ≥ 0) hypersurfaces, but especially MOTS play an important
role in Theorem E.

1.5. Rigidity of initial data sets and uniqueness of DEC
Lorentzian manifolds

We have seen that many DEC initial data sets (M, g, k) admit an extension to a time-
oriented DEC Lorentzian manifold (M, g) in the sense that M is a spacelike Cauchy
hypersurface in (M, g) and (g, k) is the induced initial data set on M . We might wonder
about the uniqueness of these extensions. Of course, uniqueness can only hold up to
restriction and isometry, but even then asking for it seems to be too much, since the
differential relation (in the sense of [Gro86, Ch. 1.1.1]) describing spacetime DEC is the
closure of a (non-empty) open differential relation. Yet, there are two situations, where
(local geometric) uniqueness holds nonetheless. The first one is the vacuum case and we
need the following observation to set forth the argument.

Proposition 1.5.1 (Conservation Theorem, [HE73, Sec. 4.3]). Let (M, g) be globally
hyperbolic Lorentzian manifold subject to DEC and assume that the induced initial data
set on a spacelike hypersurface M satisfies ρ ≡ 0. Then Eing = 0 on the domain of
dependence D(M) ⊆ M . In particular, if M is a spacelike Cauchy hypersurface, then
Eing = 0 holds on all of M .

Now, suppose that (M, g) satisfies DEC and is globally hyperbolic with spacelike Cauchy
hypersurface M . If the induced initial data set on M has ρ ≡ 0 (and hence also j ≡ 0),
then by the above proposition (M, g) is a vacuum solution of the Einstein equations. But
those are locally geometrically uniquely determined from the initial data set (cf. Theo-
rem 1.2.8).

The other case, where local geometric uniqueness holds, is when a certain rigidity prop-
erty for DEC initial data sets holds. The hypotheses are geared to be satisfied the situa-
tion of Theorem E. The main point is that these initial data sets carry a future-lightlike
∇-parallel (hypersurface) vector field V ∈ Γ(TM), in the sense of Definition 1.3.1.
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Remark 1.5.2. Using the splitting TM = R ⊕ TM and writing V = ue0 − U with
U ∈ Γ(TM), we see that being future-lightlike means that U is nowhere vanishing while
u is determined by U through u = |U |g. Also, being ∇-parallel is equivalent to

∇XU = uk(X, - )]

du(X) = k(U,X)

holding for all X ∈ TM . Actually, in the future-lightlike case, the second equation
follows from the first one since du(X) = ∂X

√
g(U,U) = 1

ug(∇XU,U) = k(U,X).

Proposition 1.5.3. Let (M, g) be a time-oriented Lorentzian manifold subject to DEC
and assume that the induced initial data set on an achronal spacelike hypersurface M
carries a future-lightlike ∇-parallel vector field V = ue0 − U ∈ Γ(TM), U ∈ Γ(TM).
Suppose that the triple (g, k, V ) is rigid in the following sense: For every p ∈M there is
an open neighborhoodW (M of p such that every DEC initial data set (g′, k′) coinciding
with (g, k) on M \W carries a future-lightlike ∇-parallel vector field V ′ coinciding with
V on M \W . Then there is an open neighborhood of M in M that isometrically embeds
into the Killing development (cf. [BC96, Sec. II]) (R ×M,−U [ ⊗ dt − dt ⊗ U [ + g),
mapping M to {0} ×M in the canonical way and the future of M into R>0 ×M .

Proof. Let ∇ be the Levi-Civita connection of (M, g). The main point of the proof is
to construct an extension of V on a neighborhood of M in M that is future-lightlike
and parallel w. r. t. ∇. We then consider the flow of the extension V . Since V lightlike
and thus transversal to the spacelike hypersurface M , it defines a local diffeomorphism
Φ from an open neighborhood of {0} ×M in R×M to an open neighborhood of M in
M . We assume that Φ is chosen such that its domain is of the form ⋃

p∈M (Ip × {p}),
where Ip ⊆ R is an open interval containing 0 for each p ∈M . Restricting the codomain
we may assume surjectivity of Φ, and the achronality condition for M ensures that flow
lines of V can cross M at most once (it is important here that the hypersurface has no
boundary) so that Φ is injective. So Φ is a diffeomorphism with dΦ( ∂∂t) = V , where t
denotes the R-coordinate of R×M . Along {0} ×M the pullback metric is given by

Φ∗g = πTM (V )[ ⊗ dt+ dt⊗ πTM (V )[ + g,

where πTM denotes the orthogonal projection on TM . Since V is parallel and thus in
particular a Killing vector field, the formula for Φ∗g holds on the whole domain of Φ.

It remains to construct such a vector field V extending the given vector field on (M, g, k).
First of all, we recall that Definition 1.3.1 is made in such a way that indeed every
extension V is future-lightlike and ∇-parallel at least along M . The idea is now to
slightly perturb the hypersurface M in M and use the rigidity property to also find a
lightlike and ∇-parallel vector field V along the perturbed hypersurface. It then requires
some technical work to see that these vector fields along the hypersurfaces are just the
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restrictions of a single vector field V defined on a neighborhood of M in M , i. e. that
different (spacelike) hypersurfaces passing through the same point lead to the same
vector in that point.

Consider a point p ∈ M . Let T be a future-timelike vector field defined on an open
neighborhood of p in M . There is an ε > 0 and a small compact neighborhood K of p in
M such that the flow of T is defined on (−ε, ε)×K. We equip (−ε, ε)×K with the metric
obtained by pulling back along the flow. Since K is compact, after possibly making ε
smaller, we may assume that there exists some C > 0 such that for all (t, q) ∈ (−ε, ε)×K,
α ∈ R and X ∈ TqM with |α| < C|X|g the vector α ∂

∂t + X ∈ T(t,q)((−ε, ε) × K) is
spacelike. Consequently, any smooth function f : K → (ε, ε) with |df |g < C defines a
spacelike hypersurface Graph(f) = {(f(q), q) | q ∈ K} of (−ε, ε)×K.

We may assume that K was chosen small enough so that it is contained in a neigh-
borhood W ( M around p with the properties mentioned in the assumption. We now
identify (−ε, ε)×K with its diffeomorphic image in M and define the vector field V on
a neighborhood of p in (−ε, ε) × K as follows. For any compactly supported function
f ∈ C∞c (K) with |f | < ε and |df |g < C we consider the spacelike hypersurface Graph(f)
extended by M \K. This is canonically diffeomorphic to M and the induced initial data
set obviously coincides outside of K. The rigidity property allows to extend V|M\K to
Graph(f) such that it is a future-lightlike ∇-parallel hypersurface vector field. Since
the set of admissible functions, i. e. functions f ∈ C∞c (K) with |f | < ε and |df |g < C,
is star-shaped w. r. t. the zero function, this procedure allows to define V on a neigh-
borhood of p – once we have seen that the obtained vector V at a point (t, q) does not
depend on the function f with f(q) = t that is used.

To show this independence of f , we observe the following. Since the vector field V along
Graph(f) is ∇-parallel, its value at (f(q), q) may be obtained via parallel transport along
a curve in Graph(f) starting outside of supp(f) and ending at (q, f(q)). In particular,
the vector V(f(q),q) is the same for two functions f coinciding on a curve from M \K to
q. Thus it would suffice to show that for any admissible f1 and f2 with f1(q) = f2(q)
there is an admissible function f that coincides with each of them on such a curve.

Locally around q such a function can be constructed because in the model situation
around 0 in Rn a solution is given by f0(x1, . . . , xn) = f2(x1, . . . , xn) + f1(x1, 0, . . . , 0)−
f2(x1, 0, . . . , 0). Note that f0 = f1 on R × {0} and f0 = f2 on {0} × Rn−1. If the
coordinates are chosen orthogonally in q and such that ∂

∂xi
∈ ker dqf2 for all i = 2, . . . , n,

then

|dqf0|g ≤ |dqf1|g ≤ max{|dqf1|g, |dqf2|g}. (1.11)

Moreover, there is an estimate
∣∣∣ ∂∂xj ∂

∂xk
f0
∣∣∣ ≤ 3 max{‖f1‖C2,x, ‖f2‖C2,x} for all j, k =

1, . . . n, where the C2-norm is the one induced by the coordinate system x = (x1, . . . , xn)
around q. Let C0 satisfy maxq′∈K,i=1,2 |dq′fi|g < C0 < C. Together with (1.11) it follows
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that the function f0 satisfies |f0| < ε and |df0|g ≤ C0 in a small open neighborhood
U0 around q, whose size may be determined from f1(q), C0, max{|dqf1|g, |dqf2|g} and
3 max{‖f1‖C2,x, ‖f2‖C2,x} alone.

Now, we choose two paths γ1 and γ2 inM connecting q withM\K. We suppose that they
only intersect in q and that in the chosen coordinates around q they lie within R× {0}
and {0}×Rn−1, respectively. Let (χ0, χ1, χ2) be a partition of unity subordinate to the
open cover (U0,K \ im(γ2),K \ im(γ1)) of K. By construction, f := ∑2

i=0 χifi ∈ C∞c (K)
satisfies |f | < ε and coincides with fi along γi for i = 1, 2. Noting that dχ2 = −dχ0−dχ1
and |f0 − f2| ≤ ‖f1 − f2‖∞, we can estimate

|df |g ≤ |dχ0(f0 − f2)|g + |dχ1(f1 − f2)|g +
2∑
i0

χi|dfi|g

≤ (|dχ0|g + |dχ1|g)‖f1 − f2‖∞ + C0.

Hence there is some δ > 0 such that if ‖f1 − f2‖∞ < δ, then the constructed function f
is admissible. So in the case where f1 and f2 are close enough, we are done.

In the general case, let N ∈ N satisfy ‖f1 − f2‖∞ < δN . Considering the convex
combinations f1,j = N−j

N f1+ j
N f2 and f2,j = N−j−1

N f1+ j+1
N f2 for j = 0, . . . , N−1 instead

of f1 and f2, respectively, we run the same construction as above with precisely the same
choice of coordinates x around q, neighborhood U0 and partition of unity (χi)i=0,1,2.
Notice that the function f0,j constructed in the first step still satisfies |f0,j | < ε and
|df0,j |g ≤ C0 on U0. This is due to the fact that the listed constants determining the
size of U0 play the same role for f0,j as they did for f0. For instance, (1.11) can be
replaced with

|dqf0,j |2g =
∣∣∣∣dqf1,j

(
∂

∂x1

)∣∣∣∣2 +
n∑
i=2

∣∣∣∣dqf2,j

(
∂

∂xi

)∣∣∣∣2
≤
∣∣∣∣dqf1,j

(
∂

∂x1

)∣∣∣∣2 +
n∑
i=2

∣∣∣∣dqf1,j

(
∂

∂xi

)∣∣∣∣2
= |dqf1,j |2g ≤ (max{|dqf1|g, |dqf2|g})2,

where we used in the second step dqf2,j
(

∂
∂xi

)
= N−j−1

N dqf1
(

∂
∂xi

)
and dqf1,j

(
∂
∂xi

)
=

N−j
N dqf1

(
∂
∂xi

)
for all i = 2, . . . , n. Now since ‖f1,j−f2,j‖∞ < δ, we obtain an admissible

function fj coinciding with f1,j along γ1 and with f2,j along γ2. Thus for all j =
0, . . . , N − 1 at (f1(q), q) the vector field V is the same for f1,j and f2,j = f1,j+1. It
follows that it is the same for the functions f1 and f2 we started with.

Thus the above procedure gives a well-defined future-lightlike vector field V locally
around p, which on M coincides with the previously defined vector field. To see that it
is ∇-parallel, we just observe that in each point it is ∇-parallel in the directions tangent
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to a hypersurface Graph(f) (for an admissible f) passing through that point and that
the tangent directions of such hypersurfaces collectively span its whole tangent space in
M . Finally, these local extensions of V glue together to a lightlike and ∇-parallel vector
field defined on a neighborhood of M in M since a ∇-parallel extension is necessarily
unique.

Corollary 1.5.4. Suppose an initial data set (M, g, k) satisfies the assumptions of The-
orem E. Then the DEC extension of the initial data set (g|M0 , k|M0) on M0 := M \ ∂M
is locally geometrically unique: For any two time-oriented DEC Lorentzian manifolds
(M1, g1) and (M2, g2) containing (M0, g|M0 , k|M0) as achronal spacelike hypersurface
there are open neighborhoods U1 ⊆ M1 and U2 ⊆ M2 of M0 and a time-orientation
preserving isometry (U1, g1) ∼= (U2, g2) fixing M0.

Proof. By Theorem E together with Addendum 4.1.3, (M, g, k) carries a lightlike ∇-
parallel (hypersurface) spinor ψ ∈ Γ(ΣM). Its Dirac current Vψ ∈ Γ(TM) is then
future-lightlike and ∇-parallel. We fix a point q ∈ ∂−M and consider the normalization
V = 1

uψ(q)Vψ, where Vψ = uψe0 − Uψ. As stated in Addendum 4.1.3, we will then have
V = e0 + ν̃ in q.

We wish to apply Proposition 1.5.3 to (g|M0 , k|M0 , V|M0). In order to do so, we need to
check the rigidity property of the triple. Let p ∈M0 and choose a neighborhoodW ⊆M0
of p so small that the closure ofW inM is disjoint from ∂M andM \W stays connected.
Let (g′, k′) be any DEC initial data set on M0 coinciding with (g|M0 , k|M0) on M0 \W .
By the first condition on W , (g′, k′) extends uniquely by continuity to a DEC initial
data set on M that coincides with (g, k) on M \W . Now note that the assumptions
of Theorem E are satisfied for this initial data set: It satisfies DEC and the future null
expansion scalar θ+ along the boundary coincides with the one of (g, k) because the
initial data sets are the same on ∂M . Since the conditions of Theorem E were assumed
to hold for (M, g, k), θ+ has the required sign and all the needed topological conditions
on M are also satisfied. Thus the theorem is applicable and the same construction as
above yields a future-lightlike ∇-parallel vector field V ′ on M with V ′ = e0 + ν̃ in q. It
should be pointed out that the connection ∇ used here corresponds to (g′, k′), but on
M \W it coincides with the one of (g, k), so there is no ambiguity in using the symbol
∇ there. Since M \W is connected and ∇-parallel vector fields are uniquely determined
along a smooth path by the vector at a single point on the path, V and V ′ do not only
coincide in q but on all of M \W . Thus the rigidity property is satisfied.

Now Proposition 1.5.3 yields that both M1 and M2 contain open neighborhoods of M0
that isometrically embed into the same Killing development, and the embeddings are
the same on M0. From this, the claim follows.
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Corollary 1.5.5. Let (g, k) be a DEC initial data set on a closed connected spin manifold
M . Assume that there is a MOTS F , i. e. a co-oriented hypersurface with unit normal
ν such that θ+ := tr(∇ν) + tr(k) = 0, with Â(F ) 6= 0. Then the extension of (M, g, k)
to a time-oriented DEC Lorentzian manifold is locally geometrically unique.

Proof. Cutting M along F , we obtain a manifold whose boundary consists of two copies
of F – one where ν is inward pointing and another where it points outwards. It comes
with an initial data set obtained from (g, k) by cutting and satisfying the assumptions of
Theorem E. From Corollary 1.5.4 we thus obtain that the extension of (M0, g|M0 , k|M0) to
a time-oriented DEC Lorentzian manifold is locally geometrically unique forM0 := M\F .

Furthermore, Theorem E implies that the cut initial data set is foliated by MOTS. In
particular, there is a MOTS F ′ in (M, g, k) that is disjoint from F . Running the same
argument for F ′ we find local geometric uniqueness for the extension of the initial data
set onM ′0 := M \F ′ to a time-oriented DEC Lorentzian manifold. Together with the first
part, we obtain local geometric uniqueness onM = M0∪M ′0. This last step uses that the
isometry required for local geometric uniqueness is uniquely determined on a connected
neighborhood of the fixed spacelike hypersurface. So after potentially shrinking the
neighborhoods of M0 and M ′0 the respective isometries obtained from Corollary 1.5.4
glue together.

Remark 1.5.6. Although the conditions of Corollary 1.5.5 imply that after cutting
along F the initial data set carries a future-lightlike ∇-parallel vector field, this needs
not be the case for the original initial data set (M, g, k): There is no reason to believe
that the vector field fulfills the fitting condition necessary for re-gluing. Therefore we
cannot apply Proposition 1.5.3 directly. Similarly, (M, g, k) does not need to carry a
future-lightlike ∇-parallel spinor even though the cut manifold does.
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2. On the space of initial data sets
satisfying the strict dominant energy
condition

The dominant energy condition imposes a restriction on initial data sets found on a
spacelike hypersurface of a Lorentzian manifold. In this chapter, we study the space of
initial data sets that strictly satisfy this condition. To this aim, we introduce an index
difference for initial data sets and compare it to its classical counterpart for Riemannian
metrics. Recent non-triviality results for the latter will then imply that this space has
non-trivial homotopy groups.

2.1. Introduction

2.1.1. Dominant energy condition for initial data sets

According to general relativity, the universe can be modeled by a time-oriented Lorentz-
ian manifold (M, g) whose large-scale behavior is governed by the Einstein equation

T = ricg −1
2 scalg g,

where T denotes the energy-momentum tensor. This does not only apply to the dynam-
ics, the field equations also constraint the physical quantities experienced on a time-slice.
More precisely, suppose that (M, g) contains M as a spacelike hypersurface. On M , the
induced Riemannian metric g and the second fundamental form k, defined with re-
spect to the future-pointing unit normal e0, form a so-called initial data set (g, k). The
Gauß-Codazzi equations imply that it is subject to the Einstein constraints (cf. [BI04],
Proposition 1.2.6)

2ρ = scalg +(tr k)2 − |k|2

j = div k − d tr k,

where energy density ρ = T (e0, e0) and momentum density j = T (e0, - )|TM are compo-
nents of the energy-momentum tensor.
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2. On the space of initial data sets satisfying the strict dominant energy condition

For physical reasons, the energy-momentum tensor is assumed to always satisfy the
dominant energy condition, which implies that ρ ≥ |j|. We will say that an initial data
set (g, k) satisfies the dominant energy condition if ρ ≥ |j|, when ρ and j are defined by
(1.2). This condition plays a vital role in the positive mass theorem [SY81; Wit81] stating
that for an asymptotically Euclidean manifold (M, g) with k tending to zero at infinity,
the ADM-mass is non-negative if (g, k) satisfies the dominant energy condition.

In this chapter, we consider the case thatM is a closed spin manifold of dimension n ≥ 2.
Our aim is to study the space I>(M) of initial data sets (g, k) on M for which the strict
dominant energy condition holds, i. e. ρ > |j| everywhere. This is a subspace of the space
I(M) of all initial data sets on M , with C∞-topology. The reason for restricting to the
strict version of the dominant energy condition is that it nicely connects to positive
scalar curvature, which in turn is rather well-studied. In [AG23], Ammann and the
author discuss some ideas how to extend the results to the (non-strict) dominant energy
condition.

2.1.2. Connection to positive scalar curvature and main result

It is a simple observation that if k ≡ 0, then the strict dominant energy condition for
(g, k) reduces to the condition that g has positive scalar curvature. However, whereas
existence of positive scalar curvature metrics imposes a condition on the manifold, this is
not true for the strict dominant energy condition. More precisely, we will see later that
taking any metric g, the pair (g, 1

nτg) satisfies the strict dominant energy condition as
long as the absolute value of the constant τ ∈ R is large enough. Moreover, such a τ can
be chosen in a way that it continuously depends on the metric g (in C2-topology). This
allows to define a comparison map Φ: SR>(M) ' R>(M)× [−1, 1]∪R(M)×{−1, 1} →
I>(M) by (g, t) 7→ (g, 1

nτ(g)tg), where R(M) is the C∞-space of metrics, R>(M) its
subspace of positive scalar curvature metrics and S denotes the suspension.

One of the main approaches to positive scalar curvature is by index theoretic methods.
Assume that (M, g) is closed, spin, and of dimension n. Then, there is a spinor bundle
ΣClM with a right Cln-action, called Cln-linear spinor bundle of M . Its Dirac operator
D commutes with the Cln-action and thus gives rise to a Cln-Fredholm operator, which
has a KO-valued index called α-index α(M). The Schrödinger-Lichnerowicz formula

D2 = ∇∗∇+ 1
4 scal

implies that D is invertible if g has positive scalar curvature and so its index vanishes.
By homotopy invariance of the index, it is independent of g, and so the α-index provides
an obstruction to existence of positive scalar curvature metrics on M if it is non-zero for
some spin structure on M .
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2. On the space of initial data sets satisfying the strict dominant energy condition

In the case when there is a positive scalar curvature metric g0 on M , this invariant can
be refined to a secondary invariant known as index difference that allows to detect non-
trivial homotopy groups in the space of positive scalar curvature metrics. In order to
emphasize that it refines the α-index and to stress its connection with the α-invariant for
diffeomorphisms (cf. [CSS18, eq. (2)]), we will call it α-index difference, or α-difference
for short. It is constructed as follows: As before, the Cln-linear Dirac operator defines a
map assigning to each metric a Cln-Fredholm operator, which is invertible if the metric is
of positive scalar curvature. Then applying the KO-valued index, we obtain the map

α–diff : πl(R>(M), g0) ∼= πl+1(R(M),R>(M), g0)→ KO−n−l−1({∗}).

A similar invariant exists in the case of initial data sets. For this, the Cln-linear spinor
bundle has to be replaced by the Cln,1-linear hypersurface spinor bundle ΣClM . To
define it, we embed M as spacelike hypersurface into a time-oriented spin Lorentzian
manifold (M, g) such that the pair (g, k) arises as induced metric and second fundamental
form. Then ΣClM is the restriction of the Cln,1-linear spinor bundle of M to M . It
turns out that this bundle can be defined intrinsically – without reference to M – by
ΣClM = ΣClM ⊗Cln Cln,1, i. e. it is given by two copies of ΣClM . The role of the Dirac
operator is now played by the Dirac-Witten operator D, which is Cln,1-linear in our case,
and which will be defined in Section 2.3.2 below. There is a Schrödinger-Lichnerowicz
type formula for D

D
2 = ∇∗∇+ 1

2(ρ− e0 · j]·),

which ensures that D is invertible if (g, k) satisfies the strict dominant energy condition.
With these changes, the same construction as before yields an index difference for initial
data sets

α–diff : πl(I>(M), (g0, k0)) ∼= πl+1(I(M), I>(M), (g0, k0))→ KO−n−l({∗}),

where (g0, k0) ∈ I>(M). Notice that there is a degree shift in the target compared to
α–diff: This results from the Cln,1-linearity of the Dirac-Witten operator in contrast to
the Cln-linearity of the Dirac operator.

Notation 2.1.1. To avoid clumsy notation, we often write α–diff(g−1, g1) for the α-
difference applied to the π0-class represented by (S0, 1) → (R>(M), g1), t 7→ gt. Like-
wise, we write α–diff((g−1, k−1), (g1, k1)) for the α-difference of the π0-class defined by
(S0, 1)→ (I>(M), (g1, k1)), t 7→ (gt, kt).

Unlike the situation of the α-difference, where the α-index constitutes an interesting
invariant obstructing positive scalar curvature, there is no interesting primary invariant
associated with the α-difference: The index of the Dirac-Witten operator D is always
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2. On the space of initial data sets satisfying the strict dominant energy condition

zero. This follows for example from the observation that the dominant energy condition
is not obstructed, since, as mentioned above, (g, 1

nτg) ∈ I>(M) for g ∈ R(M) and
suitably large τ ∈ R. The α-difference, however, is an interesting invariant. This is a
consequence of the main theorem of this chapter, where we compare it to the α-difference
or, in the case of the π0-part, to the α-index.

Theorem 2.1.2 (Theorems A and B, Theorem 2.4.5). 1. For g0 ∈ R>(M) and all
l ≥ 0, the diagram

πl(R>(M), g0) πl+1(SR>(M), [g0, 0]) πl+1(I>(M), (g0, 0))

KO−n−l−1({∗})
α–diff

Susp Φ∗

α–diff

commutes.

2. For g0 ∈ R(M),

α–diff
((

g0,−
1
n
τ(g0)g0

)
,

(
g0,

1
n
τ(g0)g0

))
= α(M) ∈ KO−n({∗}).

The idea of the proof is the following: For a pair of the form (g, 1
nτ(g)tg), t ∈ R,

the Cln+1-linear Dirac-Witten operator is given by D = D ⊗Cln Cln,1−τ(g)tL(e0),
where D is the Cln-linear Dirac operator from before and L(e0) is left multiplication
with the future-pointing unit normal on M when M is considered as spacelike hyper-
surface of M as above. Now, we observe that the Cln,1-structure of ΣClM given by
right multiplication can be extended to a Cln+1,1-structure by setting the right multi-
plication by the additional basis vector as R̃(en+1) := L(e0)a, where a is the even-odd
grading operator. With this Cln+1,1-structure, ΣClM corresponds to ΣClM under the
Morita equivalence relating Cln- and Cln+1,1-modules. Moreover, under this equivalence
D⊗Cln Cln,1 is associated to D and, by definition, the index map is invariant under this
correspondence. The second summand can be understood as coming from the Bott map,
which assigns to a Cln+1,1-Fredholm operator F the family of Cln,1-Fredholm operators
[−1, 1] 3 t 7→ F + tR̃(en+1)a = F + tL(e0). Again, invariance of the index map under
this assignment is a consequence of its definition, but an extra sign has to be taken into
account resulting from the fact that in the definition of the index map Morita equivalence
and Bott map are applied in the reverse order.

As a consequence of the main theorem, every element in πl(R>(M), g0) with non-trivial
α-difference gives rise to a non-zero element in πl+1(I>(M), (g0, 0)). Such elements have
been constructed for example by Hitchin [Hit74], Hanke, Schick and Steimle [HSS14],
Botvinnik, Ebert and Randal-Williams [BER14] as well as Crowley, Schick and Steimle
[CSS18] using different techniques. In particular, we obtain the following corollary.
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Corollary 2.1.3. 1. If M is a closed spin manifold of dimension n ≥ 6 that admits
a metric of positive scalar curvature, then I>(M) is not contractible.

2. If M is a closed spin manifold of dimension n ≥ 2 with α(M) 6= 0 (in particular,
M does not carry a positive scalar curvature metric), then I>(M) is not connected.

The structure of this chapter is as follows. In the first section, we review the KO-valued
index map and the construction of the α-difference. Much of this material is owed to
Ebert [Ebe17]. The second section is devoted to the construction of the α-difference. To
this end, the Cln,1-linear hypersurface spinor bundle and its Dirac-Witten operator are
introduced. We discuss the Cln,1-linear version of the Dirac-Witten operator in some
detail, as it seems not to have been studied before. In the last section, we construct the
comparison map, prove the main theorem and discuss some more of its consequences.

2.2. The classical α-index difference

2.2.1. KO-theory via Fredholm operators

This subsection is devoted to the KO-valued index map, a map that associates to a family
of Clifford-linear Fredholm operators an element in KO-theory. In its description, we
will stick closely to the framework presented in Ebert [Ebe17] that we briefly recall.
All Hilbert spaces are understood as being real and separable. A Cln,k-Hilbert space
H is always Z/2Z-graded. Typically, the Z/2Z-grading is given in terms of a grading
operator ι : H → H, and the Clifford action is determined by a Clifford multiplication
c : Rn,k → End(H), where Rn,k is the pseudo-Euclidean vector space Rn ⊕ Rk with
the standard inner product that is positive definite on the first summand and negative
definite on the second one. The convention for the Clifford multiplication is such that
c(v)c(w) + c(w)c(v) = −2〈v, w〉.

If (H, ι, c) is a Cln,k-Hilbert space, then c gives rise to a representation Cln,k → End(H),
which can be decomposed into irreducible ones. (H, ι, c) is called ample, if it contains
each irreducible representation infinitely often. By the structure theory for real Clifford
representations, this just means that H is infinite-dimensional if n− k 6≡ 0 mod 4, and
amounts to the condition that both the +1- and the −1-eigenspace of the volume element
ωn,k := ιc(e1) · · · c(en+k) are infinite-dimensional if n− k ≡ 0 mod 4.

Definition 2.2.1. Let (H, ι, c) be an ample Cln,k-Hilbert space. Then a Cln,k-Fredholm
operator F is a (bounded) Fredholm operator on H that is self-adjoint, odd with re-
spect to ι, Cln,k-linear and, in the case n − k ≡ −1 mod 4, satisfies the additional
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condition that ωn,kFι is neither essentially positive nor essentially negative. We de-
note by Fredn,k(H) the space of Cln,k-Fredholm operators with operator norm topology.
Furthermore, we write Gn,k(H) ⊆ Fredn,k(H) for the subspace of invertible elements.

Note that we have Fredn+1,k(H) ⊆ Fredn,k(H) and Fredn,k+1(H) ⊆ Fredn,k(H): In the
cases n − k = 1, 2 mod 4, this is immediate. If n − k = 0 mod 4, this follows since
the additional generator of the extended Clifford action on the Cln,k-Hilbert space H
anti-commutes with ωn,k. Finally, in case n− k ≡ −1 mod 4, we use that for a Cln+1,k-
or Cln,k+1-linear operator F , the additional generator of the extended Clifford action
anti-commutes with ωn,kFι.

Remark 2.2.2. As was pointed out by the referee, ampleness of H and the additional
condition in the case where n− k ≡ −1 mod 4 are only needed to ensure bijectivity of
the index map discussed below and are not necessary for its existence. For instance, the
inductive extension of the index map from degree n− 1 to degree n does not require the
left hand vertical map in diagram (2.1) to be an isomorphism. Since in this thesis we
will not use that the index map is an isomorphism, all discussions about ampleness and
the additional condition are included for the sake of completeness only (and shifted to a
large extent to Appendix A.2).

Example 2.2.3. The archetypical example of a Cln,0-Fredholm operator is (the bounded
transform of) the Cln-linear Dirac operator on a closed Riemannian spin manifold (M, g)
of dimension n > 0: Let PSpin(n)M → PSO(n)M be a spin structure of M . The Cln-
linear spinor bundle is ΣClM := PSpin(n)M×`Cln, where ` : Spin(n)→ End(Cln) is given
by left multiplication. Its name derives from the fact that right multiplication in Cln
induces a right Clifford multiplication R : Rn → End(ΣClM), which commutes with the
left Clifford multiplication by tangent vectors. Furthermore, it carries a Z/2Z-grading a
induced by Cln → Cln, Rn 3 v 7→ −v, the even-odd-grading. The bundle metric induced
by the metric on Cln that makes the standard basis (ei1 . . . eil)0≤l≤n+k,1≤i1<···<il≤n+k
orthonormal allows to define an L2-scalar product and the space of L2-sections H :=
L2(M,ΣClM). Both a and R descend to H, turning (H, a,R) into an ample Cln-Hilbert
space. The Cln-linear Dirac operator D, i. e. the Dirac operator of ΣClM w.r.t. the
connection induced by the Levi-Civita connection, can be viewed as unbounded operator
onH. By standard results on the analysis of Dirac operators, its bounded transform F :=

D√
1+D2 is a Fredholm operator on H, and as D is Cln-linear (w.r.t. R) and odd (w.r.t.

a), so is F . Thus, F ∈ Fredn,0(H), whereby the additional condition for n ≡ −1 mod 4
is well-known to be satisfied for Dirac type operators. In order to be self-contained, we
recall this in the appendix. It is worth noting that the Schrödinger-Lichnerowicz formula
implies that F is invertible, so F ∈ Gn,0(H), if g is a metric of positive scalar curvature.

The following consequence of Kuiper’s theorem is proven in [Ebe17]. It is one of the main
ingredients for translating the classical results from [AS69] into the present framework.
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Proposition 2.2.4. The space Gn,k(H) is contractible for all n, k ≥ 0.

Theorem 2.2.5 (Index map). If H is an ample Cln,k-Hilbert space, then Fredn,k(H)
represents KO-theory: For compact relative CW-complexes (X,Y ), there is a natural (in
(X,Y )) bijection

ind: [(X,Y ), (Fredn,k(H), Gn,k(H))] −→ KOk−n(X,Y )

called index map. Moreover, ind is invariant under Cln,k-Hilbert space isomorphisms,
i. e. if U : H → H ′ is an isomorphism of Cln,k-Hilbert spaces, then

[(X,Y ), (Fredn,k(H), Gn,k(H))] [(X,Y ), (Fredn,k(H ′), Gn,k(H ′))]

KOk−n(X,Y )

∼=

ind ind

commutes, where the upper map is induced by Fredn,k(H) 3 F 7→ UFU−1.

The index map is constructed inductively, the starting point being the index of a family of
Cl0,0-Fredholm operators, i. e. odd Fredholm operators on a Z/2Z-graded Hilbert space.
Here, the corresponding statement is known as Atiyah-Jänich theorem (cf. [Glö19, Thm.
2.17] for a detailed derivation from the version in [AS69]).

The generalization to arbitrary n (but still with k = 0) is provided by the Bott map.

Theorem 2.2.6 (Bott map, [AS69, Thm. A(k)]). For compact CW-pairs (X,Y ), the
map

[(X,Y ), (Fredn+1,k(H), Gn+1,k(H))] −→ [(X,Y )× (I, ∂I), (Fredn,k(H), Gn,k(H))]
[x 7→ Fx] 7−→ [(x, t) 7→ Fx + tc(e)ι]

is a natural bijection.1 Here, e is the additional basis vector of Rn+1,k compared to Rn,k

and I = [−1, 1].

As (X × I)/(Y × I ∪X × ∂I) ∼= ΣredX/Y the right hand isomorphism in the following
diagram exists, and the defintion of the index map can be extended inductively by
requiring that it commutes:

[(X,Y ), (Fredn,0(H), Gn,0(H))] KO−n(X,Y )

[(X,Y )× (I, ∂I), (Fredn−1,0(H), Gn−1,0(H))] KO−n+1(X × I , X × ∂I ∪ Y × I).

ind

∼= ∼=

ind

(2.1)
1For two pairs (X,A) and (Y,B), we write (X,A)× (Y,B) := (X × Y,X ×B ∪A× Y ).
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2. On the space of initial data sets satisfying the strict dominant energy condition

The extension to arbitrary k uses periodicity statements in the theory of Cln,k-Hilbert
spaces known as Morita equivalences. One of them states that the categories of Cln,k-
Hilbert spaces and Cln+1,k+1-Hilbert spaces are equivalent. Its construction is the fol-
lowing: A Cln,k-Hilbert space (H, ι, c) defines a Cln+1,k+1-Hilbert space structure on
H ⊕H by

ι̃ =
(
ι 0
0 −ι

)

c̃(v) =
(
c(v) 0

0 −c(v)

)
for all v ∈ Rn+k ⊕ 0

c̃(e) =
(

0 −1
1 0

)
(2.2)

c̃(ε) =
(

0 1
1 0

)
,

where we viewRn+1,k+1 as Rn,k⊕Re⊕Rε. And a morphism F : H → H ′ of Cln,k-Hilbert
spaces gives rise to a morphism

F̃ =
(
F 0
0 F

)
: H ⊕H → H ′ ⊕H ′

of the corresponding Cln+1,k+1-Hilbert spaces. Conversely, for a Cln+1,k+1-Hilbert space
(H, ι, c), the restrictions of the structure maps to H0 := ker(c(ε)c(e)− 1) yield a Cln,k-
Hilbert space, and morphisms of Cln+1,k+1-Hilbert spaces restrict to morphisms of these
Cln,k-Hilbert spaces. These constructions are seen to be mutually inverse up to natural
isomorphism.

Another Morita equivalence exists between Cln+4,k-Hilbert spaces and Cln,k+4-Hilbert
spaces. For this, we regard both Rn+4,k and Rn,k+4 as Rn ⊕Rk ⊕ span{e1, e2, e3, e4},
where e1, . . . e4 are the last four basis vectors of Rn+4 or the last four basis vectors
of Rk+4, respectively. Given a Cln+4,k-Hilbert space (H, ι, c), we can define a Cln,k+4-
Hilbert space (H, ι, c̃) by c̃|Rn,k = c|Rn,k and c̃(ei) = ηc(ei) for η = c(e1) · · · c(e4). Mor-
phisms are mapped to the morphisms defined by the same underlying bounded linear
maps. The inverse procedure is given similarly, by assigning to a Cln,k+4-Hilbert space
(H, ι, c̃) the Cln+4,k-Hilbert space (H, ι, c) with c|Rn,k = c̃|Rn,k and c(ei) = η̃c̃(ei), where
η̃ = c̃(e1) · · · c̃(e4).

These equivalences are accompanied by homeomorphisms between the spaces of Clifford-
linear Fredholm operators.

Proposition 2.2.7. The Morita equivalences discussed above induce homeomorphisms
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2. On the space of initial data sets satisfying the strict dominant energy condition

of pairs

(Fredn,k(H), Gn,k(H)) −→ (Fredn+1,k+1(H ⊕H), Gn+1,k+1(H ⊕H))

F 7−→
(
F 0
0 F

)

and

(Fredn+4,k(H), Gn+4,k(H)) −→ (Fredn,k+4(H), Gn,k+4(H))
F 7−→ F.

In particular, there is a homeomorphism

(Fredn,k(H), Gn,k(H)) −→ (Fredn+8,k(H ⊗R16), Gn+8,k(H ⊗R16))
F 7−→ F ⊗ 1R16 .

The index map is then defined inductively for all (n, k) with 0 ≤ k ≤ n by the requirement
that

[(X,Y ), (Fredn,k(H), Gn,k(H))] KOk−n(X,Y )

[(X,Y ), (Fredn−1,k−1(H0), Gn−1,k−1(H0))] KOk−n(X,Y )

ind

∼=

ind

(2.3)

commutes. Lastly, it is extended to the missing (n, k) with 0 ≤ n, k by commutativity
of

[(X,Y ), (Fredn,k(H), Gn,k(H))] KOk−n(X,Y )

[(X,Y ), (Fredn+8,k(H ⊗R16), Gn+8,k(H ⊗R16))] KOk−n−8(X,Y ),

∼=

ind

·x

ind

(2.4)

where x denotes a generator of KO−8({∗}).

Remark 2.2.8. The commutativity of (2.4) does not only hold for n < k (where it
is true by definition), but is also true for k ≤ n provided that the right generator
x ∈ KO−8({∗}) is chosen. This follows from the last remark in [AS69].

Example 2.2.9. In the setting of Example 2.2.3, we can define the α-index of M by
α(M) = ind(F ) ∈ KO−n({∗}). This invariant was first defined by Hitchin [Hit74] and
is a well-known obstruction to positive scalar curvature: From the continuity of the
assignment g 7→ Fg discussed in the next section, it follows that α(M) is independent
of the metric on M (in fact, it is even spin-bordism invariant) and so has to vanish for
every spin structure if M carries a positive scalar curvature metric.
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2. On the space of initial data sets satisfying the strict dominant energy condition

2.2.2. Construction of the α-index difference

Let M be a closed spin manifold of dimension n > 0 that has a positive scalar curvature
metric g0. The α-index difference, also introduced by Hitchin [Hit74], is a family version
of the α-index. More precisely, α–diff : πl(R>(M), g0) → KO−n−l−1({∗}) arises in the
following way: As R(M) is contractible, the long exact sequence for homotopy groups
implies πl(R>(M), g0) ∼= πl+1(R(M),R>(M), g0). For each metric g, the Cln-linear
Dirac operator Dg defines a Cln-linear Fredholm operator

Fg = Dg√
1 +D2

g

,

which is invertible if g ∈ R>(M). The assignment g 7→ Fg gives rise to a map
(R(M),R>(M)) → (Fredn,0, Gn,0), which induces a map to πl+1(Fredn,0, Gn,0, Fg0).
Applying the index map from the previous subsection, we obtain an element in
KO−n(Dl+1, Sl) ∼= KO−n−l−1({∗}).

In this outline, however, we glossed over the detail that the Cln-linear spinor bundles
and hence the L2-spaces, on which the Fredholm operators Fg act, depend on the metric
g. These L2-spaces form a Hilbert bundle over R(M), which, by Kuiper’s theorem,
can be trivialized. Such a trivialization allows to define the map (R(M),R>(M)) →
(Fredn,0, Gn,0). We will make this more explicit: The Cln-linear spinor bundles for
different metrics can be identified using the method of generalized cylinders due to Bär,
Gauduchon and Moroianu [BGM05]. This gives rise to a specific trivialization of the
Hilbert bundle of L2-spaces.

Let us start with this construction by fixing a topological spin structure on M , i. e. a
double covering

P
G̃L

+
(n)
M → PGL+(n)M

over the principal bundle of positively oriented frames of TM . This defines, for any
g ∈ R(M), a spin structure for (M, g) by pullback

PSpin(n)(M, g) P
G̃L

+
(n)
M

PSO(n)(M, g) PGL+(n)M,

where PSO(n)(M, g) is the principal bundle of positively oriented orthonormal frames
with respect to g. Moreover, pulling back over the canonical projection M × [0, 1]→M ,
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we obtain
P
G̃L

+
(n)
M × [0, 1] P

G̃L
+

(n)
M

PGL+(n)M × [0, 1] PGL+(n)M

M × [0, 1] M.

This gives rise a topological spin structure P
G̃L

+
(n+1)

M × [0, 1] → PGL+(n+1)M × [0, 1]
on M × [0, 1] by extension along the standard embedding

GL+(n) −→ GL+(n+ 1)

A 7−→
(
A 0
0 1

)

and its double covering.

Now, given a metric g ∈ R(M), we can define a family of metrics by gt = (1− t)g0 + tg.
Such a family in turn defines the generalized cylinder (M × [0, 1], gt + dt2), t being
the variable in [0, 1]-direction. As above, the topological spin structure induces a spin
structure PSpin(n+1)(M×[0, 1], gt+dt2)→ PSO(n+1)(M×[0, 1], gt+dt2) on the generalized
cylinder. This has the property that for all t0 ∈ [0, 1] it restricts to the spin structure of
(M, gt0) in the sense that

PSpin(n)(M, gt0) PSpin(n+1)(M × [0, 1], gt + dt2)

PSO(n)(M, gt0) PSO(n+1)(M × [0, 1], gt + dt2)

is a pullback, where the lower map is the inclusion (e1, . . . , en) 7→ (e1, . . . , en,
∂
∂t).

The reason why we do this is that on PSpin(n+1)(M × [0, 1], gt + dt2) the Levi-Civita
connection induces a canonical connection ∇, which provides parallel transports

P∇γx : PSpin(n+1)(M × [0, 1], gt + dt2)|(x,0) −→ PSpin(n+1)(M × [0, 1], gt + dt2)|(x,1)

along the curves γx : [0, 1] → M × [0, 1], t 7→ (x, t) for all x ∈ M . These assemble into
an isomorphism of principal bundles

P∇ : PSpin(n+1)(M × [0, 1], gt + dt2)|M×{0}
∼=−→ PSpin(n+1)(M × [0, 1], gt + dt2)|M×{1}.

The fact that ∂
∂t is parallel along the curves γx implies that P∇ restricts to

P∇ : PSpin(n)(M, g0)
∼=−→ PSpin(n)(M, g),
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and this induces an isomorphism on the associated Cln-linear spinor bundles

P∇ : ΣCl(M, g0)
∼=−→ ΣCl(M, g).

[ε̃, φ̃] 7−→ [P∇ε̃, φ̃]

Furthermore, it is immediate that P∇ is a point-wise isometry with respect to the stan-
dard scalar products 〈 - , - 〉 defined on the Cln-linear spinor bundles.

We want to promote this to a unitary transformation between the associated L2-spaces.
As the L2-norm also depends on the volume element, we first compare those: There exists
a positive function β ∈ C∞(M) such that dvolg = β dvolg0 . Then

√
βP∇ : ΣCl(M, g0)→

ΣCl(M, g) induces a unitary transformation

Φg : H := L2(M,ΣCl(M, g0))
∼=−→ L2(M,ΣCl(M, g))

as

(Φg(φ),Φg(ψ))L2 =
∫
M
〈
√
βP∇(φ),

√
βP∇(ψ)〉dvolg =

∫
M
〈φ, ψ〉 dvolg0 = (φ, ψ)L2 .

Moreover, it is clear that Φg preserves the Z/2Z-grading and the right Clifford mul-
tiplication. The left Clifford multiplication by a vector field X ∈ Γ(TM) satisfies
Φg(X · φ) = P∇(X) · Φg(φ) for any φ ∈ H, where P∇(X) is the vector field on
M = M × {1} obtained from X by parallel transport along the curves (γx)x∈M in
the cylinder (M × [0, 1], gt + dt2).

It is not surprising that using this identification of the L2-spaces (the bounded transforms
of) the Dirac operators depend continuously on the metric. For a detailed proof of the
following statement see [Glö19, Thm. 2.22].

Theorem 2.2.10. The map

(R(M),R>(M)) −→ (Fredn,0(H), Gn,0(H))

g 7−→ Φ−1
g ◦

Dg√
1 +D2

g

◦ Φg

is well-defined and continuous with respect to the C1-topology on the space of smooth
metrics R(M). In particular, it is continuous if R(M) carries the C∞-topology.

Definition 2.2.11. The map from Theorem 2.2.10 gives rise to the composition

α–diff : πl(R>(M), g0) ∼= πl+1(R(M),R>(M), g0)

→ πl+1(Fredn,0(H), Gn,0(H), Fg0) ind−→ KO−n−l−1({∗})

that we call α-index difference or shortly α-difference.
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2. On the space of initial data sets satisfying the strict dominant energy condition

The α-difference detects non-trivial homotopy groups in the space of metrics of positive
scalar curvature. The following two results of this kind were independently obtained by
different methods:

Theorem 2.2.12 (Crowley, Schick, Steimle [CSS18]). Let (M, g0) be a closed Rieman-
nian spin manifold of positive scalar curvature and n = dim(M) ≥ 6. For all l ≥ 0 with
l + n+ 1 ≡ 1, 2 mod 8, the α-difference

α–diff : πl(R>(M), g0) −→ KO−n−l−1({∗}) ∼= Z/2Z

is split surjective.

Theorem 2.2.13 (Botvinnik, Ebert, Randal-Williams [BER14]). Let (M, g0) be a closed
Riemannian spin manifold of positive scalar curvature and n = dim(M) ≥ 6. For all
l ≥ 0, the α-difference

α–diff : πl(R>(M), g0) −→ KO−n−l−1({∗})

is non-trivial whenever the target is non-zero, that is when l + n+ 1 ≡ 0, 1, 2, 4 mod 8.

We will use these results to construct non-trivial homotopy groups in the space of initial
data sets satisfying the dominant energy condition. The detection of these groups then
uses an index difference for initial data sets that will be defined in the next section.

2.3. An index difference for initial data sets

2.3.1. The Cln,1-linear hypersurface spinor bundle

Throughout this subsection, (M, g) denotes a space- and time-oriented Lorentzian spin
manifold. We follow the convention that the metric has signature (−,+, . . . ,+), so
that the induced metric g on a spacelike hypersurface M ⊆ M is positive definite.
The future-pointing unit normal on M will be called e0. If ∇ denotes the Levi-Civita
connection of g and ∇ the one of g, the second fundamental form with respect to e0 is
the symmetric 2-tensor k ∈ Γ(T ∗M ⊗ T ∗M) defined by ∇XY = k(X,Y )e0 +∇XY for
all X,Y ∈ Γ(TM).

We want to study the bundle obtained by restricting the Cln,1-linear spinor bundle of
(M, g) to the hypersurface M ⊆M . Especially, we want to describe it intrinsically, only
in terms of the pair (g, k) induced on M . This will be of use later, when defining the
α-difference for initial data sets and comparing it to the α-difference.
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2. On the space of initial data sets satisfying the strict dominant energy condition

The first step is to construct compatible spin structures on M and M . Fixing a spin
structure on (M, g), we obtain a spin structure on (M, g) by pulling back the one from
M :

PSpin(n)(M) PSpin0(n,1)(M)|M

PSO(n)(M) PSO0(n,1)(M)|M .

(2.5)

Here, the lower map is given by (e1, . . . , en) 7→ (e0, e1, . . . , en), where e0 is the future-
pointing unit normal on M . As the right hand map is a double covering, so is the left
hand one, and it suffices to construct a compatible Spin(n)-action. This, we obtain by
pulling back the action maps. More explicitly, there is a commutative diagram

PSpin(n)(M)× Spin(n) PSpin0(n,1)(M)|M × Spin0(n, 1)

PSO(n)(M)× SO(n) PSO0(n,1)(M)|M × SO0(n, 1).

(2.6)

and the desired map is the unique map from its upper-left corner to the upper-left
corner of (2.5) building, together with the other action maps, a commutative cube out
of (2.5) and (2.6). Note, that this commutative cube shows that PSpin(n)(M) is not only
a Spin(n)-reduction of PSO(n)(M) but also a reduction of PSpin0(n,1)(M)|M with respect
to the inclusion i : Spin(n) ↪→ Spin0(n, 1).

Next, we study associated bundles. The Cln,1-linear spinor bundle

ΣClM = PSpin0(n,1)(M)×` Cln,1

is defined via the representation induced by left multiplication on Cln,1:

` : Spin0(n, 1) ↪→ Cln,1 −→ End(Cln,1).

As noted above, PSpin(n)(M) → PSpin0(n,1)(M)|M is a Spin(n)-reduction. Hence, from
the theory of principal bundles (e. g. [Bau14, Satz 2.18]), it follows that

ΣClM |M = PSpin0(n,1)(M)|M ×` Cln,1 ∼= PSpin(n)(M)×`i Cln,1, (2.7)

so the bundle ΣClM |M → M only depends on the Riemannian manifold (M, g) and its
chosen spin structure.

Definition 2.3.1. The bundle ΣClM |M from above is called Cln,1-linear hypersurface
spinor bundle and denoted by ΣClM .

Similarly to the case of the Cln-linear spinor bundle, the Cln,1-linear hypersurface spinor
bundle carries a right Clifford multiplication R : Rn,1 → End(ΣClM) and an even-odd
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grading a : ΣClM → ΣClM as the corresponding notions for Cln,1 are Spin0(n, 1)-
invariant. Despite not being Spin0(n, 1)-invariant, the scalar product 〈 - , - 〉 on Cln,1
for which the basis2 (ei1ei2 · · · eik)0≤k≤n, 0≤i1<···<ik≤n is orthonormal can be extended to
ΣClM : Due to (2.7), Spin(n)-invariance of 〈 - , - 〉 is sufficient. This scalar product gives
rise to a space of L2-sectionsH := L2(M,ΣClM), on which R and a define a Cln,1-Hilbert
space structure.

Yet, the trivialization of TM |M by e0 allows us to do better. We immediately obtain
the following result:

Proposition 2.3.2. Setting

Ψ · en+1 := e0 · a(Ψ)

for all Ψ ∈ ΣClM , R extends to a Cln+1,1-multiplication

R̃ : Rn+1,1 → End(ΣClM).

that commutes with left multiplication by any X ∈ TM . Moreover, (H, a, R̃) is an ample
Cln+1,1-Hilbert space.

This Cln+1,1-Hilbert space structure establishes the connection to the space H of L2-
sections of the Cln-linear spinor bundle ΣClM .

Proposition 2.3.3. The Cln+1,1-Hilbert space (H, a, R̃) corresponds to the Cln-Hilbert
space (H, a,R) under the Morita equivalence described in (2.2).

Proof. Via this Morita equivalence, the Cln+1,1-Hilbert spaceH corresponds to the Cln,0-
Hilbert space H0 = ker(R̃(e0)R̃(en+1)− 1) with the structure obtained by restriction.

Let us look at the endomorphism ofRn,1 given by reflection at the hyperplane orthogonal
to the line Re0. Viewing Rn,1 as subset of the Clifford algebra Cln,1, it may be described
as

R
n,1 −→ R

n,1

v 7−→ −e0ve0,

since e0e0 = 1. This reflection now successively induces an endomorphism: First on the
Clifford algebra Cln,1, then by the associate bundle construction on ΣClM and finally on

2For consistency with Lorentzian geometry, the basis vector of the negative definite part of Rn,1 is
called e0 rather than en+1.
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its space of L2-sections H. The obtained endomorphism is R̃(e0)R̃(en+1) = R(e0)L(e0)a.
We are interested in its 1-eigenspace.

On the level of Cln,1, the 1-eigenspace is given by Cln ⊆ Cln,1, the subalgebra generated
by the fixed vectors e1, . . . , en, whereas the −1-eigenspace is the complement R(e0) Cln ⊆
Cln,1. This implies that on the level of spinor bundles

ΣClM ⊇ ker(R̃(e0)R̃(en+1)− 1) = PSpin(n)M ×` Cln = ΣClM

holds. On the level of L2-sections, we get

H0 = L2(M, ker(R̃(e0)R̃(en+1)− 1)) = L2(M,ΣClM) = H

as required.

As a consequence of (2.7), the Cln,1-linear hypersurface spinor bundle possesses two
natural connections: On the one hand, the Levi-Civita connection (M, g) induces a con-
nection ∇ on PSpin0(n,1)M |M and ΣClM . On the other hand, as bundle associated to
PSpin(n)M , the bundle ΣClM carries a connection ∇ induced by the Levi-Civita connec-
tion of (M, g). They are related by the Weingarten map (also known as shape opera-
tor):

Lemma 2.3.4. For all X ∈ TM and ψ ∈ Γ(ΣClM)

∇Xψ = ∇Xψ −
1
2e0 ·W (X) · ψ

holds, where W (X) = ∇Xe0 is the Weingarten map.

Proof. On the tangent bundle the difference of the connections is given by∇XY−∇XY =
k(X,Y )e0. As k(X,Y ) = −g(∇XY − ∇XY, e0) = −g(∇XY, e0) = g(Y,∇Xe0) =
g(Y,W (X)) for all X,Y ∈ Γ(TM), the Weingarten map W is the endomorphism as-
sociated to the symmetric bilinear form k.

In order to transfer this to the spinor bundle, let ε̃ be a local section of PSpin(n)M , and
(e1, . . . , en) its projection to PSO(n)M . Abusing notation, we denote by ε̃ also its image
in PSpin0(n,1)M |M , projecting to (e0, e1, . . . , en) ∈ PSO0(n,1)M |M . As the spinor bundle is
associated to these spin principal bundles, we may write a spinor locally as ψ = [ε̃, ψ̃].
Using the local formula for the spinorial connection (cf. [BGM05, (2.5)]), we perform
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the following local calculation:

∇Xψ −∇Xψ = [ε̃, ∂X ψ̃] + 1
2
∑

0≤i<j
εig(∇Xei, ej)ei · ej · ψ

−

[ε̃, ∂X ψ̃] + 1
2
∑

1≤i<j
g(∇Xei, ej)ei · ej · ψ


= 1

2
∑
0<j

(−1)g(∇Xe0, ej)e0 · ej · ψ

= −1
2e0 ·W (X) · ψ,

where εi = g(ei, ei) ∈ {±1}.

By the way a, R and 〈 - , - 〉 are defined, it is clear that they are ∇-parallel. The
left Clifford multiplication L : TM |M ⊗ ΣClM → ΣClM is ∇-parallel as well, where
∇ is defined on TM |M by viewing it as bundle associated to PSO(n)M via the lower
map of (2.5). This can be reexpressed by saying that both the restricted left Clifford
multiplication TM ⊗ ΣClM → ΣClM and the endomorphism ΣClM → ΣClM given by
left multiplication with e0 are ∇-parallel. As a consequence, the extended right Clifford
multiplication R̃ is ∇-parallel as well.

With respect to the other connection, the following can be said. a, R and L are ∇-
parallel. The scalar product 〈 - , - 〉, however, in general is not, as it does not originate
from a Spin0(n, 1)-invariant scalar product on Cln,1. Instead, it satisfies the following
formula that follows from ∇-parallelism together with Lemma 2.3.4:

∂X〈φ, ψ〉 = 〈∇Xφ, ψ〉+ 〈φ,∇Xψ〉+ 〈e0 ·W (X) · φ, ψ〉.

2.3.2. Cln,1-linear Dirac-Witten operator and index difference for initial data
sets

As in the previous subsection, let M be a spacelike hypersurface of a space- and time-
oriented Lorentzian spin manifold (M, g). The Dirac-Witten operator is a kind of Dirac
operator on the hypersurface spinor bundle. In the case of classical spinor bundles, it
was first defined by Witten [Wit81] in order to give his spinorial proof of the positive
mass theorem (cf. [PT82] for a rigorous formulation of the proof) and later studied in
more detail by Hijazi and Zhang [HZ03]. We are interested in its Cln,1-linear version and
use it to define a kind of index difference for initial data sets. Furthermore, we compare
it to the Cln,1-linear Dirac operator, which will be of later use.
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2. On the space of initial data sets satisfying the strict dominant energy condition

Definition 2.3.5. The composition

D : Γ(ΣClM) ∇−→ Γ(T ∗M ⊗ ΣClM) ]⊗1−→ Γ(TM ⊗ ΣClM) L−→ Γ(ΣClM),

where L is the left Clifford multiplication, defines the Cln,1-linear Dirac-Witten operator.
The composition (with ∇ replaced by ∇)

D : Γ(ΣClM) ∇−→ Γ(T ∗M ⊗ ΣClM) ]⊗1−→ Γ(TM ⊗ ΣClM) L−→ Γ(ΣClM)

is the Cln,1-linear Dirac operator.

The following lemma justifies the names of these operators. It is a direct consequence
of the parallelism discussion at the end of the last subsection.

Lemma 2.3.6. D and D are both Cln,1-linear with respect to the right Clifford multi-
plication R and odd with respect to a. Furthermore, D is Cln+1,1-linear with respect to
the extended right Clifford multiplication R̃.

Lemma 2.3.7. D = D − 1
2 tr(k)L(e0) holds, where tr k = trW is the mean curvature

of M in M . Both D and D are formally self-adjoint.

Proof. For ψ ∈ Γ(ΣClM) and a local orthonormal frame e1, . . . , en we perform the fol-
lowing local calculation applying Lemma 2.3.4:

Dψ −Dψ =
n∑
i=1

ei · (∇ei −∇ei)ψ

= −1
2

n∑
i=1

ei · e0 ·W (ei) · ψ

= 1
2

n∑
i,j=1

g(W (ei), ej)ei · ej · e0 · ψ

= −1
2

n∑
i=1

g(W (ei), ei)e0 · ψ.

Here, we used that g(W (ei), ej) = k(ei, ej) is symmetric in i and j.

The hypersurface spinor bundle ΣClM together with the connection ∇, the (left) Clifford
multiplication by TM and scalar product 〈 - , - 〉 forms a Clifford bundle, since these
structures are compatible as mentioned in the end of the last subsection. Since D is the
Dirac operator associated to this Clifford bundle, it is formally self-adjoint (cf. [Roe99,
Prop. 3.11]). As left multiplication with e0 is self-adjoint as well, the same holds true
for D.
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2. On the space of initial data sets satisfying the strict dominant energy condition

The utility of the Dirac-Witten operator to general relativity results from following obser-
vation due to Witten [Wit81, eqs. (24)-(34)]. The proof (cf. also [PT82, Sec. 3]) verbatim
applies to the Cln,1-linear version considered here. We also proved the statement in the
introductory chapter, cf. Proposition 1.3.5.

Proposition 2.3.8. The Dirac-Witten operator satisfies the Schrödinger-Lichnerowicz
type formula

D
2 = ∇∗∇+ 1

2(ρ− e0 · j]·),

with

2ρ = scal + tr(k)2 − |k|2

j = −d tr(k) + div k.

The Dirac-Witten operator D is elliptic, in fact it has the same principal symbol as the
Dirac operator D. So it possesses good functional analytic properties, some of which we
will state below. From now on, we assume that M is closed.

Corollary 2.3.9. If the pair (g, k) satisfies the strict dominant energy condition, i. e. if
ρ > |j|, then D has zero kernel.

Proof. For any smooth section ψ ∈ Γ(ΣClM) with ψ 6≡ 0

‖Dψ‖2L2 = (ψ,DDψ) = ‖∇ψ‖2L2 + 1
2(ψ, ρψ)− 1

2(ψ, e0 · j] · ψ)

≥ 1
2(ψ, ρψ)− 1

2(ψ, |j|ψ) = 1
2(ψ, (ρ− |j|)ψ) > 0

holds as |〈ψ, e0 · j] · ψ〉| ≤ |j||ψ|2. Here (as in the rest of the thesis), | - | denotes the
pointwise norm. The claim follows, since the kernel of the elliptic differential operator
D consists of smooth sections, see also Proposition 2.3.10 below.

Proposition 2.3.10. D and D extend to densely defined self-adjoint operators

D,D : L2(M,ΣClM) ⊇ H1(M,ΣClM)→ L2(M,ΣClM)

admitting a spectral decomposition with discrete spectrum and finite dimensional eigen-
spaces consisting of smooth sections.

Proof. This is true for any formally self-adjoint elliptic differential operator of order one,
for example cf. [LM89, Thm. III.5.2 and Thm. III.5.8].
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2. On the space of initial data sets satisfying the strict dominant energy condition

Corollary 2.3.11. If n = dim(M) > 0 and H := L2(M,ΣClM), then there are well-
defined elements

F := D√
1 +D

2
∈ Fredn,1(H)

and

F := D√
1 +D2

∈ Fredn+1,1(H) ⊆ Fredn,1(H).

Furthermore, F is invertible if (g, k) satisfies the strict dominant energy condition and
F is invertible if g has positive scalar curvature.

Proof. H is ample as Cln+1,1-Hilbert space, so it is ample as Cln,1-Hilbert space with the
restricted Clifford action as well. As D is odd and Cln,1-linear, so is F . From Proposi-
tion 2.3.10 above, we conclude that F is a Fredholm operator. The additional condition
in the case n − 1 ≡ −1 mod 4 is again a consequence of the discussion of the spectral
asymptotics in the appendix. Invertibility for (g, k) satisfying the strict dominant energy
condition follows from Corollary 2.3.9 and cokerF = kerF . The argumentation for F
is completely analogous. Invertibility here uses the classical Schrödinger-Lichnerowicz
formula.

If the mean curvature tr(k) is constant, we can relate the spectral decompositions of D
and D and refine the invertibility result.

Proposition 2.3.12. The spectral decomposition of D can be written as

D =
∞∑
r=0

λrπEr +
∞∑
r=0

(−λr)πa(Er)

where all λr > 0 are pairwise disjoint and πEr and πa(Er) are the orthogonal projections
on the finite dimensional subspaces Er and a(Er), respectively. If the mean curvature
τ := tr(k) is constant, then there are decompositions Fr ⊕ a(Fr) = Er ⊕ a(Er) for all
r ≥ 0 and K ⊕ a(K) = kerD such that the spectral decomposition of D is given by

D =
∞∑
r=0

√
λ2
r + 1

4τ
2 πFr +

∞∑
r=0

(
−
√
λ2
r + 1

4τ
2

)
πa(Fr) + 1

2τπK −
1
2τπa(K)

In particular, D is invertible for all constants tr(k) = τ 6= 0.

Proof. As a anti-commutes with D, for any eigenvector φ to the eigenvalue λ

Da(φ) = −a(Dφ) = −a(λφ) = −λa(φ).
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2. On the space of initial data sets satisfying the strict dominant energy condition

So a(φ) is an eigenvector to the eigenvalue −λ. This implies that the spectral decompo-
sition can be written in the stated form. With the same argument, we observe that the
spectral decomposition of D to be of that form.

R̃ commutes with D, so the eigenspaces are invariant under R̃(v) for all v ∈ Rn+1,1. In
particular,

a(Er) = R̃(en+1)a(Er) = L(e0)(Er)

for all r ≥ 0. Thus we can identify Er with a(Er) via the map Er → a(Er), φ 7→ L(e0)(φ)
and get Er ⊕ a(Er) ∼= Er ⊕ Er ∼= Er ⊗R2. Under this identification, by Lemma 2.3.7,
the restriction of the Dirac-Witten operator corresponds to

1Er ⊗
(
λr −1

2τ
−1

2τ −λr

)
.

The characteristic polynomial of the 2×2-matrix is x2−λ2
r− 1

4τ
2, so it is diagonalizable

with eigenvalues ±
√
λ2
r + 1

4τ
2. This gives rise to a diagonalization of D|Er⊕aEr with the

same eigenvalues, and we call the positive eigenspace Fr.

Now, we turn our attention to kerD. As L(e0) = R̃(en+1)a anti-commutes with D,
L(e0) operates on kerD. This operation is self-adjoint and squares to 1kerD, so by the
spectral theorem L(e0)| kerD is diagonalizable and its eigenvalues must be contained in
{1,−1}. Let K be the −1-eigenspace. Then a(K) is the 1-eigenspace. Due to

D| kerD = −1
2τL(e0)| kerD,

K and a(K) become the 1
2τ - and −

1
2τ -eigenspaces of D, respectively.

Remark 2.3.13. That D is invertible for constant mean curvature tr(k) 6= 0, can also
be seen directly from the fact that D anti-commutes with L(e0): As L(e0)2 = 1,

D
2 =

(
D − 1

2 tr(k)L(e0)
)2

= D2 + 1
4 tr(k)2 1

and so cokerD = kerD = 0.

In the remainder of this section, we want to use the Cln,1-linear Dirac-Witten operator
to define an index difference for initial data sets. For this, let M be closed, spin and of
dimension n > 0. We need no longer assume that it is embedded into a manifold M , as
we succeeded in expressing all the relevant structures in terms of M and the pair (g, k).
In fact, the Cln,1-linear hypersurface spinor bundle ΣCl(M, g) ∼= ΣCl(M, g) ⊗Cln Cln,1
depends on the metric g alone, whereas its connection ∇ and thus its Cln,1-linear Dirac-
Witten operator D is affected by k as well.
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2. On the space of initial data sets satisfying the strict dominant energy condition

In analogy to the case of the α-difference, we need to compare the spaces of L2-sections
of the hypersurface spinor bundles for different initial data sets (g, k). Adopting the
notation from Section 2.2.2, there is a bundle map√

βP∇ ⊗ 1Cln,1 : ΣCl(M, g0)⊗Cln Cln,1 → ΣCl(M, g)⊗Cln Cln,1,

which induces

Φg : H := L2(M,ΣCl(M, g0))
∼=−→ L2(M,ΣCl(M, g)).

This allows to produce a continuous map from initial data sets to the space of Fredholm
operators.

Theorem 2.3.14 (cf. [Glö19, Thm. 3.19]). The map

(I(M), I>(M)) −→ (Fredn,1(H), Gn,1(H))

(g, k) 7−→ Φ−1
g ◦

D(g,k)√
1 +D

2
(g,k)

◦ Φg

is well-defined and continuous with respect to the C1-topology on the space of smooth
initial data sets I(M). In particular, it is continuous if I(M) carries the C∞-topology.

Definition 2.3.15. The α-difference is defined by the composition

α–diff : πl(I>(M), (g0, k0)) ∼= πl+1(I(M), I>(M), (g0, k0))

→ πl+1(Fredn,1(H), Gn,1(H), F g0,k0) ind−→ KOn−l({∗}),

where the middle map is the one from Theorem 2.3.14.

In the next section, α–diff will be compared to the α-difference. The first step will be
to establish a comparison map between the space of metrics of positive scalar curvature
and the space of initial data sets satisfying the strict dominant energy condition.

2.4. Comparing the index differences

2.4.1. Positive scalar curvature and initial data sets

In the following, M is a closed smooth manifold of dimension n ≥ 2. The aim of this
subsection is to construct a continuous map Φ: SR>(M) −→ I>(M), which will be
used later to relate the index differences.
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2. On the space of initial data sets satisfying the strict dominant energy condition

Lemma 2.4.1. For every C > 0, the function

τ : R(M) −→ R

g 7−→
√

n

n− 1 max{0, sup
x∈M
− scalg(x)}+ C

is continuous.

Proposition 2.4.2. For any C > 0, the following is a well-defined continuous map of
pairs:

φ : (R(M),R>(M))× (I, ∂I) −→ (I(M), I>(M))

(g, t) 7−→
(
g,
τ(g)
n

tg

)
.

Moreover, its homotopy class [φ] ∈ [(R(M),R>(M)) × (I, ∂I) , (I(M), I>(M))] is in-
dependent of C > 0.

Proof. Continuity directly follows from the lemma above. Moreover, varying the param-
eter C > 0 defines a continuous homotopy between different such maps. Thus, it only
remains to prove that R(M)× ∂I ∪R>(M)× I is mapped into I>(M). To this aim, we
first observe that for a pair of the form (g, τng) with τ ∈ R

2ρ = scal +n− 1
n

τ2

j = 1− n
n

grad τ = 0

holds. Hence, such a pair fulfills the strict dominant energy condition if and only if

τ2 > − n

n− 1 scal .

But by definition of the function τ , this is the case for
(
g,± τ(g)

n g
)
, which shows that

R(M) × ∂I maps into I>(M). Moreover, the condition is automatically satisfied if g
has positive scalar curvature, so R>(M)× I is sent to I>(M) as well.

Proposition 2.4.3. Let C > 0 and h ∈ R(M) a Riemannian metric. Then the compo-
sition

Φ: SR>(M) −→ R(M)× ∂I ∪R>(M)× I φ−→ I>(M),

where the first map is given by

[g, t] 7−→


((−2t− 1)h+ 2(1 + t)g,−1) t ∈ [−1,−1

2 ]
(g, 2t) t ∈ [−1

2 ,
1
2 ]

((2t− 1)h+ 2(1− t)g, 1) t ∈ [1
2 , 1],
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2. On the space of initial data sets satisfying the strict dominant energy condition

is a well-defined, continuous map. Its homotopy class is independent of C > 0 and
h ∈ R(M).

Proof. By the previous proposition, we just need to study the first map: Plugging in
t = ±1

2 , we see that the different definitions agree on the intersections, and for the special
values t = ±1 we observe that the result is independent of g, i. e. the map descends to
the suspension. This shows well-definedness. Continuity can now be checked on each
domain of definition, where it is obvious. Moreover, this map continuously depends on
h ∈ R(M), so by connectedness of R(M), its homotopy class is independent of h.

Corollary 2.4.4. The inclusion R>(M) → I>(M), g 7→ (g, 0) is null-homotopic. In
particular, if there exists a metric g0 ∈ R>(M), the induced map on homotopy groups
πl(R>(M), g0)→ πl(I>(M), (g0, 0)) is the zero-map for all l.

Proof. Using the map defined above, we get a factorization of the inclusion map as
follows

R>(M) ↪→ CR>(M) ↪→ SR>(M) Φ−→ I>(M),

where the first two maps are the canonical inclusions of a space into the its cone and of
the cone into the suspension as upper half. As cones are contractible, the composition
is null-homotopic.

This shows that we cannot find non-trivial elements of homotopy groups in the space
initial data with strict dominant energy condition by simply considering the space of
positive scalar curvature metrics as subspace. However, the map Φ defined above al-
lows for a better construction: In the next subsection, we will show that under certain
conditions the composition

πl(R>(M), g0) Susp−→ πl+1(SR>(M), [g0, 0]) Φ∗−→ πl+1(I>(M), (g0, 0))

has non-trivial image.

2.4.2. Main theorem

Let M be a closed spin manifold of dimension n ≥ 2. The aim of this subsection is to
relate the α-difference for initial data sets α–diff : πl(I>(M), (g0, 0)) → KO−n−l({∗}),
where g0 is a metric of positive scalar curvature, to the classical α-difference
using the map from Proposition 2.4.3. This will lead to a non-triviality result for
πl(I>(M), (g0, 0)). Moreover, the same argument shows that the α-difference detects
that I>(M) has least two connected components if α(M) 6= 0.
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2. On the space of initial data sets satisfying the strict dominant energy condition

Theorem 2.4.5 (Theorems A and B, Theorem 2.1.2). 1. If M carries a metric g0
of positive scalar curvature, then for all l ≥ 0, the diagram

πl(R>(M), g0) πl+1(SR>(M), [g0, 0]) πl+1(I>(M), (g0, 0))

KO−n−l−1({∗})
α–diff

Susp Φ∗

α–diff

commutes. Here, Susp is the suspension homomorphism and Φ is the map from
Proposition 2.4.3.

2. For any metric g0,

α–diff
((

g0,−
1
n
τ(g0)g0

)
,

(
g0,

1
n
τ(g0)g0

))
= α(M) ∈ KO−n({∗}),

where τ is defined as in Lemma 2.4.1.

Proof. For the first part, we start by exploring the effect of the upper composition. The
claim is that

πl(R>(M), g0) πl+1(SR>(M), [g0, 0]) πl+1(I>(M), (g0, 0))

πl+1(R(M),R>(M), g0) πl+2(I(M), I>(M), (g0, 0))

[(Dl+1, Sl), (R(M),R>(M))] [(Dl+1, Sl)× (I, ∂I), (I(M), I>(M))]

Susp Φ∗

∼=
φ∗

∼=

φ∗

(2.8)
commutes, where the middle and the lower map are both induced by

φ : (R(M),R>(M))× (I, ∂I) −→ (I(M), I>(M))

(g, t) 7−→
(
g,
τ(g)
n

tg

)
.

Note that φ preserves the base point, if the base point of (Dl+1, Sl) × (I, ∂I) is chosen
to be (∗, 0) when ∗ is the base point of Sl, so the middle map is well-defined. The
lower square obviously commutes. For the upper square, we start with a class [g] ∈
πl(R>(M), g0). Then the preimage under the boundary isomorphism is represented by

g̃ : (Dl+1, Sl, ∗) −→ (R(M),R>(M), g0)
rx 7−→ (1− r)g0 + rg(x)
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2. On the space of initial data sets satisfying the strict dominant energy condition

for r ∈ [0, 1] and x ∈ Sl. Applying the horizontal map and restricting to the boundary
yields the class of

(∂(Dl+1 × I), (∗, 0)) −→ (I>(M), (g0, 0))

(x, t) 7−→
(
g̃(x),−τ(g̃(x))

n
tg̃(x)

)
.

Using the homeomorphism

(S(Sl), [∗, 0]) ∼= (∂(Dl+1 × I), (∗, 0))

[x, t] 7→


(2(1 + t)x,−1) t ∈ [−1,−1

2 ]
(x, 2t) t ∈ [−1

2 ,
1
2 ]

(2(1− t)x, 1) t ∈ [1
2 , 1],

this precisely gives the formula for Φ ◦ Sg (cf. Proposition 2.4.3).

The core of the proof is showing that the following diagram commutes:

[(Dl+1, Sl), (R(M),R>(M))] [(Dl+1, Sl)×(I, ∂I), (I(M), I>(M))]

[(Dl+1, Sl), (Fredn,0(H), Gn,0(H))] [(Dl+1, Sl)×(I, ∂I), (Fredn,1(H), Gn,1(H))]

[(Dl+1, Sl), (Fredn+1,1(H), Gn+1,1(H))].

φ∗

∼= ∼=

(2.9)
Here, the first lower map is associated to the Morita equivalence between Cln,0- and
Cln+1,1-Hilbert spaces, that is the first map in Proposition 2.2.7. This uses that H and
H correspond to each other under this Morita equivalence according to Proposition 2.3.3.
The second lower map is the Bott map (cf. Theorem 2.2.6), associated to e = −en+1.
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2. On the space of initial data sets satisfying the strict dominant energy condition

Before doing so, let us show that

[(Dl+1, Sl)×(I, ∂I), (Fredn,1(H), Gn,1(H))]

[(Dl+1, Sl), (Fredn+1,1(H), Gn+1,1(H))]

[(Dl+1, Sl), (Fredn,0(H), Gn,0(H))] [(Dl+1, Sl)×(I, ∂I), (Fredn,1(H), Gn,1(H))]

[(Dl+1, Sl)×(I, ∂I), (Fredn−1,0(H), Gn−1,0(H))]

KO−n(Dl+1, Sl) KO−n+1((Dl+1, Sl)×(I, ∂I))

KO−n−l−1({∗})

∼=

∼=

∼=∼=

∼=

ind

∼=
∼=

ind

∼=

∼=
ind

∼=

∼=

∼=

(2.10)
commutes. Here the central diamond is formed by the Bott maps associated to e = en as
well as maps induced by Morita equivalences. The topmost right hand map is induced by
a Cln,1-Hilbert space isomorphism to be defined later. Notice that the right hand vertical
composition is the index map, which follows from the invariance of the index map under
Cln,1-Hilbert space isomorphisms. So stitching the diagrams (2.8)-(2.10) together, we
obtain the diagram from the first claim.

Moreover, setting l = −1, the commutative diagram composed of (2.9) and (2.10) implies
the second assertion. Then (Dl+1, Sl) = ({∗},∅) and the upper left corner of the diagram
is the one-point set [{∗},R(M)]. Now the left hand vertical composition maps this point
to the α-index of M , whereas the composition through the upper right corner is seen to
map it to the α-difference of the π0-class from the claim.

The lower half of (2.10) commutes by the definition of the index map, cf. (2.1) and (2.3).
The middle diamond commutes as well, this is obvious from the way its constituting maps
are defined. We are left with the upper triangle. Note first that we are dealing with two
different Cln,1-Hilbert space structures on H: Since the map from the center upwards is
the Bott map for e = −en+1, the Cln,1-structure is the one obtained by forgetting the
R̃(en+1)-action, whereas in the lower Hilbert space, we forget the multiplication by en.
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2. On the space of initial data sets satisfying the strict dominant energy condition

These are connected by the Cln,1-Hilbert space isomorphism

U : H −→ H

φ 7→ 1√
2
R̃(en+1)R̃(en + en+1).

Indeed, a ∈ B(H) corresponds via U to a = UaU−1, R̃(ei) to R̃(ei) for i < n and R̃(en)
to R̃(en+1). The right hand map in the triangle is defined to be the map induced by
Fredn,1(H) 3 F 7→ UFU−1. As the analogous map on Fredn+1,1(H) is the identity, the
diagram relating the Bott maps gets the shape of a triangle rather than a square. Its
commutativity follows from

UR̃(−en+1)U−1 = 1
2R̃(en+1)R̃(en + en+1)R̃(−en+1)R̃(en + en+1)R̃(en+1)

= 1
2(R̃(en+1) + R̃(en) + R̃(en)− R̃(en+1)) = R̃(en).

It only remains prove that (2.9) commutes. The first two maps of the lower composition
map [g] ∈ [(Dl+1, Sl), (R(M),R>(M))] to the class of

(Dl+1, Sl) −→ (Fredn+1,1(H), Gn+1,1(H))

x 7−→ Φ−1
g(x)

Dg(x)√
1 +D2

g(x)

Φg(x).

This is because it restricts to the correct map onH = ker(R̃(e0)R̃(en+1)−1) ⊆ H, i. e. the
Cln-Hilbert space associated to H via the Morita equivalence (2.2). The remaining map
sends it to the class of

(Dl+1, Sl)× (I, ∂I) −→ (Fredn,1(H), Gn,1(H))

(x, t) 7−→ Φ−1
g(x)

Dg(x)√
1 +D2

g(x)

Φg(x) − tR̃(en+1)a

= Φ−1
g(x)

 Dg(x)√
1 +D2

g(x)

− tL(e0)

Φg(x).

In contrast, the result of the upper composition is represented by

(Dl+1, Sl)× (I, ∂I) −→ (Fredn,1(H), Gn,1(H))

(x, t) 7−→ Φ−1
g(x)

D(g(x),k(x,t))√
1 +D

2
(g(x),k(x,t))

Φg(x)

with k(x, t) = τ(g(x))
n tg(x).
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2. On the space of initial data sets satisfying the strict dominant energy condition

Remembering that D(g,k) = Dg − 1
2τL(e0), these do not look too much different, and we

show that the following is a well-defined homotopy between them:

(Dl+1, Sl)×(I, ∂I)×[0, 1]→ (Fredn,1(H), Gn,1(H))

(x, t, s) 7→ Φ−1
g(x)

(
a(x,t,s)(Dg(x))Dg(x) − b(x,t,s)(Dg(x))tL(e0)

)
Φg(x)

for

a(x,t,s)(λ) = s√
1 + λ2

+ 1− s√
1 + λ2 + 1

4 t
2τ(g(x))

b(x,t,s)(λ) = s+
(1− s)1

2τ(g(x))√
1 + λ2 + 1

4 t
2τ(g(x))

.

As this operator family is obtained by linearly interpolating between two continuous
operator families, it is again continuous. So it remains to see that its target is indeed
(Fredn,1(H), Gn,1(H)). It is clear, that all the operators are bounded, self-adjoint, odd
and Cln,1-linear. To show that the operator F(x,t,s) associated to (x, t, s) is Fredholm,
we use the spectral decomposition of Dg(x) from Proposition 2.3.12: The restriction of
F(x,t,s) to Er ⊕ a(Er) ∼= Er ⊗R2 is given by

1Er ⊗
(
a(x,t,s)(λr)λr −b(x,t,s)(λr)t
−b(x,t,s)(λr)t −a(x,t,s)(λr)λr

)
.

This is diagonalizable with eigenvalues ±
√
a(x,t,s)(λr)2λ2

r + b(x,t,s)(λr)2t2. Note that due

to
√
a(x,t,s)(λr)2λ2

r + b(x,t,s)(λr)2t2 ≥ a(x,t,s)(λr)|λr|, their absolute values, for any t ∈ I
and s ∈ [0, 1], are bounded away from zero by

λ0√
1 + λ2

0 + 1
4τ(g(x))

> 0,

where λ0 > 0 denotes the smallest positive eigenvalue of Dg(x). A similar consideration
as in Proposition 2.3.12 shows that F(x,t,s) restricted to ker(Dg(x)) is diagonalizable as
well, with eigenvalues ±b(x,t,s)(0)t. Putting this together, we find that F(x,t,s) has finite
dimensional kernel, co-kernel and closed image (for this, the boundedness away from
zero is needed). Furthermore, F(x,t,s) is invertible if Dg(x) is invertible or t > 0, one of
which is the case on ∂(Dl+1 × I).

In the case n − 1 ≡ −1 mod 4 one more tiny bit of thought is necessary. The space
self-adjoint Cln,1-linear Fredholm operators has three components (cf. [AS69]): Those F
for which ωn,1Fι is essentially positive, those for which it is essentially negative and the
rest. As for s = 0 (or s = 1) all operators F(x,t,s) fall into the last category, the same
has to be true for all s ∈ [0, 1] by continuity.
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2. On the space of initial data sets satisfying the strict dominant energy condition

2.4.3. Corollaries and examples

In this final subsection, we explore some of the consequences of Theorem 2.1.2. We start
by combining the first part of this main theorem with the non-triviality results for the
α-difference from Theorems 2.2.12 and 2.2.13. This gives the following conclusions:

Corollary 2.4.6. If M is a closed spin manifold of dimension n ≥ 6 that carries a
metric g0 of positive scalar curvature, then for all l ≥ 1 with l + n ≡ 1, 2 mod 8 the
α-difference for initial data sets α–diff : πl(I>(M), (g0, 0)) → KO−n−l({∗}) ∼= Z/2Z is
split surjective.

Corollary 2.4.7. If M is a closed spin manifold of dimension n ≥ 6 that carries a
metric g0 of positive scalar curvature, then for all l ≥ 1 the α-difference for initial
data sets α–diff : πl(I>(M), (g0, 0)) → KO−n−l({∗}) is non-trivial whenever the target
is non-zero, that is when l + n ≡ 0, 1, 2, 4 mod 8.

In particular, under the assumptions of the corollaries above, πl(I>(M), (g0, 0)) 6= 0,
which shows the first part of Corollary 2.1.3. Note that the main theorem Theo-
rem 2.1.2 provides an explicit construction of the non-trivial elements, provided that
in πl−1(R>(M), g0) the non-trivial elements detected by the α-difference are known.

Particularly much is known about connected components of the space of positive scalar
curvature metrics. If there are several components of R>(M) that can be distinguished
by their α-index difference, the main theorem provides us with non-trivial loops in
I>(M).

Example 2.4.8. As explained in [LM89, Ex. IV.7.5], there is a sequence of positive
scalar curvature metrics gk ∈ R>(S7), k ∈ Z, on the (standard) 7-sphere with the
following property: If Vk → S4 is the real vector bundle with Euler number χ = 1
and Pontrjagin number p1 = 4 + 896k, then, after identifying its sphere bundle ∂D(Vk)
with S7, the metric gk extends to a positive scalar curvature metric ĝk on the disk
bundle D(Vk) collared along the boundary. All these metrics gk lie in different path
components of R>(S7). More precisely, α–diff(gk, gl) = l − k. This can be seen as
follows: According to the main result of [Ebe17], α–diff(gk, gl) is equal to the index of
the Cl8-linear Dirac operator on S7×R equipped with a metric of the form ĥ = ht+dt2,
where ht = gk for t ≤ −1 and ht = gl for t ≥ 1. Under complexification and Bott
periodicity KO−8({∗}) ∼= K−8({∗}) ∼= K0({∗}) ∼= Z, this corresponds to the index of
the classical Dirac operator on (S7 × R, ĥ). We compute this using the cut-and-paste
version version of relative index theorem (cf. [Bun95, Thm. 1.2]). We take the double
of (D(Vk), ĝk) and cut it along the former boundary ∂D(Vk). We also cut (S7 ×R, ĥ)
along S7×{−1}. Then, using the identification S7 ∼= ∂D(Vk), we glue them together in
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2. On the space of initial data sets satisfying the strict dominant energy condition

the other way that respects the boundary orientations. For the indices of the associated
Dirac operators, we obtain:

index(S7 ×R, ĥ) =− index(D(Vk) ∪ (−D(Vk)), ĝk ∪ ĝk)
+ index((S7 × (−∞,−1]) ∪ (−D(Vk)), ĥ ∪ ĝk)
+ index(D(Vk) ∪ (S7 × [−1,∞)), ĝk ∪ ĥ).

Here, the two first indices vanish since the metric has positive scalar curvature. Pro-
ceeding similarly at S7 × {1}, we get

index(S7 ×R, ĥ) = index(D(Vk) ∪ (S7 × [−1,∞)), ĝk ∪ ĥ)
= index(D(Vk) ∪ (S7 × [−1, 1]) ∪ (−D(Vl)), ĝk ∪ ĥ ∪ ĝl).

The latter is of course equal to Â(D(Vk) ∪ (−D(Vl))). Using cut-and-paste once more,
the claimed equality with k− l reduces to the statement Â(D(Vk)∪D8) = k from [LM89,
Ex. IV.7.5].

Now, the suspension construction from Section 2.4.1 produces an element in π1(I>(S7))
out of the π0-class defined by gk and gl. If k 6= l, the main theorem shows that its
α-difference is k − l 6= 0, hence it is non-trivial. Tracking through the definitions, it is
represented by a loop that is concatenated from the following four segments: In the first
segment the initial data sets are all of the form (g, 1

nτ(g)g) and the metric g interpolates
between gl and gk. The second segment is a linear interpolation between (gk, 1

nτ(gk)gk)
and (gk,− 1

nτ(gk)gk). In particular, the first component of the initial data set is fixed
throughout the second segment. The third piece consists of initial data sets (g,− 1

nτ(g)g),
where g runs from gk to gl. The final segment is again an interpolation within the second
component only, running from (gl,− 1

nτ(gl)gl) to (gl, 1
nτ(gl)gl). We have thus found a

rather explicit infinite family of non-trivial elements in π1(I>(S7)).

Concerning path components of I>(M), we can say the following. It is easy to see that
all pairs (g, 1

nτ(g)g), g ∈ R(M), lie in the same path component of I>(M). The same
is true for all pairs of the form (g,− 1

nτ(g)g). If M carries a positive scalar curvature
metric, then the components of (g, 1

nτ(g)g) and (g,− 1
nτ(g)g) are actually the same. If

on the other hand α(M) 6= 0 (and hence M does not admit positive scalar curvature),
the second part of the main theorem of this chapter shows that these belong to different
path component as their α-difference is non-zero. This immediately implies the second
part of Corollary 2.1.3. It is the purpose of the next chapter (following [Glö23a]) to show
that we can still distinguish these two path components if M does not carry a positive
scalar curvature metric due to the (also index-theoretic) enlargeability obstruction. In
special cases, we may be able to distinguish more components.

Example 2.4.9. Consider the connected sum M = K3#K3, which we decompose
into (K3 \ D4) ∪ (S3 × [−L,L]) ∪ (K3 \ D4), L > 0. Choose a metric g on M that
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2. On the space of initial data sets satisfying the strict dominant energy condition

is symmetric under the involution σ switching the two K3-surfaces and reflecting the
[−L,L]-component of the connecting neck. We assume moreover that g is the standard
product metric on the neck S3 × [−L,L]. Observe that we can make the neck longer,
i. e. L larger, without changing τ(g). Since α(M) = 2α(K3) 6= 0, we already know that
(g,− 1

nτ(g)g) and (g, 1
nτ(g)g) lie in different path components.

We now consider the following initial data set (g, k). On the left K3 \ D4, it is given
by (g,− 1

nτ(g)g). On the right K3 \ D4, it is (g, 1
nτ(g)g). Along the neck, we take

(g, t
nLτ(g)g) at (x, t) ∈ S3 × [−L,L]. By the definition of τ , the so obtained initial data

set satisfies the strict dominant energy condition along the two K3-parts. Since the
metric on S3 × [−L,L] has positive scalar curvature, the estimate

ρ− |j| ≥ scalg −n− 1
nL

τ(g)

shows that this initial data set also satisfies the strict dominant energy condition in
the neck region as long as L is chosen to be large enough. Thus we have constructed
an element (g, k) ∈ I>(M) and we claim that it is part of neither of two components
mentioned before. Assume that there were a path t 7→ (gt, kt) in I>(M) connecting
(g, k) to (g, 1

nτ(g)g), say. Then (σ∗gt,−σ∗kt) would be a path in I>(M) connecting it
also with (g,− 1

nτ(g)g), contradiction.

It might be worth noting that the component of the pair (g, k) constructed above may
be detected by the α-difference. Namely, it is not hard to see that it is additive in the
sense

α–diff
((

g,− 1
n
τ(g)g

)
, (g, k)

)
+ α–diff

(
(g, k),

(
g,

1
n
τ(g)g

))
= α–diff

((
g,− 1

n
τ(g)g

)
,

(
g,

1
n
τ(g)g

))
= 2α(K3).

Moreover, replacing the endomorphism L(e0) by −L(e0) the Dirac-Witten operators
defining α–diff((g,− 1

nτ(g)g), (g,−k)) turn on the nose into the Dirac-Witten operators
defining α–diff((g, 1

nτ(g)g), (g, k)). Hence,

α–diff
(

(g, k),
(
g,

1
n
τ(g)g

))
= −α–diff

((
g,

1
n
τ(g)g

)
, (g, k)

)
= α–diff

((
g,− 1

n
τ(g)g

)
, (g,−k)

)
= α–diff

((
g,− 1

n
τ(g)g

)
, (g, k)

)
,

where the last step uses the invariance of the α-difference under the diffeomorphism σ.
We obtain

α–diff
(

(g, k),
(
g,

1
n
τ(g)g

))
= α–diff

((
g,− 1

n
τ(g)g

)
, (g, k)

)
= α(K3) 6= 0.

This result can probably also be obtained with the help of a suitable relative index
theorem.
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3. An enlargeability obstruction for
spacetimes with both big bang and big
crunch

Given a spacelike hypersurface M of a time-oriented Lorentzian manifold (M, g), the
pair (g, k) consisting of the induced Riemannian metric g and the second fundamental
form k is known as initial data set. In this chapter, we study the space of all initial
data sets (g, k) on a fixed closed n-manifold M that are subject to a strict version of the
dominant energy condition. In this space we characterize big bang and big crunch initial
data by tr k > 0 and tr k < 0, respectively. It is easy to see that these belong to the
same path-component when M admits a positive scalar curvature metric. Conversely,
it was observed in the previous chapter (following [Glö24b]) that this is not the case
when the existence of a positive scalar curvature metric on M is obstructed in terms of
the index in KO−n({∗}). In the present chapter we extend this disconnectedness result
to Gromov-Lawson’s enlargeability obstruction. In particular, for orientable closed 3-
manifolds M , we can tell precisely when big bang and big crunch initial data belong to
the same path-component. In the context of general relativity theory, this result may
be interpreted as excluding the existence of certain globally hyperbolic spacetimes with
both a big bang and a big crunch singularity.

3.1. Introduction

One of the guiding questions of mathematical relativity is the one about the ultimate
fate of the universe. One answer to this is provided by the celebrated singularity theorem
of Hawking (cf. [HE73, Sec. 8.2], Theorem 1.4.1). It states that under suitable initial
conditions on a Cauchy hypersurface and assuming the strong energy condition, the
spacetime possesses a big crunch singularity. More precisely there is an upper bound
for the proper time of every causal curve starting on the Cauchy hypersurface. Via
time-reversal the theorem also provides sufficient conditions for a big bang singularity,
where there is an upper bound for the age of any observer at the moment specified by
the Cauchy hypersurface. A new question arises: Given that a spacetime has a big bang
singularity, can it have a big crunch singularity as well?
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3. An enlargeability obstruction for spacetimes with both big bang and big crunch

Before we can give a partial answer to this question, we have to make it mathematically
precise. We will address this question in terms of initial data sets. Recall that a if
time-oriented Lorentzian manifold (M, g) is globally hyperbolic, then by a theorem of
Bernal and Sánchez [BS05] (Theorem 1.2.4) there is a diffeomorphism Φ: M ×R

∼=→M
defining a foliation into spacelike Cauchy hypersurfaces. The leaves Mt = Φ(M × {t})
come equipped with a Riemannian metric gt induced by g and a second fundamental
form kt ∈ Γ(⊙2 T ∗M) (taken with respect to the future unit normal e0). The pair
(gt, kt) is called initial data set on Mt. The C∞-space of all initial data sets, i. e. pairs
of metric and symmetric 2-tensor, on a fixed manifold M will be denoted by I(M). So
by pullback we obtain a smooth family (Φ∗gt,Φ∗kt) of initial data sets on M and in
particular a continuous path R→ I(M).

Not all spacetimes are physically relevant. Besides causality conditions such as global
hyperbolicity, energy conditions are typically assumed. A prominent one – the dominant
energy condition – informally speaking says that matter cannot move faster than light.
From a mathematical point of view this is a curvature condition for (M, g), namely its
Einstein curvature should satisfy Ein(V,W ) ≥ 0 for all future-causal vectors V and W .
For the purpose of this chapter its main feature is that it restricts the initial data sets that
can be found on spacelike hypersurfaces. One defines the energy density ρ = Ein(e0, e0)
and the momentum density j = Ein(e0, - ) ∈ Ω1(M) and observes that the dominant
energy condition implies ρ ≥ |j|. It should be noted that ρ and j can be expressed solely
in terms of (g, k) via the constraint equations (Proposition 1.2.6)

2ρ = scalg +(tr k)2 − |k|2

j = div k − d tr k.

Thus the following definition (Definition 1.2.12) makes sense.

Definition 3.1.1. An initial data set (g, k) on a manifold M is said to satisfy the
dominant energy condition (=DEC) if ρ ≥ |j| for ρ and j defined by (1.2). It satisfies
the strict dominant energy condition if ρ > |j|.

So if (M, g) satisfies the dominant energy condition, then the pairs (gt, kt) constructed
above satisfy DEC. If (M, g) satisfies the dominant energy condition in some strict sense,
then the path R → I(M) even takes values in the subspace I>(M) ⊆ I(M) of initial
data sets satisfying strict DEC.

Before coming to the main result of this chapter, we briefly turn our attention back to
Hawking’s singularity theorem. As mentioned above it requires a certain initial condition
on the Cauchy hypersurface. For a big bang the condition is tr(k) ≥ λ > 0; in the big
crunch case it is tr(k) ≤ −λ < 0. This leads to the following definition.
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3. An enlargeability obstruction for spacetimes with both big bang and big crunch

Definition 3.1.2. An initial data set (g, k) on a manifold M is called big bang initial
data set if it satisfies strict DEC and tr(k) ≥ λ for some λ > 0. It is big crunch initial
data set if it satisfies strict DEC and tr(k) ≤ −λ < 0 for some λ > 0.

In Lemma 3.2.2 we will show: When the manifoldM is compact, then all big bang initial
data belong to the same path-component of I>(M), which we call C+. Analogously,
there is a path-component C− of I>(M) that contains all big crunch initial data. Now
the question becomes whether there is a path in I>(M) from big bang initial data to
big crunch initial data, i. e. whether C+ = C−.

Theorem 3.1.3 (Theorem C, Theorem 3.5.4). Let M be an orientable closed connected
3-manifold. Then the following are equivalent:

1. M ∼= M1] · · · ]Mk, where eachMi is either S3/Γ for a lattice Γ ⊆ SO(4) or S2×S1.

2. M admits a metric of positive scalar curvature.

3. C+ = C−, so big bang and big crunch initial data sets belong to the same path-
component of I>(M).

The equivalence of the first two items has been long-since known – up to the eventual
solution of the geometrization conjecture (cf. [LM89, Sec. IV.6]). Furthermore, it is easy
to see that if g is a positive scalar curvature (=PSC) metric, then t 7→ (g,−tg) defines
a path in I>(M) from big bang to big crunch initial data. The new contribution thus
lies in showing that the vast number of orientable closed connected 3-manifolds that are
not in the list of item 1 do not admit such a path.

This provides us with plenty of examples of closed 3-manifolds that do not appear as
Cauchy hypersurfaces in globally hyperbolic spacetimes that satisfy the dominant energy
condition in a strict sense and have both a big bang and a big crunch singularity. For
instance, this applies to quotients of the 3-dimensional torus, which is still considered
to be within the range of physical observations of our universe, cf. [GKW22]. A simi-
lar conclusion was already known before by work of Gerhardt [Ger83] (cf. also [AG23,
Cor. 6.20]). His approach uses the whole spacetime dominant energy condition, which
is a stronger assumption than the dominant energy condition for initial data sets. Also,
the spinorial and index theoretic methods employed here might be fruitful in the future
to say even more about the topology of I>(M).

The proof of Theorem 3.1.3 relies on the following observation. In the situation of item 2
we do not only know that M does not admit a PSC metric, we also know why it does not:
The reason is that all these manifolds are enlargeable. We will show that enlargeability
does not only obstruct positive scalar curvature, but also implies C+ 6= C−.
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3. An enlargeability obstruction for spacetimes with both big bang and big crunch

The concept of enlargeability was first introduced by Gromov and Lawson [GL80]. There
are several versions, we will start with the following simple version.

Definition 3.1.4. A smooth map f : (M, g) → (N,h) between Riemannian manifolds
is ε-contracting for some ε > 0 if |df | ≤ ε. A closed Riemannian manifold (M, g) of
dimension n is called enlargeable if for all ε > 0 there exists a Riemannian covering
(M ′, g′)→ (M, g) admitting an ε-contracting map (M ′, g′)→ (Sn, gStd) that is constant
outside a compact set and of non-zero degree. It is called compactly enlargeable if the
coverings may be chosen to be finite-sheeted.

Despite being geometrically defined, the notion turns out to be homotopy invariant (in
particular, independent of g), and thus provides a link between geometry and topology.
Moreover, the class of enlargeable manifolds is rich. It contains all closed manifolds that
carry a metric of non-positive sectional curvature, especially tori, and further examples
may be constructed through products and direct sums. In the aforementioned article
[GL80] Gromov and Lawson show that spin manifolds do not carry a PSC metric when
they are compactly enlargeable. Later they extended this both to (not necessarily com-
pactly) enlargeable spin manifolds and, in dimensions n ≤ 7, to compactly enlargeable
(not necessarily spin) manifolds (cf. [GL83]). In the present chapter we prove an initial
data version of Gromov and Lawson’s result:

Theorem 3.1.5 (Theorem D, Theorem 3.5.3). If M is an enlargeable spin manifold,
then I>(M) is not path-connected. More precisely, the path-components C+ and C− are
distinct.

In fact, we prove this for the more general notion of Â-area-enlargeability, cf. Defi-
nition 3.5.1. Similar to what has been stated above, we get a conclusion about the
topology of a globally hyperbolic spacetime with both big bang and big crunch singular-
ities and subject to a strict version of the dominant energy condition (also in dimension
other than 3 + 1): Its Cauchy hypersurface is not an enlargeable spin manifold. For
example, it cannot be the quotient of a torus.

The theorem relies on the connection between PSC and strict DEC, which becomes
apparent in the time-symmetric case k ≡ 0, where ρ = 1

2 scalg and j = 0. Positive scalar
curvature has been a vast field of study over the last decades, see e. g. [Ros07]. Apart
from minimal hypersurface techniques, most of the results in this area were obtained
by Dirac operator methods. In the previous chapter, we were able to transfer some of
these to the dominant energy setting. Namely, it was shown independently in [BER14]
and [CSS18] that the C∞-space R>(M) of PSC metrics on a fixed closed spin manifold
M of dimension n ≥ 6 has infinitely many non-trivial homotopy groups if it is non-
empty. These non-trivial elements in πi(R>(M)) give rise to non-trivial elements in
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πi+1(I>(M)), i ≥ 0. The proof relied on a suspension construction – associating to
a PSC metric a path of initial data sets subject to strict DEC – and the computation
of a family index of (Clifford-linear) Dirac-Witten operators. These operators are a
certain zero-order perturbation of Dirac operators. Their classical version dates back
to Witten’s spinorial proof of the positive mass theorem [Wit81] (cf. [PT82] for a more
detailed account of the proof).

In some way, the comparison arguments between πi(R>(M)) and πi+1(I>(M)) still ap-
ply in the case i = −1. Here, the statement is the following: If a closed spin manifold M
has non-zero α-index α(M) 6= 0, which is a well-known obstruction for the existence of
PSC metrics onM , then C+ 6= C−, so in particular I>(M) is not path-connected. How-
ever, this result becomes void in the physically relevant spatial dimension n = 3, as in
this case α(M) is an element of KO−3({∗}) = 0. This drawback is overcome in the above
theorem, which – as was pointed out – has strong three-dimensional implications.

It would be desirable, especially from the point of view of general relativity, to extend the
results from strict DEC to (plain) DEC. This is similar to the passage from positive scalar
curvature to non-negative scalar curvature performed by Schick and Wraith [SW21]. For
DEC, some ideas in that direction can be found in the recent article [AG23] of Ammann
and the author. Further future extensions might include the discussion of non-compact
Cauchy hypersurfaces, especially the asymptotically Euclidean setting. All of this is
beyond the scope of this thesis.

Finally, let us briefly discuss the idea of the proof in the case whereM is even-dimensional
and compactly enlargeable. From the (compact) enlargeability, Gromov and Lawson
construct a sequence of (finite-sheeted) coverings Mi →M and complex vector bundles
Ei → Mi. They come equipped with a hermitian metric and a metric connection such
that the curvatures REi tend to 0 for i −→ ∞ and Â(Mi, Ei) 6= 0 for all i ∈ N. Here,
Â(Mi, Ei) =

∫
Mi
Â(TMi)∧ ch(Ei) is the Ei-twisted Â-genus, which is equal to the index

of the Ei-twisted Dirac operator DEi by the Atiyah-Singer index theorem. In our initial
data setting, we need a suitable analog of DEi . This is provided by the twisted Dirac-
Witten operator DEi = DEi − 1

2 tr(k)e0· defined on a certain Ei-twisted spinor bundle.
This operator is associated to an initial data set (g, k) on Mi (in our case, it is pulled
back from M) and satisfies the Schrödinger-Lichnerowicz type formula(

D
Ei
)2
ψ = ∇∗∇ψ + 1

2(ρ− e0 · j]·)ψ +REiψ.

Hence, if the strict dominant energy condition ρ > |j| holds, then DEi is invertible for
large enough i ∈ N.

Choosing a metric g and some sufficiently large τ > 0, we obtain big bang and big
crunch initial data sets (g, τg) and (g,−τg), respectively. We use Dirac-Witten opera-
tors to define the twisted index difference ind-diffEi((g,−τg), (g, τg)), a spectral-flow-like
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invariant associated to a path γ of initial data sets but depending only on its end points
(g,−τg) and (g, τg). As a consequence of the Schrödinger-Lichnerowicz type formula,
the index difference vanishes for large i ∈ N if the path γ may be chosen to lie within
I>(M). On the other hand, an index theorem shows that ind-diffEi((g,−τg), (g, τg)) =
Â(Mi, Ei) 6= 0 for all i ∈ N. Thus it is not possible to connect (g,−τg) and (g, τg) by a
path in I>(M).

The chapter is structured as follows: In section 2 we start by describing how initial data
sets and Dirac-Witten operators arise in a Lorentzian setup. In section 3, we construct
the twisted index difference of Dirac-Witten operators using a framework laid out by
Ebert [Ebe18]. This is a bit technical, as we also deal with non-compact manifolds so that
we can later apply it to infinite covers Mi →M as well. In fact, we construct a relative
twisted index difference, relative meaning that it depends on the “difference” of two twist
bundles E(0)

i and E(1)
i that coincide outside a compact set. Section 4 is devoted to the

proof of the (relative) index theorem ind-diffEi((g,−τg), (g, τg)) = Â(Mi, Ei). In the
last section we put the arguments together to prove the main theorems of this chapter.

3.2. Lorentzian manifolds, initial data sets and Dirac-Witten
operators

Within this section, we want to recall several notions from Lorentzian geometry and
thereby fix certain notations. We start with a discussion of initial data sets and domi-
nant energy condition, making some of the statements from the introduction more pre-
cise. Afterwards we turn our attention to hypersurface spinor bundles and Dirac-Witten
operators. Although the rest of the chapter could be understood to a very large extent
without knowing how these arise in the Lorentzian setup, they appear more naturally in
this context. Thus the Lorentzian setting provides a better understanding.

Let us consider a Lorentzian manifold (M, g) of dimension n+ 1. We use the signature
convention such that a generalized orthonormal basis e0, e1, . . . , en satisfies g(e0, e0) =
−1 and g(ei, ei) = 1 for 1 ≤ i ≤ n. In particular, the induced metric g on a spacelike
hypersurface M ⊆ M will be Riemannian. In this context, we will denote by e0 a
(generalized) unit normal on M . Usually, we will assume that M is time-oriented and
then we agree that e0 is future-pointing. Apart from the induced metric, M will carry
an induced second fundamental form k with respect to e0 that we define by

∇XY −∇XY = k(X,Y )e0

for all vectors fields X,Y ∈ Γ(TM). Here, ∇ denotes the Levi-Civita connection of
(M, g) and ∇ is the one of the hypersurface (M, g). Pairs (g, k) consisting of a Rie-
mannian metric g and a symmetric 2-tensor k will be called initial data set. Hence, the
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above procedure provides an induced initial data set (g, k) on a spacelike hypersurface
of a time-oriented Lorentzian manifold.

The dominant energy condition is the condition that for all future-causal vectors V,W
of (M, g), the Einstein tensor Ein = ric−1

2 scal g satisfies Ein(V,W ) ≥ 0. Equivalently,
for every future-causal vector V the metric dual of Ein(V, - ) is required to be past-
causal. Applying this to the future-pointing unit normal e0 of a spacelike hypersurface
M , we get ρ ≥ |j| for ρ = Ein(e0, e0) and j = Ein(e0, - ) ∈ Ω1(M). As explained in the
introduction, ρ and j are completely determined by the induced initial data set (g, k) on
M via the constraint equations (1.2). This gives rise to the notion of (strict) dominant
energy condition for initial data sets (cf. Definition 1.2.12).

Definition 3.2.1. When M is compact, we denote by I(M) the space of all initial data
sets (g, k) onM , equipped with the C∞-topology of uniform convergence, and by I>(M)
the subspace of those initial data sets satisfying the strict dominant energy condition.

For the remaining discussion about initial data sets, we will assume that M is compact
and of dimension n ≥ 2. Recall from Definition 3.1.2 that in this case a big bang initial
data set is some (g, k) ∈ I>(M) with tr(k) > 0. Likewise, a big crunch initial data set
shows tr(k) < 0.

Lemma 3.2.2. All big bang initial data sets belong to the same path-component of
I>(M) and this component is non-empty.

Proof. Given an initial data set (g, k), we decompose k = λg + A, where λ ∈ C∞(M)
and tr(A) = 0. Using |k|2 = nλ2 + |A|2, the strict dominant energy condition becomes

n(n− 1)λ2 > − scalg +|A|2 + 2|(n− 1)dλ− divA|.

If (g, k) is big bang initial data, i. e. λ > 0, adding a positive constant to λ will preserve
this inequality. Moreover, increasing it yields a path to an initial data set, where even

n(n− 1)λ2 > − scalg +|A|2 + 2(n− 1)|dλ|+ 2| divA|

holds. Now we can deform to an initial data set (g, τg) with constant τ ∈ R: Take τ to
be the maximum of λ and use convex combination. But all initial data sets (g, τg) with
τ ∈ R lie in the same path-component of I>(M) as the space of metrics is contractible
and the condition on τ , namely n(n−1)τ2 > −min scalg, continuously depends on g (even
in C2-topology). Furthermore, if g is some metric, then taking τ > 0 with n(n− 1)τ2 >
−min scalg yields a big bang initial data set (g, τg) on M .

By reversing the sign of k, the analogous statement also holds for big crunch initial data
sets.
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3. An enlargeability obstruction for spacetimes with both big bang and big crunch

Definition 3.2.3. The path-component of I>(M) that contains all big bang initial
data sets will be denoted by C+; the one that contains all big crunch initial data will be
denoted by C−.

We are interested in the question, whether C+ = C−. There are two observations.
Firstly, when there exists a positive scalar curvature metric g on M , then the path
[−1, 1] → I>(M), t 7→ (g, tg) shows that C+ = C−. Secondly, we have a certain
stability property:

Lemma 3.2.4. Let M be a compact manifold such that the path-components C+ and
C− of I>(M) coincide. Then for any compact manifold N the path-components C+ and
C− of I>(M ×N) agree as well.

Proof. Let us first consider pairs of product form, i. e. (gM + gN , kM + kN ) ∈ I(M ×N)
for (gM , kM ) ∈ I(M) and (gN , kN ) ∈ I(N). For these we compute

2ρ = scalgM + scalgN +(trgM (kM ) + trgN (kN ))2 − |kM |2gM − |kN |
2
gN

= 2ρM + 2ρN + 2 trgM (kM ) trgN (kN )

and

j = divgM (kM ) + divgN (kN )− d(trgM (kM ))− d(trgN (kN ))
= jM + jN .

Hence, we obtain

|j|2 = |jM |2gM + |jN |2gN ≤ (|jM |gM + |jN |gN )2

and thus

ρ− |j| ≥ (ρM − |jM |gM ) + (ρN − |jN |gN ) + trgM (kM ) trgN (kN ). (3.1)

Now, by assumption, for sufficiently large τ > 0 the pairs (gM ,−τgM ) and (gM , τgM )
can be connected by a path t 7→ γM (t) = (gM (t), kM (t)) in I>(M). By the discus-
sion following Definition 3.2.1, we may assume that τ is a constant. As the inter-
val [−1, 1] is compact, ρM − |jM |gM attains a positive minimum. Replacing γM by
γ̃M = (C−2gM , C

−1kM ) for some suitably chosen C > 0, we may assume that this min-
imum is larger than −1

2 minp∈N scalgN (p). This is due to the fact, that in this rescaling
ρ̃M = C2ρM and

∣∣∣j̃M ∣∣∣
g̃M

= C2|jM |gM , indicating the rescaled quantities by ·̃.
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3. An enlargeability obstruction for spacetimes with both big bang and big crunch

The required path from (gM +gN ,−τ(gM +gN )) to (gM +gN , τ(gM +gN )) can be easily
pieced together from three segments:

[−1, 1] −→ I>(M ×N)

t 7−→


(gM + gN ,−τgM + (2t+ 1)τgN ) t ∈ [−1,−1

2 ]
(gM (2t) + gN , kM (2t)) t ∈ [−1

2 ,
1
2 ]

(gM + gN , τgM + (2t− 1)τgN ) t ∈ [1
2 , 1].

In the first section, both trgM (kM ) and trgN (kN ) are non-positive, so its product is
non-negative. Furthermore, for the pair (gN , (2t+ 1)gN ) with t ∈ [−1,−1

2 ] we have

ρN − |jN |gN = 1
2(scalgN + dim(N)(dim(N)− 1)(2t+ 1)2τ2) ≥ 1

2 min
p∈N

scalgN (p).

By choice of the rescaling, we have that (gM ,−τgM ) = γM (−1) satisfies ρM − |jM |gM >
−1

2 minp∈N scalgN (p), and so (3.1) shows that the first section lies in I>(M ×N). The
same argument applies for the last section. In the middle section, the last term in (3.1)
is zero, ρN − |jN |gN ≥ 1

2 minp∈N scalgN (p), and so by our choice of rescaling, the pair is
in I>(M ×N) for all t ∈ [−1

2 ,
1
2 ].

We conclude this section by a brief discussion of the Dirac-Witten operator. Assume
that (M, g) is a space- and time-oriented Lorentzian spin manifold. Let ΣM → M be
the classical spinor bundle of (M, g), i. e. the spinor bundle associated to an irreducible
representation of Cln,1. A short summary of spin geometry in the semi-Riemannian
setting can be found in [BGM05]. Restricting this bundle to the spacelike hypersur-
face M yields the induced hypersurface spinor bundle1 ΣM |M → M . The Levi-Civita
connection of (M, g) induces a connection ∇ on ΣM |M , and the associated Dirac type
operator Dψ = ∑n

i=1 ei · ∇eiψ, where (e1, . . . , en) is a local orthonormal frame of TM ,
is known as Dirac-Witten operator. It was first observed by Witten [Wit81] that it is
linked to the dominant energy condition by a Schrödinger-Lichnerowicz type formula
(Proposition 1.3.5):

D
2
ψ = ∇∗∇ψ + 1

2(ρ− e0 · j]·)ψ.

Here, ψ is any smooth section of ΣM and the star denotes the formal adjoint. The
formula shows that the strict dominant energy condition implies that D is positive and
hence invertible.

It now turns out, that D does not depend on the whole Lorentzian manifold (M, g),
but only on the induced initial data set (g, k) on M . In fact, denoting by e0 the future-
pointing unit normal as above, we obtain an induced Spin(n)-principal bundle on M by

1Here, we do not use the notation ΣM for the hypersurface spinor bundle established in the introductory
chapter. Instead, we reserve it for the next section, where it essentially denotes the Z/2Z-graded
hypersurface spinor bundle introduced below.
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3. An enlargeability obstruction for spacetimes with both big bang and big crunch

pulling back the Spin0(n, 1)-principal bundle PSpin0(n,1)M |M along the inclusion of frame
bundles

PSO(n)M −→ PSO0(n,1)M |M

(e1, . . . , en) 7−→ (e0, e1, . . . , en).

In the following, we restrict our attention to the case where n = 2m is even. In order
to make a statement about I>(M) for odd-dimensional manifolds M later, we will
invoke Lemma 3.2.4 with N = S1. If n is even, there are two irreducible (ungraded)
complex Cln,1-representations and either restricts to the unique irreducible (ungraded)
representation of Cln along the inclusion 2 Cln ↪→ Cln,1. On associated bundles, this
yields an isomorphism ΣM |M ∼= ΣM , where ΣM →M is the classical spinor bundle on
M . The difference between the two representations results in the fact that in one case
multiplication by e0 is given by ω = ime1 · · · en, whereas in the other case it is given by
−ω.

Apart from ∇, there is another canonical connection on ΣM |M ∼= ΣM : the one induced
by the Levi-Civita connection of (M, g), called ∇. Those two connections differ by a
term depending on the second fundamental form, namely

∇Xψ = ∇Xψ −
1
2e0 · k(X, - )] · ψ

for ψ ∈ Γ(ΣM) and X ∈ TM . As a consequence, we obtain

Dψ = Dψ − 1
2 tr(k)e0 · ψ

for all ψ ∈ Γ(ΣM), where D denotes the Dirac operator on ΣM .

Unlike the Dirac operator D, which – for even n = 2m – is odd with respect to the
Z/2Z-grading defined by the volume element ω of ΣM , there is no natural grading
which is compatible with the Dirac-Witten operator in this case. As for index theory,
however, such gradings are very useful, we consider a Z/2Z-graded version instead. We
do so by replacing ΣM with ΣgrM , the bundle associated to the unique irreducible
Z/2Z-graded Cln,1-representation3. This representation is obtained by summing the
two irreducible ungraded Cln,1-representations and taking an appropriate grading. More
precisely, starting with the irreducible representation with ime0 · · · en = 1, the other one
can be obtained by replacing e0· with −e0·, keeping the multiplication by the other basis
vectors the same. We take the direct sum of these two representations and equip it with
the grading given by the (eigenspaces of the) grading operator

ι =
(

0 ω
ω 0

)
(3.2)

2Some authors identify Cln with the subalgebra Cl0n,1, the even part of Cln,1, instead. This is used in
[BGM05].

3The grading on the Clifford algebra is given by the even-odd-grading. Note that then a Z/2Z-graded
Cln,1-representation is nothing else than an ungraded Cln,2-representation.
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3. An enlargeability obstruction for spacetimes with both big bang and big crunch

for ω = ime1 · · · en as above. As a consequence, there is an isomorphism ΣgrM |M ∼=
ΣM ⊕ΣM such that the grading is given by (3.2) and multiplication by e0 is given by

e0· =
(
ω 0
0 −ω

)
. (3.3)

This isomorphism is to be understood in the way that it respects Clifford multiplication
by vectors X ∈ TM , i. e.

X· =
(
X· 0
0 X·

)
. (3.4)

It should be noted that doubling the spinor bundle creates an additional symmetry:

c1 =
(
i 0
0 −i

)
(3.5)

defines an odd Cl1-action on ΣgrM |M , which has the property that it commutes with
the Dirac-Witten operator. For this reason, the Dirac-Witten operator on this bundle
is called Cl1-linear Dirac-Witten operator.

3.3. The twisted index difference for Dirac-Witten operators

LetM be a connected spin manifold of even dimension n = 2m. We will not assume that
M is compact. The necessity for also considering non-compact manifolds – although the
main result is only concerned with compact ones – strives from the fact, that we will later
be looking at coverings and we do not want to assume them to be finite. The aim of this
section is to define a homotopy invariant for a path γ : (I, ∂I) → (I(M), I>RE+c(M)),
where I = [−1, 1] and c > 0. This invariant will have the property of being zero if a
representative of its homotopy class takes values only in I>RE+c(M). The way it is
constructed is quite similar to the α-difference (cf. Definition 2.3.15), yet it differs in the
way that instead of real Clifford-linear spinors, it uses complex spinors with coefficients
in a twist bundle. This is needed to make use of enlargeability.

To be able to define this also when M is non-compact, we need some extra care in the
definition of I(M): It will be the space of pairs (g, k), where g is a complete Riemannian
metric and k ∈ Γ(T ∗M ⊗ T ∗M) is symmetric. It carries the topology of uniform con-
vergence of all derivatives on compact sets, i. e. the weak C∞-topology in the sense of
Hirsch [Hir76, Ch. 2]. By I>RE+c(M) we denote the subspace of those pairs satisfying
the dominant energy condition in the stricter sense 1

2(ρ − |j|) > |RE | + c (cf. (1.2)),
where RE is the curvature endomorphism of a twist bundle E.

The twist bundle E arises as a direct sum of two complex vector bundles E0, E1 →
M with hermitian metrics and metric connections, such that outside a compactum K
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3. An enlargeability obstruction for spacetimes with both big bang and big crunch

they can be identified by an isometric and connection preserving bundle isomorphism
Ψ: E0|M\K → E1|M\K . If M is already compact, then, of course, we may take K = M
and the compatibility condition becomes void.

The construction of the desired homotopy invariant begins as follows: For a chosen
(complete) Riemannian metric g on M , let ΣM be the classical complex spinor bundle
associated to the (topological) spin structure on M . We consider the double spinor
bundle ΣM := ΣM ⊕ ΣM with its direct sum hermitian metric. This carries a (self-
adjoint) Z/2Z-grading ι and a (skew-adjoint) odd Cl1-action c1 given by (3.2) and (3.5),
respectively. Moreover, ΣM admits an operator e0· defined by (3.3), which is self-adjoint,
odd and commutes with the Cl1-action. If D is the Dirac operator of the double spinor
bundle, then the Cl1-linear Dirac-Witten operator

D = D − 1
2 trg(k)e0·

is formally self-adjoint, odd and commutes with the Cl1-action. We mean to associate
a suitable (relative) index to it.

We now bring in the twist bundles. From E0 and E1, we form the sum E = E0 ⊕ E1,
which we endow with the Z/2Z-grading

η =
(

1E0 0
0 −1E1

)
.

On the twist bundle ΣE
M := ΣM ⊗ E, we have a Z/2Z-grading ι⊗ η and an odd Cl1-

action c1 ⊗ η. The connections on ΣM , E0 and E1 define a connection on ΣE
M , giving

rise to a twisted Dirac operator DE and a twisted Cl1-linear Dirac-Witten operator
D
E = DE − 1

2 trg(k)e0 · ⊗ 1E , which is again formally self-adjoint, odd and commutes
with the Cl1-action.

The assumption that E0 and E1 agree via Ψ outside a compact set K leads to even
more structure on the twisted bundle. Namely, we choose a smooth cut-off function
θ : M → [0, 1] with compact support such that θ ≡ 1 on K. Then

T = ι⊗
(

0 −(1− θ)iΨ−1

(1− θ)iΨ 0

)

is a self-adjoint, odd Cl1-linear operator that anti-commutes with D
E away from

supp(dθ). Hence, for any σ > 0, the operator DE + σT is again formally self-adjoint,
odd and Cl1-linear and satisfies(

D
E + σT

)2
=
(
D
E
)2

+ σ2T 2 ≥ σ2 (3.6)

outside of supp(θ). Note that if M itself is compact, then θ ≡ 1 is a possible choice, in
which case T = 0.
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We now consider a family of such operators associated to a family of pairs (g, k). Here, a
technical difficulty arises: The spinor bundle depends on the metric, so the operators act
on different bundles. In order to link these bundles we employ a construction similar to
the method of generalized cylinders [BGM05] and its further development, the universal
spinor bundle [MN17]. We start by recalling from [BGM05] that a topological spin
structure is given by a double covering PG̃L+(n)M → PGL+(n)M of the principal bundle
of positively oriented frames. Moreover, the map associating to a given basis the scalar
product, for which this basis is orthonormal, gives rise to an SO(n)-principal bundle
PGL+(n)M →

⊙2
+ T
∗M , where ⊙2

+ T
∗M is the bundle of symmetric positive definite

bilinear forms. Now, denoting by g = (gt)t∈I the family of complete Riemannian metrics
obtained by looking at the first component of the path γ : I = [−1, 1]→ I(M), we form
the pullback squares

PSpin(n)(g•) PG̃L+(n)M

PSO(n)(g•) PGL+(n)M

M × I
⊙2

+ T
∗M.

(x,t)7→gt(x)

Notice that the so-defined principal bundles, the SO(n)-principal bundle PSO(n)(g•) →
M × I and the Spin(n)-principal bundle PSpin(n)(g•) → M × I, are in general just
continuous, not smooth, as we assumed the path γ : I → I(M) only to be continuous.
However, when we restrict to a certain parameter t ∈ I, these give back the (smooth)
principal bundles associated to the metric gt, i. e. the following is a pullback diagram:

PSpin(n)(M, gt) PSpin(n)(g•)

PSO(n)(M, gt) PSO(n)(g•)

M M × I.x 7→(x,t)

By associating to PSpin(n)(g•) the double of the irreducible Cln-representation, we obtain
a continuous bundle Σg• →M×I that restricts for each t ∈ I to the double spinor bundle
Σ(M, gt)→M for the metric gt. Moreover, the twisted bundle ΣE

g• := Σg•⊗p∗E, where
p : M × I →M is the canonical projection, restricts for fixed t ∈ I to the twisted bundle
ΣE(M, gt) considered above.

A single differential operator on a vector bundle is often best considered as an unbounded
operator acting on the L2-space of sections of that bundle. The corresponding notion
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for families of operators acting on a family of vector bundles is that of a densely defined
operator family on a continuous field of Hilbert spaces. This notion was developed by
Ebert [Ebe18] building on work by Dixmier and Douady [DD63] and in the following we
stick to his notation.

We start by constructing a continuous field of Hilbert spaces with Cl1-structure from the
bundle ΣE

g• → M × I. Roughly speaking, this consists of the spaces of L2-sections of
ΣE

gt → M , parametrized over t ∈ I, together with the datum of when a family (ut)t∈I
of L2-sections is continuous. It will be obtained as completion of an appropriate field of
pre-Hilbert spaces: For each t ∈ I let

Vt = C∞c

(
M,ΣE(M, gt)

)
be the space of smooth compactly supported sections and denote by

Λ =
{
u ∈ C0

c

(
M × I,ΣE

g•
) ∣∣∣u|M×{t} ∈ Vt for all t ∈ I} ⊆∏

t∈I
Vt

the subset of those families of such sections that assemble into a compactly supported
continuous section of the bundle ΣE

g• →M × I.

Lemma 3.3.1. Together with the L2-scalar product on Vt, the pair ((Vt)t∈I ,Λ) defines
a continuous field of pre-Hilbert spaces.

Proof. There are two things to show. The first one is that

I −→ R

t 7−→
∫
M
〈u(x, t), v(x, t)〉dvolgt(x)

is continuous for u, v ∈ Λ. By the definition of Λ, the functions (x, t) 7→ |u(x, t)| and
hence x 7→ maxt∈I |u(x, t)| are continuous and compactly supported. The same argument
applies to v. Thus, using the Cauchy-Schwarz inequality, the theorem of dominated
convergence yields the desired continuity.

Secondly, we have to see that the restriction map Λ → Vt, u 7→ u|M×{t} is dense for
all t ∈ I. In fact, we will show surjectivity. So let ut ∈ Vt be given. This defines a
commutative diagram

ΣE

M
⊙2

+ T
∗M,

ut

gt

ũ

whereby ΣE denotes the twisted double spinor bundle associated to the spin structure
PG̃L+(n)M →

⊙2
+ T
∗M . The twist is given by the pull back of E along ⊙2

+ T
∗M →M .
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We wish to extend ut to a smooth compactly supported section ũ, as this gives rise
to a section u ∈ Λ restricting to ut. As ut is compactly supported, we can turn any
smooth extension ũ into a compactly supported one by multiplying with a suitable cut-
off function. We construct ũ by gluing local pieces using a partition of unity of⊙2

+ T
∗M :

For x ∈M , let U ⊆⊙2
+ T
∗M be an open neighborhood of gt(x) with the property that

there exists a section ε of PG̃L+(n)M|U → U . Possibly restricting U , we may assume
that {gt(x) |x ∈ π(U)} ⊆ U , where π : ⊙2

+ T
∗M → M is the canonical projection. We

now obtain an extension of ut on U by taking the coefficients with respect to ε in the
associated bundle ΣE

|U → U to be constant along the fibers of π.

We will denote by (L2(ΣE
g•),Λ) the continuous field of Hilbert spaces obtained as

completion of ((Vt)t∈I ,Λ). It is clear that it carries a Cl1-structure induced by the
Z/2Z-grading ι ⊗ η and the Clifford multiplication c1 ⊗ η. Next, we want to see how
D
E +σT defines an unbounded operator family on (L2(ΣE

g•),Λ) and establish its main
analytic properties with the goal to associate a suitable index to it.

Lemma 3.3.2. The operators DE
t +σtT : Vt → Vt for t ∈ I assemble to a densely defined

operator family on (L2(ΣE
g•),Λ) with initial domain ((Vt)t∈I ,Λ).

Proof. We have to show that DE
• + σT maps sections u ∈ Λ to sections in Λ. We

will show that (DE
• + σT )u ∈ Λ ⊆ Λ. The only thing that is not clear here is that

(DE
• + σT )u is a continuous section of ΣE

g• → M × I. This boils down to showing
that DE

• u is a continuous section, where DE
• is fiberwise the twisted Dirac operator as

above. As continuity may be checked locally, we can restrict our attention to an open
subset of M × I, where there exists a continuous section ε of PSpin(n)(g•) → M × I.
The associated orthonormal frame will be called (e1, . . . , en). Assuming that u can be
written as a tensor product Ψ⊗ e with Ψ a section of Σg• → M × I and e a section of
p∗E →M × I (in general, u will be a sum of such) and expressing Ψ = [ε, ψ], we have

DE
• u =

n∑
i=1

ε , ei · ∂eiψ +
n∑

j,k=1

1
2g•(∇

g•
ei ej , ek) ei · ej · ek · ψ

⊗ e+
n∑
i=1

(ei ·Ψ)⊗∇Eeie.

This expression is continuous as we assumed that the family (gt)t∈I and its derivatives
to be uniformly continuous on all compact sets, which particularly implies that the
Christoffel symbols are uniformly continuous on compact sets.

The closure of this operator family will be denoted by D
E
• + σT : dom(DE

• + σT ) →
(L2(ΣE

g•),Λ).
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Lemma 3.3.3. The unbounded operator family DE
• + σT is self-adjoint.

Proof. By definition, this is the case if and only if the operators DE
t +σT are self-adjoint

and regular for each t ∈ I. A sufficient criterion for this is the existence of a coercive,
i. e. bounded below and proper, smooth function ht : M → R, such that the commutator
[DE

t + σtT, ht] is bounded, cf. [Ebe18, Thm. 1.14].

For some fixed x0 ∈ M , we consider the distance function dt(x) = distgt(x0, x). This
is bounded below by 0. As gt is complete, by the theorem of Hopf-Rinow, dt is proper.
Yet dt is not smooth, only a Lipschitz function, with Lipschitz constant 1. The desired
function ht can now be obtained by suitably smoothing dt out. For example, using
the main theorem of [Aza+07], we obtain the existence of a smooth function ht with
supx∈M |ht(x) − dt(x)| ≤ ε and Lipschitz constant 1 + ε (for any ε > 0). The first
condition ensures that ht is also bounded below and proper, whereas the second one
implies that [DE

t + σtT, ht] is bounded by 1 + ε, as the principal symbol of DE
t + σtT is

given by Clifford multiplication.

Proposition 3.3.4. The self-adjoint unbounded operator family DE
• +σT is a Fredholm

family.

Proof. The first thing to note is that DE
• +σT arises as closure of a formally self-adjoint

elliptic differential operator of order 1 on the bundle ΣE
g• →M × I. In view of [Ebe18,

Thm. 2.41], the statement is basically a consequence of the fact that (DE
• + σT )2 ≥ σ2

outside the compact set supp(θ) × I. However, we are not precisely in the setting of
Ebert’s article. Namely, the bundle ΣE

g• →M × I is only continuous and not smooth;
but this lower regularity does not affect the proofs. Moreover, we have not yet established
the existence of a smooth coercive function h : M × I → R such that [DE

• + σT, h] is
bounded – and we will not do so.

Instead, we note that h serves only two purposes. Firstly, it (again) shows that the
operator family is self-adjoint, as the functions h( - , t) can play the role of the ht above.
Secondly, it serves as a basis for constructing a compactly supported smooth function
f : M×I → R such that (DE

• +σT )2+f2 ≥ σ2 everywhere onM×I and ‖[DE
• +σT, f ]‖ ≤

σ2

2 , which is needed in the proof of Fredholmness. So we may just construct such a
function f directly.

For any t ∈ I, let Rt be chosen such that supp(θ) ⊆ Bgt
Rt

(x0) and ht a function as above
(for ε ≤ 1

3). Furthermore, we choose a smooth cut-off function Ψ: R → [0, 1] with
Ψ(r) = σ for r ≤ 1 and |Ψ′(r)| ≤ σ2

3 for all r ∈ R. Denote by L a number such that
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Ψ ≡ 0 on [L,∞). Now, let ft(x) = Ψ(ht(x) − Rt). Note that ft ≡ σ on supp(θ), as
ht(x) ≤ dt(x) + ε < Rt + 1 for all x ∈ supp(θ).

Continuity of (gs)s∈I allows us to choose δt > 0 such that ‖g−1
s ‖gt ≤

(
9
8

)2
for all

s ∈ Ut := (t− δt, t+ δt) on the closed ball4 Bgt
Rt+L(x0). Using ‖dft‖2gs ≤ ‖g−1

s ‖gt‖dft‖2gt ,
we obtain

‖[DE
s + σT, ft]‖ = ‖dft‖gs

≤
√
‖g−1
s ‖gt‖Ψ′‖∞‖dht‖gt (3.7)

≤ 9
8 ·

σ2

3 · (1 + ε) ≤ σ2

2

for all s ∈ Ut.

Now, there exists a finite collection t1, . . . , tn such that Ut1 , . . . , Utn cover I and a
smooth partition of unity ψ1, . . . ψn subordinate to this open cover. We define f(x, t) =∑n
i=1 ψi(t)ft(x). Then f ≡ σ on supp(θ), which implies (DE

• +σT )2+f2 ≥ σ2 everywhere
on M × I. Moreover, the second property of f immediately follows from (3.7).

It is important to know when the Fredholm family D
E
• + σT is invertible. The next

lemma provides a criterion for this.

Lemma 3.3.5. Let A ⊆ I with

inf
t∈A, x∈M

(
ρt − |jt|gt − 2|REt |

)
> 0. (3.8)

Then there is a σ′ > 0 such that DE
• + σT is invertible over A for all 0 < σ < σ′.

Here, REt denotes the curvature endomorphism defined by REt (φ⊗ e) = ∑
i<j ei · ej · φ⊗

RE(ei, ej)e for φ ⊗ e ∈ (ΣpM ⊕ ΣpM) ⊗C Ep and an orthonormal basis (e1, . . . , en) of
TpM , p ∈M , with respect to gt.

Proof. We first consider the situation for some fixed metric g. The twisted Dirac-Witten
operator associated to g satisfies the following Schrödinger-Lichnerowicz type formula,
the proof of which is deferred to Appendix A.3:(

D
E
)2
ψ = (∇E)∗∇Eψ + 1

2(ρ− e0 · j]·)ψ +REψ.

4Unlike stated in the very beginning, the overline here does not relate to an ambient Lorentzian mani-
fold.
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3. An enlargeability obstruction for spacetimes with both big bang and big crunch

Here, ∇E denotes the connection on ΣE
M induced by ∇ and the connection on E, and

the star indicates the formal adjoint. Together with(
D
E + σT

)2
ψ =

(
D
E
)2
ψ + σ

(
D
E
T + TD

E
)
ψ + σ2(1− θ)2ψ

this implies((
D
E + σT

)2
ψ,ψ

)
L2
≥
((
D
E
)2
ψ,ψ

)
L2
− σ|dθ|g‖ψ‖2L2 + σ2(1− θ)2‖ψ‖2L2

≥ ‖∇Eψ‖2L2 +
(1

2(ρ− |j|g)− |RE |
)
‖ψ‖2L2 − σ|dθ|g‖ψ‖2L2

≥
(1

2(ρ− |j|g)− |RE |
)
‖ψ‖2L2 − σ|dθ|g‖ψ‖2L2 .

for any compactly supported smooth section ψ (single norms | - |g denote pointwise
norms).

As |dθ|gt is a continuous compactly supported function on M × I and (3.8) holds, we
may choose σ′ > 0 such that

inf
t∈A, x∈M

(
ρt − |jt|gt − 2|REt |

)
≥ σ′ sup

t∈A, x∈M
|dθ|gt .

Then for all 0 < σ < σ′, there exists some constant c > 0 with
(
D
E
t + σT

)2
≥ c

for all t ∈ A. From this, the statement follows immediately (cf. [Ebe18, Prop. 1.21,
Lem. 2.6]).

Proposition 3.3.6. The operator family D
E
• + σT is odd with respect to ι ⊗ η and

Cl1-linear with respect to c1 ⊗ η. For suitably small σ, it defines an element[
(L2(ΣE

g•),Λ), ι⊗ η, −iιc1 ⊗ 1E , D
E
• + σT

]
∈ K1(I, ∂I),

that is independent of the choices of K, θ,Ψ and σ (as long as they fulfill the as-
sumed requirements) and depends only on the relative homotopy class of γ : (I, ∂I) →
(I(M), I>RE+c(M)). Moreover, this class is zero if γ is homotopic to a path I →
I>RE+c(M).

Note that, as I(M) is convex, the homotopy class of γ just depends on its endpoints.

Definition 3.3.7. For (g−1, k−1), (g1, k1) ∈ I>RE+c(M), their E-relative index differ-
ence ind-diffE((g−1, k−1), (g1, k1)) ∈ K1(I, ∂I) is the class defined in Proposition 3.3.6
using some path γ : (I, ∂I)→ (I(M), I>RE+c(M)) connecting these two pairs.
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3. An enlargeability obstruction for spacetimes with both big bang and big crunch

If M is compact, then E0 and E1 need not be isomorphic anywhere.In particular, we
may take E0 = C and E1 = 0, which gives the untwisted index difference.

Definition 3.3.8. If M is compact, the index difference of (g−1, k−1) and (g1, k1) ∈
I+(M) is ind-diff((g−1, k−1), (g1, k1)) := ind-diffE((g−1, k−1), (g1, k1)) ∈ K1(I, ∂I) for
the trivial bundles E0 = C and E1 = 0.

Proof. That DE
• + σT is odd and Cl1-linear follows from the fact that this holds for

D
E
t + σT for all t ∈ I. As DE

• + σT is, moreover, an unbounded Fredholm family that
is by Lemma 3.3.5 invertible over ∂I, we get an element in the K-theory of (I, ∂I).
Note that the K-theoretic model described in [Ebe18, Ch. 3], which we are using here,
requires a Cl1-antilinear operator rather than a Cl1-linear one. But this is no problem
as a Cl1-linear operator is Cl1-antilinear with respect to the Cl1-structure defined by
i(ι⊗ η)(c1 ⊗ η) = −iιc1 ⊗ 1.

We now show independence of the choices starting with σ. Let σ0 > 0 and σ1 > 0 be two
admissible values, i. e. smaller than σ′ from Lemma 3.3.5 applied to A = ∂I. We consider
the pullback of

(
(L2(ΣE

g•),Λ), ι⊗ η, −iιc1 ⊗ 1
)

along the canonical projection I ×
[0, 1] → I. This continuous field of Z/2Z-graded Hilbert spaces with Cl1-structure
carries the odd Cl1-antilinear Fredholm family DE

t + ((1 − s)σ0 + sσ1)T for t ∈ I and
s ∈ [0, 1], which is invertible over ∂I × [0, 1]. Thus, we have a concordance between the
cycles

(
(L2(ΣE

g•),Λ), ι⊗ η, −iιc1 ⊗ 1, D
E
• + σT

)
for σ = σ0 and σ = σ1.

Independence of θ, K and Ψ are slightly connected, as we have to have θ ≡ 1 on K and Ψ
is defined on the complement of K. Given two such triples (θ0,K0,Ψ0) and (θ1,K1,Ψ1),
we first show that we can first replace the θ0 by some θ with θ ≡ 1 on K = K0 ∪ K1
without changing the K1-class. Then noting that (θ,K0,Ψ0) and (θ,K,Ψ0|M\K) even
define the same operator family, it just remains to show that the K1-class is independent
of Ψ for fixed θ and K.

Concering the replacement of θ0 by θ (similarly for θ1 by θ), we use the same argumenta-
tion as for σ with the difference that this time the operator family is given by DE

t +σTs
with

Ts = ι⊗
(

0 −(1− (1− s)θ0 − sθ)iΨ−1
0

(1− (1− s)θ0 − sθ)iΨ0 0

)
.

For changing Ψ0|M\K to Ψ1|M\K , we note that the requirement that these bundle iso-
morphisms preserve hermitian metric and connection implies that they differ by a single
element of U(k) on every connected component ofM \K, where k is the rank of E0 (and
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3. An enlargeability obstruction for spacetimes with both big bang and big crunch

E1). As U(k) is connected, there exists a homotopy (Ψs)s∈[0,1] connecting these. Again,
the operator family DE

t + σTs defines a concordance, where this time

Ts = ι⊗
(

0 −(1− θ)iΨ−1
s

(1− θ)iΨs 0

)
.

Now assume we are given a homotopy H : (I × [0, 1], ∂I × [0, 1])→ (I(M), I>RE+c(M))
between γ0 = H( - , 0) and γ1 = H( - , 1). In this case we can construct a concordance
between the K1-cycles associated to γ0 and γ1 as follows. Let (gt,s)t∈I, s∈[0,1] be the
first components of the pairs (H(t, s))t∈I, s∈[0,1]. Similarly to before, we may form the
pullback

PSpin(n)(g•,•) PG̃L+(n)M

PSO(n)(g•,•) PGL+(n)M

M × I × [0, 1] ⊙2
+ T
∗M

(x,t,s)7→gt,s(x)

and obtain a bundle ΣE
g•,• → M × I × [0, 1] and a continuous field of Z/2Z-graded

Hilbert spaces (L2(ΣE
g•,•),Λ) with Cl1-structure. The operators (DE

t,s + σT )t∈I, s∈[0,1]
constitute an unbounded Fredholm family on this continuous field of Hilbert spaces.
For suitably small σ, by an analogous statement to Lemma 3.3.5, this is invertible over
∂I × [0, 1]. Together, these provide the required concordance.

For the last statement assume that the image of γ is contained in I>RE+c. In this
case, DE

• + σT is invertible on all of I by Lemma 3.3.5, as long as σ is chosen suitably
small. Therefore, the K1-class under consideration is in the image of the restriction
homomorphism K1(I, I)→ K1(I, ∂I). But as K1(I, I) = 0, this class has to be zero.

3.4. An index theorem for the twisted index difference

The purpose of this section is to calculate the E-relative index difference for between
pairs of the form (g, τg) and (g,−τg) for some τ > 0. This is done in two steps. The
first one is to express the relative index difference as relative index of a suitable Dirac
type operator. In the second step, a relative index theorem identifies this index with a
twisted version of the Â-genus.

The first thing we realize is the following: If for (g−1, k−1) and (g1, k1) there exists some
σ′ > 0 such that DE

• +σT is invertible for all 0 < σ < σ′, then it makes sense to speak of
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3. An enlargeability obstruction for spacetimes with both big bang and big crunch

their E-relative index difference, even if they are not contained in some I>RE+c(M).

Let g be some complete metric on M . Such a metric always exists by a classical result
of Greene [Gre78], it is even the case that every conformal class contains such a metric
by [MN15]. For τ > 0, we consider the pairs (g, τg) and (g,−τg). Using(

D
E
)2

=
(
DE ± 1

2τe0 · ⊗ 1E

)2
=
(
DE

)2
+ n2

4 τ
2

we obtain (
D
E + σT

)2
=
(
D
E
)2

+ σ
(
D
E
T + TD

E
)

+ σ2(1− θ)2

≥
(
DE

)2
+ n2

4 τ
2 − σ‖dθ‖g,

which shows that for these pairs DE +σT is invertible for sufficiently small σ > 0. Thus
it makes sense to speak of ind-diffE((g,−τg), (g, τg)) ∈ K1(I, ∂I).

We denote by DE
0 the Dirac operator on ΣEM := ΣM ⊗ E for the metric g. With

T0 = ω ⊗
(

0 −(1− θ)iΨ−1

(1− θ)iΨ 0

)
,

this gives rise to a Fredholm operator DE
0 + σT0, for σ > 0, which is odd with respect

to the Z/2Z-grading ω ⊗ η. The proof of Fredholmness uses that g is complete. It is
similar to Lemma 3.3.3 and Proposition 3.3.4, but much less delicate.

Proposition 3.4.1. The isomorphism K1(I, ∂I) ∼= K0({∗}) ∼= Z, induced by the Bott
map, maps the class ind-diffE((g,−τg), (g, τg)) to ind(DE

0 + σT0).

Proof. We start from the class [L2(ΣEM), ω ⊗ η, DE
0 + σT0] ∈ K0({∗}) corresponding

to the integer value ind(DE
0 + σT0). Using the conventions of Ebert [Ebe18], the Bott

map K0({∗}) ∼→ K1(R,R \ {0}) sends this class to[
C

2 ⊗ p∗L2(ΣEM),
(
ω ⊗ η 0

0 −ω ⊗ η

)
,

(
0 −ω ⊗ η

ω ⊗ η 0

)
,

(
DE

0 + σT0 tω ⊗ η
tω ⊗ η DE

0 + σT0

)]
,

where p : R → {∗} is the projection and t is the R-coordinate. As the inclusion
(I, ∂I) → (R,R \ {0}) induces an isomorphism in K-theory, the same formula defines
the corresponding element in K1(I, ∂I); now assuming p : I → {∗} and t ∈ I.

Note that we may identify
(
L2(ΣE

g•),Λ
)

= C2 ⊗ p∗L2(ΣEM) for the constant family
gt = g. Using the automorphism of

(
L2(ΣE

g•),Λ
)
given by(

1ΣM 0
0 1ΣM

)
⊗
(

1E0 0
0 0

)
+
(

1ΣM 0
0 −1ΣM

)
⊗
(

0 0
0 1E1

)
,
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the K1-class translates into[(
L2(ΣE

g•),Λ
)
,

(
ω 0
0 −ω

)
⊗ η,

(
0 −ω
ω 0

)
⊗ 1E ,

(
DE

0 + σT0 tω ⊗ 1E
tω ⊗ 1E DE

0 − σT0

)]
.

Applying furthermore the automorphism

1√
2

((
1ΣM 0

0 1ΣM

)
+
(

0 1ΣM
−1ΣM 0

))
⊗ 1E ,

this gets[(
L2(ΣE

g•),Λ
)
,

(
0 ω
ω 0

)
⊗ η,

(
0 −ω
ω 0

)
⊗ 1E ,

(
DE

0 − tω ⊗ 1E σT0
σT0 DE

0 + tω ⊗ 1E

)]
=
[(
L2(ΣE

g•),Λ
)
, ι⊗ η, −iιc1 ⊗ 1E , D

E − te0 · ⊗ 1E +σT
]
.

Bearing in mind that DE = DE − 1
2 tr(k)e0 · ⊗ 1E , this is the class defined by the Dirac-

Witten operators associated to the straight unit speed path from (g,−2g) to (g, 2g).
For general τ > 0, the result follows by rescaling, e. g. replacing the inclusion (I, ∂I)→
(R,R \ {0}) above with the map t 7→ τ

2 t.

It now remains to determine ind(DE
0 +σT0). This is done by the relative index theorem

going back to [GL83].

Theorem 3.4.2 (Relative Index Theorem).

ind(DE
0 + σT0) =

∫
M
Â(TM) ∧ (ch(E0)− ch(E1)) =: Â(M,E).

Proof. Although probably well-known, there seems not to be an easily citable reference
matching the setup here. We therefore provide a proof using cut-and-paste-techniques
from [BB11].

First, we note that the Z/2Z-graded index of DE
0 + σT0 is by definition just the usual

Fredholm index of its “positive” part (DE
0 )+ + σT+

0 : Γ((ΣE
M)+)→ Γ((ΣE

M)−) map-
ping from positive to negative half-spinors. The operator (DE

0 )+ +σT+
0 is of Dirac type,

so we may use the decomposition theorem from [BB11].

In order to do so, let M = M1 ∪ M2 be a decomposition into two smooth mani-
folds with boundary ∂M1 = ∂M2 such that M1 is compact and supp θ ⊆ M1. Let
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B ⊆ H
1
2 (∂M1, (Σ

E
M)+) be an elliptic boundary condition and denote by B⊥ its L2-

orthogonal complement. For example, B could be Atiyah-Patodi-Singer boundary con-
ditions. The decomposition theorem states that

Ind
(
(DE

0 )+ + σT+
0

)
= Ind

(
((DE

0 )+ + σT+
0 )|M1, B

)
+ Ind

(
((DE

0 )+ + σT+
0 )|M2, B⊥

)
.

(3.9)

The first summand of (3.9) computes to

Ind
(
((DE

0 )+ + σT+
0 )|M1, B

)
= Ind

(
(DE

0 )+
|M1, B

)
= Ind

(
(DE0

0 )+
|M1, B

)
− Ind

(
(DE1

0 )+
|M1, B

)
=
∫
M
Â(TM) ∧ (ch(E0)− ch(E1)).

(3.10)

Here, in the first step, we used the homotopy [0, 1] 3 t 7→ (DE
0 )+ + tσT+

0 . The second
step follows from the decomposition

(DE
0 )+ =

(
(DE0

0 )+ 0
0 (DE1

0 )−

)
=
(

(DE0
0 )+ 0
0

(
(DE1

0 )+
)∗) .

The last step is (contained in the proof of) the relative index theorem [BB11, Thm. 1.21].

It remains to show that the second summand of (3.9) is zero. To see this, we note that
there exists a bundle Ẽ1 →M admitting a metric and connection preserving isomorphism
Ψ̃ : E0 → Ẽ1, such that Ẽ1|M2 = E1|M2 and Ψ̃|M2 = Ψ|M2 . For instance, such a bundle
can be obtained by gluing E0|M1 and E1|M2 . Similarly as before, we denote by DẼ

0 the
Dirac operator on ΣẼM for Ẽ = E0 ⊕ Ẽ1 and define

T̃0 = ω ⊗
(

0 −iΨ̃−1

iΨ̃ 0

)
.

Notice, that we are allowed to take θ ≡ 0, as Ψ̃ is defined on all of M . Again, we have
a decomposition

Ind
(

(DẼ
0 )+ + σT̃+

0

)
= Ind

(
((DẼ

0 )+ + σT̃+
0 )|M1, B

)
+ Ind

(
((DẼ

0 )+ + σT̃+
0 )|M2, B⊥

)
.

In this case, the calculation (3.10) shows that the first summand is zero, as ch(Ẽ1) =
ch(E0). The second summand is the second summand from above as the bundles and
operators are equal on M2. Thus, we obtain

Ind
(
((DE

0 )+ + σT+
0 )|M2, B⊥

)
= Ind

(
((DẼ

0 )+ + σT̃+
0 )|M2, B⊥

)
= Ind

(
(DẼ

0 )+ + σT̃+
0

)
= 0,

where we used that DẼ
0 + σT̃0 is invertible as (DẼ

0 + σT̃0)2 ≥ σ2 > 0.
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Corollary 3.4.3 (Relative index theorem for the twisted index difference). The isomor-
phism K1(I, ∂I) ∼= K0({∗}) ∼= Z sends ind-diffE((g,−τg), (g, τg)) to Â(M,E). If M is
compact, ind-diff((g,−τg), (g, τg)) is sent to Â(M).

The relative index theorem allows to obtain an obstruction to the path-connectedness
of the space of initial data sets that satisfy the strict dominant energy condition. The
following corollary illustrates the general strategy and turns out to be a special case of
the enlargeability obstruction Theorem 3.5.3 that we discuss in the remaining section.

Corollary 3.4.4. Let M be a closed manifold, g a metric on M and τ > 0 be chosen
such that (g,−τg), (g, τg) ∈ I>(M). If M is spin and Â(M) 6= 0, then (g,−τg) and
(g, τg) belong to different path-components of I>(M).

Proof. If there were a path γ : I → I>(M) from (g,−τg) to (g, τg), then, by Proposi-
tion 3.3.6, ind-diff((g,−τg), (g, τg)) would be zero. But by Corollary 3.4.3 it is mapped
to Â(M) 6= 0.

Remark 3.4.5. The statement of Corollary 3.4.4 also follows from Theorem B. This is
due to the fact that, in even dimension n, Hitchin’s α-index is mapped to the Â-genus
under the complexification map KO−n({∗}) → K−n({∗}) ∼= Z. In fact, also the proof
is the same, as complexification turns the α-difference for initial data sets defined in
Definition 2.3.15 into the (untwisted) index-difference considered in this chapter, up to
Bott periodicity.

3.5. Enlargeability obstruction for initial data sets

Gromov-Lawson’s enlargeability obstruction gives a major source of examples of mani-
folds that do not admit a positive scalar curvature metric. And – as we shall discuss in
the end of this section – completely answers the existence question for positive scalar
curvature metrics in the case of closed orientable 3-manifolds. Before that, we prove
that enlargeability is also an obstruction to path-connectedness of the space of initial
data sets satisfying the strict dominant energy condition.

There are many versions of enlargeability. In Definition 3.1.4 in the introduction we
introduced the notion of compact enlargeability. We will state and prove our main
theorem in terms of the more general Â-area-enlargeability:

Definition 3.5.1. A smooth map f : (M, g) → (N,h) between Riemannian manifolds
is ε-area-contracting for some ε > 0 if the induced map f∗ : Λ2TM → Λ2TN satisfies
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|f∗| ≤ ε. A closed Riemannian manifold (M, g) of dimension n is called area-enlargeable
in dimension k if for all ε > 0 there exists a Riemannian covering (M ′, g′)→ (M, g) ad-
mitting an ε-area-contracting map (M ′, g′)→ (Sk, gStd) that is constant outside a com-
pact set and of non-zero Â-degree. It is called Â-area-enlargeable if it is area-enlargeable
in some dimension k.

Recall that the Â-degree of a smooth map f : X → Y , where Y is closed and con-
nected and f is constant outside a compact set, may be defined by the requirement that∫
X Â(TX) ∧ f∗(ω) = Â-deg(f)

∫
Y ω for all top dimensional forms ω ∈ Ωdim(Y )(Y ). If Y

is non-connected, there is one such number for every connected component of Y and the
Â-degree is the vector consisting of these. From this definition we see that it can only
be non-zero if dim(Y ) ≤ dim(X) and dim(Y ) ≡ dim(X) mod 4. The Â-degree can be
thought of as interpolating between the following two special cases: If dim(Y ) = dim(X),
the Â-degree is just the usual degree. If dim(Y ) = 0 and Y is connected, it is the Â-genus
Â(X) of X.

Although the definition of enlargeability uses a Riemannian metric, the property itself
is independent of this choice (for closed manifolds). Manifolds that are enlargeable in
dimension 0 are precisely the ones having non-zero Â-genus. Another main example is
the torus Tn = Rn/Zn, which is enlargeable in the top dimension n. Furthermore, every
closed manifold that admits a metric of non-positive sectional curvature is enlargeable
(in the top dimension) by the theorem of Cartan-Hadarmard. If M is enlargeable then
the direct sumM#N with another closed manifold N is again enlargeable. Furthermore,
for an enlargeable manifold M the product M × S1 with a circle is again enlargeable.
This, and much more, is discussed in great detail in [LM89, Sec. IV.5].

The proof that enlargeable spin manifolds do not admit PSC metrics [GL83, Thm. 5.21]
can be split into two parts. The first part consists of using the enlargeability condition
to construct a suitable family of complex vector bundles over coverings of the manifold.
The existence of such a sequence of coverings and bundles is also the starting point
of Hanke and Schick’s proof that enlargeability implies non-triviality of the Rosenberg
index αRmax(M) ∈ KO−n(C∗max,Rπ1(M)) [HS06; HS07].

Theorem 3.5.2 (Gromov-Lawson). Let (M, g) be an Â-area-enlargeable manifold of
even dimension. Then there exists a sequence of coverings Mi → M and Z/2Z-graded
hermitian vector bundles Ei = E

(0)
i ⊕ E

(1)
i →Mi with compatible connection, such that

• for all i ∈ N the bundles E(0)
i → Mi and E(1)

i → Mi are isometrically isomorphic
in a connection preserving way outside a compactum Ki,

• Â(Mi, Ei) =
∫
Mi

Â(TMi) ∧ (ch(E(0)
i )− ch(E(1)

i )) 6= 0 for all i ∈ N and
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• ‖REi‖∞ −→ 0 for i −→∞.

Roughly speaking, the construction is the following. When Â(M) 6= 0, then one can just
take the constant sequence consisting of the identity M →M as covering and the trivial
Z/2Z-graded bundle C⊕0→M as bundle. Else, if Â(M) = 0, one may take a sequence
Mi →M such that Mi admits a 1

i -area-contracting map Mi → S2`, where 2` = k > 0 is
chosen as in the definition of enlargeability. The bundles are obtained by pulling back a
bundle E(0) ⊕ E(1) → S2`, where E(0) → S2` satisfies c`(E(0)) 6= 0 and E(1) → S2` is a
trivial bundle of the same rank.

The second part consists of calculating the index of the Dirac operator on the twisted
spinor bundle ΣMi⊗Ei in two different ways. On the one hand, by the the relative index
theorem, its index is Â(Mi, Ei) 6= 0. On the other hand, assuming thatM carries a PSC
metric, the twisted Schrödinger-Lichnerowicz formula implies that this Dirac operator is
invertible and thus has index zero, for large i ∈ N. As we are interested in initial data
sets, we replace this second step and obtain our main theorem:

Theorem 3.5.3 (Theorem D, Theorem 3.1.5). Let M be a closed spin manifold that
is Â-area-enlargeable. Then the path-components C− and C+ of I>(M) do not agree,
i. e. if g is a metric on M and τ > 0 is chosen so large that (g,−τg), (g, τg) ∈ I>(M),
then (g,−τg) and (g, τg) belong to different path-components of I>(M).

Proof. We first consider the case where the dimension of M is even. Let g be a metric
on M and τ > 0 be large enough that (g,−τg), (g, τg) ∈ I>(M). We choose a sequence
of complex vector bundles Ei →Mi as in Theorem 3.5.2 and denote by gi the pull-back
metric of g on Mi. From the relative index theorem Corollary 3.4.3, we obtain that
for all i ∈ N the twisted index difference ind-diffEi((gi,−τgi), (gi, τgi)) corresponds to
Â(Mi, Ei) 6= 0 under the isomorphism K1(I, ∂I) ∼= Z, in particular it is non-zero.

We now assume for contradiction that (g,−τg) and (g, τg) are connected in I>(M) by
a path t 7→ (g(t), k(t)). As the interval I is compact, there is a constant c > 0, such that
ρ(t) − |j(t)| ≥ 4c for all t ∈ I. Of course, this holds as well for the pulled-back path in
I>(Mi), with the same constant. Since for any φ ∈ ΣMi and e ∈ Ei

|REi(φ⊗ e)| ≤
∑
j<k

|φ||REi(ej , ek)e| ≤
n(n− 1)

2 |REi ||φ⊗ e|.

and ‖REi‖∞ −→ 0 for i −→ ∞, we have |REi | < c as long as i ∈ N is large enough.
Hence for large i ∈ N the pulled back path t 7→ (gi(t), ki(t)) lies entirely in I>REi+c(Mi).
Thus by Proposition 3.3.6 ind-diffEi((gi,−τgi), (gi, τgi)) = 0, which is the desired con-
tradiction.
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3. An enlargeability obstruction for spacetimes with both big bang and big crunch

In the odd-dimensional case, we replace M by M × S1, which will again be Â-area-
enlargeable and spin, and is of even dimension. Thus, we conclude that C+ 6= C− in
I>(M × S1). By Lemma 3.2.4, the same holds for I>(M).

As a consequence, we obtain the following 3-dimensional result announced in the intro-
duction.

Theorem 3.5.4 (Theorem C, Theorem 3.1.3). Let M be an orientable closed connected
3-manifold. Then the following are equivalent:

1. M ∼= M1] · · · ]Mk, where eachMi is either S3/Γ for a lattice Γ ⊆ SO(4) or S2×S1.

2. M admits a metric of positive scalar curvature.

3. C+ = C−, so big bang and big crunch initial data sets belong to the same path-
component of I>(M).

4. M is not Â-area-enlargeable.

5. M is not compactly enlargeable.

Proof. Clearly, all the summands in item 1 admit a positive scalar curvature metric.
As the direct sum operation is defined as a dimension 0 surgery on the disjoint union,
M will also carry a positive scalar curvature metric by a theorem independently shown
by Gromov-Lawson and Schoen-Yau (cf. [LM89, Prop. IV.4.3]). If g is a positive scalar
curvature metric on M , then the path t 7→ (g, tg) ∈ I>(M) shows that C+ = C−. The
implication from the third to the fourth point is the contrapositive of Theorem 3.5.3.
For this, note that orientable 3-manifolds always admit a spin structure. It is trivial
that a compactly enlargeable manifold is Â-area-enlargeable.

To show that the last item implies the first, we decomposeM into prime factorsM1, . . . ,
Mk. AsM is not enlargeable, none of the prime factorsMi can be aspherical (cf. [KN13,
Thm. 3]). ThusMi is either diffeomorphic to S2×S1 or it has a finite fundamental group.
In the latter case, elliptization provides a spherical metric on Mi, so it is diffeomorphic
to a quotient S3/Γ as claimed.
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4. Initial data rigidity via Dirac-Witten
operators

In this chapter we prove an initial data rigidity result à la Eichmair, Galloway and
Mendes [EGM21] using Dirac operator techniques. It applies to initial data sets on spin
bands that satisfy the dominant energy condition, a boundary condition for the future
null expansion scalar and the Â-obstruction for positive scalar curvature on one of the
boundary pieces. Interestingly, these bands turn out to carry lightlike imaginary W -
Killing spinors, which are connected to Lorentzian special holonomy and moduli spaces
of Ricci-flat metrics. We also obtain slight generalizations of known rigidity results on
Riemannian bands.

4.1. Introduction

One of the main questions studied for positive scalar curvature is that of existence:
Given an n-manifold M , does it carry a metric of positive scalar curvature? This ques-
tion is answered by either providing a construction or finding a suitable obstruction.
Obstructionwise, two main answers have been found: Firstly, Dirac operator techniques.
For instance, if M is a closed spin manifold with non-vanishing Â-genus Â(M), then
with respect to any metric it carries a non-trivial Dirac-harmonic spinor and none of
those can be of positive scalar curvature. Secondly, minimal hypersurface techniques.
If M is a closed oriented manifold of dimension 2 ≤ n ≤ 7 and assuming that there are
cohomology classes h1, . . . , hn−2 ∈ H1(M,Z) such that [M ]∩ (h1∪ . . . hn−2) is not in the
image of the Hurewicz homomorphism π2(M) → H2(M,Z), then M does not carry a
positive scalar curvature metric (cf. e. g. [Sch98]). Actually, the upper dimension bound
for the minimal hypersurface method can be improved to 10. This is a consequence of
a recent result by Chodosh, Mantoulidis and Schulze [CMS23] building on earlier work
by Nathan Smale [Sma93] that allowed to raise the bound to 8.

When trying to extend these obstruction results from positive to non-negative scalar
curvature, we encounter rigidity phenomena. Most prominently, if a closed manifold M
carries a non-negative scalar curvature metric g, but is known not to admit a positive
scalar curvature metric, then g must already be Ricci-flat (cf. e. g. [KW75, Lemma 5.2]).
Moreover, in the case where M is spin with Â(M) 6= 0, the Riemannian manifold (M, g)
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4. Initial data rigidity via Dirac-Witten operators

carries a non-trivial parallel spinor. By studying closed Ricci-flat manifolds in more
detail, further rigidity may be deduced. For example, if additionally b1(M) ≥ n (or
b1(M) ≥ n − 1 if M is orientable), then by an argument of Bochner (M, g) must even
be isometric to a flat torus (cf. e. g. [Pet16, Corollary 9.5.2]).

When dealing with compact manifolds with boundary, even without closely looking at
the geometry of Ricci-flat manifolds, there are surprisingly strong rigidity statements for
non-negative scalar curvature metrics. To obtain these, it is important to also assume
appropriate boundary conditions. Otherwise there are no obstructions to positive scalar
curvature by Gromov’s h-principle, and hence no rigidity in the sense of this thesis.
In [BH23] Bär and Hanke discuss and compare various boundary conditions. A crucial
role is played by the condition of mean convexity of the boundary. This means that the
mean curvature, defined as Hg = 1

n−1 tr(−∇ν) for the inward-pointing unit normal ν,
is non-negative. Among other things, they show the following rigidity statement [BH23,
Thm. 19]: If M is a compact connected spin manifold with boundary that has stably
infinite K-area, then any Riemannian metric g with scalg ≥ 0 and Hg ≥ 0 is Ricci-
flat with Hg ≡ 0. In particular, positive scalar curvature metrics with mean convex
boundary are obstructed on such manifolds. The theorem remains true for manifolds
M ′ ×N , where M ′ has stably infinite K-area as above and N is a closed spin manifold
with non-zero Â-genus; in particular, it applies to M = [0, 1]×N .

In this chapter, we will obtain a strengthening of this special case, where we do not a
priori assume a cylindrical form, but just suppose that M is what is sometimes called a
band. This means that the boundary is decomposed into two pieces ∂M = ∂+M ∪̇ ∂−M
as a topological disjoint union, so ∂+M and ∂−M are unions of components of ∂M .
Also, we obtain a more explicit description of the metrics in the rigidity case.

Corollary 4.1.1 (Theorem F with ε = 0). Let (M, g) be a compact connected Rieman-
nian spin manifold with boundary ∂M = ∂+M ∪̇ ∂−M . Assume that

• g has non-negative scalar curvature scalg ≥ 0,

• the boundary is mean convex, i. e. Hg ≥ 0 with respect to the inward-pointing unit
normal on ∂M , and

• the Â-genus of ∂−M is non-zero: Â(∂−M) 6= 0.

Then (M, g) is isometric to (∂−M × [0, `], γ + dt2) for a Ricci-flat metric γ on ∂−M
admitting a non-trivial parallel spinor.

A very similar statement was shown by Räde [Räd23, Thm. 2.14]. The major difference is
that he assumes a dimension bound and that any closed embedded hypersurface between
∂−M and ∂+M does not to admit positive scalar curvature so that minimal hypersurface
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4. Initial data rigidity via Dirac-Witten operators

(more precisely: µ-bubble) techniques can be applied. On the other hand he has no need
of the spin and the Â-condition on ∂−M that we use for our spinorial proof.

In our case, Corollary 4.1.1 arises as a byproduct of studying rigidity for initial data
sets. By an initial data set on a manifold M we understand a pair (g, k) consisting of
a Riemannian metric g and a symmetric 2-tensor field k on M . They naturally appear
in the following way: If M is a spacelike hypersurface in a time-oriented Lorentzian
manifold (M, g), then there is an induced initial data set (g, k) on M , where g is the
induced Riemannian metric on M and k is its second fundamental form with respect
to the future-pointing unit normal e0 (cf. (1.1)). They serve as initial data for the
Cauchy problem of general relativity, together with initial data for the matter fields under
consideration. In particular, the pair (g, k) is all the initial data needed for the Cauchy
problem in the vacuum case, where energy density ρ := 1

2(scalg + trg(k)2 − |k|2g) and
momentum density j := divg(k)− d trg(k) vanish identically. More generally, the initial
data sets of physical interest are the ones that satisfy the dominant energy condition
ρ ≥ |j|g. Note that if k ≡ 0, then (g, k) satisfies the dominant energy condition if and
only if scalg ≥ 0.

Let now (g, k) be an initial data set on a manifold M , potentially with boundary ∂M .
We consider a co-oriented hypersurface F in M . The co-orientation will be given by
a unit normal vector field ν̃. Following physics literature, we refer to the direction
of ν̃ as outgoing and make the following definitions: The future outgoing null second
fundamental form χ+ ∈ Γ(⊙2 T ∗F ) is defined by χ+ = g(∇ν̃,−) + k|F . Its trace is the
future outgoing null expansion scalar θ+ = trF (χ+) = trF (∇ν̃) + trF (k).

Geometrically, its significance is the following. If (g, k) is the induced initial data set
on a hypersurface M of a time-oriented Lorentzian manifold (M, g), then the second
fundamental form of F inM can be expressed in the normal frame of F given by the null
vector fields ν̃+e0 and ν̃−e0. In this case the coefficient in front of ν̃−e0 is given by−1

2χ
+.

Thus for any compactly supported variation (Ft)t∈(−ε,ε) of F = F0 in M with variation
vector field f · (ν̃+ e0), f ∈ C∞c (F ), the first variation of the volume is given in terms of
the null expansion scalar, namely it is equal to

∫
F f divF (ν̃ + e0)dvol =

∫
F fθ

+dvol.

If θ+ ≡ 0, then F is called a MOTS (which stands for marginally outer trapped surface).
Note that if k ≡ 0, then χ+ and θ+ reduce to the second fundamental form of F in M
and (a multiple of) its mean curvature, respectively. A MOTS is then just a minimal
surface.

With these notions at hand, we can formulate the main theorem of this chapter. The
role of F will be played at first by the boundary pieces ∂+M and ∂−M , later by the
leaves Ft of a foliation extending F0 = ∂+M and F` = ∂−M . Notice that, somewhat
confusingly, on ∂+M the outgoing unit normal ν̃ is chosen to be the inward-pointing.
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4. Initial data rigidity via Dirac-Witten operators

Theorem 4.1.2 (Theorem E). Let M be a compact connected spin manifold with bound-
ary ∂M = ∂+M ∪̇ ∂−M endowed with an initial data set (g, k). Denote by ν̃ the unit
normal on ∂M that is inward-pointing along ∂+M and outward-pointing along ∂−M .
Assume that

• (g, k) satisfies the dominant energy condition ρ ≥ |j|g,

• the future null expansion scalar (with respect to ν̃) satisfies θ+ ≤ 0 on ∂+M and
θ+ ≥ 0 on ∂−M , and

• the Â-genus of ∂−M is non-zero: Â(∂−M) 6= 0.

Then there is a diffeomorphism Φ: ∂−M× [0, `]→M defining a foliation Ft = Φ(∂−M×
{t}) with F0 = ∂+M and F` = ∂−M . The leaves can be endowed with an induced initial
data set, an induced spin structure and a unit normal ν̃ pointing in the direction of
growing t-parameter. The diffeomorphism can be chosen in such a way that the following
holds for every leaf Ft:

• Its future null second fundamental form (with respect to ν̃) vanishes, χ+ = 0, in
particular it is a MOTS.

• It carries a non-trivial parallel spinor, in particular its metric is Ricci-flat.

• Its tangent vectors are orthogonal to j] and ρ+j(ν̃) = 0, in particular the dominant
energy condition holds marginally: ρ = |j|g.

Let us remark that Â(∂−M) 6= 0 in particular implies that ∂−M is non-empty. The same
is true for ∂+M since ∂+M is spin bordant to ∂−M and thus |Â(∂+M)| = |Â(∂−M)|. We
also see that the theorem is symmetric under exchanging ∂+M with ∂−M (i. e. flipping
the orientation of ν̃) if at the same time k is replaced by −k.

Initial data rigidity was first studied by Eichmair, Galloway and Mendes in their recent
paper [EGM21]. They did so using minimal hypersurface (or rather: MOTS) techniques,
whereas this thesis follows a spinoral approach to the problem. Let us compare The-
orem 4.1.2 with their result [EGM21, Thm. 1.2] in little more detail. The main setup
is the same: They also consider initial data sets on compact connected manifolds with
boundary satisfying the dominant energy condition and the boundary condition for θ+.
Then, there is an assumption that excludes positive scalar curvature on one of the bound-
ary pieces. In our case, this is provided Â(∂−M) 6= 0 and the observation that ∂−M
is spin. In their case, it is what they call cohomology condition – existence of classes
h1, . . . hn−1 ∈ H1(∂−M,Z) with h1∪ . . .∪hn−1 6= 0 – together with the dimension bound
2 ≤ n − 1 ≤ 6. As a last assumption some “weak niceness” of the boundary inclusion
∂−M ↪→ M is needed. We need a spin structure of ∂−M to extend to M ; they require
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4. Initial data rigidity via Dirac-Witten operators

the so-called homotopy condition, i. e. that there is a continuous map M → ∂−M so
that the composition ∂−M ↪→M → ∂−M is homotopic to the identity. The conclusions
almost coincide: Both theorems show M ∼= ∂−M × [0, `] such that the canonical leaves
are Ricci-flat manifolds with χ+ = 0 and j] = −ρν̃. In our theorem, we additionally
obtain existence of a non-trivial parallel spinor on the leaves – a feature we are going
to discuss in more detail below. Since Eichmair, Galloway and Mendes impose strong
enough conditions on ∂−M to make use of the argument by Bochner mentioned above,
they are able to further conclude that the leaves are isometric to flat tori.

In a new article [GM24], Galloway and Mendes also discuss initial data rigidity for closed
manifolds. An analogue of [GM24, Thm. 4.2] is the following immediate consequence of
Theorem 4.1.2: If (g, k) is an initial data set with ρ ≥ |j|g on a closed connected spin
manifold M that contains a MOTS F with Â(F ) 6= 0, then M is diffeomorphic to a
mapping torus F × [0, `]/(x, `) ∼ (f(x), 0), f ∈ Diff(F ), in such a way that the canonical
leaves satisfy all the properties listed in Theorem 4.1.2.

The author’s interest into initial data rigidity arose from studying the space of initial
data sets subject to the dominant energy condition on a fixed manifold M . In the
chapters before (covering the articles [Glö24b] and [Glö23a]), it was shown that for
many choices of M this space has non-trivial homotopy groups and, more importantly,
different connected components – if the strict version ρ > |j|g of the dominant energy
condition is considered. For statements of increased physical relevance, this condition
should be relaxed to the non-strict dominant energy condition ρ ≥ |j|g. For instance,
in [AG23] Bernd Ammann and the author discuss that for certain manifolds M any
spacetime (M, g) containing M as Cauchy hypersurface and satisfying the spacetime
dominant energy condition cannot have both a big bang and a big crunch singularity.
The main step there is the mentioned passage from strict to non-strict inequality. This
is done by examining how rigid the equality case is.

More precisely, in the situation of [AG23], a bit more is known about the equality case
of interest: There exists a spinor φ 6≡ 0 that is parallel with respect to the connec-
tion ∇Xφ = ∇Xφ + 1

2k(X, - )] · e0 · φ. Here, φ is a section of the hypersurface spinor
bundle ΣM → M (cf. Section 4.2), e0· : ΣM → ΣM is a Clifford-antilinear involu-
tion that it comes equipped with and ∇ is induced by the Levi-Civita connection of
(M, g). These ∇-parallel spinors (which are also known under the name imaginary W -
Killing spinor) come in two flavors, depending on whether their Lorentzian Dirac current
Vφ = uφe0 − Uφ ∈ Γ(TM ⊕Re0) (cf. Definition 4.4.2) is timelike or lightlike. Especially
the lightlike ones have attracted attention, since they play an important role in the study
of Lorentzian special holonomy [BLL16].

In the proof of Theorem 4.1.2, one main step will be to show existence of a non-trivial ∇-
parallel spinor. As it turns out, non-emptiness of the boundary helps since a boundary
condition forces the spinor to be lightlike. From there, the other conclusions will be
deduced by considering the foliation defined by Uφ. Since this intermediate result might
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4. Initial data rigidity via Dirac-Witten operators

be of interest in the future, we formulate it more explicitly.

Addendum 4.1.3. Under the assumptions of Theorem 4.1.2, the initial data set (g, k)
onM carries a lightlike∇-parallel spinor φ. The foliation (Ft)t∈[0,`] in Theorem 4.1.2 may
be constructed in such a way that the Riemannian Dirac current Uφ of φ is orthogonal1
to the leaves Ft.

One might ask whether even more rigidity can be deduced, similarly as in Corollary 4.1.1
where the metric stays the same on all leaves. There is only little room for this, since
Bernd Ammann, Klaus Kröncke and Olaf Müller gave a method for constructing lightlike
∇-parallel spinors on cylindersM× [0, L] in [AKM21] providing many examples of initial
data sets as in Theorem 4.1.2. Namely, from a Ricci-flat metric γ0 on M with a parallel
spinor φ0 6≡ 0, a smooth curve ([γ̃t])t∈[0,L] in the moduli space of Ricci-flat metrics on M
starting at [γ̃0] = [γ0] and a smooth function f : [0, L]→ R they construct an initial data
set (g, k) = (γt + dt2, 1

2
∂
∂tγt + f(t)dt2) and a lightlike ∇-parallel spinor φ on M × [0, L]

such that [γt] = [γ̃t] for all t ∈ [0, L], φ|M×{0} = φ0 and Uφ is orthogonal to the canonical
leaves. There is one point, where more rigidity could be hidden: All these cylinders
feature that |φ|2 = |Uφ|g is constant along the leaves; this norm is given in terms of |φ0|
and f . To the moment it is not known whether or not this leafwise constancy always
holds.

We conclude our discussion with a rather general rigidity statement for Riemannian
bands, which essentially follows from Theorem 4.1.2. Though its assumptions might
seem rather technical, they nicely fit into the context of warped products.

Example 4.1.4. Consider a warped product (M̃, g̃) = (N × [0, L], w(s)2γ̃ + ds2) for a
Riemannian manifold (N, γ̃) and a warping function w : [0, L]→ R. Setting h = w′

w , its
scalar curvature is given by scalg̃ = (w◦s)−2 scalγ̃ −n(n−1)(h◦s)2−2(n−1)h′◦s, where
s denotes the canonical projection on the [0, L]-factor. Moreover, the mean curvature of
the leaf N ×{s} with respect to the unit normal ∂

∂s is given by H g̃ = −h(s). Let us now
assume that the scalar curvature of (N, γ̃) is non-negative, the warping function is log-
concave, i. e. d2

ds2 log(w) = h′ ≤ 0, and there exists a 1-Lipschitz map Φ̃ : (M, g)→ (M̃, g̃)
sending ∂+M toN×{0} and ∂−M toN×{L} such that scalg ≥ scalg̃ ◦Φ̃ andHg ≥ H g̃◦Φ̃
(along ∂M). Then h and s ◦ Φ̃ : M → [0, L] satisfy the assumptions of Theorem 4.1.5.

With this example in mind, Theorem 4.1.5 may thus be read as a comparison result.

Theorem 4.1.5. Let (M, g) be a compact connected Riemannian spin manifold of di-
mension n with boundary ∂M = ∂+M ∪̇ ∂−M . Suppose h : [0, L] → R is a smooth

1Actually, pointing in the direction of −ν̃.
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function with h′ ≤ 0 and s : M → [0, L] is a smooth map with s(∂+M) = {0} and
s(∂−M) = {L} and such that |ds|g ≤ 1. Assume that

• the scalar curvature of g is bounded below by scalg ≥ −n(n−1)(h◦s)2−2(n−1)h′◦s,

• the mean curvature of the boundary with respect to the inward-pointing unit normal
ν is bounded below by Hg ≥ −h(0) on ∂+M and Hg ≥ h(L) on ∂−M , and

• the Â-genus of ∂−M is non-zero: Â(∂−M) 6= 0.

Then there is an isometry Φ: (∂−M × [0, `], v(t)2γ + dt2) → (M, g) with Φ(∂−M ×
{0}) = ∂+M and Φ(∂−M × {`}) = ∂−M , where v : [0, `] → R is a smooth function
and γ is a Ricci-flat metric on ∂−M admitting a non-trivial parallel spinor. More
precisely, the composition h ◦ s is constant along the leaves of the canonical foliation
and – reinterpreting h ◦ s as function [0, `]→ R – the warping function v is determined
(up to multiplication by a constant) by v′

v = h ◦ s. Moreover, ds = (Φ−1)∗dt wherever
h′ ◦ s 6= 0 and the inequalities for scalg and Hg are equalities.

Again, there is a symmetry interchanging ∂+M with ∂−M . This involves replacing s by
σ ◦ s and h by −h ◦ σ, where σ : [0, L] → [0, L] is the affine linear map switching the
boundaries. Furthermore, the assumption on s can be slightly weakened.

Remark 4.1.6. Theorem 4.1.5 still holds true when the condition |ds|g ≤ 1 is only
satisfied on the subset of M where h′ ◦ s 6= 0.

Comparable statements were already derived in articles by Cecchini and Zeidler [CZ24]
and Räde [Räd23]. The theorem of Cecchini and Zeidler [CZ24, Thm. 8.3 (cf. also
Thms. 9.1 and 10.2)] is also derived using spinor techniques. It is more general in the
sense that it also allows for non-trivial twist bundles E →M with the consequence that
the index obstruction can be relaxed to 0 6= Â(∂−M,E) =

∫
∂−M

Â(T∂−M)∧ ch(E|∂−M ).
On the other hand, it is more restrictive as it requires the strict inequality h′ < 0. In
this case, the band width distg(∂+M,∂−M) plays a crucial role as the function s needs to
be 1-Lipschitz. Since a priori there does not need to exist a smooth 1-Lipschitz function
s realizing the width, meaning L = distg(∂+M,∂−M), it is also interesting to allow
for non-smooth Lipschitz functions in the case h′ < 0. Cecchini and Zeidler’s article
contains some arguments for this.

As already mentioned above, in Räde’s work the Â- and the spin condition are replaced
by conditions needed for a µ-bubble argument to work. His main theorem captures both
the case h′ < 0 and the case h′ ≡ 0, but only in the latter case he is able to derive a
rigidity statement comparable to Theorem 4.1.5.
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Although the general case h′ ≤ 0 seems to be new, the main applications of Theorem 4.1.5
are the ones, where h is such that the lower scalar curvature bound is a constant. Then
h is subject to an ordinary differential equation and either h′ < 0 or h′ ≡ 0. These
functions and the associated corollaries are discussed in [Räd23, Sec. 2.A]. We restrict
our attention just to the cases h ≡ 0, which yields Corollary 4.1.1, and h ≡ −1 yielding
Corollary 4.1.7 below, where our theorem supersedes the result of Cecchini and Zeidler.
(Setting h ≡ 1 yields the statement of Corollary 4.1.7 with interchanged boundary pieces
and Theorem F with ε = 1.) Notice that a statement analogous to Corollaries 4.1.1
and 4.1.7 is also contained in the article by Eichmair, Galloway and Mendes [EGM21,
Cor. 1.4].

Corollary 4.1.7 (Theorem F with ε = −1). Let (M, g) be a compact connected Rie-
mannian spin manifold with boundary ∂M = ∂+M ∪̇ ∂−M of dimension n. Assume
that

• the scalar curvature is bounded below by scalg ≥ −n(n− 1),

• the mean curvature of the boundary with respect to the inward-pointing unit normal
is bounded below by Hg ≥ 1 on ∂+M and Hg ≥ −1 on ∂−M , and

• the Â-genus of ∂−M is non-zero: Â(∂−M) 6= 0.

Then (M, g) is isometric to (∂−M × [0, `], e−2tγ + dt2) (with ∂+M corresponding to
∂−M × {0}) for a Ricci-flat metric γ on ∂−M admitting a non-trivial parallel spinor.

Let us finally discuss the strategy of the proof of Theorem 4.1.2 and the structure of
this chapter. The main tool we are going to use is the Dirac-Witten operator D, which
lives on the hypersurface spinor bundle ΣM → M mentioned above. This bundle is
best explained if M is assumed to sit as a spacelike hypersurface in a time-oriented
Lorentzian spin manifold (M, g). In this case, ΣM → M is just the restriction to
M of a spinor bundle on M . In particular, it carries an involution e0· induced by
Clifford multiplication with the future unit normal on M and a connection ∇ induced
by the Levi-Civita connection of (M, g). In Section 4.2, we discuss how to construct
this bundle and its additional structures intrinsically, from the initial data set (g, k) and
a spin structure on M alone. The Dirac-Witten operator D is the Dirac operator of
ΣM with respect to its connection ∇. The hypersurface spinor bundle also carries a
connection ∇ induced from the Levi-Civita connection of (M, g) and there is a Dirac
operator D associated to it. As it turns out, they are related via D = D − 1

2 trg(k)e0·.
This means that D is a Callias operator in the sense of Cecchini and Zeidler. Putting
chirality boundary conditions ν̃ · φ = −e0 · φ on the sections of ΣM → M , we are able
to invoke their analytical results. This is done in Section 4.3. As a result, we obtain
existence of non-trivial Dirac-Witten harmonic spinors φ subject to chirality boundary
conditions if Â(∂−M) 6= 0. These spinors are then further studied in Section 4.4 using
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an integrated version of the Schrödinger-Lichnerowicz formula D2 = ∇∗∇+ 1
2(ρ−e0 ·j]·).

If the dominant energy condition holds and the inequalities for θ+ are satisfied along
∂M , we are able to conclude that φ is a lightlike ∇-parallel spinor. We continue by
studying the foliation defined by its Riemannian Dirac current Uφ. Doing so, we prove
the main theorems – up to the observation that this foliation is actually of cylindrical
type ∂−M × [0, `]. The remaining piece is provided in Section 4.5, where we look at the
flow of − Uφ

|Uφ|2g
in more detail.

4.2. Spinor bundles on hypersurfaces

This section is devoted to the study of spinor bundles on hypersurfaces. This is to be
understood in a two-fold manner: First, we are interested in the situation where M
is an n-dimensional spacelike hypersurface of a time-oriented Lorentzian manifold M .
Second, we assume that M has boundary ∂M and restrict the spinor bundle further to
∂M .

The first step is known under the name hypersurface spinor bundle, cf. [HZ03; AG23].
The construction is the following: Given a complex, say, representation Cln,1 → End(W )
and a spin structure PSpin(n)M → M of the Riemannian spin n-manifold (M, g), we
form the hypersurface spinor bundle ΣM → M by associating W to PSpin(n)M via the
restricted representation Spin(n) ↪→ Cln ↪→ Cln,1 → End(W ). To justify the name, we
assume that (M, g) is a spacelike hypersurface (with induced metric) of a space- and
time-oriented Lorentzian manifold (M, g). We moreover assume that M is spin (which
can be assured by restricting to a small neighborhood of M) and the spin structure
PSpin0(n,1)M →M restricts to the one of M in the sense that

PSpin(n)M PSpin0(n,1)M |M

PSO(n)M PSO0(n,1)M |M

(e1, . . . , en) (e0, e1, . . . , en)

(4.1)

is a pullback, where e0 denotes the future unit normal of M in (M, g). Then the spinor
bundle ΣM → M associated to the representation Cln,1 → End(W ) restricts to the
hypersurface spinor bundle on M , meaning that the canonical map yields a bundle
isomorphism ΣM ∼= ΣM |M .

The hypersurface spinor bundle can be equipped with additional structures. First of
all, it comes with a Clifford multiplication TM |M ⊗ ΣM → ΣM . For our purposes,
it is more convenient to view it as a Clifford multiplication by vectors of TM and an
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involution e0· : ΣM → ΣM that anti-commutes with the TM -Clifford multiplication.
Secondly, if W admits a Z/2Z-grading and the representation Cln,1 → End(W ) is a
graded representation, then ΣM carries a Z/2Z-grading with respect to which the Clif-
ford multiplication and the involution e0· are odd. Thirdly, W can be endowed with
a (positive definite) scalar product that is invariant under multiplication by the stan-
dard basis vectors E0, E1, . . . , En ∈ Rn,1 ⊆ Cln,1. Such a scalar product can always
be constructed by an averaging procedure. It can also be made compatible with the
Z/2Z-grading if W carries one. Such a scalar product on W induces a fiberwise scalar
product on ΣM such that the Clifford multiplication by vectors in TM is skew-adjoint,
the involution e0· is self-adjoint and the Z/2Z-grading is orthogonal.

The last structure we want to consider is the one of a connection. There are two canonical
choices. The Levi-Civita connection of (M, g) gives rise to a connection ∇ on PSpin(n)M

and hence on ΣM . On the other hand, the Levi-Civita connection of (M, g) induces
a connection ∇ on ΣM and thus also on ΣM . On tangent bundles the Levi-Civita
connections of (M, g) and the hypersurface M differ by the second fundamental form k:

∇XY = ∇XY + k(X,Y ) e0 (4.2)
for all X,Y ∈ Γ(TM). It follows that a similar relation also holds for the connections
on ΣM :

∇Xφ = ∇Xφ+ 1
2k(X, - )] · e0 · φ (4.3)

for all X ∈ Γ(TM) and φ ∈ Γ(ΣM). This formula allows to define the connection ∇
even in the case whenM is not embedded as a hypersurface. It is only necessary to have
a metric g and a symmetric 2-tensor k playing the role of the second fundamental form.
Pairs (g, k) of this kind are known as initial data sets on M . From the way it is defined,
it is clear that grading, Clifford multiplication, the involution e0· and scalar product are
parallel with respect to ∇. Compatibility formulae for ∇ may be derived using (4.3).

Setup 4.2.1. Given an initial data set (g, k) on a spin manifold M , we form a hyper-
surface spinor bundle ΣM → M with the structures of a TM -Clifford multiplication,
an involution e0·, a (positive definite) scalar product and a connection ∇. They satisfy
the compatibility conditions described in the previous two paragraphs. When forming a
Z/2Z-graded hypersurface spinor bundle, we also require the grading to be compatible
with the other structures in the above-described sense.

For step two, let M furthermore have boundary ∂M . The inward-pointing unit nor-
mal along ∂M will be denoted by ν. The hypersurface spinor bundle restricts to
ΣM|∂M → ∂M , to which we refer as boundary hypersurface spinor bundle. It may,
similarly as explained above, also be defined on ∂M intrinsically. From that perspec-
tive the TM|∂M -Clifford multiplication can be seen as a T (∂M)-Clifford multiplication
together with a homomorphism ν· anti-commuting with this Clifford multiplication and
squaring to −1.
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The boundary hypersurface spinor bundle carries even more connections of interest. Of
course, the connections ∇ and ∇ restrict to ΣM|∂M → ∂M . Viewing the boundary
hypersurface spinor bundle as bundle associated to the induced spin structure on ∂M ,
we obtain the connection ∇∂ induced by the Levi-Civita connection of ∂M . We have

∇Xφ = ∇∂Xφ−
1
2(∇Xν) · ν · φ (4.4)

for all X ∈ Γ(T (∂M)) and φ ∈ Γ(ΣM|∂M ).

There is another, less obvious choice. For this, we observe that every metric connection
on TM |∂M gives rise to a connection on PSpin0(n,1)M |∂M and thus on the boundary
hypersurface spinor bundle. In this way the Levi-Civita connection of (M, g) induces
∇. Equipping TM |∂M = TM|∂M ⊕ Re0 with sum of the Levi-Civita connection of
(M, g) and the trivial connection we obtain ∇. The connection ∇∂ arises when we
put on TM |∂M = T (∂M) ⊕ Rν ⊕ Re0 the sum of the Levi-Civita connection of ∂M
with the trivial connection on the other summands. Now, instead, let us take on the
normal bundle N(∂M) = Rν ⊕Re0 the connection induced by ∇, i. e. πnor(∇Xn) with
X ∈ Γ(T (∂M)), n ∈ Γ(N(∂M)) and πnor : TM |∂M → N(∂M) the orthogonal projection.
We obtain a connection on the boundary hypersurface spinor bundle, which we denote
by ∇∂ .

As before, there is a simple comparison formula with (one of) the other connections.
This time, we provide a proof, which should also serve as a blueprint for the other
claims made.

Lemma 4.2.2. The connection ∇∂ satisfies

∇Xφ = ∇∂Xφ+ 1
2(∇X(ν · e0·)) ν · e0 · φ

= ∇∂Xφ+ 1
2(∇Xν) · e0 · ν · e0 · φ+ 1

2ν · (∇Xe0) · ν · e0 · φ

for all X ∈ Γ(T (∂M)) and φ ∈ Γ(ΣM|∂M ).

Proof. Abusing notation, we also denote the corresponding connections on TM |∂M by
∇ and ∇∂ , respectively. Their difference defines a tensor A := ∇−∇∂ ∈ Γ(T ∗(∂M) ⊗
so(TM, g)|∂M ). Looking at tangential and normal parts separately, it computes to
AX(Y ) = πnor(∇Xπtan(Y )) + πtan(∇Xπnor(Y )).

Now observe that TM |∂M is associated to PSpin0(n,1)M |∂M via the standard representa-
tion χ : Spin0(n, 1) −→ SO0(n, 1) ⊆ End(Rn,1). If Ã ∈ Ω1(PSpin0(n,1)M |∂M , spin(n, 1))
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denotes the difference of the connection 1-forms of the connections ∇ and ∇∂ on the
spin principal bundle, then A may be expressed as

AX(Y ) = [ε, dχ(Ã ◦ dε(X)) y],

where Y = [ε, y] ∈ TpM and ε is a local section of PSpin0(n,1)M |∂M around p (cf. [Bau14,
(3.11)]). Similarly, the difference term that we aim for is given by

(∇X −∇
∂
X)φ = [ε, dρ(Ã ◦ dε(X)) Φ],

where φ = [ε,Φ], ε is as above and ρ : Cln,1 → End(W ) denotes the Clifford multiplica-
tion action.

Around some p ∈ ∂M , fix a local orthonormal frame (e0, ν, e2, . . . , en) which admits a lift
ε. Denoting the standard basis ofRn,1 by E0, E1, . . . , En, we obtain dχ(Ã◦dε(X))(Ei) =∑
j sjg(ej , AX(ei))Ej with e1 = ν and sj = g(ej , ej) ∈ {±1}. Using that the isomorphism

dχ is given by EiEj 7→ 2Ej〈Ei,−〉 − 2Ei〈Ej ,−〉, we obtain

Ã ◦ dε(X) = 1
2
∑
i<j

sisjg(ej , AX(ei))EiEj .

Thus, remains to compute

(∇X −∇
∂
X)φ = 1

2
∑
i<j

sisjg(ej , AX(ei)) ei · ej · φ

= 1
2

n∑
j=2
−g(ej ,∇Xe0) e0 · ej · φ+ 1

2

n∑
j=2

g(ej ,∇Xν) ν · ej · φ

= −1
2e0 · (∇Xe0) · φ+ 1

2g(ν,∇Xe0) e0 · ν · φ

+ 1
2ν · (∇Xν) · φ+ 1

2g(e0,∇Xν) ν · e0 · φ

= 1
2(∇Xe0) · e0 · φ− g(ν,∇Xe0) ν · e0 · φ−

1
2(∇Xν) · ν · φ

= 1
2ν · (∇Xe0) · ν · e0 · φ+ 1

2(∇Xν) · e0 · ν · e0 · φ.

Remark 4.2.3. The expression X 7→ ∇Xe0 defines a section of the endomorphism
bundle of TM since g(∇Xe0, e0) = 1

2∂Xg(e0, e0) = 0 for any X ∈ TM . Moreover,
we have g(∇Xe0, Y ) = −g(e0,∇XY ) = k(X,Y ) for all X,Y ∈ Γ(TM), so it is the
endomorphism associated to k via g. In particular, it only depends on the initial data
set (g, k) and the expression also makes sense when the surrounding Lorentzian manifold
(M, g) is not at hand.
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4.3. Dirac-Witten operators as Callias operators

In this section, we introduce the main player – the Dirac-Witten operator – and study
its analytic properties. As ot turns out, the Dirac-Witten operator is a Callias operator,
i. e. of the form Dirac operator plus potential. The analytic framework will be borrowed
from Cecchini and Zeidler [CZ24], who studied this kind of operators.

The general setup for this section is the following. We consider a compact spin manifold
M with potentially empty boundary ∂M = ∂+M ∪̇ ∂−M . We endow M with an initial
data set (g, k) and denote by ΣM a hypersurface spinor bundle on M as in Setup 4.2.1.
As explained in the last section, this carries a connection ∇Xφ = ∇Xφ− 1

2e0 ·k(X, - )] ·φ
associated to (g, k). Furthermore, let ν̃ be the unit normal on ∂M that is inward-pointing
along ∂+M and outward-pointing along ∂−M . The function s will be defined to be +1
on ∂+M and −1 on ∂−M , so that ν := sν̃ is inward-pointing on all of ∂M .

Definition 4.3.1. The Dirac-Witten operator D : Γ(ΣM) → Γ(ΣM) of a hypersurface
spinor bundle ΣM →M is defined by the local formula

D =
n∑
i=1

ei · ∇ei

where e1, . . . , en is a local g-orthonormal frame.

A straightforward calculation shows

D = D − 1
2 trg(k) e0·,

where the Dirac operator D = ∑n
i=1 ei · ∇ei is defined with respect to the connection

∇. Hence, the Dirac-Witten operator is the sum of a Dirac operator and a potential –
a Callias operator.

One of the most important properties of the Dirac-Witten operator is that it satis-
fies the following Schrödinger-Lichnerowicz type formula (Proposition 1.3.5, cf. [Wit81;
PT82]):

D
2 = ∇∗∇+ 1

2(ρ− e0 · j]·),

where energy density ρ and momentum density j are defined by

ρ = 1
2(scalg + trg(k)2 − |k|2g)

j = divg(k)− d trg(k),

respectively. We will study an integrated form of this identity. For the boundary terms
appearing, we use the following definitions:
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Definition 4.3.2. The boundary chirality operator X : ΣM|∂M → ΣM|∂M of the hyper-
surface spinor bundle is defined by X = ν̃ · e0· = sν · e0·. The boundary Dirac-Witten
operator A : Γ(ΣM|∂M )→ Γ(ΣM|∂M ) is defined via the local formula

A =
n∑
i=2

ei · ν · ∇
∂
ei ,

where ν, e2, . . . , en is a local g-orthonormal frame.

It is immediate that X is a self-adjoint involution. We shall need the following properties
of A.

Lemma 4.3.3. The boundary Dirac-Witten operator anti-commutes with the boundary
chirality operator.

Proof. We first observe that 0 = ∇ 1ΣM|∂M = ∇(X 2) = X∇X + (∇X )X . For any
φ ∈ Γ(ΣM|∂M ) we hence get

∇∂(Xφ) = ∇(Xφ)− 1
2(∇X )X Xφ

= ∇(X )φ+ X∇φ− 1
2(∇X )X 2φ

= X∇φ+ 1
2(∇X )X 2φ

= X∇φ− 1
2X (∇X )Xφ

= X∇∂φ

using Lemma 4.2.2. Together with ν · X = −Xν· and ei · X = X ei· for ei ⊥ ν, we obtain
AXφ = ∑n

i=2 ei · ν · ∇
∂
ei(Xφ) = ∑n

i=2 ei · ν · X∇
∂
eiφ = −XAφ.

Lemma 4.3.4. For φ ∈ Γ(ΣM), we have

Aφ|∂M = −ν · (Dφ)|∂M −∇νφ+ 1
2s
(
tr∂M (−∇ν̃)− tr∂M (∇e0)X

)
φ|∂M .

Proof. The necessary calculation is straightforward, using Lemma 4.2.2 when passing
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from the first to the second line:

Aφ|∂M =
n∑
i=2

ei · ν · ∇
∂
eiφ|∂M

= −ν ·
n∑
i=2

ei · ∇eiφ|∂M + 1
2ν ·

n∑
i=2

ei · (∇eiX )Xφ|∂M

= −ν · (Dφ)|∂M + ν · ν · ∇νφ

+ 1
2

n∑
i=2

sν̃ · ei · (∇ei ν̃) · e0 · Xφ|∂M + 1
2

n∑
i=2

sν̃ · ei · ν̃ · (∇eie0) · Xφ|∂M

= −ν · (Dφ)|∂M −∇νφ+ 1
2s tr∂M (−∇ν̃) ν̃ · e0 · Xφ|∂M −

1
2s tr∂M (∇e0)Xφ|∂M

= −ν · (Dφ)|∂M −∇νφ+ 1
2s
(
tr∂M (−∇ν̃)− tr∂M (∇e0)X

)
φ|∂M .

Now, we are ready to state and prove the integrated version of the Schrödinger-Lichne-
rowicz formula for D.

Proposition 4.3.5. For φ ∈ Γ(ΣM), the following holds:

‖Dφ‖2L2(M) = ‖∇φ‖2L2(M) +
(
φ,

1
2(ρ− e0 · j]·)φ

)
L2(M)

+
(
φ|∂M ,−Aφ|∂M + 1

2s
(
tr∂M (−∇ν̃)− tr∂M (∇e0)X

)
φ|∂M

)
L2(∂M)

.

Proof. The formula follows from taking together four formulae. Firstly, there is a partial
integration formula for D. This follows from the well-known one for D, keeping in mind
that the difference term D −D is a self-adjoint section in Γ(End(ΣM)):

(Dφ,ψ)L2(M) − (φ,Dψ)L2(M) = (Dφ,ψ)L2(M) − (φ,Dψ)L2(M)

= (φ|∂M , ν · ψ|∂M )L2(∂M)

for all φ, ψ ∈ Γ(ΣM). Secondly, the partial integration formula for ∇ following from the
one for ∇:

(∇φ,Ψ)L2(M) − (φ,∇∗Ψ)L2(M) = (∇φ,Ψ)L2(M) − (φ,∇∗Ψ)L2(M)

= −(φ|∂M ,Ψ(ν))L2(∂M)

for all φ ∈ Γ(ΣM), Ψ ∈ Γ(T ∗M ⊗ ΣM). Thirdly, there is the Schrödinger-Lichnerowicz
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formula (1.6). Together, we get:

‖Dφ‖2L2(M) = (φ,D2
φ)L2(M) + (φ|∂M , ν · (Dφ)|∂M )L2(∂M)

= (φ,∇∗∇φ)L2(M) +
(
φ,

1
2(ρ− e0 · j]·)φ

)
L2(M)

+ (φ|∂M , ν · (Dφ)|∂M )L2(∂M)

= ‖∇φ‖2L2(M) +
(
φ,

1
2(ρ− e0 · j]·)φ

)
L2(M)

+
(
φ|∂M , ν · (Dφ)|∂M +∇νφ

)
L2(∂M)

.

Now the claim follows from the formula of Lemma 4.3.4.

We now consider the Dirac-Witten operator with chirality boundary conditions, i. e. the
Dirac-Witten operator defined on sections φ ∈ Γ(ΣM) with Xφ|∂M = φ|∂M . This fits into
the framework of chirality boundary conditions discussed in (cf. [BB16, Ex. 4.20]). To
see this, we first note that A is an adapted boundary operator for D, i. e. their respective
principal symbols σA and σD satisfy σA(ξ) = ξ] · ν· = −ν · ξ]· = σD(ν[)−1 ◦ σD(ξ) for
all ξ ∈ T ∗∂M . Now it just remains to observe that X is a self-adjoint involution that
anti-commutes with A. In general, chirality boundary conditions are elliptic in the sense
of Bär and Ballmann. Moreover, the chirality boundary condition considered here is also
self-adjoint. This follows from the fact that X anti-commutes with ν· = σD(ν[).

From now on, we assume that the hypersurface spinor bundle ΣM →M is Z/2Z-graded
as in Setup 4.2.1. We recall that it carries a scalar product, a metric connection ∇
and a skew-adjoint, ∇-parallel TM -Clifford multiplication such that the Z/2Z-grading
is orthogonal, parallel and the Clifford multiplication is odd – this is what Cecchini and
Zeidler call a Z/2Z-graded Dirac bundle overM (cf. [CZ24, Def. 2.1]). Furthermore, they
call a Z/2Z-graded Dirac bundle over M a relative Dirac bundle with support K if it is
endowed with an odd, self-adjoint and parallel involution σ ∈ Γ(M \K,End(ΣM)) that
anti-commutes with the TM -Clifford multiplication and admits a smooth extension to
a bundle map on an open neighborhood of M \K ([CZ24, Def. 2.2]). Hence, e0· equips
ΣM with the structure of a relative Dirac bundle with empty support. The formula
D = D− 1

2 trg(k)e0· shows that the Dirac-Witten operator is the Callias operator ([CZ24,
eq. (3.1)]) of this relative Dirac bundle associated to the potential −1

2 trg(k), which has
also been observed by Chai and Wan [CW22]. Here, the Dirac-Witten operator will be
viewed as bounded operator

DX : H1
X (ΣM)→ L2(ΣM),

where H1
X (ΣM) is the closure of {φ ∈ Γ(ΣM) | Xφ|∂M = φ|∂M} with respect to the H1-

Sobolev norm. The analytic results from [CZ24, Sec. 3] give the following proposition.
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Proposition 4.3.6 ([CZ24, Thm. 3.4]). The Dirac-Witten operator with chirality bound-
ary conditions defines a Fredholm operator DX : H1

X (ΣM) → L2(ΣM), which is self-
adjoint when considered as unbounded operator L2(ΣM) ⊇ H1

X (ΣM)→ L2(ΣM).

Since M is compact and by homotopy invariance of the index, we expect its index to
be independent of (g, k). In fact, it can be expressed by a topological formula that
we discuss in the case of the “classical” hypersurface spinor bundle. If n is even, then
i
n+2

2 ιe0 ·e1 · . . . en·, where ι is the Z/2Z-grading operator, defines an additional symmetry
of any Z/2Z-graded hypersurface spinor bundle ΣM forcing the Fredholm index to be
zero. We can thus restrict our attention to the odd-dimensional case. In this case
there is a unique irreducible representation of Cln,1. It can be endowed with the Z/2Z-
grading induced by the volume form. The classical hypersurface spinor bundle is the
Z/2Z-graded hypersurface spinor bundle associated to this representation.

Remark 4.3.7. Let us denote by ΣM = Σ+
M⊕Σ−M the decomposition of the classical

hypersurface spinor bundle given by the Z/2Z-grading for n odd. Then we can identify
Σ−M

∼=→ Σ+
M via ie0·. The involution e0· then corresponds to the matrix(

0 −i
i 0

)
.

The Clifford multiplication by X gets identified with(
0 ie0 ·X·

ie0 ·X· 0

)
.

The operators ie0 ·X· define a Clifford multiplication on Σ+
M . In fact, Σ+

M → M is
associated to a Cln-representation obtained by suitably restricting the irreducible Cln,1-
representation. For dimension reasons, this Cln-representation is irreducible, so Σ+

M
is associated to one of the two irreducible representations of Cln. In the description of
the classical hypersurface spinor bundle, we had been vague about what we mean by the
volume element, which determines the decomposition ΣM = Σ+

M⊕Σ−M . We choose it
in such a way that Σ+

M →M becomes isomorphic to the classical spinor bundle on M
considered in [CZ24, Ex. 2.6], which appears to be characterized by in+1

2 e1 ·. . . en· = 1 for
any positively oriented orthonormal frame e1, . . . , en. So the volume element we take is
i
n+1

2 ie0 ·e1 · . . . ie0 ·en = i
n+1

2 +1e0 ·e1 · . . . en. We observe that then ΣM →M recovers the
(untwisted) relative Dirac bundle of the cited example. Note that while the construction
by Cecchini and Zeidler appears rather ad-hoc, the hypersurface spinor bundle has a
geometric meaning. In particular, the involution (called σ there) now naturally arises
as Clifford multiplication with the unit normal.

Now we are ready to state the index theorem for the Dirac-Witten operator. Note
that the formula is specific for the classical hypersurface spinor bundle. As a conse-
quence, we obtain a criterion for the existence of non-trivial elements in the kernel of
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the Dirac-Witten operator, which also holds independently of the chosen hypersurface
spinor bundle (and even when it is not Z/2Z-graded).

Theorem 4.3.8 (Callias Index Theorem, [CZ24, Cor. 3.10]). The index of the operator
DX : H1

X (ΣM)→ L2(ΣM) is given by ind(DX ) = Â(∂−M).

Corollary 4.3.9. Assume that Â(∂−M) 6= 0. Then there are non-trivial smooth Dirac-
Witten harmonic spinors subject to the chirality boundary condition, i. e. φ ∈ Γ(ΣM)\{0}
with Dφ = 0 and Xφ|∂M = φ|∂M .

4.4. The kernel of Dirac-Witten operators

In this section, we investigate some consequences of non-zero kernel of the Dirac-Witten
operator on a compact spin manifold with boundary. To a large extent this discussion
is similar to the closed case that was treated in [AG23].

The general setup for this section is the following. We consider an initial data set (g, k)
on a compact spin manifold M with boundary ∂M = ∂+M ∪̇ ∂−M . We denote by ν̃
the unit normal on ∂M that is inward-pointing along ∂+M and outward-pointing along
∂−M . The function s will be defined to be +1 on ∂+M and −1 on ∂−M . Furthermore,
we consider a hypersurface spinor bundle ΣM on M with its connection ∇Xφ = ∇Xφ−
1
2e0 · k(X, - )] · φ associated to (g, k) (cf. Setup 4.2.1). Its Dirac-Witten operator with
respect to chirality boundary conditions ν̃ · e0 · φ|∂M = φ|∂M will be denoted by DX .

Proposition 4.4.1. Let M be as above and (g, k) an initial data set on M . We assume
that it is subject to the dominant energy condition ρ ≥ |j|g and that the future outgoing
null expansion scalar θ+ = tr∂M (∇ν̃) + tr∂M (k) (with respect to ν̃) satisfies θ+ ≤ 0
on ∂+M and θ+ ≥ 0 on ∂−M . Then any φ ∈ ker(DX ) is ∇-parallel and satisfies
(ρe0− j]) ·φ = 0. If, moreover, M is connected and φ 6≡ 0, then φ is nowhere vanishing,
ρ = |j|g and θ+ = 0.

Proof. We consider the integrated Schrödinger-Lichnerowicz type formula from Propo-
sition 4.3.5

‖Dφ‖2L2(M) = ‖∇φ‖2L2(M) + 1
2
(
φ, (ρ− e0 · j]·)φ

)
L2(M)

+
(
φ|∂M ,−Aφ|∂M

)
L2(∂M)

+ 1
2
(
φ|∂M , s

(
tr∂M (−∇ν̃)− tr∂M (∇e0)X

)
φ|∂M

)
L2(∂M)

.
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As φ is subject to the boundary condition Xφ|∂M = φ|∂M and A anti-commutes with X ,
we have(

φ|∂M ,−Aφ|∂M
)
L2(∂M)

=
(
φ|∂M ,−AXφ|∂M

)
L2(∂M)

=
(
φ|∂M ,XAφ|∂M

)
L2(∂M)

=
(
Xφ|∂M , Aφ|∂M

)
L2(∂M)

=
(
φ|∂M , Aφ|∂M

)
L2(∂M)

and hence the third summand on the right is zero. Recalling in addition that θ+ =
tr∂M (∇ν̃) + tr∂M (∇e0) (cf. Remark 4.2.3), the formula simplifies to

‖Dφ‖2L2(M) = ‖∇φ‖2L2(M) + 1
2
(
φ, (ρ− e0 · j]·)φ

)
L2(M)

+ 1
2
(
φ|∂M ,−sθ+φ|∂M

)
L2(∂M)

.

Clearly, the first term is always non-negative, the second one is non-negative if the
dominant energy condition holds and the third term is non-negative by our assumptions
as well. Hence, all these terms must be zero if Dφ = 0, in particular ∇φ = 0. It then
follows from the Schrödinger-Lichnerowicz formula that (ρ−e0 ·j]·)φ = D

2
φ−∇∗∇φ = 0.

IfM is connected and φ 6≡ 0, then∇-parallelism of φ implies that φ is nowhere vanishing.
Then we get ρ = |j|g and θ+ = 0 since the two latter terms in the equation above are
zero and ρ ≥ |j|g and −sθ+ ≥ 0, respectively.

Even more can be deduced by looking at the Dirac current of φ. To define it, we use the
Lorentzian metric g on TM⊕Re0 (cf. Definition 1.3.1) defined by g(U+ue0, U

′+u′e0) =
g(U,U ′)− uu′ for all U,U ′ ∈ TpM , p ∈M and u, u′ ∈ R.

Definition 4.4.2. The (Lorentzian) Dirac current associated to φ ∈ ΣpM , p ∈ M , is
the vector Vφ ∈ TpM ⊕Re0 uniquely determined by the condition

g(Vφ, X) = −〈e0 ·X · φ, φ〉

for all X ∈ TpM ⊕Re0. Its Riemannian Dirac current Uφ ∈ TpM is defined by

g(Uφ, X) = 〈e0 ·X · φ, φ〉

for all X ∈ TpM .

Since g(Vφ, X) = g(−Uφ, X) for all X ∈ TM and g(Vφ, e0) = −〈e0 · e0 · φ, φ〉 = −|φ|2,
the Lorentzian Dirac current splits up as Vφ = uφe0 − Uφ with uφ = |φ|2. Thus Vφ
is zero if and only if φ = 0. Moreover, a short calculation (cf. Lemma 1.3.8) shows
|Vφ · φ|2 = −g(Vφ, Vφ)|φ|2. Hence if φ 6= 0, then Vφ is either future-timelike or future-
lightlike. In the latter case, additionally Vφ · φ = 0 holds.
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4. Initial data rigidity via Dirac-Witten operators

If φ ∈ Γ(ΣM) is ∇-parallel, then ∇Vφ = 0 or, equivalently,

∇XUφ = uφk(X, - )]

duφ(X) = k(Uφ, X)
(4.5)

for all X ∈ Γ(TM). In particular, whether Vφ is zero, timelike or lightlike will not change
on a connected component of M .

Definition 4.4.3. A ∇-parallel spinor φ ∈ Γ(ΣM) is called timelike or lightlike if Vφ is
timelike or lightlike on all of M , respectively.

Proposition 4.4.4. Let (g, k) be an initial data set on a compact connected spin ma-
nifold M with non-empty boundary ∂M = ∂+M ∪̇ ∂−M . As above, we consider the
unit normal ν̃ on ∂M that is inward-pointing along ∂+M and outward-pointing along
∂−M . Assume that φ is a non-zero ∇-parallel spinor on M subject to chirality boundary
conditions. Then φ is a lightlike ∇-parallel spinor. Its Riemannian Dirac current Uφ
satisfies j] = ρ

uφ
Uφ on all of M and ν̃ = − 1

uφ
Uφ on the boundary ∂M . Moreover, Uφ

is a non-vanishing vector field with dU [φ = 0. In particular, ker(U [φ) defines an involu-
tive distribution and hence a foliation of M by Frobenius’ theorem. The leaves may be
co-oriented by the unit normal ν̃ = − 1

uφ
Uφ, and then the future outgoing null second

fundamental form χ+ = ∇ν̃[ + k satisfies χ+ = 0, in particular the leaves are MOTS.
On the leaves, the restriction of φ

|φ| is parallel with respect to the Levi-Civita connection
of the induced metric. In particular, the induced metric on every leaf is Ricci-flat.

We use the following lemma.

Lemma 4.4.5. Assume V ∈ TpM ⊕ Re0 and φ ∈ ΣpM \ {0} is some spinor with
V · φ = 0. Then V is a scalar multiple of Vφ. If additionally V 6= 0, then Vφ is lightlike.

Proof. We have g(Vφ, Vφ) ≤ 0, g(V, V )φ = −V ·V ·φ = 0 and g(Vφ, V ) = −〈e0 ·V ·φ, φ〉 =
0. Hence, g|L×L is negative semi-definite for L = span(V, Vφ) ⊆ TpM ⊕ Re0. Since g
is a Lorentzian metric, the dimension of L can be at most one, yielding the first part.
If now V 6= 0, then L is a one-dimensional lightlike subspace and the rest of the claim
follows.

Proof of Proposition 4.4.4. On ∂M the boundary condition yields (e0 + ν̃) ·φ = 0. Using
the previous lemma and ∂M 6= ∅ we obtain that the ∇-parallel spinor φ is lightlike with
Vφ = uφ(e0 + ν̃) along the boundary. A further application of the lemma, this time to
(ρe0 − j]) · φ = e0 · (D

2
φ−∇∗∇φ) = 0, yields ρe0 − j] = ρ

uφ
Vφ.
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As Vφ is lightlike, |Uφ|g = uφ = |φ|2, so Uφ is nowhere vanishing. From ∇-parallelism of
Vφ (cf. (4.5)), we get

dU [φ(X,Y ) = ∂X(U [φ(Y ))− ∂Y (U [φ(X))− U [φ([X,Y ])
= g(∇XUφ, Y )− g(∇Y Uφ, X)
= uφk(X,Y )− uφk(Y,X) = 0

for all X,Y ∈ Γ(TM). The expression in the first line of this equation then helps to
conclude that ker(U [φ) is an involutive distribution of codimension one.

Let us now calculate χ+ of the leaves of the associated foliation, where the unit normal on
the leaves is given by ν̃ := − 1

uφ
Uφ. (On the boundary, this coincides with the previously

defined ν̃.) We have

∇X ν̃ = 1
u2
φ

duφ(X)Uφ −
1
uφ
∇XUφ

= 1
u2
φ

k(Uφ, X)Uφ − k(X, - )]

= −(k(X, - )] − k(X, ν̃)ν̃)

Thus χ+(X,Y ) = g(∇X ν̃, Y ) + k(X,Y ) = 0 for all X,Y tangential to the leaves of the
foliation.

Let now F be a leaf and X ∈ TF . The Levi-Civita connection of F induces on ΣM|F
the connection ∇FX = ∇X + 1

2∇X ν̃ · ν̃·, cf. (4.4). Thus, using ∇Xφ = 0 and (e0 + ν̃) ·φ =
1
uφ
Vφ · φ = 0, we obtain

∇FXφ = ∇Xφ+ 1
2∇X ν̃ · ν̃ · φ

= ∇Xφ−
1
2k(X, - )] · e0 · φ−

1
2
(
k(X, - )] − k(X, ν̃)ν̃

)
· ν̃ · φ

= −1
2k(X, ν̃)φ.

Hence,

∇FX
φ

|φ|
= ∇FX

(
u
− 1

2
φ φ

)
= −1

2u
− 3

2
φ duφ(X)φ− 1

2u
− 1

2
φ k(X, ν̃)φ

= 0

as desired.

117



4. Initial data rigidity via Dirac-Witten operators

In the next section, we will prove the following general fact about foliations. Although
its proof only uses elementary differentialgeometric methods, its setup of foliations on
manifolds with boundary is rather special and not covered by standard textbooks.

Theorem 4.4.6. Let M be a connected manifold with boundary ∂M = ∂+M ∪̇ ∂−M ,
where ∂+M and ∂−M are unions of components and ∂+M 6= ∅. Let U be a non-
vanishing vector field on M that is outward-pointing on ∂+M and inward-pointing on
∂−M . We assume that there exists a metric g on M such that U is orthogonal to the
boundary and its metric dual satisfies dU [ = 0. Then the flow of X = − U

|U |2g
defines a

diffeomorphism
Φ′ : ∂+M × [0, `]→M

for some ` > 0. Moreover, Φ′ maps the leaves of the foliation (∂+M × {t})t∈R precisely
to the leaves of the foliation defined by U [.

With this result at hand, we can prove the main theorems of this chapter.

Proof of Theorem 4.1.2 and Addendum 4.1.3. Since Â(∂−M) 6= 0, the dimension of
∂−M is even and the one of M is odd. Let ΣM → M be the irreducible hypersur-
face spinor bundle on M . It follows from the Callias index theorem (cf. Corollary 4.3.9)
that there is a spinor φ ∈ Γ(ΣM) \ {0} with Dφ = 0 and Xφ|∂M = φ|∂M for the initial
data set (g, k). From Proposition 4.4.1, we get that φ is a non-zero ∇-parallel spinor.

Now note that ∂+M 6= ∅, as otherwise ∂−M would be spin zero-bordant and Â(∂−M) =
0. We apply Proposition 4.4.4 to φ and obtain that φ is a lightlike ∇-parallel spinor and
its Riemannian Dirac current Uφ is nowhere vanishing, outward-pointing along ∂+M ,
inward-pointing along ∂−M and satisfies dU [φ = 0. Now Theorem 4.4.6 provides us with a
diffeomorphism Φ′ : ∂+M×[0, `]→M . Using the identification ∂+M ∼= Φ′(∂+M×{`}) =
∂−M , p 7→ Φ′(p, `), we obtain a diffeomorphism Φ: ∂−M × [0, `]→M and we claim that
this has all the desired properties.

By construction, (Φ(∂−M × {t}))t∈[0,`] coincides with the foliation defined by U [φ. This
directly shows the claim of the addendum and allows us to make use of the properties
derived in Proposition 4.4.4: Those are that each leaf satisfies χ+ = 0 with respect to the
unit normal ν̃ = − 1

uφ
Uφ, carries the parallel spinor φ

|φ| and is orthogonal to j] = −ρν̃.
This is all that was left to show for the theorem.

Proof of Theorem 4.1.5. We consider the initial data set (g,−(h ◦ s) · g) on M . For this
initial data set, we have

2ρ = scalg +n(n− 1)(h ◦ s)2 and
j = (n− 1)(h′ ◦ s)ds.
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4. Initial data rigidity via Dirac-Witten operators

Since

|j|g = (n− 1)|h′ ◦ s||ds|g ≤ −(n− 1)(h′ ◦ s),

the inequality for scalg implies the dominant energy condition ρ ≥ |j|g. Moreover,
keeping in mind that Hg is defined with respect to the inward-pointing unit normal ν,
we have

θ+ = tr∂+M (∇ν̃ + k) = (n− 1)(−Hg − h(0)) ≤ 0 on ∂+M and
θ+ = tr∂−M (∇ν̃ + k) = (n− 1) (Hg − h(L)) ≥ 0 on ∂−M.

Hence, the assumptions of Theorem 4.1.2 are satisfied for this initial data set.

We get a diffeomorphism Φ̃ : ∂−M × [0, ˜̀] inducing the foliation defined by U [φ for a
lightlike ∇-parallel spinor φ. If X is a vector tangential to the leaves, then duφ(X) =
k(Uφ, X) = −(h ◦ s)g(Uφ, X) = 0, so uφ is constant along the leaves. Hence, we can
reparameterize the second factor to obtain a diffeomorphism Φ: ∂−M × [0, `]→M such
that Φ∗( ∂∂t) = ν̃. Then Φ∗g = γt + dt2 for a family (γt)t∈[0,`] of metrics on ∂−M .

Theorem 4.1.2 provides us with more knowledge about the leaves Ft = Φ(∂−M × {t}).
First, j] = −ρν̃ shows that (n − 1)∂X(h ◦ s) = j(X) = 0 for all X ∈ TFt. Thus
h ◦ s is constant along the leaves and we may define (ht)t∈[0,`] by {ht} = (h ◦ s)(Ft) for
all t ∈ [0, `]. Moreover, since ρ = |j|g the inequalities used to establish the dominant
energy condition must be equalities. This yields the scalar curvature equality as well as
|ds|g = 1 whenever h′ ◦ s 6= 0. Since −j] and ν̃ point in the same direction, dt = Φ∗(ds)
holds where h′ ◦ s 6= 0.

Second, 0 = χ+(X,Y ) = γt(∇X ν̃, Y )− ht · γt(X,Y ) for all X,Y ∈ TFt implies

∂

∂t
γt = 2γt(∇ν̃, - ) = 2ht · γt.

The unique solution of this ordinary differential equation starting at γ0 = γ is given
by γt = v(t)2γ with v(t) = exp(

∫ t
0 hτdτ). Moreover, since χ+ = 0 implies θ+ = 0, the

inequalities for Hg along ∂M turn into equalities.

Third, the metrics on the leaves admit a non-trivial parallel spinor. In particular, this
applies to γ, which was left to show.

4.5. Identifying the product structure

This section is devoted to a proof of Theorem 4.4.6. Throughout, M will be a compact
manifold with boundary ∂M = ∂+M ∪̇ ∂−M , where ∂+M and ∂−M are unions of
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4. Initial data rigidity via Dirac-Witten operators

components. Moreover, we will assume that M is connected and that ∂+M 6= ∅. For a
manifold with boundary, as usual, notions such as diffeomorphism, foliation etc. should
always be understood in the sense that there exists a smooth extension along a small
collar neighborhood around the boundary. Notice that with this notion, the leaves of
the foliation of M are not necessarily homeomorphic: Even for two diffeomorphic leaves
of the collar-extended manifold, their portions lying inside M may be topologically
different.

Theorem 4.5.1. Let M be as above and X a smooth vector field that is transverse to
the boundary, inward-pointing on ∂+M and outward-pointing on ∂−M . We denote by

Φ: D →M,

the flow of X, defined on the maximal domain of definition D ⊆M×R. Then Φ restricts
to a diffeomorphism

Φ′ : D′ := (∂+M × [0,∞)) ∩ D →M ′.

onto an open subset M ′ ⊆ M , and the smooth function f := prR ◦ Φ′−1 : M ′ → R is
proper. Moreover, if the foliation (f−1(t))t∈R of M ′ extends to a foliation by hypersur-
faces of M such that X is transversal to its leaves, then M ′ = M .

Note that the additional condition of X being transversal to some foliation by hypersur-
faces forces the vector field X to be nowhere vanishing, which already rules out many
pathological examples. Yet X being nowhere vanishing is not sufficient for the full con-
clusion: Even in nice cases M ′ might not be all of M as the following example shows.

Example 4.5.2. ConsiderM = S1×[−`, `] with ∂+M = S1×{`} and ∂−M = S1×{−`}
and the vector field X(s, r) = ∂

∂s − r
2 ∂
∂r , s ∈ S1, r ∈ [−`, `]. In this case M ′ = S1× (0, `]

and f(s, r) = 1
r −

1
` . Since f is independent on s, the foliation (f−1(t))t∈R ofM ′ extends

to the canonical foliation of M . But note that X is not transversal to the leaf S1×{0}.

Proof. Let M̂ be the manifold (without boundary) that arises by adding collar neigh-
borhoods to M , X̂ a smooth extension of X to M̂ and Φ̂ : D̂ → M̂ be the flow of X̂
defined on the maximal domain of definition. Note that Φ is the restriction of Φ̂ to
Φ̂−1(M)∩ (M ×R). This uses that the vector field X is transversal to the boundary, so
that flow lines of X̂ cannot re-enter M .

We start by showing that Φ′, or rather Φ̂′ := Φ̂|D̂′ for D̂′ = (∂+M ×R) ∩ D̂, is a local
diffeomorphism. By definition, for x ∈ ∂+M , Y ∈ Tx∂+M and a ∈ R the differential of
Φ̂′ is given by dxΦ̂′(Y +a ∂∂t) = Y +aX. AsX is transversal to ∂+M , this differential is an
isomorphism and Φ̂′ is a local diffeomorphism on a neighborhood of ∂+M×{0} in D̂′. We
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now consider arbitrary points (x, t) ∈ D̂′. Using that, locally around (x, 0), Φ̂( - , t) is a
diffeomorphism (with inverse Φ̂( - ,−t)) and the factorization Φ̂′ = Φ̂( - , t)◦ Φ̂′ ◦((y, s) 7→
(y, s− t)), we conclude that Φ̂′ is also a local diffeomorphism around (x, t).

For the first part of the claim it is now sufficient to see that Φ̂′ is injective. Then Φ̂′ is
a diffeomorphism onto its image and Φ′ its restriction to D′. Suppose that Φ̂′(x, t) =
Φ̂′(y, s) and t ≤ s. Then x = Φ̂( - ,−t) ◦ Φ̂′(x, s) = Φ̂′(y, s− t). As X is inward-pointing
at x ∈ ∂+M , this implies s− t = 0 and x = Φ̂′(y, 0) = y.

We now show that the subsets f−1([a, b]) are compact for any real numbers a ≤ b.
Let (xi)i∈N be a sequence in f−1([a, b]) ⊆ M ′. As ∂+M × [a, b] is compact, we may
assume without loss of generality that (yi, ci) := (Φ′)−1(xi) −→ (y, c) for some (y, c) ∈
∂+M × [a, b]. We have to show that (y, c) ∈ D′. Then x = Φ(y, c) ∈ M ′ is the limit of
the sequence (xi)i∈N.

Suppose for contradiction that (y, c) 6∈ D. Let d be the maximal value so that (y, d) ∈ D.
SinceM is compact, this maximum exists. Furthermore, we may choose an ε > 0 smaller
than c−d such that (y, d+ε) ∈ D̂ with Φ̂(y, d+ε) ∈ M̂ \M . Thus d+ε ≤ ci for almost all
i ∈ N, so that (yi, d+ ε) ∈ D and Φ(yi, d+ ε) ∈M . But since M is compact, thus closed
in M̂ , we deduce from Φ̂(yi, d + ε) −→ Φ̂(y, d + ε) for i −→ ∞ that Φ̂(y, d + ε) ∈ M ,
contradiction.

For the last part, we show that M ′ is closed in M and invoke that M is connected. So
let x ∈ M ′. We may assume without loss of generality that x is in the interior of M :
If x ∈ ∂+M , there is nothing to show as x ∈ M ′ by definition, and if x ∈ ∂−M , we
may argue with Φ(x,−ε) ∈ M \ ∂M for a small ε > 0 instead as this will be in M ′ if
x is. By assumption, there is a co-dimension one foliation F of M that is transversal
to X and such that its leaves are level sets of f wherever f is defined. We may choose
a chart ψ : U → (−r, r)n−1 × (−δ, δ) of M around x so that the leaves of F correspond
to level sets of the last component. After potentially shrinking δ the image of the flow
line Φ(x, - ) : (a, b) → U through x crosses every level set. As x ∈ M ′, there is some
y ∈M ′ ∩U . We consider the level set (−r, r)n−1×{t} containing ψ(y). Within this set,
ψ(f−1({f(y)})∩U) = ψ(M ′∩U)∩ ((−r, r)n−1×{t}) is both open and closed, where the
latter follows from properness of f . Thus this whole level set is contained in ψ(M ′ ∩U).
In particular, a point in the flow line of x is contained in M ′. But then x ∈ M ′ by
definition.

Proof of Theorem 4.4.6. We invoke Theorem 4.5.1 for the vector field X = − U
|U |2g

. In
order to make use of its full strength, we show that the foliation defined by the closed
1-form U [ extends (or actually coincides with) the foliation (f−1(t))t∈R. Since U [(X) =
1 6= 0, X is transversal to the leaves of this foliation.

So let Y be a vector in Tf−1(t) for some t ∈ R. We have to show that g(U, Y ) = 0. We
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pull Y back to D′ along Φ′ and extend this to a vector field on D′ in such a way that it
is constant in the R-direction. Then the pushed-forward vector field Ỹ on M ′ extends
Y , is tangential to the foliation (f−1(t))t∈R everywhere and satisfies [Ỹ , X] = 0.

Since g(U, Ỹ ) = 0 on ∂+M and every point in M ′ can be reached from there via a flow
line of X it suffices to show that ∂Xg(U, Ỹ ) = 0. Since

[Ỹ , X] = −
(
∂
Ỹ

1
|U |2g

)
U − 1

|U |2g
[Ỹ , U ]

=
2g(∇

Ỹ
U,U)

|U |4g
U − 1

|U |2g
[Ỹ , U ],

the condition [Ỹ , X] = 0 is equivalent to 2g(∇
Ỹ
U,U)U = |U |2g [Ỹ , U ], which implies

2g(∇
Ỹ
U,U) = g([Ỹ , U ], U).

Note, moreover, that the condition dU [ = 0 is equivalent to

g(∇AU,B) = g(∇BU,A)

for any vectors A and B. Taking this together, we obtain the desired equation

−|U |2g∂Xg(U, Ỹ ) = ∂Ug(U, Ỹ )
= g(∇UU, Ỹ ) + g(U,∇U Ỹ )
= g(∇

Ỹ
U,U) + g(U,∇

Ỹ
U)− g(U, [Ỹ , U ])

= 0.

The previous theorem now establishes that Φ′ : D′ → M is a diffeomorphism and that
U is orthogonal to all the level sets of f . Since M and thus D′ is compact, there exists
a maximal number ` ≥ 0 such that ∂+M × {`} is contained in D′. Maximality of `
implies that there exists some point Φ′(x, `) that lies in ∂−M . In particular, ` > 0. As
U is orthogonal to ∂−M , the connected component of ∂−M that contains Φ′(x, `) is a
component of a leaf of the foliation defined by U [, i. e. a component of the level set f−1(`).
But since M and thus D′ ∼= M is connected, also ∂+M and f−1(`) = Φ′(∂+M × {`}})
are connected. Thus f−1(`) is a component of ∂−M . Since flow lines end when they
reach ∂−M , this implies that D′ = ∂+M × [0, `].
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A.1. Constructing adapted Cauchy temporal functions

In this appendix we show how to adjust the Cauchy temporal function obtained from
Theorem 1.2.4 so that a chosen Cauchy hypersurface is a level set of the new Cauchy
temporal function.

Proposition A.1.1. LetM be a spacelike Cauchy hypersurface of a (globally hyperbolic)
Lorentzian manifold (M, g). Then for a any Cauchy temporal function f on M and any
open neighborhood U ⊆ M of M in M there is a Cauchy temporal function f̃ with the
following properties:

• M is a leaf of the foliation defined by f̃ , i. e. M = f̃−1(t) for some t ∈ R, and

• outside of U the involutive distributions corresponding to the foliations by level sets
of f and f̃ coincide, i. e. (ker df)|M\U = (ker df̃)|M\U as subbundles of T (M \U).

In particular, for any finite collection of mutually disjoint spacelike Cauchy hypersurfaces
M1, . . . ,Mk there is a Cauchy temporal function having all of these as level sets.

Proof. We start by defining three temporal functions, i. e. smooth functions with past-
timelike gradient. These will be glued together in the second step. Let φ : R→ (−1, 1) be
an orientation-preserving diffeomorphism. Then define on U1 = I+(M) – the (timelike)
future of M – the function f1 : U1 → (1, 3), p 7→ φ(f(p)) + 2 and on the (timelike)
past U3 = I−(M) of M the function f3 : U3 → (−3,−1), p 7→ φ(f(p)) − 2. Clearly,
at each point their gradient is a positive multiple of that of f , so they are indeed
temporal functions. To define f2 : U2 → (−1, 1), we consider the function R ×M ⊇
V → M, (t, p) 7→ expp(te0) on its maximal domain of definition, which is essentially
the normal exponential map of M in M . Restricting to a suitably chosen small open
neighborhood V2 ⊆ ((−1, 1)×M) ∩ V of {0} ×M yields a diffeomorphism Φ: V2 → U2
with U2 ⊆ U . Then we set f2 := pr1 ◦ Φ−1, where pr1 is the canonical projection on
the first factor. The pullback metric on V2 is given by Φ∗g = −dt2 + gt, where gt is a
Riemannian metric on V2 ∩ ({t} ×M). To see this, we first observe that the canonical
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tangent vector in R-direction at the point (t, p) gets mapped to the tangent vector of
the geodesic γp : s 7→ expp(se0) at time t. Moreover, the tangent vector at (t, p) that
canonically corresponds to X ∈ TpM gets mapped to W (t), where W is the Jacobi field
along γp with W (0) = X and ∇

dsW (0) = k(X, - )]. The formula for Φ∗g now follows
from the facts that W is stays orthogonal to γ′p for all times and that γp has unit speed.
It follows that gradΦ∗g(pr1) is past-timelike and via the isometry Φ the same is true for
gradg(f2).

Now we consider the domain of dependence of M inside (U2, g|U2). This is the set

DU2(M) = {p ∈ U2 | every inextendable causal curve in U2 through p intersects M} .

According to [ONe83, Ch. 14, Lem. 42 and 43] DU2(M) is open and globally hyperbolic.
It follows that the same is true for U+ := DU2(M)∩I+(M) and U− := DU2(M)∩I−(M).
Thus by Theorem 1.2.4 they admit a Cauchy temporal functions f+ and f−, respectively.
Now let χ : R → [0, 1] be a smooth monotonous function such that dχ is compactly
supported, χ(t) −→ 0 for t −→ −∞ and χ(t) −→ 1 for t −→ ∞. We then define
(Ψ1,Ψ2,Ψ3) to be the partition of unity subordinate to the open cover (U1, U2, U3)
of M with Ψ1(p) = χ(f+(p)) for p ∈ U+ ⊆ U2 ∩ U1 and Ψ3(p) = χ(−f−(p)) for
p ∈ U− ⊆ U2 ∩ U3. Then we set

f̃ := φ−1
(

1
3

3∑
i=1

fi ·Ψi

)
.

Note that this expression is well-defined since supp(Ψi) ⊆ Ui, where fi is defined, for all
i = 1, 2, 3 and the sum gives a number in (−3, 3).

We check that f̃ has the desired properties. To see that f̃ is a temporal function, it
suffices to prove this for ∑3

i=1 fi ·Ψi. We calculate

grad
( 3∑
i=1

fi ·Ψi

)
=

3∑
i=1

grad(fi) ·Ψi + (f1 − f2) · grad(Ψ1) + (f3 − f2) · grad(Ψ3)

and note grad(Ψ1) = (χ′ ◦ f+) · grad(f+) and grad(Ψ3) = −(χ′ ◦ (−f−)) · grad(f−).
Recalling that f1 ≥ f2 ≥ f3, we find that each summand consists of a non-negative
prefactor and the gradient of a temporal function, which makes it at each point either a
past-timelike vector or zero. Since (Ψ1,Ψ2,Ψ3) is a partition of unity, at each point at
least one of the first three summands is non-zero, thus the sum is indeed a past-timelike
vector.

The property that each level set of f̃ is a Cauchy hypersurface amounts to showing that
im(f̃ ◦ γ) = R for every inextendable future-causal curve γ. Let γ be such a curve
and observe that there is a parameter s0 for which γ(s0) ∈ M since M is a Cauchy
hypersurface. Then γ(s) ∈ I+(M) = U1 for all s > s0 and γ(s) ∈ DU2(M) for all s
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in a small neighborhood around s0. Let s+ ∈ (s0,∞] be chosen maximally such that
γ((s0, s+)) ⊆ U+ = DU2(M) ∩ I+(M). Then γ|(s0,s+) is an inextendable causal curve in
U+ and thus intersects each level set of f+. In particular, it reaches a level where Ψ1 ≡ 1.
From that point on, Ψ1 ◦γ must stay 1, so that f̃ ◦γ = φ−1(1

3f1 ◦γ) in a neighborhood of
∞. Now, since f was a Cauchy temporal function, we have f(γ(s)) −→ ∞ for s → ∞.
Hence in the same limit we get f1(γ(s)) −→ 3 and f̃ −→ ∞. Arguing analogously for
s < s0, we also obtain f̃ −→ −∞ for s −→ −∞.

The other properties are quickly checked: On I+(M) we have f1 > 0, f2 > 0 whenever
Ψ2 > 0, and Ψ3 = 0, so the sum∑3

i=1 fi ·Ψi is positive there. Similar considerations yield
that this sum is negative on I−(M) and zero on M . Hence M = f̃−1(φ(0)). Finally,
on U1 \ U2 the derivative df̃ is pointwise a positive multiple of df1, which in turn is
pointwise a positive multiple of df . Together with the same reasoning for U3 \ U2, we
see that the condition on the involutive distributions is satisfied on the complement of
U2 ⊆ U .

The last part follows by induction over k. For the induction step we simply apply the
proposition with M = Mk and U = M \

⋃k−1
i=0 Mi to the Cauchy temporal function

constructed in the previous step of the induction.

A.2. On the spectral asymptotics

This appendix is devoted to the fact that the spectrum of a formally self-adjoint, first
order elliptic differential operator has both infinitely many positive and infinitely many
negative eigenvalues. This is used in the text when the operator is ωn,0Dι for n ≡ −1
mod 4 or ωn,1Dι for n ≡ 0 mod 4, where n > 0 is as always the dimension of the
manifold. Although this statement is probably well-known, it is hard to find a reference
in the literature. The following argument was suggested by the anonymous referee of
[Glö24b].

Proposition A.2.1. Let M be a closed Riemannian manifold of dimension n ≥ 1 and
E → M be a vector bundle with a metric and a metric connection ∇. Assume that
D : Γ(E) → Γ(E) is a formally self-adjoint, first order elliptic differential operator.
Then D has infinitely many positive and infinitely many negative eigenvalues.

Proof. First of all, after potentially passing to the complexification, we may assume
that E → M is a complex vector bundle. Note that the assumptions on D together
with the compactness of M guarantee that the spectrum of D is discrete and consists
of real eigenvalues with finite multiplicity (cf. [LM89, Thm. III.5.8]). We assume for
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contradiction that the spectrum is bounded below. Then, replacing D by D+c for some
c ∈ R, we may assume that D is positive.

Now take a covector ξ ∈ T ∗pM so that σD(ξ) 6= 0, where the principal symbol σD of
D is defined by σD(df) = [D, f ] for any f ∈ C∞(M). In fact, since D is elliptic, any
ξ 6= 0 will do the job. Since the endomorphism iσD(ξ) is self-adjoint, we may choose an
eigenvector Ψp ∈ Ep of non-zero eigenvalue. Let f ∈ C∞(M) be a function with dpf = ξ
and Ψ ∈ Γ(E) be a section extending Ψp. Since 〈Ψp, iσD(ξ)Ψp〉 6= 0, we will have
(Ψ, iσD(df)Ψ)L2 6= 0 – at least after multiplying Ψ with a cut-off function supported
near p.

For any t ∈ R, we have

e−itfD(eitfΨ) = DΨ + eitf [D, eitf ]Ψ = DΨ + e−itfσD(deitf )Ψ = DΨ + itσD(df)Ψ

and thus

(eitfΨ, DeitfΨ)L2 = (Ψ, e−itfDeitfΨ)L2 = (Ψ, DΨ)L2 + t(Ψ, iσD(df)Ψ)L2 .

This yields the desired contradiction since positivity of D implies that the left-hand side
(eitfΨ, DeitfΨ)L2 ≥ 0 for every t ∈ R.

A.3. Schrödinger-Lichnerowicz formula for the twisted
Dirac-Witten operator

Theorem A.3.1. For all ψ ∈ Γ((ΣM ⊕ ΣM)⊗C E)(
D
E
)2
ψ = ∇∗∇ψ + 1

2(ρ− e0 · j]·)ψ +REψ,

where ρ and j are defined as in (1.2) in terms of the pair (g, k) and RE(φ ⊗ e) =∑
i<j ei · ej · φ⊗RE(ei, ej)e for φ⊗ e ∈ (ΣpM ⊕ΣpM)⊗C Ep and an orthonormal basis

(e1, . . . , en) of TpM , p ∈M .

Proof. We show how to reduce the formula to the Schödinger-Lichnerowicz type formula
in the untwisted case (1.6), using a local calculation. For this, let (e1, . . . , en) be a local
orthonormal frame. Without loss of generality, we may assume that ψ can be written
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locally as φ⊗ e as everything is linear. Then(
D
E
)2

(φ⊗ e) =
∑
i,j

ei · ∇ei(ej · ∇ejφ)⊗ e+
∑
i,j

ei · ∇ei(ej · φ)⊗∇Eeje

+
∑
i,j

ei · ej · (∇ejφ)⊗∇Eeie+
∑
i,j

ei · ej · φ⊗∇Eei∇
E
eje

= (D2
φ)⊗ e+

∑
i,j

ei · (∇eiej) · φ⊗∇Eeje

− 2
∑
i

(∇eiφ)⊗∇Eeie+
∑
i,j

ei · ej · φ⊗∇Eei∇
E
eje

and
∇∗∇(φ⊗ e) =

∑
i

∇∗(e∗i ⊗∇ei(φ⊗ e))

= −
∑
i

∇ei∇ei(φ⊗ e)−
∑
i

e0 · k(ei,−)] · ∇ei(φ⊗ e) +
∑
i

∇∇eiei(φ⊗ e)

= −
∑
i

(∇ei∇eiφ)⊗ e− 2
∑
i

(∇eiφ)⊗∇Eeie−
∑
i

φ⊗∇Eei∇
E
eie

−
∑
i

e0 · k(ei,−)] · (∇eiφ)⊗ e−
∑
i

e0 · k(ei,−)] · φ⊗∇Eeie

+
∑
i

(∇∇eieiφ)⊗ e+
∑
i

φ⊗∇E∇eieie

= (∇∗∇φ)⊗ e− 2
∑
i

(∇eiφ)⊗∇Eeie−
∑
i

φ⊗∇Eei∇
E
eie

−
∑
i

e0 · k(ei,−)] · φ⊗∇Eeie+
∑
i

φ⊗∇E∇eieie

using ∇Xψ = ∇Xψ − 1
2e0 · k(X,−)] · ψ and that the formal adjoint of ∇ is given by

∇∗ : α ⊗ ψ 7→ −∑j ∇ej (α ⊗ ψ)(ej) = −∑j ∇ej (α(ej)ψ) + ∑
j α(∇ejej)ψ, α ∈ Ω1(M).

Noting that∑
i,j

ei · (∇eiej) · φ⊗∇Eeje

=
∑
i,j,k

g(∇eiej , ek)ei · ek · φ⊗∇Eeje+
∑
i,j

k(ei, ej)ei · e0 · φ⊗∇Eeje

= −
∑
i,j,k

g(ej ,∇eiek)ei · ek · φ⊗∇Eeje+
∑
j

k(−, ej)] · e0 · φ⊗∇Eeje

= −
∑
i,j

ei · ej · φ⊗∇E∇eieje−
∑
i

e0 · k(ei,−)] · φ⊗∇Eeie

this implies(
D
E
)2

(φ⊗ e)−∇∗∇(φ⊗ e) = (D2
φ)⊗ e− (∇∗∇φ)⊗ e−

∑
i 6=j

ei · ej · φ⊗∇E∇eieje

+
∑
i 6=j

ei · ej · φ⊗∇Eei∇
E
eje.
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Using the untwisted Schrödinger-Lichnerowicz type formula (1.6), the first two terms
combine to 1

2(ρ − e0 · j]·)φ ⊗ e. Thus it remains to identify the remaining terms with
RE(φ⊗ e):

RE(φ⊗ e) =
∑
i<j

ei · ej · φ⊗RE(ei, ej)e

=
∑
i<j

ei · ej · φ⊗ (∇Eei∇
E
ej −∇

E
ej∇

E
ei −∇

E
∇eiej

+∇E∇ej ei)e

=
∑
i 6=j

ei · ej · φ⊗ (∇Eei∇
E
ej −∇

E
∇eiej

)e.

128



Bibliography

[AEM11] Lars Andersson, Michael Eichmair, and Jan Metzger. “Jang’s equation and
its applications to marginally trapped surfaces”. In: Proceedings of the Fourth
International Conference on Complex Analysis and Dynamical Systems, Part
2, Israel 2009. Vol. 554. Contemporary Mathematics. arxiv: 1006.4601.
2011, pp. 13–46. isbn: 9780821851975.

[AG23] Bernd Ammann and Jonathan Glöckle. “Dominant energy condition and
spinors on Lorentzian manifolds”. In: Perspectives in Scalar Curvature. Ed.
by Mikhail L. Gromov and H. Blaine Lawson Jr. World Scientific, Feb. 2023.
isbn: 978-981-124-937-2. doi: 10.1142/9789811273230_0016.

[AKM21] Bernd Ammann, Klaus Kröncke, and Olaf Müller. “Construction of initial
data sets for Lorentzian manifolds with lightlike parallel spinors”. In: Com-
mun. Math. Phys. 387.1 (2021), pp. 77–109. issn: 0010-3616. doi: 10.1007/
s00220-021-04172-1.

[AM09] Lars Andersson and Jan Metzger. “The time evolution of marginally trapped
surfaces”. In: Class. Quantum Grav. 26.085018 (2009). doi: 10.1088/0264-
9381/26/8/085018.

[And+09] Lars Andersson, Marc Mars, Jan Metzger, and Walter Simon. “The Area of
Horizons and the Trapped Region”. In: Commun. Math. Phys. 290 (2009),
pp. 941–972. doi: 10.1007/s00220-008-0723-y.

[AS69] Michael F. Atiyah and Isadore M. Singer. “Index theory for skew-adjoint
Fredholm operators”. In: Publ. math. IHES 37 (1969), pp. 5–26. doi: 10.
1007/BF02684885.

[Aza+07] Daniel Azagra, Juan Ferrera, Fernando López-Mesas, and Yenny Rangel.
“Smooth approximation of Lipschitz functions on Riemannian manifolds”.
In: J. Math. Anal. Appl. 326.2 (2007), pp. 1370–1378. doi: 10.1016/j.
jmaa.2006.03.088.

[Bau14] Helga Baum. Eichfeldtheorie. Eine Einführung in die Differentialgeometrie
auf Faserbündeln. 2nd ed. Berlin: Springer, Jan. 2014. isbn: 978-3-642-38539-
1. doi: 10.1007/978-3-642-38539-1.

[Bau81] Helga Baum. Spin-Strukturen und Dirac-Operatoren über pseudoriemann-
schen Mannigfaltigkeiten. Vol. 41. Teubner-Texte zur Mathematik. Teubner,
Leipzig, 1981.

129

https://arxiv.org/abs/1006.4601
https://doi.org/10.1142/9789811273230_0016
https://doi.org/10.1007/s00220-021-04172-1
https://doi.org/10.1007/s00220-021-04172-1
https://doi.org/10.1088/0264-9381/26/8/085018
https://doi.org/10.1088/0264-9381/26/8/085018
https://doi.org/10.1007/s00220-008-0723-y
https://doi.org/10.1007/BF02684885
https://doi.org/10.1007/BF02684885
https://doi.org/10.1016/j.jmaa.2006.03.088
https://doi.org/10.1016/j.jmaa.2006.03.088
https://doi.org/10.1007/978-3-642-38539-1


Bibliography

[BB11] Christian Bär and Werner Ballmann. “Boundary Value Problems for Elliptic
Differential Operators of First Order”. In: Surv. Differ. Geom. 17 (2011),
pp. 1–78. doi: 10.4310/SDG.2012.v17.n1.a1.

[BB16] Christian Bär and Werner Ballmann. “Guide to Elliptic Boundary Value
Problems for Dirac-Type Operators”. In: Arbeitstagung Bonn 2013: In Mem-
ory of Friedrich Hirzebruch. Ed. by Werner Ballmann, Christian Blohmann,
Gerd Faltings, Peter Teichner, and Don Zagier. Cham: Springer, 2016,
pp. 43–80. isbn: 978-3-319-43648-7. doi: 10.1007/978-3-319-43648-7_3.

[BC96] Robert Beig and Piotr T. Chruściel. “Killing vectors in asymptotically flat
space–times. I. Asymptotically translational Killing vectors and the rigid
positive energy theorem”. In: J. Math. Phys. 37.4 (1996), pp. 1939–1961.
doi: 10.1063/1.531497.

[BER14] Boris Botvinnik, Johannes Ebert, and Oscar Randal-Williams. “Infinite loop
spaces and positive scalar curvature”. In: Invent. math. (2014), pp. 749–835.
doi: 10.1007/s00222-017-0719-3.

[BGM05] Christian Bär, Paul Gauduchon, and Andrei Moroianu. “Generalized cylin-
ders in semi-Riemannian and spin geometry”. In: Math. Z. 249.3 (2005),
pp. 545–580. doi: 10.1007/s00209-004-0718-0.

[BH23] Christian Bär and Berndhard Hanke. “Boundary conditions for scalar curva-
ture”. In: Perspectives in Scalar Curvature. Ed. by Mikhail L. Gromov and
H. Blaine Lawson Jr. World Scientific, Feb. 2023. isbn: 978-981-124-937-2.
doi: 10.1142/9789811273230_0010.

[BI04] Robert Bartnik and Jim Isenberg. “The constraint equations”. In: The Ein-
stein equations and the large scale behavior of gravitational fields. Ed. by
Piotr T. Chruściel and Helmut Friedrich. Birkhäuser, Basel, 2004, pp. 1–38.
isbn: 978-3-0348-7953-8. doi: 10.1007/978-3-0348-7953-8_1.

[BLL16] Helga Baum, Thomas Leistner, and Andree Lischewski. “Cauchy problems
for Lorentzian manifolds with special holonomy”. In: Differential Geom.
Appl. 45 (2016), pp. 43–66. doi: 10.1016/j.difgeo.2015.11.007.

[BS05] Antonio N. Bernal and Miguel Sánchez. “Smoothness of time functions and
the metric splitting of globally hyperbolic spacetimes”. In: Commun. Math.
Phys. 257.1 (2005), pp. 43–50. doi: 10.1007/s00220-005-1346-1.

[Bun95] Ulrich Bunke. “A K-theoretic relative index theorem and Callias-type Dirac
operators”. In: Mathematische Annalen 303.1 (1995), pp. 241–279. doi: 10.
1007/BF01460989.

[Cho09] Yvonne Choquet-Bruhat. General relativity and the Einstein equations. Ox-
ford Univerity Press, 2009. isbn: 9780199230723. doi: 10.1093/acprof:
oso/9780199230723.001.0001.

[CMS23] Otis Chodosh, Christos Mantoulidis, and Felix Schulze. “Generic regularity
for minimizing hypersurfaces in dimensions 9 and 10”. arxiv: 2302.02253.
2023.

130

https://doi.org/10.4310/SDG.2012.v17.n1.a1
https://doi.org/10.1007/978-3-319-43648-7_3
https://doi.org/10.1063/1.531497
https://doi.org/10.1007/s00222-017-0719-3
https://doi.org/10.1007/s00209-004-0718-0
https://doi.org/10.1142/9789811273230_0010
https://doi.org/10.1007/978-3-0348-7953-8_1
https://doi.org/10.1016/j.difgeo.2015.11.007
https://doi.org/10.1007/s00220-005-1346-1
https://doi.org/10.1007/BF01460989
https://doi.org/10.1007/BF01460989
https://doi.org/10.1093/acprof:oso/9780199230723.001.0001
https://doi.org/10.1093/acprof:oso/9780199230723.001.0001
https://arxiv.org/abs/2302.02253


Bibliography

[CSS18] Diarmuid Crowley, Thomas Schick, and Wolfgang Steimle. “Harmonic
spinors and metrics of positive curvature via the Gromoll filtration and
Toda brackets”. In: Journal of Topology 11.4 (2018), pp. 1077–1099. doi:
10.1112/topo.12081.

[CW22] Xaoxiang Chai and Xueyuan Wan. “Band width estimates of cmc initial
data sets”. arxiv: 2206.02624. 2022.

[CZ24] Simone Cecchini and Rudolf Zeidler. “Scalar and mean curvature comparison
via the Dirac operator”. In: Geom. Topol. 28 (2024), pp. 1167–1212. doi:
10.2140/gt.2024.28.1167.

[DD63] Jacques Dixmier and Adrien Douady. “Champs continus d’espaces hilber-
tiens et de C∗-algèbres”. In: Bulletin de la Société Mathématique de France
91 (1963), pp. 227–284. doi: 10.24033/bsmf.1596.

[Ebe17] Johannes Ebert. “The two definitions of the index difference”. In: Trans.
Amer. Math. Soc. 369 (2017), pp. 7469–7507. doi: 10.1090/tran/7133.

[Ebe18] Johannes Ebert. “Elliptic regularity for Dirac operators on families of non-
compact manifolds”. arxiv: 1608.01699. 2018.

[EGM21] Michael Eichmair, Gregory J. Galloway, and Abraão Mendes. “Initial Data
Rigidity Results”. In: Commun. Math. Phys. 386 (2021), pp. 253–268. doi:
10.1007/s00220-021-04033-x.

[EGP13] Michael Eichmair, Gregory J. Galloway, and Daniel Pollack. “Topological
censorship from the initial data point of view”. In: J. Differential Geom.
95.3 (2013), pp. 389–405. doi: 10.4310/jdg/1381931733.

[Fou52] Yvonne Fourès-Bruhat. “Théorème d’existence pour certains systèmes
d’équations aux dérivées partielles non linéaires”. In: Acta Math. 88 (1952),
pp. 141–225. doi: 10.1007/BF02392131.

[Gal14] Gregory J. Galloway. “Notes on Lorentzian causality”. 2014. url: https:
//www.math.miami.edu/~galloway/vienna-course-notes.pdf.

[Ger83] Claus Gerhardt. “H-surfaces in Lorentzian manifolds”. In: Commun. Math.
Phys. 89.4 (1983), pp. 523–553. doi: 10.1007/BF01214742.

[GKW22] Gregory J. Galloway, Marcus A. Khuri, and Eric Woolgar. “The topology
of general topological models”. In: Class. Quantum Grav. 39.195004 (2022).
doi: 10.1088/1361-6382/ac75e1.

[GL80] Mikhael Gromov and H. Blaine Lawson Jr. “Spin and scalar curvature in
the presence of a fundamental group. I”. In: Ann. of Math. (2) 111.2 (1980),
pp. 209–230. doi: 10.2307/1971198.

[GL83] Mikhael Gromov and H. Blaine Lawson Jr. “Positive scalar curvature and the
Dirac operator on complete Riemannian manifolds”. In: Publ. Math. IHES
58 (1983), 83–196 (1984). doi: 10.1007/BF02953774.

131

https://doi.org/10.1112/topo.12081
https://arxiv.org/abs/2206.02624
https://doi.org/10.2140/gt.2024.28.1167
https://doi.org/10.24033/bsmf.1596
https://doi.org/10.1090/tran/7133
https://arxiv.org/abs/1608.01699
https://doi.org/10.1007/s00220-021-04033-x
https://doi.org/10.4310/jdg/1381931733
https://doi.org/10.1007/BF02392131
https://www.math.miami.edu/~galloway/vienna-course-notes.pdf
https://www.math.miami.edu/~galloway/vienna-course-notes.pdf
https://doi.org/10.1007/BF01214742
https://doi.org/10.1088/1361-6382/ac75e1
https://doi.org/10.2307/1971198
https://doi.org/10.1007/BF02953774


Bibliography

[Glö19] Jonathan Glöckle. “Initial Value Spaces in General Relativity”. Master The-
sis. Universität Regensburg, 2019. url: https://epub.uni-regensburg.
de/52853/.

[Glö23a] Jonathan Glöckle. “An Enlargeability Obstruction for Spacetimes with both
Big Bang and Big Crunch”. In: Math. Res. Lett., to appear (2023). arxiv:
2111.02656.

[Glö23b] Jonathan Glöckle. “Initial data rigidity via Dirac-Witten operators”. arxiv:
2304.02331. 2023.

[Glö24a] Jonathan Glöckle. “Initial data sets with dominant energy condition admit-
ting no smooth dec spacetime extension”. In: Proc. Amer. Math. Soc. Ser. B
11 (2024), pp. 481–488. doi: 10.1090/bproc/232.

[Glö24b] Jonathan Glöckle. “On the space of initial values strictly satisfying the dom-
inant energy condition”. In:Math. Ann. 388 (Feb. 2024), pp. 1323–1355. doi:
10.1007/s00208-022-02534-1.

[GM24] Gregory J. Galloway and Abraão Mendes. “Some rigidity results for compact
initial data sets”. In: Trans. Amer. Math. Soc. 377 (2024), pp. 1989–2007.
doi: 10.1090/tran/9079.

[Gre78] Robert E. Greene. “Complete metrics of bounded curvature on noncompact
manifolds”. In: Arch. Math. (Basel) 31.1 (1978), pp. 89–95. doi: 10.1007/
BF01226419.

[Gro86] Mikhael Gromov. Partial Differential Relations. Ergebnisse der Mathematik
und ihrer Grenzgebiete. 3. Folge / A Series of Modern Surveys in Mathe-
matics 9. Springer, 1986. isbn: 978-3-540-12177-0. doi: 10.1007/978-3-
662-02267-2.

[HE73] Stephen W. Hawking and George F. R. Ellis. The large scale structure of
space-time. Cambridge Monographs on Mathematical Physics, No. 1. Cam-
bridge University Press, London-New York, 1973. isbn: 9780521099066. doi:
10.1017/CBO9780511524646.

[Hir76] Morris W. Hirsch. Differential Topology. Graduate Texts in Mathematics 33.
Springer, 1976. isbn: 978-0-387-90148-0. doi: 10.1007/978-1-4684-9449-
5.

[Hit74] Nigel Hitchin. “Harmonic Spinors”. In: Advances in Mathematics 14.1
(1974), pp. 1–55. doi: 10.1016/0001-8708(74)90021-8.

[HS06] Bernhard Hanke and Thomas Schick. “Enlargeability and index theory”.
In: J. Differential Geom. 74.2 (2006), pp. 293–320. doi: 10 . 4310 / jdg /
1175266206.

[HS07] Bernhard Hanke and Thomas Schick. “Enlargeability and index theory: in-
finite covers”. In: K-Theory 38.1 (2007), pp. 23–33. doi: 10.1007/s10977-
007-9004-3.

132

https://epub.uni-regensburg.de/52853/
https://epub.uni-regensburg.de/52853/
https://arxiv.org/abs/2111.02656
https://arxiv.org/abs/2304.02331
https://doi.org/10.1090/bproc/232
https://doi.org/10.1007/s00208-022-02534-1
https://doi.org/10.1090/tran/9079
https://doi.org/10.1007/BF01226419
https://doi.org/10.1007/BF01226419
https://doi.org/10.1007/978-3-662-02267-2
https://doi.org/10.1007/978-3-662-02267-2
https://doi.org/10.1017/CBO9780511524646
https://doi.org/10.1007/978-1-4684-9449-5
https://doi.org/10.1007/978-1-4684-9449-5
https://doi.org/10.1016/0001-8708(74)90021-8
https://doi.org/10.4310/jdg/1175266206
https://doi.org/10.4310/jdg/1175266206
https://doi.org/10.1007/s10977-007-9004-3
https://doi.org/10.1007/s10977-007-9004-3


Bibliography

[HSS14] Bernhard Hanke, Thomas Schick, and Wolfgang Steimle. “The space of met-
rics of positive scalar curvature”. In: Publ. math. IHES 120.1 (2014), pp. 335–
367. doi: 10.1007/s10240-014-0062-9.

[HZ03] Oussama Hijazi and Xiao Zhang. “The Dirac-Witten operator on spacelike
hypersurfaces”. In: Comm. Anal. Geom. 11.4 (2003), pp. 737–750. doi: 10.
4310/CAG.2003.v11.n4.a5.

[KN13] Dieter Kotschick and Christoforos Neofytidis. “On three-manifolds domi-
nated by circle bundles”. In: Math. Z. 274.1 (2013), pp. 21–32. doi: 10.
1007/s00209-012-1055-3.

[KW75] Jerry L. Kazdan and Frank W. Warner. “Prescribing curvatures”. In: Pro-
ceedings of Symposia in Pure Mathematics. Vol. 27. 1975, pp. 309–319.

[Lee19] Dan A. Lee. Geometric Relativity. Vol. 201. Graduate Studies in Mathe-
matics. American Mathematical Society, 2019. isbn: 9781470450816. doi:
10.1365/s13291-022-00245-9.

[LM89] H. Blaine Lawson Jr. and Marie-Louise Michelsohn. Spin Geometry. Prince-
ton: Princeton University Press, 1989. isbn: 9780691085425.

[Mar12] Fernando C. Marques. “Deforming three-manifolds with positive scalar cur-
vature”. In: Ann. of Math. (2) 176.2 (2012), pp. 815–863. doi: 10.4007/
annals.2012.176.2.3.

[MN15] Olaf Müller and Marc Nardmann. “Every conformal class contains a metric
of bounded geometry”. In: Math. Ann. 363.1-2 (2015), pp. 143–174. doi:
10.1007/s00208-014-1162-z.

[MN17] Olaf Müller and Nikolai Nowaczyk. “A universal spinor bundle and the
Einstein-Dirac-Maxwell equation as a variational theory”. In: Lett. Math.
Phys. 107 (2017), pp. 933–961. doi: 10.1007/s11005-016-0929-4.

[ONe83] Barrett O’Neill. Semi-Riemannian geometry. With applications to relativity.
Vol. 103. Pure and Applied Mathematics. Academic Press, 1983.

[Pet16] Peter Petersen. Riemannian geometry. 3rd ed. Vol. 171. Graduate Texts in
Mathematics. New York: Springer, 2016.

[PT82] Thomas Parker and Clifford H. Taubes. “On Witten’s proof of the positive
energy theorem”. In: Comm. Math. Phys. 84 (1982), pp. 223–238. doi: 10.
1007/BF01208569.

[Räd23] Daniel Räde. “Scalar and mean curvature comparison via µ-bubbles”. In:
Calc. Var. 62.187 (2023). doi: 10.1007/s00526-023-02520-8.

[Rin13] Hans Ringström. On the Topology and Future Stability of the Universe.
Oxford University Press, May 2013. isbn: 9780199680290. doi: 10.1093/
acprof:oso/9780199680290.001.0001.

[Roe99] John Roe. Elliptic Operators, Topology, and Asymptotic Methods. 2nd ed.
Chapman and Hall/CRC, New York, 1999. isbn: 0582325021.

133

https://doi.org/10.1007/s10240-014-0062-9
https://doi.org/10.4310/CAG.2003.v11.n4.a5
https://doi.org/10.4310/CAG.2003.v11.n4.a5
https://doi.org/10.1007/s00209-012-1055-3
https://doi.org/10.1007/s00209-012-1055-3
https://doi.org/10.1365/s13291-022-00245-9
https://doi.org/10.4007/annals.2012.176.2.3
https://doi.org/10.4007/annals.2012.176.2.3
https://doi.org/10.1007/s00208-014-1162-z
https://doi.org/10.1007/s11005-016-0929-4
https://doi.org/10.1007/BF01208569
https://doi.org/10.1007/BF01208569
https://doi.org/10.1007/s00526-023-02520-8
https://doi.org/10.1093/acprof:oso/9780199680290.001.0001
https://doi.org/10.1093/acprof:oso/9780199680290.001.0001


Bibliography

[Ros07] Jonathan Rosenberg. “Manifolds of positive scalar curvature: a progress re-
port”. In: Surveys in differential geometry. Vol. XI. Ed. by Jeffrey Cheeger
and Karsten Grove. Vol. 11. Surv. Differ. Geom. 2007, pp. 259–294. doi:
10.4310/SDG.2006.v11.n1.a9.

[Sch98] Thomas Schick. “A counterexample to the (unstable) Gromov-Lawson-
Rosenberg conjecture”. In: Topology 37.6 (1998), pp. 1165–1168. doi:
10.1016/S0040-9383(97)00082-7.

[Sma93] Nathan Smale. “Generic regularity of homologically area minimizing hyper-
surfaces in eight dimensional manifolds”. In: Comm. Anal. Geom. 1.2 (1993),
pp. 217–228. doi: 10.4310/CAG.1993.v1.n2.a2.

[Sto92] Stephan Stolz. “Simply connected manifolds of positive scalar curvature”.
In: Ann. of Math. (2) 136.3 (1992), pp. 511–540. doi: 10.2307/2946598.

[SW21] Thomas Schick and David J. Wraith. “Non-negative versus positive scalar
curvature”. In: J. Math. Pures Appl. 146 (2021), pp. 218–232. doi: 10.1016/
j.matpur.2020.09.010.

[SY81] Richard Schoen and Shing-Tung Yau. “Proof of the positive mass theorem.
II”. In: Commun. Math. Phys. 79.2 (1981), pp. 231–260. doi: 10.1007/
BF01942062.

[Wit81] Edward Witten. “A new proof of the positive energy theorem”. In: Comm.
Math. Phys. 80.3 (1981), pp. 381–402. doi: 10.1007/BF01208277.

134

https://doi.org/10.4310/SDG.2006.v11.n1.a9
https://doi.org/10.1016/S0040-9383(97)00082-7
https://doi.org/10.4310/CAG.1993.v1.n2.a2
https://doi.org/10.2307/2946598
https://doi.org/10.1016/j.matpur.2020.09.010
https://doi.org/10.1016/j.matpur.2020.09.010
https://doi.org/10.1007/BF01942062
https://doi.org/10.1007/BF01942062
https://doi.org/10.1007/BF01208277

	Introduction
	Overview of the results
	Initial data sets, Lorentzian manifolds and energy conditions
	Spinors and Dirac-Witten operator
	Singularity theorems
	Rigidity of initial data sets and uniqueness of DEC Lorentzian manifolds

	On the space of initial data sets satisfying the strict dominant energy condition
	Introduction
	The classical alpha-index difference
	An index difference for initial data sets
	Comparing the index differences

	An enlargeability obstruction for spacetimes with both big bang and big crunch
	Introduction
	Lorentzian manifolds, initial data sets and Dirac-Witten operators
	The twisted index difference for Dirac-Witten operators
	An index theorem for the twisted index difference
	Enlargeability obstruction for initial data sets

	Initial data rigidity via Dirac-Witten operators
	Introduction
	Spinor bundles on hypersurfaces
	Dirac-Witten operators as Callias operators
	The kernel of Dirac-Witten operators
	Identifying the product structure

	Appendix
	Constructing adapted Cauchy temporal functions
	On the spectral asymptotics
	Schrödinger-Lichnerowicz formula for the twisted Dirac-Witten operator

	Bibliography

