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1. Introduction

The concept of inelastic light scattering by a medium was discovered in 1928 by C. V.
Raman [1, 2], leading to the development of Raman spectroscopy. This technique uses
scattering processes that change the frequency of the incident light, in order to gain
information about elementary excitations which are present in the medium. In solids,
Raman spectroscopy focusses mainly on the investigation of optical phonons [3], and
has become a popular non-invasive tool for sample characterization. However, in the
late 1970s, it was also established as a powerful technique to explore electronic effects
in semiconductor quantum-well and quantum-wire structures, for an overview see [4].
In such experiments, the elementary excitations responsible for inelastic scattering are
either single particle intersubband excitations of free electrons, or plasmonic effects such
as charge-density or spin-density excitations.

In our working group, Raman experiments on quantum-well structures were used to
explore the band dispersion of two-dimensional hole systems [5], or to reveal collective
effects in the regime of the persistent spin helix [6, 7]. In order observe such electronic
scattering events, the laser energy is required to hit resonances in the band structure
of the sample. Therefore, one of our laboratories is specially dedicated to this so called
resonant Raman spectroscopy. It contains a continuous-wave Ti:Sapphire laser, whose
emission energy can be tuned continuously in the range between ~ 1.3 eV-1.74 eV, which
enables it to reach the band gap of GaAs based systems. The backscattered light by the
sample is detected using a triple Raman spectrometer, that allows to suppress elastically
scattered laser light, which is important to measure Raman effects at low frequencies. In
this thesis, the technique of resonant Raman spectroscopy is applied to two new material
systems, that have not been examined by this approach so far.

The first material system investigated are single GaAs wires. This project was made
possible by a cooperation with the group of Prof. Dominique Bougeard, where single
nanowires are grown in MBE using the VLS-growth mechanism. These wires have a pure
wurtzite phase crystal structure [8], and can reach minimal core diameters of 20 nm [9].

This opens the possibility to observe electronic Raman excitations within the quasi-



one-dimensional subband structure of single wires, which has not been demonstrated
before, as one-dimensional systems used in Raman experiments so far were arrays of lat-
erally structured quantum wells. In this thesis, the subband structure of single wires is
characterized by photoluminescence, photoluminescence-excitation and resonant Raman
spectroscopy. The obtained subband energies are compared to realistic k-p band struc-
ture calculations, which were done by Paulo de Faria Junior. We will also show that for
low excitation powers, the wires are found in the one-dimensional quantum limit. For
higher powers, the occupation of the first excited electron subband is revealed by the
appearance of additional Raman peaks.

The second project of this thesis focusses on two-dimensional transition metal dichalco-
genides (TMDCs). These belong to the class of van der Waals materials, which means
their bulk form consists of atomic layers, that are only held together by weak van der
Waals interactions. It was first realized for graphite, that this opens the possibility to
thin these materials down to single layers (called graphene) by mechanical exfoliation
[10]. The same technique is applicable for other types of layered materials, such as
TMDCs [11], which in addition undergo a transition from indirect to direct semicon-
ductor in this process [12, 13]|. In this work, the focus will lie on MoSey, due to the
great compatibility of its band gap size [14] to the Ti:Sapphire laser, enabling resonant
excitation. However, resonant excitation of a direct semiconductor also leads to a strong
luminescence that obscures Raman lines due to its much higher intensity. Therefore, we
use a MoSe,-WSes heterostructure which quenches the intralayer luminescence. In our
experiments we find a so far unknown Raman excitation, that is only visible in extreme
resonance with the MoSe, trion. We analyse this effect by means of excitation-energy
and power dependence, light polarization, sample temperature, external magnetic fields
and the twist angle of the heterostructure. As this project is still ongoing, the exact
interpretation of the new Raman effect is not entirely clear to us so far, which means
only different scenarios are discussed in the end.

Consequently, this thesis is structured in to three parts. The first part introduces the
experimental methods which are used in the experiments, starting with the principle of
photoluminescence. Here, also excitonic states are shortly discussed, which lead to the
formation of the optical band gap. In the following, the basics of Raman spectroscopy
are recapped, highlighting the effect of resonant excitation, and also giving a quick
introduction to electron-phonon coupling. In the end of the first part, the experimental
setups in the laboratory are explained.

The second part deals with the project on wurtzite GaAs wires, while the third one



focusses on MoSe,-WSey heterostructures. Both of these parts are started by a theo-
retical introduction, explaining the most important background information necessary
for the respective project. This is followed by the presentation of our experimental re-
sults. Both part two and three are ended by a separate conclusion on the results, and

an outlook on the possible future path for the topics.



Part |I.

Experimental methods



2. Excitons and photoluminescence

In this thesis, Raman measurements will be performed in resonant excitation, which
means tuning the incident laser energy to hit excitonic states or band to band transitions
of the material. Consequently, in order to understand the results, a brief look has to be
taken on the electronic states that are created during resonant excitation and mediate
the Raman or inelastic light scattering process. Therefore, a short introduction on the
formation of excitons will be given, followed by the principle of photoluminescence, which

is often used for the pre-characterization of our samples.

2.1. Formation of excitonic states

When creating electron-hole pairs by exciting electrons from valence to conduction band
as in Fig. 2.1 (a), the Coulomb interaction between the two charge carries gives rise
to a hydrogen like quasi particle, called exciton. Depending on the strength of this
attractive interaction, two extreme cases can be distinguished: The Frenkel excitons,
for which electron and hole are strongly bound and therefore found within the same or
neighbouring unit cells, and the Wannier-Mott excitons, where electron and hole are
weakly bound and find themselves several unit cells apart [15]. Since Frenkel excitons
occur mostly in ionic crystals, and Wannier-Mott excitons are typical for semiconductors
due to screening of Coulomb interaction by valence electrons, only the latter case will
be discussed in the following.

The attractive coulomb potential is simply assumed to be

U(r) = — (2.1)

Areger’

where 7 = R, — Ry, is the distance between electron and hole [16]. It is possible
to separate the resulting Schrodinger equation into one for the center of mass R, and
one for the relative motion using the reduced mass p~* = m_! + m;'. Using the
modified Rydberg energy R*, one then obtains a series of excitonic states depending on

the quantum number n:
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Figure 2.1.: (a) Electron-hole pair in the single particle picture. The dashed circle
marks the position of the missing electron, the hole sits at opposite k. In all following
pictures, the position of the missing electron will be shown for simplicity. (b) Dispersion
of excitonic states in the two-particle picture, where K = k,+ky,. The dashed lines mark
the light cone, which is the mazximal momentum a photon can transfer to the crystal,
corresponding to non-vertical transitions in (a).
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Here, E, is the band gap energy for uncorrelated electrons and holes, whereas K and
M are the total momentum and mass of the exciton. The second term in equation 2.2
gives rise to discrete excitonic states, which lie energetically below E., while the third
one describes the center of mass motion of the exciton. This formula is further illustrated
in Figure 2.1 (b). Here, the dispersion of excitons is shown in the two-particle picture.
The total momentum of the exciton is K = k. + kj, which is equal to the momentum
a photon transfers to the crystal by exciting the electron-hole pair. In Fig. 2.1, this
momentum is neglected, leaving a vertical transition in the single particle picture and
an exciton with zero total momentum, as the momenta of electron and hole cancel each
other. Photons do however transfer small amounts of momentum to the crystal (which
will be discussed later in section 5.6), which produces slightly non-vertical transitions in
the single-particle picture and gives a finite momentum to the exciton. The dashed lines
in Fig. 2.1 (b) mark the maximal momentum a photon can transfer to the exciton or
vice versa. Thus, excitons that lie outside of this region, which is called the light cone,

can not recombine radiatively. In the end, it should be noted that while holes always



lie at opposite k compared to the corresponding electron, in all further pictures in this
thesis the position of the missing electron (dashed circle in Fig. 2.1 (a)) will be used for

simplicity.

2.2. Mott transition

The binding energy of excitons is strongly dependent on how strong the Coulomb in-
teraction of electrons and holes is screened by their surrounding. It will be explained
later in section 8.2.2, that for two-dimensional crystals binding energies are much higher
than expected, since the electric field lines between the charge carriers extend into the
surrounding vacuum [17]. The other way round, having high amounts of other charge
carriers in the material decreases the binding potential by adding a screening factor to
equation 2.1 [16],

2

U(r) = —— " exp (—kyr) (2.3)

dmeger

where the screening factor k; is connected to the screening length by A\, = k!, corre-
sponding to the distance after which charger carriers do not interact any more. Increasing
the charge carrier density therefore decreases \A,, until it eventually reaches the size of
the exciton Bohr radius. At this point, excitons will become unstable and transformed
into an uncorrelated electron-hole plasma. This is known as the Mott transition, and
the corresponding charge carrier density as the Mott density n,,.

However, a Mott transition does not necessarily lead to an rapid increase of the band
gap energy, as one could expect when bound states "below" the band gap vanish. The
reason is, that for sufficiently high electron densities, there is also a significant effect
of band gap renormalisation present. Hereby, a correction to the electronic states is
understood, that arises from the deviation of the single-particle picture at high carrier
densities and leads to decreased values of the band gap. In many materials it is found that
this reduction of band gap energy just compensates the increase due to the screening
of excitonic states, which means the two effects cancel each other, and the band gap
energy remains constant during the Mott transition. This also leads to the conclusion,
that the Mott transition is in fact a gradual process of more and more excitons becoming

uncorrelated, rather than a sharp transition for a certain excitation density.



2.3. Photoluminescence emission and excitation

The experimental technique used to measure the band gap energies in this thesis is
photoluminescence spectroscopy (PL), which is the spontaneous emission of a photon
after optically exciting electron-hole pairs or excitons [18]. This excitation is done by a
laser of higher energy than the optical band gap, as shown in the first step of Fig. 2.2.
In the next step, the charge carriers relax to the lowest available energy state. Thereby,
they transfer energy and momentum to phonons in several small steps, since the mean
scattering time of such relaxation processes is shorter that the radiative lifetime. In
the third step, the electron-hole pair or exciton recombines by emitting a photon, that

reflects the band gap energy.

Figure 2.2.: lllustration of the photoluminescence (PL) process. The electron-hole pairs
or excitons created in step one relax to the lowest available state before radiative recom-
bination takes place.

In addition, PL can also be used to measure the absorption curve of a crystal, which is
called photoluminescence-excitation (PLE). In such a measurement, the laser excitation
energy is varied in small steps and the luminescence intensity is measured. Whenever
the excitation hits an absorption maximum, more charge carriers will be created and also
the PL will increase. Plotting the luminescence intensity as a function of the excitation,
one will obtain an absorption curve of the crystal. The great advantage of this method
over standard absorption spectroscopy is, that it can be applied for all sizes and surface

shapes, which is why it will be used for single GaAs nanowires in this thesis.



3. Raman spectroscopy

In the following chapter, we will have a look on the basic mechanisms of the main
experimental technique used in this work, which is Raman spectroscopy or inelastic
light scattering. These two terms both refer to inelastic scattering of light by a medium,
but per definition in Raman spectroscopy the light is scattered by optical phonons, while
the more general expression inelastic light scattering is used when photons are scattered
by the electronic system of the medium [4]. The process for phonons will be discussed

here, and the corresponding electronic scattering in section 5.6.

3.1. Basic principle of Raman spectroscopy

In Raman scattering, an optical phonon in the crystal is either created or annihilated by
interaction with a photon. The creation of phonons in the medium is hereby called Stokes
process, the annihilation Antistokes process. Both processes have to fulfil momentum

and energy conservation, which leads to

ks =k £q (3.1)
hws = hw[ + hQ, (32)

where k;, k?[ and wg, wy are the wave vectors and frequencies of the scattered and
incident photons, while ¢ and €2 belong to the phonon that is created (—) or annihilated
(4). For the Antistokes process, the phonon must already exist in the medium before
the scattering process. Therefore, the intensity of the Antistokes process follows the
Bose-Einstein distribution n and vanishes for low temperatures, while Stokes scattering
depends with n + 1 on temperature [3].

Since the momentum of photons can be neglected compared to that of crystal atoms,
it follows from momentum conservation that only optical phonons with ¢ ~ 0, at the

I'-point of the Brillouin zone, can take part in the scattering process. From equation



(3.2) one can see the typical form of a measured Raman spectrum, which is plotted in
Fig. 3.1. The energy of the Stokes and Antistokes scattered light is shifted to either sides
of the elastically scattered laser beam, which defines the zero on the energy scale. The
energetic difference between elastically and Raman scattered light is called the Raman
shift, and is independent of the laser wavelength. This leads to an important criterion
to distinguish Raman and PL effects in the spectrum: When varying the laser energy,
Raman modes maintain a constant shift relative to the laser, while PL peaks, which

have a constant absolute energy, change their position in the Raman spectrum.

Stokes Anitstokes
P
K7)
C
(O]
<
, —I Q (;)| , -;- Q
Energy

Figure 3.1.: Schematic picture of a Raman spectrum. The elastically scattered laser
appears in the middle, while Stokes and Antistokes lines are shifted to either sides on
the energy scale. Inspired by [4].

For a macroscopic picture of Raman scattering [15], we take a look on the polarization

an oscillating electric field of the form

E (r,t) = Er (kr,wr) cos (ky - —wrt) , (3.3)

that presents the incident light, induces in a crystal. The resulting polarization will
be determined by the susceptibility x (k;,w;), and is oscillating with the frequency of

the incident electric field:

P(k‘[,bd[) = X(k[,bd[) E] (k‘[,bd[) . (34)

At finite temperature, there are however fluctuations in the crystal that influence the
susceptibility. In this case, these fluctuations are phonons that can be written as plane

waves in the following form:
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Q(r,t) =Q(q,Q)cos(q-r—Qt) . (3.5)

Since the light frequencies in the visible range will be much higher than those of the
phonons, their modification of the susceptibility can be expressed as a Taylor series of
the lattice displacements @ (r,t) as

24
X (kr,wr, q) = xo (kr,wr) + @Q (rt) 4., (3.6)
where the second term is the oscillating part of the susceptibility, induced by the lattice
displacements. When inserting equation (3.6) into (3.4), we get two parts: the first one
stays unchanged by the lattice displacements and oscillates with the frequency of the
electric field. It thus represents elastic Rayleigh scattering. The second term contains

the modified term in the susceptibility and a mixing of light and phonon frequencies:

P’ind (Ta t? Q) = ;gég (Q7 Q) EI (kfa wft) (3 7)

{cos[(kr +q)r — (wr + Q) t] + cos[(kr —q)r — (wr — Q) t]},

which gives the Stokes (-) and Antistokes (+) frequencies and energies already intro-
duced in equation (3.1) and (3.2). The more important conclusion from (3.7) is, that
only phonons that modify the susceptibility contribute to the Raman spectrum. These
are then called Raman active modes. Other phonons, that modify the polarization di-
rectly are called infrared active, modes that do neither of the two are called silent. In
non-centrosymmetric crystals, it is possible that phonons are both Raman and infrared
active at the same time, which is the case for all material systems examined in this

thesis.

Ox
0Q
a vibration mode is Raman active at all, together with the light polarization of incident

The quantity 55@) in (3.7) is called the Raman tensor R. It not only shows whether

and scattered light it also defines selection rules, that determine in which scattering
geometries a phonon can be found in the Raman spectrum. These selection rules can be

found via the formula

Is o |e;- R-eg|”, (3.8)

where [g is the Raman intensity and e; and eg the polarization of incident and scat-
tered light.

11



When expanding the Taylor series in (3.6) to one more order the two-phonon spectrum
is included, where Raman peaks differ by £, 4+ €2, from the laser frequency, with €2,
and €2, being the frequencies of the phonons that are either created or annihilated.
Creating two phonons is called a sum process, creating one and annihilating another
of smaller energy a difference process. The special case that two identical phonons are
created is called the overtone of a certain phonon. In these processes, the condition
that only phonons from the I'-point can participate is not needed any more, since it
is sufficient that the momenta of the two phonons add up to zero. In contrast to one-
phonon scattering, this often makes it possible to draw conclusions about the phonon
density of states in the Brillouin zone. For difference processes, one of the phonons
must already exist in the crystal before scattering, which makes them only observable

at sufficiently high temperatures, similar to the Antistokes process.

3.2. Mediation by the electronic system

In this section, we will take a look on the effect the excitation energy has on the intensity
of the Raman scattered light. Varying the laser wavelength, one often finds resonances
of the scattered light in the vicinity of electronic band gaps or excitonic transitions of
the crystal. These resonances show up due to the mediation of Raman scattering by
the electronic system, which happens in three steps. In the following, resonance effects
will be discussed for the Stokes process only. These can be described by the following

formula:

M=% (i| Her (wr) [v) W] Heion V1) (WI| Her (ws) |f)

(E, — hwy —iLy) (Byy — hws — ily,) (3:9)

v,v/

where M gives the Raman scattering amplitude. In the numerator of equation 3.9,
there are three transitions, which describe how phonons are created when photons are
absorbed and re-emitted by the medium. In the first step, an incident photon of energy
Iy creates an electron-hole pair, transferring the system from its initial state |i) to the
first intermediate state |v), that is in general a virtual electronic state. Next, this virtual
state is scattered into a second virtual state |v/) by the electron-phonon interaction
Hamiltonian H._;,,, and a phonon is created in the medium. Lastly, the electron-hole
pair recombines into the final state |f). Since the electronic system stays unchanged in
the Raman process, the final state is identical to the initial one from the electronic point

of view. The only difference between |i) and |f) is the phonon that was created.

12



When talking about resonant Raman spectroscopy, one means that at least one of
the intermediate virtual states becomes a real electronic state of the system. We can
see the effect on the Raman amplitude in the denominator of equation 3.9. When the
first intermediate state |v) is a real electronic state, and the laser energy is chosen to
be FE, = hw;, the first term in the denominator becomes minimal and increases the
scattering amplitude. This case is called an ingoing resonance (see also Fig. 3.2 (b)). If
the second intermediate state is real and its energy is equal to hwg, we have an outgoing
resonance. The special case that both intermediate states are real is then a double
resonance. [, and I'), are damping constants that give rise to the finite lifetime of the
sates |v) and |v/). Since there can also be a series of real states in the system, the sum

over all possible intermediate states has to be taken in equation 3.9.

(a)...lY2 .............................. (b) 1> = real

Q Q,q

1 v

w, kl ..................... W, ,k‘ _____________________

‘*’sé ws,é

2,4 I DI

(C)|V> .............................. (d) W= real

Q,q Q.q

VD= real | v>= real

wl !kl ('UI !kl _L

‘”sé wsé

Figure 3.2.: Energy levels of the electronic mediation in Raman scattering. Dotted lines
are virtual, solid ones real electronic states. The azis break between |i) and |f) implies
that while the electronic system stays unchanged, a phonon is created in the material
during the process, and the initial and final states are not identical. (a) non-resonant
case (b) ingoing resonance, (c) outgoing resonance (d) double resonance.

For mediating the Raman process, uncorrelated electron hole-pairs as well as excitons
can serve as intermediate states [19]. Typically, the measured resonance curves turn
out sharper and stronger for excitonic states than for band to band transitions |20, 21].
Another effect that is commonly known for GaAs, is that the outgoing resonance is
stronger than the ingoing one for a mediation by excitonic sates. This can be explained

by the fact that for a excitonic series of real states, one excites into the excitonic con-

13



tinuum with the incident photon and hits the ground state of the Rydberg series with

the re-emitted photon, which makes the outgoing process quasi double resonant [22].

3.3. Electron-phonon coupling

In the last section, it was discussed how tuning the laser energy to hit real electronic
states leads to resonances in Raman scattering. There is however another important
requirement for the observation of Raman resonances than the laser wavelength, and
that is the electron-phonon interaction. In equation 3.9, we can see that the scatter-
ing between the two intermediate states which creates a phonon is determined by the
electron-phonon interaction Hamiltonian H,._;,,. Therefore, resonances will be found
only if there is an significant electron-phonon coupling mechanism for the chosen phonon
mode and scattering geometry. The two most important interactions are introduced in

the following.

3.3.1. Deformation-potential interaction

The most common form of electron-phonon interaction is the so called deformation-
potential interaction, which is a direct consequence of the Born-Oppenheimer approx-
imation [15]. According to this rule, due to the much larger masses of the ions in a
crystal, the electrons can react almost instantaneously to ionic motion, while the ions
themselves see electrons only as a time averaged potential. Therefore, the Hamiltonian
H._;,, can be written as a Taylor expansion of the electron Hamiltonian H, with respect

to the atomic displacements OR; from the lattice equilibrium position:

OH,
He_wn (Tj,aRj) :Z <8R> 8Rj (310)
7

J

R
Or in other words, the electron-phonon interaction is the change in electronic energy
due to deformations in the observed potential induced by the movement of lattice atoms.

Since the electronic Hamiltonian H,. is not necessarily known most of the time, it is

common to approximate this expansion by the induced change in the band energies FE,:
ok,
’“) -OR; . (3.11)

0H,
<5Rj> OR; = <3Rj

For optical phonons, the displacement of lattice atoms does not lead to a macroscopic

strain, due to the out-of-phase oscillation within one unit cell. The amount of shift

14



for the band edge energy is therefore given by the optical phonon deformation potential
D,, ., using the microscopic displacements u of crystal atoms within one unit cell relative

to their equilibrium distance ay:

OF, 4 = Dy s . (3.12)
Qo

3.3.2. Frohlich interaction

In polar crystals, there is another electron-phonon interaction that only works for optical
phonons. The out-of-phase vibration of different kinds of atoms in a unit cell can induce
an oscillating electric field, that can directly interact with the electronic band states.
This coupling mechanism is called Frohlich interaction [15]. This process plays an im-
portant role for the resonances of the LO phonon in GaAs [22, 23]. This phonon mode
and also its overtones show strong resonant enhancement due to Frohlich interaction,
even when being Raman forbidden in the chosen measurement geometry. Therefore, this
mechanism is mostly discussed for the GaAs LO phonon.

The Hamiltonian that describes the interaction of LO phonons with the band structure

due to the oscillating electric field is

Hp, =) ZSF{c; expli(q-r— Qrot)] — cc}, (3.13)

q

where the coefficient Cr is

. (& 27T7:LQLO 1 1
CF_\/%\/ N (e =) (3.14)

Here, Q210 and ¢ are the LO phonon frequency and wave vector, e is the elementary
charge, N the number of unit cells per unit volume and V' the volume of one primitive
cell. We can see that the strength of Frohlich interaction mainly depends on the low
and high frequency dielectric constants €y and €., which facilitates its calculation. In-

1

terestingly, the coupling also depends on ¢~", which means it diverges at the I' point

and predominantly enhances zone center phonons.
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4. Experimental setup

In the following, the experimental setup that enables PL and Raman experiments in
our laboratory will be introduced. The first part explains how the available laser and
spectrometer are used to build a micro Raman setup, while the second part summarizes
the integration of an Attocube positioning system into an Oxford instruments magnet

cryostat, that was done within this thesis.

4.1. Micro-Raman setup

Fig 4.1 shows the main principle of the experimental setup used for Raman measure-
ments. The setup is specially built for resonant excitation in the near infrared range,
which is why a continuous wave Ti:Sapphire laser by Spectra-physics is used as the
light source. This optically pumped laser is tunable in the range of 715 - 1000 nm,
delivering an output power of up to 1 W, for optimal wavelength and resonator adjust-
ment. [t does however contain side modes next to the amplified laser wavelength, which
would hinder the observation of Raman modes. Thus, a tunable laser line filter with a
small bandwidth is used, which only lets pass the central laser wavelength. Since the
Ti:Sapphire laser emits light that is horizontally polarized, and the line filter only works
for vertically polarization, a half wave plate is always placed between the two elements.
Unfortunately, the line filter strongly affects the laser line profile, which is enlarged to
about a square centimetre when exiting the filter. To make up for this inconvenience, a
beam expander is placed vice versa after the line filter, which reduces the beam profile
close to its original size.

The again collimated laser beam is then directed to a 100X Nikon microscope objective
with a numerical aperture of 0.8, which focuses the light down to a 1-2pm spot on the
sample. The sample itself sits in a CryoVac cryostat, that is cooled to 4 K by continuous
helium flow. Placing the cryostat on a Steinmeyer xy-table allows to adjust the sam-
ple position under the focused laser beam. The microscope objective also collects the

backscattered light of the sample, which is later coupled out by a cube beamsplitter, that
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Figure 4.1.: Illustration of the experimental setup used for all Raman measurements.
In case of some PLE experiments on nanowires, the laser line filter was not used.

was chosen for its very high light polarization conservation. The reflection/transmission
ratio of the beamsplitter is 90:10. That way, most of the light that is backscattered by
the sample can be coupled out to the spectrometer, allowing to keep the laser power
as low as possible in order to achieve a certain count rate of signal. The power that is
illuminated on the sample is always measured directly before the objective. This power
is adjusted by using a filter wheel, that is continuously tunable between optical density
0 and 2, and is placed behind the beam expander. The polarization of the laser light is
selected by a linear polariser and half wave plate, that are placed before the beamsplitter
for the incident light, and after it for the out-coupled light that comes from the sample.

To monitor the position of the focused laser on the sample, the white light of a LED is
directed onto a 50:50 plate beamsplitter, that lets half of the backscattered white light
from the sample through to a camera. Since the cube beamsplitter mentioned earlier is
specified for the near infrared range, it does not work for the white light, which requires
a separate beamsplitter to couple the white light into the microscope objective. Using a
dichroic mirror, that reflects only light with wavelengths shorter than 650 nm, nearly all
of the white light can be coupled in and out, without significantly influencing the power

of the transmitted laser. The beam path of the laser light is however slightly altered by
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the dichroic mirror, which is why it is placed on a flip mount, and is taken out of the
beam path for any fine adjustments and all the measurements.

In the end of the beam path, the scattered light is focused on the entrance slit of a
triple Raman spectrometer (Princeton instruments) by a lens with focal length of 3 cm.
The spectrometer consists of three stages, each equipped with a diffraction grating. In
the first stage the light is spectrally expanded, and directed onto the slit towards the
second stage in such a way, that the wavelength of the elastically scattered laser light
is filtered out. The second stage then reverses the spectral expansion of the first stage,
before the third stage produces the spectral resolution for the measured spectra. In each
stage, there are three different diffraction gratings selectable. In this thesis, the first two
were always used with the 900 lines/mm grating, and the third one with 600 lines/mm.
For light in the near infrared, these gratings are only sensitive to horizontally polarized
light. Therefore, it is not possible to detect unpolarized light, and all measurements in
this thesis are either for the co or cross polarized case. The signal in the end of the third
stage is detected by a CCD chip, which is cooled to —120°C by liquid nitrogen, reducing
the dark current.

Some of the sample characterization measurements in part III about MoSe,-WSes het-
erostructures were done using a green laser (2.33eV), a single stage Raman spectrometer
and a set of Bragg filters for blocking the laser line. The advantage of using Bragg filters
lies in the fact, that only the laser frequency is blocked, and therefore the Stokes and
Antistokes sides can be recorded simultaneously. The disadvantage is of course, that the
laser energy is not tunable. Hence, this setup was only used for pre-characterisation. If

not specifically noted, all measurements were done using the setup in Fig. 4.1.

4.2. Microscope setup for magnetic fields

During the experimental part of this thesis, it became necessary to perform measure-
ments using an external magnetic field. In the laboratory where the Ti:Sapphire laser
and triple Raman spectrometer are operated, there is a magneto cryostat by ICE Oxford
available, that is built to reach magnetic fields up to 9'T. Unfortunately, these kind of
bath cryostats do not allow to focus the laser light by a microscope objective, which
was needed for all samples investigated in this work. It was therefore decided to use
the Microstat MO model by Oxford instruments, which is a continuous flow cryostat
capable of fields up to 5T, and has a window compatible for microscope objectives. So

far, this cryostat had however only been used for measurements on wafer pieces, that
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did not require a micrometer precise positioning of the laser spot on the sample, which
is however necessary for all samples used in this work. Since the cryostat is simply to
heavy to place it on top of a xy-table as done with the CryoVac model, it was necessary
to use a positioning system that can be put inside the cryostat. This was realized by
two Attocube ANPx51/RES linear horizontal steppers. These piezo driven positioners
are specified to work at down to 10 mK and for fields up to 31T, the minimum step size
is 10nm with a maximal travel range of 3mm. Their base area measures 15 x 18 mm,
with a height of 9.2 mm. While this means they easily fit inside the sample chamber of a
bath cryostat, a lot of work was necessary to adapt the Microstat MO to be compatible

with this positioning system, which will be summarized in the following.

Figure 4.2.: (a) General construction of the Microstat MO cryostat sample chamber
without the Attocube system. (1) Side walls of the sample chamber, not cooled by helium
(2) Frame of the cryostat window (3) Cryostat window, 0.5mm tick (4) Microscope
objective (5) Sample holder (6) Mount for the sample holder, delivering the cooling via
mechanical contact (7) Contact pins for electrical applications (8) Gold contacts on the
mount (b) Technical drawing of the new sample holder including the attocube system
(9) Thread for mounting the heat shield (10) Attocube positioning system for z- and
y-direction (11) Copper plate for mounting the sample (12) and (13) Heat contact for
cooling the sample (14) Heat shield

The Microstat MO has two separate vacuum chambers, one for the magnet coils and
one for the sample, each of which having their own helium circuit. The cross section of
the sample chamber is illustrated in Fig. 4.2 (a). The side walls (1) are not cooled by

any helium circuit and are separating this chamber from the magnet coils at the outside
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of it (not shown). The window frame (2) made of aluminium contains a 0.5 mm thick
window made of spectrosil B, and allows a microscope objective (4) to focus light on the
sample. The sample holder (5) is screwed into its mount (6), which means the cooling
happens via this mechanical contact. For changing the sample, the holder is taken out
of the cryostat by a special tool (not shown). For electrically contacting the sample,
the holder has 12 contact pins (7), which are arranged in three groups of four, and are
pressed onto gold contacts on the sample mount (8) when screwing the holder into the
cryostat.

Figure 4.2 (b) shows a technical drawing of the sample holder that includes the two
Attocube positioners (10). In order to provide enough space for the lower cube on the
holder, it was necessary to reduce the number of contact pins to ten. This happens to be
the number of needed contacts, as each positioner has five cables. The cubes are fixed
by screws, which means threaded holes were added to the sample holder for the lower
one. On top of the upper cube, there is a copper plate for mounting the sample (11).
Since the cubes are not designed to cool a sample by conducting heat away, the copper
plate has a direct heat contact to the sample holder below. This consists of several
thin copper plates (12), that are soldered to a copper stick standing on the sample
holder (13). Since the cubes maximal force along one axis is 1N, it was important
that the mechanical resistance of the heat conductor lies below that value, which limits
the maximal heat capacitance. To ensure the sample could still be cooled down, the
heat capacitance of the parts (12) and (13) and the amount of thermal radiation on the
sample by its surrounding were estimated. Since the side walls of the sample chamber
are not cooled, their thermal radiation adds to that through the cryostat window and
lies at about 1.5 W. The thermal conductance of the heat contact on the other hand is
only about 50 mW K~!, which would not be sufficient to keep the sample close to 4 K. To
solve this problem, a heat shield (14) had to be used for reduction of thermal radiation,
which is screwed down by an additional thread at the side of the sample holder (9) and
hereby also cooled down. The estimated value of thermal radiation that goes through
the heat shield hole at the top is only about 3.5 mW, allowing the heat conductor to
keep the sample close to liquid helium temperatures. All parts shown in Fig. 4.2 (b) are
made of oxygen free copper and gilded (except for the Attocubes themselves), and were
fabricated by the mechanic factory of the faculty. In addition to the parts shown in the
figure, a new window frame providing more space for the positioning system had to be
built, as well as a modified tool for screwing the sample holder into the cryostat, and a

new tool for screwing the heat shield to the sample holder.
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The electrical connections for controlling the Attocubes were made using the ten
remaining contact pins on the sample holder. The maximal electric resistance for running
the cubes is 2.5 €2, however the cables in the cryostat running from the outside plug to
the sample holder contact (8) had a resistance of about 60€2. Soldering new cables in
this value could be reduced to 1.5 (2. Finally, an adapter cable was made to connect the
outside plug on the cryostat to the attocube controller.

Also the experimental setup surrounding the magnet cryostat had to be rebuilt, since
the former setup is placed on an optical table with a ferromagnetic plate that is not
suitable for magnet cryostats. The new setup does however consist of the same beam
splitters and polarization optics, and hence is in principle the same.

In operation the spectral position of PL lines showed that the sample reaches temper-
atures comparable to what we know from the CryoVac cryostat. Running the positioners
at low temperatures also works sufficiently well. The only inconvenience that appeared
in operation is a slight hysteresis when changing the drive direction of the upper At-
tocube, which is most probably due to the mechanical force of the heat conductor. This
excludes the positioning system from being used to scanning operation of two dimen-
sional arrays. The second disadvantage that comes with this cryostat rebuilding, is that
there are no electrical connections left for contacting the sample. This is however still
possible when using the original sample holder; as new parts were built instead of modi-
fying the old ones, the cryostat can be used at any time in its former configuration. The
only thing that was changed permanently is the cable resistance between the outside

plug and sample chamber.
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Part Il.

Intersubband excitations in wurtzite

GaAs wires
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Having described the basic principles of the chosen experimental technique and the
available setup in our laboratory, we will now come to the first of two main topics in this
dissertation: Measuring the one-dimensional subband structure of ultra thin wurtzite
GaAs wires by inelastic light scattering. Doing this, we exploit the recent advances in
the fabrication of MBE grown core-shell nanowires, which have succeeded in reducing
the wire diameter to just a few tens of nanometers and therefore offering sufficiently high
confinement energies [24]. The nanowires used in this work were grown in the group of
Prof. Dominique Bougeard, mainly by Florian Dirnberger, and have core diameters of
down to 25nm.

Chapter 5 will introduce the growth process that was used to obtain the wires that
were measured in the Raman experiments. Next, the theoretical background of wurtzite
GaAs will be introduced, including the differences on phonon dispersion and electrical
band structure compared to zinc blende GaAs. Lastly, the effect of confinement and its
reported evidence in literature to this day will be discussed.

Finally, we will present our experimental results in chapter 6, which are obtained
by inelastic light scattering, photoluminescence and photoluminescence-excitation. We
find a series of Raman peaks, which can be interpreted as intersubband excitations of
electrons and holes. The extracted values for the subband splittings and absorption
peaks are compared to k-p band structure calculations derived by Paulo de Faria Junior,
which can nicely reproduce the experiment. Most of the data in this chapter were
published in Phys Rev B [25].
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5. Theoretical background and state of
the art

5.1. Synthesis of ultra thin core-shell wires

The nanowires used in this work were grown by Florian Dirnberger, using a Molecular
Beam epitaxy (MBE) setup and the so called Vapour-liquid-solid (VLS) growth method.
This process was first discovered by Wagner and Ellis in 1964 [26], and its basic principle
can be seen in Fig. 5.1. The parameters that were used in this case can be found in
more detail in [27], but a short summary will be given in the following.

As a first step, a gold layer of 0.05 A is deposited onto a GaAs(111)B wafer. This wafer
is transferred to the MBE chamber, where a constant background pressure of As Atoms
is applied for the whole time, preventing As atoms in the substrate from evaporating.
Heating up the wafer then leads to a formation of liquid gold/gallium nanodroplets on
its surface, which act as a sort of catalyst for the formation of a wire. The actual growth
process is started by applying a flow of Ga atoms into the chamber. These are absorbed
by the liquid nanodroplet, which is accompanied by surface diffusion of atoms from the
substrate, which together creates a supersaturation in the nanodroplet. Consequently,
condensation occurs at the interface of droplet and substrate. The result is the growth
of a GaAs nanowire with hexagonal cross section, whose diameter gets thicker for longer
growth times, since for a certain wire length the atoms from surface diffusion do not
reach the nanodroplet any more, and condensate directly at the side walls. The growth
time together with the initial size of the droplet therefore determines the wire diameter;
varying the time between 20-125 minutes increases the diameter from 20 to 110 nm and
the length from 1 to 5 pm. Stopping the Ga flow terminates the growth of the wire, still
maintaining the As background pressure.

Since a GaAs wire alone would suffer from significant loss of PL intensity due to surface
trapped states [29], an Aly32GagesAs shell of nominally 15nm thickness is added after

the GaAs core is finished. To prevent this shell from oxidizing, the wires are finally
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Figure 5.1.: Schematic explanation of the VLS-method. (a) A thin gold layer is de-
posited on top of a GaAs wafer. The substrate is transferred to the MBE chamber, where
a constant As background pressure is maintained. (b) The gold film forms a droplet
when heated up. (c) The gold droplet then acts as a catalyst for Ga and As atoms, which
condensate at its bottom to form a nanowire. (d) Since also diffusion from the substrate
to the sides of the nanowire occurs, the wire has grown in hight and diameter at the end
of the growth process. Inspired by [27, 28]

capped with 7.5 nm of GaAs in the last step of the fabrication. This usage of protection
layers ensures the suppression of non-radiative recombination via surface states [30]. A
SEM (scanning-electron-micrograph) picture of a finished wire is shown in Fig 5.2 (a).
This particular wire has a core diameter of approximately 25nm, but already contains
its shell and cap layer, making it broader in the picture.

For our purposes the wires need to be lying on a substrate, since we have to transfer
photon momentum perpendicular to the wire axis in order to excite intersubband exci-
tations. Therefore, the wires are broken off the growth substrate in an ultrasonic bath,
and the liquid containing the wires is dropped on a Si-substrate with a 300 nm thick
SiO, layer on top. After drying out, the wires are lying on this substrate, as shown in
Fig. 5.2 (b). The gold numbers are used for orientation, as it is not possible to see the
wires in the white light image of our measuring setup. Since not every wire shows a
defect free PL emission, we have pre-selected wires which show a defect free, single PL

emission peak at low excitation powers.
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Figure 5.2.: (a) SEM picture of an as grown nanowire standing on the growth substrate.
The core diameter is approximately 25 nm, but the total diameter is larger due to the shell
and cap layers. (b) Microscope image of wires dispersed on a Si-substrate that contains
gold numbers for orientation during measurements. The green circle marks one of the
single wires. (¢) Coordinate system that is used to define the polarization configuration
in Porto notation. A finite photon momentum q is transferred along the wire axis due
to the numerical aperture of the objective.

In figure 5.2 (c), the measurement geometry is illustrated. The plane in which the
wire lies on the substrate is given by the coordinates y and z, with z being the growth
direction of the wire. Therefore, x is the direction of light excitation and emission. This
coordinate system will be used from now on to define the polarization configuration,
using Porto notation, which is given in the form kj (e7,eg) ks. Here, k; and kg are the
propagation directions of the incident or scattered light, and €; and eg the directions of
the linear light polarization. For example, exciting a wire with light polarized parallel
to its growth direction, but detecting the light that is emitted perpendicular to it, is
noted by Z (z,y)x. Fig. 5.2 (c¢) also shows the transfer of a finite photon momentum
q along the wire growth direction, due to the numerical aperture of the used objective.

This will be discussed later in section 6.4.3.

5.2. Formation of wurtzite crystal structure

Apart from the dimensionality of the wires, there is another striking difference between
GaAs wires and bulk GaAs: Depending on the growth conditions, it is possible they

condensate in the wurtzite crystal phase instead of zinc blende. The wires used in this
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thesis are fabricated to posses a pure wurtzite phase structure, as shown by electron
diffraction patterns [8].

The wurtzite and zinc blende crystal structures are compared in Fig. 5.3. As shown
in this drawing, the two crystal structures differ mainly in their stacking order along
the zinc blende [111], or the wurtzite [0001]-direction. For the zinc blende case, an
ABCABC stacking is found, where each letter stands for a layer of Ga and As atoms
(a). For wurtzite on the other hand, the C layer is missing and thus an ABAB stacking
is formed (b). The ABC stacking is equivalent to two intertwined fcc lattices (one each
for Ga and As atoms), the wurtzite to two hcp lattices. The usage of four indices for
crystal directions and planes for wurtzite is also a consequence of the hexagonal form,
as different indexing can form equivalent crystal planes in hexagonal lattices [31]. The
[0001]-direction shown in Fig 5.3 (b) is also the wire growth direction and will be called
c-axis from now on. For an ideal wurtzite crystal, the lattice parameters can be derived
from the zinc blende form as a,. = a.;/v/2 and ¢ = 1/8/3a,. [32], where c is the lattice
constant along the growth direction and a perpendicular to it. Experimental values are

a=398A and ¢ = 6.56 A [33].
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Figure 5.3.: (a) Two-dimensional cross section of zinc blende GaAs, showing the stack-
ing along the [111] crystal direction. The stacking order is ABCABC, with each letter
standing for a layer of Ga and As atoms. (b) Cross section of wurtzite GaAs, showing
the stacking along the [0001]-direction. Here, the stacking order is ABAB. Inspired by

[15].

The zinc blende and wurtzite structure thus only deviate from one another concerning
the position of the third nearest neighbour for every atom, resulting in quite similar

electronic properties, which will be shown later. There is however a difference in stacking
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energy per atom between the two structures of about 12meV [34], favouring the zinc
blende over the wurtzite lattice. Consequently, bulk GaAs in wurtzite structure can only
be found in a high temperature and pressure regime [33]. Hence, the question arises why
GaAs nanowires can be found in the energetically unfavourable crystal structure.

The first and rather intuitive guess to answer this question, is the surface to volume
ratio and small diameter of the wires, as it was argued by different groups [35, 36].
The problem in this picture is however, that critical diameters for which the wurtzite
crystal structure should be stable, were predicted far to low. Therefore, the solution was
identified in the VLS-growth process itself. It was found by Glas et al. [37], that the
wurtzite phase occurs if the nucleation in the gold droplet happens at the triple-phase
line. That means, the nucleus forming the wire is attached to gold, the growing wire
and vacuum at the same time. It was later shown that also other parameters, like shape
and volume of the droplet, together with the position of the nucleus are important [38].

As a consequence, wurtzite GaAs wires do not necessarily have to have a small diam-
eter. It is either possible to grow bulk like wurtzite wires measuring several hundreds of
nanometers in diameter [9], or on the contrary, grow ultrathin GaAs wires of just a few
nanometers thickness in zinc blende structure [39]. Also changing the wire crystal struc-
ture during growth according to the conditions in the process has been demonstrated
[40].

5.3. Raman spectroscopy of wurtzite wires

In the following chapter, the evidence of condensation in the wurtzite phase that is
found in Raman measurements, will be discussed briefly. Raman spectroscopy is a well
suited tool to experimentally differentiate between the zinc blende and wurtzite phase
in nanowires.

The phonon dispersion of wurtzite GaAs is plotted in Fig. 5.4 (a). It is obtained
by simply taking the dispersion of zinc blende GaAs, and folding the phonon branches
back from the L to the I'-point of the Brillouin zone [41]. This backfolding originates in
the change from ABC to AB stacking configuration explained before. For the unfolded
branches, the optical phonon energies in wurtzite GaAs are thus very similar to those in
zinc blende GaAs. These phonons are the A;(LO) and the E;(TO) modes. The A;(LO)
mode is Raman allowed in Z(y, y)z configuration, the E;(TO) in Z(z,y)z and Z(y, 2)y.
In addition, the backfolded Eo" and the B modes are present, from which only the

first one is Raman allowed.
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Figure 5.4.: (a) Phonon dispersion of wurtzite GaAs obtained by folding back the
branches from the L to I'-point. Adapted from [42]. (b) Comparison of phonon lines
for wurtzite and zinc blende GaAs. An additional peak appears for the wurtzite structure
at 257.5cm™t. Taken from [{3].

Figure 5.4 (b) displays a measurement of the optical phonons, comparing the two
GaAs crystal structures. The two upper graphs both stem form a wurtzite wire, but
were taken using different polarization configurations. The lowest graph shows zinc
blende GaAs, illuminated along the equivalent crystal axis compared to the wires. The
excitation energy was 1500 meV, which is just above the band gap at 7" = 290 K. There
are three main peaks visible for the wurtzite wire. The highest one at 291.3cm™! is the
A;(LO) mode. According to Raman selection rules, this mode should not be allowed in
either of the shown scattering geometries. The reason it still appears lies in the near
resonant, excitation and a consequently strong Frohlich interaction, which is also found
for bulk GaAs [23].

The dashed line in Fig. 5.4 (b) marks the position of the E;(TO) mode. It appears in
for T(z,y)z geometry at 268.6 cm™!. For T(z, z)x configuration it appears at a slightly
lower energy. This behaviour can be explained by a mixing of phonon modes due to an
asymmetry of atomic bonds, giving rise to a A;(TO) mode at lower Raman shifts.

Finally and more importantly, a third mode can be found at 257.5cm™!, that is
absent in zinc blende GaAs. This peak can be identified with the E;® mode, which is a
backfolded branch in the phonon dispersion. Also the Eo" mode has already been found

at a Raman shift of 64cm™" [44]. The appearance or absence of this modes is therefore
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a way to determine the crystal structure of a GaAs wire by Raman spectroscopy.
Another service that Raman spectroscopy has offered to the research of nanowires

is the observation of phonon resonances, that allows to make conclusions about the

electronic band structure [45-48]. Some of these results will be presented in the next

chapter, where a closer look will be taken on the electronic properties of wurtzite GaAs.

5.4. Electronic band structure of wurtzite GaAs

Just as for the phonon dispersion, there is also a big similarity between zinc blende and
wurtzite GaAs in the electronic band structure: Also wurtzite GaAs is a direct band
gap semiconductor, with the smallest gap at the center of the Brillouin zone. However,
the energetic positions of some bands at the I'-point relative to each other change for

wurtzite GaAs.
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Figure 5.5.: Important bands at the I'-point of wurtzite GaAs without and including
spin-orbit interaction. Some of the equivalent bands for the zinc blende structure are
found at the L point. Taken from [32].

An overview of how bands in zinc blende and wurtzite GaAs correspond to each other
can be seen in Fig. 5.5. Here, the electronic bands at the I'-point of wurtzite GaAs
are listed, once without and once including spin-orbit coupling. As can be observed

in this figure, some of these zone center bands are found at the L-point of zinc blende
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GaAs. This is due to the same band folding argument that applies for the backfolding of
phonon branches discussed before. An important consequence of the backfolding for the
electronic band structure is the Lgo (L1c) band from zinc blende, that becomes the I'se
(I'3¢) conduction band in the wurtzite structure. This new band lies very close to the
I';o band (that corresponds to the lowest conduction band in zinc blende GaAs), rising
the question which of the two is the lowest conduction band at the I'-point for wurtzite
GaAs. Theoretical works came to different conclusions, some found the I';¢ to be the
lowest conduction band [49], some the ['s¢ [32], some found it to be dependent on their
used approximation [50]. On the experimental side, some groups argued to find I'sc at
lower energy, based on the temperature dependence of PL [51], while others favoured
the I'7o due to higher transition probabilities in order to explain the observed phonon
resonances [46] or effects of strain in PL measurements [52]. The best evidence to this
day are however magneto PL measurements by de Luca et al. [53]. This work exploits
the fact, that the effective mass of the I'sc is larger than that of I';¢ by more than
one order of magnitude [50]. Extracting the exciton reduced mass out of the measured
diamagnetic shift revealed that the lowest conduction band in wurtzite GaAs has ['7¢
symmetry. We will also find our experimental results to be consistent with this band
ordering.

Next, we take a look on the valence band structure. Without spin-orbit coupling,
the I'5y state of zinc blende is split by the wurtzite crystal field into the I'gy and I'yy
states. The I'gy is fourfold degenerate and formed by p, and p, orbitals, the I';y is double
degenerate and formed of p, states. Including spin-orbit coupling, the 'y}, becomes the
['7y split off band, while the I'gy further splits into the I'gy heavy hole and the I';y, light
hole band, which are energetically separated in wurtzite.

Having presented the band ordering, a closer look on the optical selection rules of
wurtzite GaAs can now be taken. These are schematically drawn in Fig. 5.6 (b),
following [54, 55]. Here, it can be seen which transitions are allowed for light that is
either linearly polarized parallel or perpendicular to the wire axis. Critically, transitions
from the heavy hole into the lowest conduction band are only possible for perpendicular
polarization, while transitions from the light hole band are possible for both parallel
and perpendicular polarization. A transition from heavy hole band to the next higher
conduction band (I's¢) is also only possible for perpendicular polarization.

Fig. 5.6 (a) displays a collection of experimentally obtained values for the zone center
bands. The low-temperature PL emission is found for wurtzite GaAs in the range of
1516 — 1517meV [51, 58] to 1521 — 1524 meV [9, 56]. When going to room temperature,
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Figure 5.6.: (a) Summary of experimental values for the most important bands at
the T-point of wurtzite GaAs. (b) Optical selection rules for the bands shown in (a).
The considered polarizations are linear, either perpendicular or parallel to the wire axis.
Inspired from [16]. Value for Tzc — Tsc from [56, 57].

it redshifts to 1444 meV [51]. The spacing between heavy and light hole bands, which is
the most important difference compared to zinc blende GaAs, was quantitatively char-
acterized using resonant Raman scattering by Ketterer et al. [46]. They exploited the
already mentioned resonance of the LO phonon and its overtone due to Frohlich inter-
action, and found different outgoing resonances for varying polarization configurations:
For light polarized perpendicular to the wire axis, they observed a resonance pointing
to a real intermediate state at 1516.5 meV, for parallel polarized light they additionally
observed a real state at 1620 meV. From this, they conclude a heavy to light hole split-
ting of 103 meV. Similarly, the position of the split off band could be found 466 meV
below the heavy hole band [47]. The I'sc conduction band was measured by PLE, and
found to be approximately 65 meV above the I'7¢ band [56, 57].

5.5. Formation of one-dimensional subbands

The second important deviation from the band structure of bulk GaAs in our wires
arises due to the radial confinement. When decreasing the wire diameter to just a few

tens of nanometers, all of the bands shown in the previous section split into subbands.
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This means, that the electronic wave functions perpendicular to the wire axis are now
standing waves, while free motion of particles is only possible along the c-axis of the
wire.

For an approximate derivation of the subband energies, the model of the cylindrical
potential well [59, 60] will be considered. Later in the experimental part, we will use
more exact calculations of the subband structure, that are done for a hexagonal cross
section. However, the cylindrical well is already a good approximation, especially for the

electron subbands. This model is characterized by the following confinement potential:

0, r<a
V(r,0) = (5.1)
00, TrZ>a.

To derive the energy spectrum, the Schrodinger equation in polar coordinates

h2<62 19 162

LN 66) U (1,0) = B (r,0) 52)

2m
has to be solved, which is done by separating angular and radial parts according to
¥ (r,0) = R(r)© (#). The angular part leads to solutions of the form

o (0) = \/12_7Tei”. (5.3)

Because the solutions are required to be single valued, they should return to the same
value when adding 27. This implies that [ = 0,41, +2, ..., which means the angular
momentum is quantized. After introducing the new variables k = /2mFE /h? and j = kr,

the radial part of the Schrodinger equation becomes

2
which is the Bessel equation. The solutions of the first kind J; (kr) are used, and the

boundary condition from the beginning implemented, namely J; (ka) = 0. This leads to

ERG) | 1dRG) (| B .
i +j i —i—(l ,>R(]), (5.4)

subband energies of the form

R252
E, = —" 5.5
i = g (55)
where j,,; denotes Bessel functions vanishing at the boundary for n = 1,2.... The set

of subbands for each n then consists of one solution for [ = 0, but is double degenerate

for | I |> 0. The total energy of charge carriers in a nanowire is then given by
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where the second term describes the free motion along the wire axis. Fig. 5.7 (a) shows
a schematic picture of the above derived subband structure, with the quantum numbers
n and [. Since the wires we use are undoped, the Fermi energy shown here is created
by constant radiation of the laser, and depends on the excitation power. When only
the lowest subband is occupied, we will consider the wire to be in the one-dimensional
quantum limit, as all motion of charge carries then happens along the wire axis. The
corresponding density of states is displayed in Figure 5.7 (b), showing the typical energy

dependence for one dimensional systems:

1 2m
@) . )
n']DA
. > = >

Figure 5.7.: (a) One-dimensional subband structure forn =1,2 and |l |=0,1. In our
case, the Fermi level will be induced by constant laser radiation. (b) Density of states
for the subbands on the left, using the same occupation.

As experimental evidence of quantum confinement in single wires, two main effects
have mainly been observed by different groups: First, a shift of the fundamental PL
to higher energies, that can be explained by equation 5.5. This formula states, that
already for the lowest subband, decreasing the wire diameter quadratically increases the
band energy. The resulting diameter dependent PL shift to higher energies has been
observed by several groups [9, 38, 57, 61]. The second effect is the observation of hot
PL, that occurs for excitation by high laser powers. When the occupation of higher

subbands becomes sufficiently large, electron-hole pairs may recombine directly from

34



the first excited electron subband to the first excited hole subband, without relaxing
to the lowest available state first. Consequently, a second PL peak at higher energies
emerges [27, 62].

However, to the best of the authors knowledge, there is no direct measurement avail-
able, that displays the splitting of either the electron or hole subbands separately, and
does not suffer from high excitation power induced renormalisation effects. An experi-
mental method that was used in the past to measure subbands in GaAs-AlGaAs quantum
well structures, is inelastic light scattering, the electronic version of Raman scattering.
In the next section, a brief overview on how this technique was used on quantum well

structures will be given.

5.6. Inelastic light scattering in low-dimensional GaAs

structures

Electronic Raman scattering within two-dimensional electron systems was first measured
in 1979 for modulation n-doped GaAs-AlGaAs quantum wells by Pinczuk et al. [63], and
for GaAs-AlGaAs heterojunctions by Abstreiter et al. [64]. In these works, a series of
broad Raman peaks (compared to phonon scattering) was found, that showed a resonant
enhancement close to the Ey+ Ay band gap. Some years later, the observation of similar
effects was realized in one-dimensional subbands by using an array of laterally patterned
quantum wells, that confined the free carrier motion in one more dimension [65]. Also
zero-dimensional quantum dots showed this kind of inelastic light scattering [66].

An electronic scattering mechanism that directly displays the splitting of neighbouring
subbands is called a single particle excitation (SPE). In addition, two more electronic
Raman features are known, which are collective excitations of free charge carriers. These
are called the charge-density excitation (CDE) and the spin-density excitation (SDE)
[67]. SPEs are mostly interpreted according to a two-step scattering mechanism, that is
shown in Fig. 5.8 (a). Here, in the first step, an electron is excited from the valence band
to a higher lying conduction subband. In the second step, an electron from the lowest
conduction subband, that lies below the Fermi energy, recombines with the hole in the
valence band. Hence, after the two steps an electron from below the Fermi level is excited
to a higher subband state. CDEs on the other hand describe the in-phase oscillation
of electrons against the positively charged background, whereas SDEs are oscillations,
where electrons with opposite spin show a phase shift of 7. Their appearance originates

in the scattering mechanism shown in 5.8 (b). In addition to the process in (a), the
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excited electron from the first two steps is annihilated in a third step, transferring its
energy to another electron via Coulomb interaction. This means, that the single particle
excitations are screened by the creation of collective excitations [68]. Hereby, the energy
of the resulting peak in the Raman spectrum is shifted with respect to an unscreened
SPE: CDEs are blueshifted compared to SPEs due to direct and exchange Coulomb
interaction, while SDEs are redshifted due to attractive Coulomb exchange interaction.
However, the three peaks can also be distinguished by polarization selection rules in
the spectrum, since for linear polarizations SDEs appear only for crossed excitation and
detection, while CDEs are only visible for the parallel configuration. SPEs on the other

hand are observed for both crossed and parallel configurations.

collective
excitation

K, Ky /\\

Figure 5.8.: (a) Two step scattering mechanism responsible for single particle excita-
tions. (b) Screening of single particle excitations by other excitations in the medium (c)
Three step excitonic scattering mechanism responsible for off-resonant collective excita-
tions. Inspired by [4].

The scattering processes in Fig. 5.8 (a) and (b) results in a distinctive resonance
behaviour of electronic Raman peaks [63]. When considering not just two, but a series of
electron subbands, also a series of electronic Raman peaks that involve spacings between
different subbands can be measured. Their resonance then shows two main features:
On the one hand, the energetic distance between resonance maxima of different peaks
matches the spectral distance of these peaks in the Raman spectrum. This is the case
case, since the laser excitation in the first step has to hit higher subbands for higher
excitation peaks, but the recombination in the second step still has to happen from the
lowest subband. And secondly, the width of the resonance curves is comparable to the

Fermi energy Er, because for hitting a certain higher lying subband in the first step, the
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excitation energy can only be varied by the size of Fr in order to still find an occupied
state in the valence band for the recombination.

Different excitation energies also reveal differences between single-particle and collec-
tive excitations. It was shown that SPEs dominate the spectrum only in case of extreme
resonance [69], but are screened for off-resonant excitation. For SDEs and CDEs, a
more complex behaviour was found. First of all, these excitations were also observed for
excitation energies far above the band gap [69]. Also, they may show much narrower
resonance curves, that can be divided into ingoing and outgoing cases, and sit on top
of broader curves that have a width of Er [20]. To explain this behaviour, a three step
third order scattering mechanism was proposed, that is sketched in Fig. 5.8 (c). Here,
in the first step an exciton is created by laser excitation from a lower valence to a higher
conduction band state. In the second step, this exciton is scattered to a lower energy
state (here by changing the valence band) by Coulomb interaction, creating a collective

excitation in the electron system. Finally, the exciton recombines in the third step.
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Figure 5.9.: (a) Transfer of momentum to the medium by tilting the sample by ©. (b)
Mazximal and minimal energy of a intersubband excitation depending on q (c¢) Upper and
lower branch of the one-particle continuum, showing the minimal peak width A for a
given q.

Until now, it was assumed that all transitions in k-space are vertical. However, this
is not necessarily the case, since it is possible to transfer different amounts of photon
momentum into the sample by tilting it with an angle ©, as depicted in Fig. 5.9 (a).
If the incident and scattered laser wavelengths are similar (A; = \g), the transferred

momentum ¢ will be

¢g=—snoO. (5.8)

The consequence for a intersubband SPE is shown in Fig. 5.9 (b). The two arrows
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show the resulting minimal and maximal energy of the excitation, when a certain mo-
mentum ¢ is transferred in the process. This leads to a broadening of the minimal peak
width A, which is further illustrated in Fig. 5.9 (c). In this graph, the y-axis shows the
possible energies for intersubband transitions in dependence of the momentum transfer
q. For ¢ = 0, there is only one possible energy, that corresponds to a vertical transition
between subbands in k-space. For finite values of ¢, the blue shaded area marks the so
called single-particle continuum, in which transitions are possible. If Ey; is the spac-
ing between the two lowest electron subbands, the upper branch of the single particle

continuum is given by [4]

h2qu h2q2
E E —F = F .
o1+ E(kr+q) (kr) o1 + o + o (5.9)
and the lower branch by
h2qu h2q2
Eoy — (E(kp) — E(kp — = Fp — 1
01 ( ( F) ( F Q)) 01 m* o (5 0)
which yields a minimal peak width of
2
A = 2akr (5.11)
m*

Using the measurement geometry shown in 5.2 (c), we are able to excite intersubband
excitations in wires lying on the substrate, as we transfer photon momentum perpen-
dicular to wire axis. Due to the numerical aperture of the used objective, there will
also be a finite momentum transferred parallel to the wire axis, leading to non-vertical
intersubband transitions and an increased minimal peak width A.

Systematically tuning the momentum transfer parallel to the wire also enables the
observation of intrasubband excitations. Hereby, the transition energy of the excitation is
changed, leading to a measurable energy dispersion for all kinds of electronic excitations
[69-77]. Since we are not able to do this in our setup, these transitions will not be

discussed in more detail here.
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6. Experimental results on GaAs

nanowires

Finally, in this chapter the results of our measurements on wurtzite GaAs wires will be
shown and interpreted. The first part will focus on the behaviour of the PL for different
polarization and excitation energies and on PLE measurements. Next, the observation
of electronic Raman peaks and their dependence on wire diameter, excitation energy and
polarization will be demonstrated. In the third section, we will compare the experimental
data to calculations done by Paulo de Faria Junior, present a scattering mechanism that
explains the observed properties of the peaks and discuss their linewidth. In the end, the
effects of different charge carrier densities due to changed excitation powers are shown
and discussed.

For all the measurements, three wires with different diameters were used (with the
small exception of Fig. 6.1 (c)). These wire diameters were nominally 25, 40 and 50 nm.
By comparing the data to theoretical calculations, we realized that the 40 nm-wire was
in fact only 31 nm and the 50 nm-wire only 41 nm in diameter. This will be explained
in section 6.3.2, but for consistency, the wires will already be called 25, 31 and 41 nm-
wires from the beginning. All of these wires are lying on a silicon substrate, using the
measuring geometry introduced in Fig. 5.2 (c).

The short notation e;, h; and [; is used for labelling the subbands of conduction,
heavy- and light hole bands, respectively. The index i = 0,1,2... orders these subbands,

denoting states of higher energy for increasing i.

6.1. PL characteristics of nanowires

6.1.1. Polarization and excitation energy dependence

In Fig. 6.1 (a), the PL of the 31 nm-wire is plotted for all four polarization configura-

tions. At 1522meV, the emission energy lies well within the range that was found by
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other groups (see theory chapter). As it was also described before, the transition from
heavy hole to conduction band is only allowed for light linearly polarized perpendicular
to the wire axis. We therefore expect the PL to be polarized in this direction. The ex-
citation energy was 1645 meV, enabling transitions from the light hole valence band to
the conduction band, which are allowed for both parallel and perpendicular polarization

with respect to the wire axis.
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Figure 6.1.: (a) PL of a 31 nm-wire for different polarization configurations, using an
excitation energy above the light hole band gap. (b) Same as (a), but for excitation below
the light hole band gap. (c) PL of a 110 nm-wire, excited below the light hole band gap.

Clearly, the highest PL intensity can be measured for the z (z,y) x configuration in
Fig. 6.1 (a), followed by the Z (y,y)x configuration. So indeed, the emitted PL is
polarized perpendicular to the wire as we expected. For excitation, we observe that
light polarized parallel to the wire leads to higher intensities than perpendicular to the
wire. According to the selection rules, both perpendicular and parallel light can induce
transitions from the light hole to the conduction band. The higher intensity for parallel
polarized light thus reflects a better absorption for this configuration, that most likely
comes from a better overlap of wire material and light field.

This situation changes in Fig. 6.1 (b), since for an excitation energy of 1544 meV,
only transitions from heavy hole to conduction band can be induced. Therefore, the
best configuration for PL is the Z (y,y) z, where both excitation and detection are per-
pendicular to the wire axis. For z (z,y)x the PL is now strongly decreased compared
to (a), and is found at slightly lower energy. This shift of peak position can consistently
be found for all wires of comparable diameters when exciting transitions from the heavy
hole band only. We suspect that the effect is hidden for excitations from the light hole
band, since here the PL linewidth is much larger, as can be seen in (a). The energy shift

does however vanish for larger wire diameters, which is demonstrated in Fig. 6.1 (c).
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Here, heavy hole transitions are probed in a wire of 110 nm core thickness. The different
polarization configurations appear in the same order with respect to PL intensity as in
(b), but the energy shift between parallel and perpendicular excitation is absent. We
therefore attribute this shift to strain on the wire induced by the silicon substrate. Such
effects are known to shift the PL position [78]. Also, strain by the substrate would
deviate stronger in different wire directions the smaller a wire diameter is, explaining

the absence of the energy shift for larger diameters.

6.1.2. PLE

Having discussed the properties of the fundamental PL, the results of PLE experiments
are presented in this section. Fig. 6.2 is a comparison of the PLE (red dotted line)
with the PL (black solid line) for the 25 nm-wire (a) and the 31 nm-wire (b). Since the
excitation energy was below the light hole band gap in every case, all measurements in

Fig. 6.2 are recorded in the Z (y,y) x configuration.
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Figure 6.2.: (a) PL (black) and PLE (red) of the 25 nm-wire. The first absorption peak
of the PLE lies 43meV higher than the fundamental PL. (b) Same as in (a) but for the
31 nm-wire.

To obtain the data points on the PLE curve, the Ti:Sa laser wavelength was changed
in small steps of 0.25 nm between different measurements, and the intensity of the hereby
measured fundamental PL was extracted using a Gaussian fit function. However, when-
ever changing the laser wavelength, also the line filter for blocking side modes has to be

adjusted, which becomes very time consuming in the case of PLE measurements. For
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the 25 nm-wire, this could be avoided by placing a 800 nm short-pass filter before the
sample. This filters out the laser side modes in the spectral region where the PL is found,
meaning that we could take the line filter out of the laser path. For the 31 nm-wire, this
was unfortunately not possible, as the spectral region of interest for PLE lies to close
to the fundamental PL. Therefore, the line filter had to be used for the measurement
shown in (b). Apart from taking a lot more time, there is another disadvantage to this
method: The line filter changes its internal configuration at a wavelength of 790 nm,
leading to a changing beam path for light exiting the filter already in the vicinity of
790 nm. Since a change of the beam path strongly reflects on the measured PL intensity,
the curve for the 31 nm wire in (b) stops abruptly at the high energy side, before these
technical issues come to play.

In addition, special care had to be taken of the applied laser power and the focus
position on the sample, in order to keep the adjustment of the setup constant during a
wavelength series. The laser power had to be readjusted by hand for each wavelength,
as it showed that the PLE curve just follows power fluctuations of the laser otherwise.
Concerning the position of the sample under the microscope objective, the main problem
during a wavelength series were small drifts of the xy-table the cryostat is placed on. To
exclude that an increase or decrease in the PLE just stems from a varying sample position
over time, several small wavelength series were recorded. These series are overlapping
in their excitation range and show, whether the PLE curve is indeed of physical origin.
In Fig. 6.2, the mean values of those series are plotted.

Having solved these issues, we were able to obtain a clear peak in the PLE curve for the
25 nm-wire, that strongly resembles the expected 1/ V'E dependence of absorption peaks
for one-dimensional systems. The PLE maximum is about 43 meV higher in energy than
the fundamental PL, that stems from the heavy hole band gap (eq — hg). In this energy
range above the heavy hole gap, we expect no other transition involving fundamental
bands, as the light hole band gap lies about 103 meV above it [46]. We therefore conclude
that a transition between higher subbands is responsible for this peak in PLE. Since the
excitation of electron-hole pairs between higher subbands is only dipole allowed for equal
subband indices, we assign the PLE to the transition from the first excited heavy hole
to first excited conduction subband (e; — hy). This interpretation is supported by the
diameter dependence of the PLE: For the 31 nm-wire, the distance between PL and
PLE maxima shrinks to about 30 meV, yielding smaller subband spacings for larger wire
diameter. We will also find the values obtained by PLE to be consistent with our results

from Raman measurements, which are shown in the following chapter.

42



6.2. Observation of electronic Raman peaks

In our Raman measurements, we found two new Raman peaks that we interpret as
intersubband excitations of electrons or holes. In this chapter, these peaks and their
dependence on wire diameter, excitation energy and polarization configuration will be
introduced. For the 31 nm-wire, also two additional new peaks were found at higher

Raman shifts, which will be discussed later in section 6.4.4.

6.2.1. Diameter dependence

In Fig. 6.3, the Raman spectra containing the newly found peaks are presented for all
three wires of 25, 31 and 41 nm core diameter. All spectra were recorded with a laser
excitation power of 50 pW in the Z (z, z) x polarization configuration. The excitation
energies are 1664 meV, 1647 meV and 1640 meV for the 25nm, 31 nm and 41 nm-wire
respectively, all being slightly larger than the light hole band gap.

The raw data of the Raman measurements were normed in Fig. 6.3 for better com-
parability, and are represented by black dots. The solid magenta line is the sum of all
fit functions, which are explained in the following.

The two most important peaks, which we named hg; and eg;, are presented by the blue
and the red fit curves in Fig. 6.3, respectively. For both of those peaks, a Lorentzian line
was used in Fig. 6.3. Comparing the different wires, we see immediately that they are
found at lower Raman shifts for increasing diameter. For the 25 nm-wire, hg; and eg; sit
at 16 meV and 28 meV, while they move to 12meV and 20 meV for the 31 nm-wire, and
to 8meV and 12meV for the 41 nm-wire. It is therefore apparent, that the scattering
energy of these peaks is linked to the spacing of subbands, that becomes larger for
smaller wire cross sections. It is also very interesting to see that for the 25 nm-wire, the
sum of hg; and ey (44 meV) almost perfectly equals the distance between fundamental
PL and PLE maximum (43 meV), while it lies very close to it for the 31 nm-wire (32 meV
compared to 30meV). The separation of PL (hy — e transition) and PLE (hy — e
transition) contains the energy spacings of the ground state to the first excited subband
for the conduction band, as well as for the heavy hole band. Furthermore, we can see
from equation 5.5 for the subband energies, that the spacing hy — h; must be smaller
than ey — ey, since the effective mass for the I';o conduction band is smaller than for
the heavy hole band [50]. Therefore, the peak hq; is interpreted as the subband splitting
ho — hy, corresponding to a hole being excited from the heavy hole ground state to

the first excited heavy hole subband. And consequently, the ey, peak is the splitting
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eg — €1, corresponding to an electron excited from the conduction band ground state to
its first excited subband. This interpretation will be further supported by the behaviour
of hg; and ey with respect to excitation energy, as well as comparing the experimental

data to realistic k£ - p-theory band structure calculations.
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Figure 6.3.: Raman spectrum of all wire diameters investigated. The raw data are
represented by black dots. The solid lines are the fit curves for the ey peak (red), the
ho1 peak (blue), light hole luminescence (green), the LO phonon (brown) and Rayleigh
scattered light (yellow). The magenta line is the sum of all other fit functions.

In contrast to the hy; and ey; peaks, the LO phonon that is also visible in the spectrum
due to Frohlich interaction, stays at a constant Raman shift for all wire diameters. For
the 25 nm-wire, it was also included into the fitting procedure (brown solid curve). It
appears to be broader in this case than for the other wires, which could possibly be
explained by Landau damping. Since the phonon energy lies close to the ey spacing
for this diameter, the oscillation could decay into uncorrelated electron hole pairs. Such
a mechanism was observed in a very similar fashion in graphene [79]. Other optical
phonons are very weak in intensity (it was observed that they gain in intensity for

thicker wires), and partially overlap with the strong ey, peak, which is why they are not
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further discussed here.

In addition, a green solid curve is fitted into the spectra of Fig. 6.3, that has a Gaussian
shape in contrast to all other fit functions. We interpret this feature as a hot PL from
the light hole to the conduction band, Iy — ey. As it is not possible to differentiate
between Raman and PL features in this spectra, the excitation-energy dependence will

be introduced in the next section.

6.2.2. Resonance behaviour
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Figure 6.4.: Raman spectra for different excitation energies for the 25 nm-wire (a), and
the 31 nm-wire (b). The exact laser energy for each spectrum is given by Er, (meV). The
ho1 (blue) and ey (red) peaks stay at a constant Raman shift for different excitation
energies, however their intensity varies strongly. The light hole luminescence (green)
stays at an constant absolute energy, and therefore appears at different energies in the
Raman spectrum when changing E7 .

Fig. 6.4 displays the excitation-energy dependence of the Raman spectra for the
25 nm-wire (a) and the 31 nm-wire (b). This time, the measurement data represented

by the black dots are not normed in order to demonstrate the resonance behaviour of
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the ho; (blue) and ey peak (red). As before, the green curve is the light hole hole PL
and the magenta line the sum of all fit functions. The energy of the laser is given by E|,
for each graph.

In this plot, we can see that the light hole PL does not stay at constant Raman shifts
for different excitation energies. This becomes especially clear for laser energies where
it sits between hy; and egq, or appears at the low energy side of hg;. The simple reason
for this behaviour is, that it has a constant absolute energy, as it is expected for any
kind of luminescence. This energy is 1635 meV for the 25 nm-wire and 1626 meV for the
31 nm-wire. As we find the fundamental PL at 1529 meV for 25 nm and at 1522 meV for
31 nm, the values for the light hole PL are just slightly larger than the expected ones,
since the [y — ho distance was found to be 103 meV [46].
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Figure 6.5.: Resonance curves for the hgy and eg; peaks for the 25nm-wire (a) and
3lnm-wire (b). The data points are obtained by using the area from the Lorentzian
fitting curves shown above. Both curves are normed for better comparability of resonance
mazrima.

The hg; and eg; peaks on the other hand always keep the same energetic distance to
the laser for any excitation energy, proving that they are in fact Raman effects. The
interesting observation for those two peaks is the strongly varying intensity for different
laser energies. Since for presentation purposes, only a selection of excitation energies is
shown in Fig. 6.4, the complete resonance curves of hy; and eq; are plotted in Fig. 6.5
for 25nm (a) and 31nm (b). The data points in these resonance curves are the areas
from the Lorentzian fitting curves used in Fig. 6.4. Both peaks only appear in a small

region of excitation energies, the resonance curves therefore start from the point where
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the count rate was sufficient to obtain reasonable fit functions. All resonance curves
were normed for a better comparability of the different resonance positions.

There are two interesting observations from the resonance behaviour. First of all,
the energetic difference between the resonance curve maxima of hg; and ey equals the
spectral distance of these peaks in the Raman spectrum. For the 25 nm-wire, the differ-
ence of resonance maxima is about 2meV larger than the spectral distance, whereas it
is 1.5 meV smaller in case of the 31 nm-wire. When looking at this deviation, it has to
be considered that the exact intensity of the Raman peaks, and therefore the resonance
curves, are dependent on the stability of the setup during a measurement. Since the
exposure times for getting reasonable spectra had to be around 45 minutes, the agree-
ment of spectral distance to the spacing in resonance energy can be considered to be
quite good. The second interesting observation is, that the maximum intensity of both
peaks is reached when they coincide with the light hole luminescence in the Raman
spectrum. Therefore, in case of extreme resonance, the outgoing photon has the energy
of the light hole band gap ly — ey. From these two findings we can learn the following:
The scattering mechanism for both peaks involves the same intermediate state, namely
the light hole to conduction band gap. If the excitation energy is chosen to be larger
than this gap by the spectral energy of hgy, this peak is resonantly enhanced, the same
holds true for ep;. Thus, the resonances observed are of the outgoing type, using the
light hole band gap as the second intermediate state. This information is very useful for
finding the exact scattering mechanism, which will be done in section 6.3.1, after the
polarization selection rules of the Raman peaks have been considered in the following

section.

6.2.3. Polarization dependence

In Fig. 6.6, the Raman spectrum of the 25 nm-wire is shown for all four polarization
configurations. The excitation energy lies close to the eg; resonance. Comparing the
different polarizations, it is obvious that the Raman signal is only well pronounced in
case of the T (z, z) x configuration. Therefore, all of the Raman spectra containing the
ho1 and eg; peaks are recorded using this configuration for all further experiments. In
the lab, we obtained this configuration by looking at the PL first; when the excitation
energy is larger than the light hole band gap, we know that excitation parallel and
detection perpendicular to the wire gives the highest PL intensity (see Fig. 6.1 (b)).
Therefore, after maximizing the PL by using the half wave plates in front and after the

sample, we simply turned the detection configuration by 90°, in order to get z (2, z) z. It
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was verified that this procedure leads to the expected configuration, by placing a linear
polarizer directly in front of the sample and comparing the linear polarization directions
with the orientation of a wire on the substrate, which is known from optical microscope
images like in Fig. 5.2 (b). We therefore know that the configurations in the caption of

Fig. 6.6 are correct.
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Figure 6.6.: Comparison of all polarization configurations for the 25nm-wire. The
electronic Raman peaks are best pronounced for T (z,z)x configuration. The ordering
of the configurations with respect to Raman intensity is the same for all measured wire
diameters.

With respect to excitation, the dependence of the Raman peak intensity on the po-
larization is the same as for the PL: Since the laser energy is larger than the light hole
gap, polarization parallel to the wire axis is favoured. In contrast, the Raman inten-
sity is maximized if the detection is also parallel to the wire; in the case of Z (z,y)x
configuration, only small traces of Raman peaks are visible. For both configurations
using excitation perpendicular to the wire, all Raman peaks vanish completely. If we
are exciting electron-hole pairs from the light hole to the conduction band, we would not
expect this, since light hole transitions are allowed for both parallel and perpendicular
polarisations. However, this dependency still tells us that the assumption of having light
hole transitions is correct: The possibility, that the excitation actually starts from the

heavy hole band and goes to a higher conduction band state is now ruled out, since
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these excitations would only be allowed for polarizations perpendicular to the wire axis.
Using this information, we can construct a scattering mechanism in the next step, that

gives rise to all properties of the hg; and e, peaks presented so far.

6.3. Interpretation as intersubband excitations

In this chapter, the interpretation of all experimental data shown so far as intersubband
excitations of electrons or holes will be discussed. At first, the scattering mechanism for
explaining the hg; and eg; peaks will be presented, which will further support the con-
clusions about the observed resonance behaviour. In the following, the experimentally
measured values for the subband splittings will be compared to theoretical band struc-
ture calculations, and all data (including PL and PLE) to the calculated absorption.

Finally, the linewidth of the ey; peak will be discussed in more detail.

6.3.1. Scattering mechanism

The hg; and eg; peaks were interpreted before as the spacings between the lowest and first
excited subband in heavy hole or conduction band, respectively. This already implies,
that we treat them as SPEs, which were introduced in section 5.6. We will discuss this
assumption in more detail, when looking at the power dependence of the two peaks. In
the introduction about SPEs, their scattering mechanism was described as a two step
process (see Fig. 5.8 (a)), where a SPE in the conduction band is created by exciting an
electron to the upper subband, and a recombination of another electron from the ground
state back to the valence band at the same time. However, this scattering mechanism
is not applicable for our situation. Since we interpret the hy; peak as the splitting of
the two lowest heavy hole subbands, an equivalent two step scattering mechanism for
excitations in the valence band would have to start directly from the heavy hole band.
In the previous section, it was however stated that this possibility can be excluded due
to the measured polarization selection rules. Therefore, we will interpret our results
according to a third order three step scattering mechanism, that is sketched for our
two peaks in Fig. 6.7. Such three step mechanisms were first discovered for electronic
excitations by Danan et al. [20], but also found very recently in one-dimensional carbon
nanotubes [80].

For the hg; peak, we propose the mechanism in Fig. 6.7 (a), that works as follows: In

the first step, the incident laser photon excites an electron from the [y band to a virtual
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Figure 6.7.: Scattering mechanism for the hoy peak (a) and ey peak (b). Both processes
are third order three step scattering mechanisms, which are enhanced by an outgoing
resonance. The Fermi level that is needed to provide free carriers in the valence band
(for ho1), or conduction band (for ey ), is provided by continuous laser radiation.

state between the two lowest conduction subbands. In the second step, this electron is
scattered into the eg band by Coulomb interaction with a hole in the hg band, which
is itself scattered to the h; band by energy exchange. Finally, the electron recombines
back from the eg to the [y band in the third step. In total, a hole was therefore excited
from the hg to the hy state, and the emitted photon in the third step is lower in energy
than the laser excitation by this subband splitting.

For the eg; peak, the process works very similar (see Fig. 6.7 (b)). Here, the electron is
excited to a virtual state very close to the e; band in the first step. Then, it is scattered
down to the ey band by exchanging energy with an electron, that sits in the ey band and
is lifted to the e; band. In the third step, the first electron recombines back from the e
to [y state, leaving the created ey, excitation behind.

The resonance behaviour of this third order mechanism is described by a very similar
formula as equation 3.9. The main difference is however, that the matrix element in

the middle of the numerator, that describes the scattering between the two intermediate
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states by the created excitation, now contains the Coulomb interaction Hamiltonian
instead of the one for electron-phonon coupling. In other words, for this scattering
process we can use the terminology of incoming and outgoing resonances as introduced
in chapter 3.2. It was already argued, that the observed resonances are of the outgoing
type, since in the case of their highest intensity hg; and ey, overlap with the lj — ey PL
in the Raman spectrum. We can directly see this from the scattering mechanism in Fig.
6.7: The second intermediate state of this mechanism will be the Iy — eq gap, if the
laser energy is chosen to be larger than this gap by the energy of hg; or ep;. In the case
of the eg; peak, it would also be possible that the first intermediate state is real, since
it comes together with the e; band in case of resonant excitation. However, the [y — e,
excitation would have a significantly lower transition probability than the recombination
via lp — eg, since only the latter of the two is dipole allowed. We therefore believe, that
the first intermediate state is still virtual for the eg; peak, even in the case of resonant
excitation. Consequently, for both peaks the resonances are of the outgoing type, using
the dipole allowed transition [y — eg as the second intermediate state.

For these scattering mechanisms, it is implied that there are free holes in the hy band
or free electrons in the eq band, of which the laser excited electrons can scatter. It was
stated before that the wires we use are undoped, which means that without any kind of
optical excitations, the Fermi level should sit within the fundamental band gap. This
is a stark contrast to all observations of electronic Raman scattering in GaAs quantum-
well structures introduced in section 5.6: Here, all samples are modulation n-doped,
which means that (depending on the exact sample preparation) at least one conduction
subband is always occupied by free electrons. In our case, free carriers are present due
to the constant laser radiation during the measurement. Depending on the laser power,
we create a certain amount of free electrons in the eq band, and also free holes in the hg
band, due to fast relaxation processes from the ly band on a picosecond time scale [81].
We will verify this hypothesis by performing excitation-power dependent measurements

later in section 6.4.1.

6.3.2. Comparison to band structure calculations

After introducing our interpretation for the hg; and eg; peaks, we will take a look on
whether the extracted values for the subband spacings agree with theoretical predictions.
To do this, we collaborated with Paulo de Faria Junior from the group of Prof. Jaroslav
Fabian, who provided calculations of the one-dimensional band structure, which are

shown in Fig. 6.8.
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Figure 6.8.: Realistic k- p band structure calculations for the 25 nm-wire (a) and the
31 nm-wire (b). The value of the bulk band gap E¢ is omitted in this plots. The colours
of the wvalence subbands are linked to the polarization of the transition dipole to the
conduction band. (c) Probability densities at kz = 0 for the most important bands in the
25 nm-wire. For the excited subbands, there are two configurations, which show a small
splitting in energy.

The calculations shown are obtained by the k- p method, using the envelope function
approximation, which incorporates the hexagonal symmetry of the wire cross section.
Since the GaAs core is protected by a shell and cap layer as described earlier, the
potential height is not infinite, and was averaged by a effective potential of 5eV. The
effective masses for the conduction, heavy and light hole bands were taken from [50]. A
short summary of how these calculations were performed, and the sources of the used
parameters, can be found in [25].

In Figure 6.8 (a), the conduction, heavy and light hole subbands (as indicated by the
usual labels) are shown at the I' point of the 25 nm-wire. The bulk band gap of wurtzite
GaAs F, is set to zero in this plots. Therefore, the separation of 30 meV between hg
and ey bands is induced by confinement and leads to the diameter dependent blueshift
of fundamental PL, as mentioned in section 5.5. For the splittings of electron and

heavy hole subbands, we can see a good agreement with the values from our Raman
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measurements. This also holds true fore the calculation of the 31 nm-wire in Fig. 6.8
(b), however only after a correction of the wire diameter. As mentioned right in the
beginning of the experimental chapter, the wire we used had a nominal diameter of
40nm. For this value, the values of hg; and eg; from our measurements were found to
be too large compared to the calculations. This issue was solved by correcting the wire
diameter to 31 nm, just as the nominally 50 nm-thick wire turned out to actually have
a diameter of 41nm. In these cases, the good agreement between measurement and
calculations lies in the fact, that we can always find a wire diameter for which both the
experimental values of hg; and ey, agree to the calculation simultaneously.

The colour code of the valence subbands reflects the polarization of the transition
dipole to the conduction band. Here, red means that only transitions for light polarized
perpendicular the wire axis are possible, whereas blue stands for a polarization parallel
to the wire. It follows, that for transitions from the lowest light hole band [y, the
polarization has a stronger z component for the 25 nm-wire than for the 31 nm-wire. For
the heavy hole bands on the other hand, in both cases transitions from hy and h; bands
are only possible with perpendicular polarization. This supports our interpretation, that
the first step of the scattering mechanism starts from the light hole band, as we only
observe the Raman peaks in the Z (z, z) x configuration. Since the incident polarization
is parallel to the wire here, it can not induce a heavy hole transition, the same holds
true for the recombination.

In Fig. 6.8 (c), the probability densities for the 25 nm-wire are calculated for the most
important bands at k, = 0. The cross section of the wires is indicated by the white
hexagonal areas. It is apparent, that for the lowest conduction and heavy hole subbands
eo and hg, the density has cylindrical symmetry. For the first excited subbands on the
other hand, the slightly asymmetric hexagonal cross section leads to two separate states,
labelled hy, and hy, (€1, and ey,,) for the heavy hole (conduction) band. These two states
experience a small shift in energy, which is however smaller than 1meV in most cases.
The strongest energy splitting can be seen found for the hy, and hy, states in Fig. 6.8 (a).
However, even here the splitting is smaller than the observed linewidth of the Raman
peaks in the experiment, which are typically larger than 5meV, and therefore does not
influence our interpretation. The linewidth we get from our experiment will be discussed

in more detail in the following section.
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6.3.3. Discussion of linewidth

So far, it was assumed that all optical transitions are vertical in k-space. This is how-
ever not strictly the case. In section 5.6 it was explained, that transferring photon
momentum parallel to the sample plane leads to non-vertical transitions in k-space, and
consequently to an one-particle continuum for intersubband excitations. It was already
mentioned, that we can not deterministically tilt the sample in the cryostat to achieve
this momentum transfer in our measurement. However, due to the large numerical aper-
ture (0.8) of the used microscope objective, we will still transfer a finite momentum of

maximum value

qg=—0.28 (6.1)

parallel to the wire axis, as it was already indicated in Fig. 5.2. Hence, the minimal
peak width of the electronic Raman peaks is defined by the one-particle continuum for

the given value of transferred photon momentum.
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Figure 6.9.: Linewidth of the eg, excitation in dependence of the charge-carrier density
n. The range for which the different wires are in the one-dimensional quantum limit is
indicated by grey bozes.

As the minimal peak width is not only dependent on the transferred momentum ¢
but also on the Fermi wave vector kp, which is linked to the charge-carrier density by
kr = n% in one-dimensional systems, it gets broader with increasing density n. Since
the momentum transfer stays constant in all the measurements, analysing the linewidth

of the peaks therefore allows us to draw conclusions about the charger-carrier density in
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our samples. This is illustrated in Fig. 6.9. Here, the dependence of the linewidth on

the carrier density is plotted by a linear function using the formula

n Y (6.2)

where ¢ is given by equation 6.1 and the effective mass is m* = 0.06m, [50]. For us,
it is especially interesting to see whether the wires are in the one-dimensional quantum
limit during the measurement, and thus if only one or more subbands are occupied by
electrons due to laser excitation. As the effective mass for holes in the heavy hole band
is significantly larger than for electrons in the conduction band, we know that the wires
leave the one-dimensional quantum limit, when the first excited conduction subband is
occupied by electrons. Since the electron Fermi energy for this case is just the energy of
the eg; peak, we can calculate the density for which the one-dimensional quantum limit
is lost, as it is shown in Fig. 6.9 by the grey boxes.

In Fig. 6.3, we can read out linewidths for the ey, excitation of 5.8 meV, 7.0 meV and
5.5meV for the 25nm, 31 nm and 41 nm-wire, respectively. Comparing these values to
Fig. 6.9, we can see that the 25 nm-wire is well within the one-dimensional quantum
limit range, with a corresponding charge-carrier density of 1.1 - 10° cm™!. However, the
values in Fig. 6.9 correspond to the intrinsic case, without any sort of inhomogeneous
broadening, giving the minimal peak width for a certain momentum transfer and charge-
carrier density. Since we expect for example slight changes in the wire diameter along
the wire length, which would also broaden the Raman peaks, the charge-carrier density
obtained by comparing the experimental width to Fiig. 6.9 can be seen as the upper limit,
with the actual density being smaller. Consequently, also the 31 nm and 41 nm-wires,
where the experimental width ( 7.0meV and 5.5meV, respectively) is just above the
range of the one-dimensional quantum limit in Fig. 6.9, could actually still lie within it.
It will be shown later by excitation-power dependent measurements, that this is indeed

the case.

6.4. Effects of excitation power

Until now, all experimental data shown were taken with a laser excitation power of
50 nW. In this final part of the experimental chapter, the effects of changing power and

therefore varying charge-carrier density will be presented and discussed.
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6.4.1. Determination of charge-carrier density

In Fig. 6.10, all relevant effects of different laser powers on the Raman and PL spectra
are summarized for the 31 nm-wire (a-c), and the 25 nm-wire (d-f). In (a) and (d), the
Raman spectra for the two wires are shown for a series of different excitation powers.
Since the measurement setup had been slightly changed in comparison to when the
measurements in Fig. 6.3 and 6.4 were performed, the powers are now given relative
to a power Py, which corresponds to 50 pW in the previous measurements. This was
assigned by comparing the intensity ratio of the hy; and ey; peaks. In the plots shown
here, the Raman spectra are normed for a better comparability of those intensity ratios.
The laser excitation energy is chosen to be slightly above the ey; resonance position
in both cases. This means that it is possible to populate the lowest and first excited
conduction subband by electrons. Due to Pauli blocking, the charge-carrier density will
saturate at some point and not increase to arbitrarily high values. The first excited heavy
hole subband on the other hand can not be populated by holes in this measurement,
as the effective mass for this band is much higher, as already discussed in the previous
section. In (b) and (e), the emergence of hot PL via the e; — hy transition is displayed,
which occurs when the first excited conduction subband is occupied. In contrast to the
Raman measurements, the PL data are not normed. In (c) and (f), the intensity of this
hot PL peak is shown by the blue dots with respect to the used laser power. A linear
fit determines the power for which the occupation of the first excited electron subband
starts.

The onset point of the hot PL can be used to calculate the charge-carrier density at
the excitation power Fy. For the 31 nm-wire, we find the ey, excitation at 21 meV in the
Raman spectrum for 0.5 Fy, before it redshifts with increasing power. Using this as the
electron Fermi energy gives an electron density of ~ 1.2 - 10 cm ™! for the moment, when
the first excited electron subband starts getting occupied. As this situation corresponds
to a laser power of 1.2 Py, as can be seen from the fit in Fig. 6.10 (c¢), we get a charge-
carrier density of ~ 1.0 - 10°cm™! for the power F,. Comparing this density to Fig.
6.9, we can see that also the 31 nm-wire was in the one-dimensional quantum limit in all
previous measurements. Consequently, approximately 25 % of the 7meV linewidth are
due to inhomogeneous broadening.

In a similar way, we find that the 25 nm-wire has a charge carrier density of ~ 0.24 -
10% cm ™! for an excitation power of Py. It follows that 77 % of the measured linewidth of
5.8 meV are due to inhomogeneous broadening. It is not surprising that this is more than

for the 31 nm-wire, as broadening due to wire width fluctuations becomes quantitatively
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Figure 6.10.: (a) Normed Raman spectra for the 31 nm-wire for different laser powers
relative to Py, which corresponds to 50 nW in the previous measurements. (b) Emergence
of hot PL for increasing excitation power via the ey — hy transition. (c) Intensity of
the hot PL in (b) in dependence of the used power. The linear fit marks the power for

which the first excited conduction subband is occupied. (d-f) Same as (a-c), but for the
25 nm-wire.

more important for thinner wires, due to the 1/d*-dependence of quantization energies.

The electron density for the 25 nm-wire at the power F, is also very close to the Mott
density in GaAs quantum wires, which was calculated to be npy = 3 - 10°cm™! [82].
Therefore, it is possible that excitons still play a role in the scattering process of the
Raman peaks, for example as intermediate states. This influence of excitonic effects will
be stronger, the thinner the wire is. First of all, because a constant excitation power
creates a lower charge carrier density for thinner wires, which is a result of the smaller
active airer. And second, since the exciton binding energies increase with decreasing

wire diameters, due to reduced screening effects of interacting electrons and holes. This
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was theoretically predicted for nanowires [83, 84] and shown experimentally [85, 86],
with exciton binding energies being up to seven times larger than in bulk GaAs, de-
pending on diameter and shape of the wire. However, having a mixture of excitons and
free electrons in the 25 nm-wire will most probably not influence any of the scattering
energies, since the authors of [82] also find a cancellation of the redshift due to band gap
renormalisation and the blueshift due to vanishing of excitonic states, as it was described

in the introduction section 2.2.

6.4.2. Power dependence of Raman peaks

After deriving the charge-carrier density from the hot PL characteristics, the conse-
quences of the excitation power on the hg; and eg; peaks will be discussed in this sec-
tion. It was already visible in Fig. 6.10 (a) and (d), that the hg; peak vanishes for
increasing illumination power. We can understand this as a consequence of the varying
electron Fermi level in the conduction band. When increasing the laser power, it is
shifted upwards until eventually the first excited electron subband is occupied, and the
hot PL sets in. As the scattering of the hg; peak is mediated by exciting an electron to a
virtual state that lies by the energy of hy; above the conduction band edge, this process
is suppressed by Pauli blocking, if the electron Fermi level in the conduction band is
higher than the hg; scattering energy. This is consistent with the appearance of the
hot PL: It is observed that the hg; is only pronounced for excitation powers, where the
hot PL is not yet visible. Increasing the power, the hg; gets significantly weaker, before
the hot PL sets in by shifting the electron Fermi level even higher to the first excited
subband. Consequently, we can use this as a further proof that the wires are in the
one-dimensional quantum limit for the power Fy; as long as the hg; peak is visible, this
has to be the case, because otherwise the scattering mechanism is blocked. Furthermore,
the assumption that was made when introducing the scattering mechanism, that stated
we have free charge carriers in the lowest subbands due to constant laser radiation, is
clearly justified by this power dependency.

Apart from the hg; peak vanishing, ramping up the laser power also results in a redshift
of the ey excitation. This effect is observed for both wires, but is stronger pronounced for
the 31 nm-wire, where a higher charge-carrier density is created. Therefore, the question
arises whether this can be interpreted as an plasmonic shift, or if our assumption that
the Raman peaks are single-particle excitations is correct. The CDE plasmon can be
ruled out, as it is expected to shift to higher energies with increasing carrier densities

due to direct Coulomb repulsion. The SDE plasmon on the other hand does redshift
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with growing carrier density, due to attractive Coulomb exchange interaction. However,
this excitation is only observed in crossed configuration of incident and emitted linear
polarizations, which is in contradiction to the selection rules we observe in Fig. 6.6,
where we get the strongest signal for the z (z,z)z case. Furthermore, for different
polarization configurations we see a drastic change in intensity of the Raman peaks, but
no change in scattering energy that could be interpreted as a depolarization shift between
CDE and SDE excitations. We therefore conclude, that the power dependent shift of
the Raman peaks is not of plasmonic origin, and the Raman peaks are of single-particle
character. This is further supported by the absence of a plasmon-phonon coupling in our
measurements. This usually happens in polar GaAs, due to coupling of the macroscopic
electric fields from plasmons to the LO phonon, and leads to significant energy shifts
of the measured phonon energy [87]. This effect was often observed for intersubband
excitations in modulation doped quantum wells [20, 63]. In Fig. 6.3, it was shown
that the LO Phonon always appears at the same scattering energy for all the wires
investigated. In case of the 25 nm-wire, where the LO energy is very close to the e
excitation the LO peak seems to be broadened, which was interpreted in terms of Landau
damping earlier, but not shifted in energy. Therefore, this is another strong argument for
the single-particle character of the excitations. Finally, we would not expect the sum of
the hg; and eg; excitations to equal the energetic difference between PL and PLE, if the
Raman peaks included plasmonic shifts. Therefore we believe that our Raman peaks are
indeed of single-particle character, and interactions with the background charge carriers
do not play any role here. The reason for the redshift of these peaks with increasing
power on the other hand is unknown at the moment, it will be discussed in section 6.4.4

that also band gap renormalisation effects are not likely to be its origin.

6.4.3. Comparison of all data to calculated absorption

After discussing all relevant Raman measurements at low excitation powers, the exper-
iments that leave the wires in the one-dimensional quantum limit shall be concluded by
comparing all experimental data (including PL and PLE) to the calculated absorption.
This is done in Fig. 6.11 for the 25 nm-wire (a) and the 31 nm-wire (b).

For both cases in Fig. 6.11, the theoretical absorption is shown by the two curves in the
upper part, where the red stands for absorption with perpendicular and blue for absorp-
tion with parallel polarization relative to the wire axis. For this curves, a Lorentzian
broadening of 2meV was assumed to achieve a better comparability to experimental

data. In the lower part of Fig. 6.11 the experimental curves are shown. Here, the brown
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Figure 6.11.: Comparison of PL, PLE and Raman resonance curves of hoy and ey, to
calculated absorption for the 25 nm-wire (a) and the 31 nm-wire (b).

spectrum is the fundamental PL. As for the band structure calculations, the fundamen-
tal band gap that corresponds to the PL was omitted, and the theoretical absorption
curves are energetically shifted so that the hy — ¢y transition agrees with the measured
PL position. When subtracting the confinement induced increase of the band gap (as
displayed in Fig. 6.8), we get effective values for the fundamental gap FE. of 1496.5 meV
for the 25 nm and 1498, 5 meV for the 31 nm-wire. The reason why this values are about
20 meV smaller than the reported wurtzite GaAs band gap energy of around 1520 meV,
could be a band gap renormalisation effect, due to the large number of photo-excited
charge carriers. Another reason could be that for thinner wires we can not neglect the
exciton binding energy any more. Even if the charge-carrier density is in the vicinity of
the Mott transition, this binding energy could lead to a decreased band gap, assuming
that the effects of band gap renormalisation and vanishing excitonic bound states partly
cancel each other, as explained in section 2.2 and 6.4.1. In PL experiments, the effect
of an increased exciton binding energy is however overcompensated by the confinement
induced increase of the fundamental gap. Therefore, subtracting this from the PL en-
ergy could reveal the importance of excitonic effects due to the decreased wire diameter.
This would also explain why the effective gap E. is smaller for the 25 nm-wire.

The PLE data are included by the magenta dots in the lower part of Fig. 6.11. Here, in
both cases the peak energy agrees very well with the h; — ey transition in the calculated
absorption. This underlines our interpretation of the hg; and ey; peaks as single particle
excitations, since their sum gives the energetic distance between PL and PLE maxima

as mentioned earlier.
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The Raman resonance curves are shown in green (black) for the ho (eo1) peaks in Fig.
6.11. In contrast to Fig. 6.5, these resonances are now shown on the absolute energy
scale, which means that the energy of the scattered photon is plotted. First of all, it
is now more obvious than before that both resonances use the same intermediate state,
as the curves for the two peaks almost perfectly overlap each other. Furthermore, the
resonance maxima agrees reasonably well with the [j — eg transition in the calculated
absorption. This energy is mainly given by the heavy-light hole splitting in wurtzite
GaAs. By using the parameters from reference [50], this value was calculated to be

102meV, very close to the experimental values reported in section 5.4.

6.4.4. High-power excitation

In this final section about experimental results on GaAs nanowires, the consequences of
populating the first excited electron subband e; by high excitation powers of 5 mW will
be discussed. These results are shown for the 31 nm-wire only, as it was not possible to
achieve sufficiently high laser powers at the required excitation energies for the 25 nm-

wire. As before, the Z (z, z) x polarization configuration was used for this experiment.
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Figure 6.12.: (a) Excitation-energy dependent series for the 31 nm-wire at 5mW power
in T (z,z)x scattering geometry. Two additional peaks are visible at higher excitation
powers, named e15 and ey3. (b) Resonance curves for all peaks from (a) on the absolute
energy scale. (c) Scattering mechanism for the e1s excitation, using the l; — eq transition
as the second intermediate state.

In Fig. 6.12 (a), the Raman spectra are plotted for different excitation energies be-
tween 1620 meV and 1700 meV for 5mW power. At this high power, the hg; excitation
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is completely Pauli blocked and does not appear in the spectrum any more. The eg;
excitation on the other hand is now redshifted to 18 meV, which is about 2 — 3meV
lower than for the laser powers used before. In addition, two more Raman peaks now
appear in the spectrum: The e5 peak at 22 meV and the e 3 peak at 29 meV. These two
peaks show a similar resonance behaviour as the eg, but at higher laser energies. The
resonance curves extracted from this measurements are shown in Fig. 6.12 (b) for all
three peaks. Here, the absolute energy scale is applied again, by subtracting the scat-
tering from the excitation energy, but this time the intensity is not normed. From this
plot it is obvious, that the e;s and e;3 resonances overlap on the absolute energy scale,
which means that they use the same intermediate state in the scattering process. The
situation is different for the eg; peak, whose resonance position lies 18 meV lower here.
This difference of 18 meV just equals the energy of the ey, peak itself at this excitation
power, and therefore the splitting between the lowest and first excited electron subband.
Consequently, the excitation for the two additional peaks starts at the first excited sub-
band, which is why we assign them to the splitting between first and second (ej5) and
first to third (ej3) excited electron subband. Since the first excited hole subband hy
stays unoccupied due to its much larger effective mass, we do not expect, and in fact do
not find, any higher excitations within the heavy hole subband structure.

The resulting scattering mechanism is exemplary sketched for the e;5 peak in Fig. 6.12
(c). In this case, the laser excitation starts at the [; subband, which means the second
intermediate state responsible for the outgoing resonance is the [y — e; transition. This
means, that the difference of 18 meV between the resonance curves of eg; and ejs/eq3
neglects the splitting lo — [; in the light hole band. However, from the higher scattering
intensity of the e;o and ej3 peaks compared to ey; we can see, that this assignment of
the second intermediate state for the higher peaks is correct: First of all, the transition
also has to be dipole allowed in order to result in such high scattering intensities. And
secondly, the resonance curves quite nicely reproduce the calculated blue absorption
curve in Fig. 6.11 (b). Also here, the l; — e; transition gives the higher absorption than
the [y — eg, explaining the observed intensity ratio of the Raman peaks.

As already mentioned, for a power of 5mW the ey, excitation is redshifted by about
3meV compared to the lowest excitation power in Fig. 6.10 (a). Comparing the energies
of the e;5 and ej3 peaks to the band structure calculations in Fig. 6.8 (b), it seems
that they are also redshifted due to the high laser power needed for populating the first
excited electron subband. From the calculations, we get energies of roughly 27 meV and

36 meV for e;s and ey3, compared to 22meV and 29meV from our measurement with
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5mW power. The experimental proof that all of the peaks are redshifted for high powers
is given in Fig. 6.13. Here, a Raman spectrum of the 31 nm-wire is shown for a power of
50 pW, but a high excitation energy of 1656 meV, that enables the scattering mechanism
of e15 and ej3. Due to the low power, the wire is still in the one-dimensional quantum
limit, which is proven by the presence of the hg; peak. The population of the first
excited electron subband, which is needed for the e;5 and e;3 peaks, is thus non-thermal.
Consequently, the high energy peaks do not dominate the spectrum as in Fig. 6.12 (a),
but can only be found as a high energy shoulder of ey;. By fitting this spectrum, we find
energies of 21 meV, 24.5meV and 34.1 meV for egy, €12 and e;3, respectively. The value
for eg; agrees well with the previously found position of this peak at low powers. The
energies of e;3 and ej3 show that also these peaks are redshifted by about 2 — 4 meV,

when using a 5 mW excitation power.

o1 E, = 1656 meV

Intensity (arb. units)

Raman shift (meV)

Figure 6.13.: Raman spectrum of the 31 nm-wire using a low power of 50 W, but
sufficiently high excitation energy of 1656 meV to observe traces of the eis and ey peaks.
The presence of the hgy peak shows that the wire is in the one-dimensional quantum
limat.

The most intuitive guess on why the Raman peaks are redshifted for increasing laser
power is a band gap renormalisation effect, due to the larger charge-carrier density. How-
ever, there is a striking difference between our experimental results, and observations in
the literature on renormalisation effects in modulation doped GaAs-AlGaAs quantum
well structures. In [88] and [89], the authors show by applying a gate voltage, that the

PL as well as eg; intersubband excitations undergo a redshift when the e; subband is
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occupied by electrons. In [90], this is taken on step further by monitoring also the ejo
excitations. Here it is demonstrated, that while the ey; excitations redshift due to at-
tractive exchange interaction when populating the e; band, the e, excitation blueshifts,
since the ey band is still unoccupied and thus the repulsive direct coulomb interaction
dominates. As already explained, this behaviour is not observed in our investigations,
and hence the model proposed in literature is not applicable. We believe, that the red-
shift of our Raman peaks is due to a many particle interaction effect. However, the
exact mechanism is still unknown to us and could not be explained within the time of
this thesis.
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7. Conclusion and outlook on part two

The goal of this project was to find intersubband Raman excitations in the one-dimensional
subband structure of single nanowires. So far, in one dimension such effects had only
been observed in arrays of laterally structured quantum wells. Recent progress in the
growth of core-shell nanowires using the VLS-method in a MBE chamber, has driven
such nanowires into the quantum confinement regime. The successful growth of these
samples in the group of Prof. Bougeard, together with the equipment in our laboratories
enabling low-temperature Raman measurements with tunable excitation energy in the
GaAs band gap range, therefore led to the start of this cooperation.

The wires used for Raman experiments had nominal diameters of 25nm, 40 nm and
50nm. They were broken off the growth substrate and dispersed onto a silicon chip. In
the next step a pre-characterization was done, to find wires with a single fundamental
PL peak, without traces of defect states or trions. All measurements were done one the
same wire for every diameter used. The fundamental PL was also used in the Raman
experiments to maximize the focus of the laser beam on the wire, and to determine
the polarization of incident and scattered light. In PLE experiments, a strong intensity
maximum was found in an energetic region where no transition of bulk wurtzite GaAs
is expected, pointing strongly towards the formation of one-dimensional subbands. The
PLE peak was therefore assigned to the dipole-allowed h; — ey transition of the first
excited hole and electron subbands.

In the Raman experiments, two unknown peaks that could not be assigned to scat-
tering by phonons, where found in the spectrum. Both of these peaks show a strong
resonance, and are only visible for laser excitation energies just above the light hole band
gap. As the spectral energy of these peaks scales with the wire diameter as expected
for subband energies, and also their sum equals the distance between fundamental PL
and PLE maximum, they were assigned to intersubband excitations. The first peak was
named hg; and interpreted as a hole excitation from the lowest to the first excited heavy
hole subband, while the second peak, named ey;, was assigned to an electron excitation

from lowest to the first excited conduction subband.
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From the resonance curves of the hg; and ey peaks, it could be concluded that the
scattering process for the two peaks uses the same intermediate state. The reason is, that
the distance between resonance maxima is the same as the spectral distance of the peaks
in the Raman spectrum. Analysing the polarization selection, this intermediate state
could be identified as the [ — ey transition. Consequently, a three step third order
scattering mechanism was proposed, where the excitation and recombination process
involves the light hole band, and the scattering is enhanced by an outgoing resonance
via the [y — ey transition. The free charge carriers that are needed to enable the
scattering mechanism are created by the continuous laser radiation, since the wires are
undoped.

To check whether the obtained values for the splitting between the first two electron or
hole subbands are reasonable, we cooperated with Paulo de Faria Junior, who provided
realistic k-p band structure calculations. In case of the 25 nm-wire, the calculated values
agreed well with the experimental ones. In case of the 40nm and 50 nm-wires, the
comparison with the calculated band structure led to a correction of the wire diameters
to 31 nm and 41 nm, respectively. In these two cases, the agreement between theory and
experiment is given by finding a wire diameter for which both the experimental heavy
hole and conduction band splittings fit to the calculation at the same time.

To get an idea of the charge-carrier density during the Raman experiments, the min-
imal linewidth of the ey peak, which is induced by momentum transfer due to the
numerical aperture of the microscope objective, was calculated with respect to the
charge-carrier density. The charge-carrier densities, for which the wires are in the one-
dimensional quantum limit, were derived from the measured ey — e; splitting for every
diameter. Comparing this calculation to the experimental peak width, it showed that
the 25 nm-wire was in the one dimensional quantum limit for the used excitation power
of 50pW. The other two wires were found slightly above the critical density for the
one-dimensional quantum limit. This did not allow to make a definite conclusion, since
the experimental linewidth is expected to contain inhomogeneous broadening. It was
shown by monitoring the h; — e; hot PL in laser-power dependent measurements, that
also these wires were in the one-dimensional limit for 50 pW. Also, the charge-carrier
density could be determined more precisely, which also revealed the percentage of inho-
mogeneous broadening in the peak width.

Power-dependent experiments also showed that the hg; excitation vanishes for increas-
ing carrier density, which was explained by Pauli blocking of the scattering mechanism,

when increasingly populating the conduction band with electrons. It was also shown
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that all Raman peaks redshift, when the carrier density increases. Together with the
measured polarization selection rules, it was concluded that this shift is not of plasmonic
nature, and the Raman excitations are mainly of single-particle origin. This was sup-
ported by the absence of both a depolarization shift and a plasmon-phonon coupling, as
well as the good agreement between PLE and Raman data.

For a high excitation power of 5mW, when the first excited conduction subband is
occupied by electrons, two additional Raman peaks could be resolved for the 31 nm-wire.
These were interpreted as e;o and ej3 excitations, and are resonantly enhanced to the
ly — ey transition. It could be shown that also these peaks are redshifted by the high
excitation power compared to the single-particle case. However, this behaviour is in
contradiction to observed Raman peak shifts in modulated quantum well structures due
to band gap renormalisation. Therefore, the exact mechanism leading to this redshift
remained unknown.

Since all electronic Raman effects in our measurements have been interpreted as single-
particle excitations, the question arises why it was not possible to observe plasmonic
effects, which are very common in GaAs quantum structures. The most obvious guess
would be, that doping free wires, as we have examined, do not show collective excitations
of charge carriers. In former experiments on GaAs quantum-well structures, the samples
were usually modulation doped, which enables high electron densities and mobilities at
the same time. In contrast to that, all free charge carriers in our core-shell wires were
created by continuous laser radiation. Consequently, these carries are constantly relaxing
and recombining back to lower band states, which probably hinders the formation of any
collective oscillations. Hence, one way to go forward could be to introduce free electrons
into the wires, either by doping atoms or by contacting wires electrically, in order to
find CDE and SDE excitations.

One other experiment that is very common for GaAs quantum-well structures, is to
measure the dispersion of intraband excitations by tilting the sample, and therefore
varying the transfer of photon momentum parallel to the sample plane. However, the
need to use a microscope objective to focus the laser beam on single wires lying on
the substrate, complicates such experiments immensely. First of all, the tilting axis
would have to be perpendicular to the wire axis, which is not trivial since the wires are
randomly orientated on the substrate. This random positioning also becomes an issue,
when wires of interest are in the middle of the substrate, as tilting it then moves them
away from the cryostat window so much, that they cant be reached with the working

distance of the objective any more. And lastly, experience with tilting two-dimensional
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crystals showed, that it is virtually impossible to read or focus on the gold numbers for
orientation on tilted silicon substrates, when using a 100X objective. Finding the desired
wire, and focussing the laser beam on it using tilt angles, is therefore even harder to
manage. One possible way to overcome these problems could be to fabricate substrates
with a diffraction grating on top, providing the momentum transfer parallel to the wire
axis. The big disadvantage of this method would be that it is very time consuming. It
would be necessary to produce different gratings for every needed momentum transfer
value, and to pre-characterize the wires put on top every time.

One experiment that could be realized a lot easier, would be to investigate the effects
of external magnetic fields on the electronic Raman excitations. The described micro
Raman setup from section 4.2, that was built for two-dimensional crystals, could also
be used for single nanowires. A magnetic field could be used to further confine charge
carriers in the wires. Typical effects in one-dimensional structures are the formation
of skipping orbits, that become closed orbits inside the wire for sufficiently large field
strengths [60]. Therefore, it could be rewarding to check if a Landau substructure of the

discovered Raman peaks is experimentally achievable.
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Part IIl.

Resonance effects in MoSe>-WSe»
heterostructures
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In this third part of the thesis, resonant Raman measurements on MoSe,-WSe, het-
erostructures will be presented. The initial motivation for this project was to exploit the
accessibility of the MoSe, direct band gap by the Ti:Sapphire laser, enabling a tuning of
the excitation energy across the A exciton transition. This could potentially reveal new
Raman features, that are not visible in the off-resonant case. To avoid the problem of
strong PL that over shines the Raman lines in the resonant case, these experiments were
done on a heterostructure, that partially quenches the emission of intralayer excitons.

As in the previous part, the theoretical foundations of the material system will be
presented first, starting with a short overview over the crystal structure and electronic
properties of TMDCs. In the following, the properties of the already known Raman
modes will be summarized, before finally discussing heterostructures of MoSe; and WSes.
In the end of this chapter, the process of our sample production is shortly explained.

In chapter 9, the experimental results of the described measurements are presented. As
will be shown, we find a so far unknown Raman peak at low wavenumbers, which is only
visible close to the trion energy of MoSe,. The dependence of this peak on polarization,
temperature, external magnetic fields and twist angle of the heterostructure is then
presented. This allows us to propose, that the peak must stem from an interlayer effect
rather than being confined to the MoSe; monolayer. Unfortunately, we so far have no
understanding of the exact mechanism that leads to the formation of this Raman peak.

Therefore, only possible explanations on the effect are discussed in the end of chapter 9.
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8. Basic principles of TMDCs

The discovery that graphite could be thinned down to single layer graphene in 2004 [10]
by mechanical exfoliation started a huge research area about two dimensional crystals.
It was soon realized, that also monolayers of other layered van der Waals crystals could
be prepared by this method, including the TMDC MoS, [11]. In contrast to graphene,
these types of materials are semiconductors [91-93], and thus better suited for optical
experiments. In the following, the basic properties of this material class are discussed.
Among TMDCs, MoS, is considered to be the prototype material due to its high natural
occurrence [94]. Therefore, many basic properties presented in this chapter were first
derived for MoS,, but are also applicable for MoSe; and WSe,, which are used in this

work.

8.1. Crystal structure of TMDCs

TMDCs are described by the formula MX,, where M stands for a transition metal (like
molybdenum or tungsten) and X for a chalcogen atom like sulphur or selenium. Their
crystal structure was first described by Dickinson and Pauling for the case of bulk MoSs
in 1923 [95]. In their bulk form, TMDCs consist of individual layers stacked on top
of each other, which are only bound by weak van der Waals forces. Within one of
those layers, the atoms are covalently bound and arranged in trigonal-prismatic unit
cells, as can be seen in Fig. 8.1 (a). This means that in contrast to graphene, one
monolayer consists of three layers of atoms, with two chalcogen layers surrounding one
layer of transition metals. The overall height of such a monolayer is then about 6 A.
The distance between chalcogen atoms in a unit cell is called a and measures 3.288 A
for MoSe, [96] and 3.286 A for WSe, [97]. For the ideal crystal, b is then given by
b= \/7/?&.

When stacking such monolayers on top of each other, there are two possible config-
urations, which are illustrated in Fig. 8.1 (b). In case of the 2H configuration, two

neighbouring layers are twisted with respect to each other by 60°. Hereby, the transi-
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Figure 8.1.: (a) Trigonal prismatic unit cell of the TMDC' crystal structure. The tran-
sition metal atom in the center is surrounded by six chalcogen atoms at the corners. (b)
The two possible stacking configurations for multilayer TMDCs. In case of the 2H type,
two neighbouring layers show a relative twist angle of 60°, whereas the 3R configuration
corresponds to relative twist angles of 0°.

tion metal atom of the upper layer lies on top of the chalcogen atoms of the lower one,
and vice versa. The stacking order repeats after two layers and leads to a hexagonal
symmetric crystal. In contrast, for the 3R configuration the relative twist angle of neigh-
bouring layers is 0°. Consequently, the chalcogen atoms of the upper layer lie on top of
the transition metal of the lower one. This stacking order repeats after three layers and
leads to a rhomohedral symmetry. Naturally occurring MoS; is predominately observed
in the 2H configuration [94], which makes it also the standard configuration for other
TMDCs. Therefore, all natural multilayers in this thesis show the 2H stacking, the 3R

is only used for artificially stacked heterostructures.

8.2. Electronic properties

8.2.1. Band structure of TMDCs

As a consequence of the crystal structure, the Brillouin zone adapts a hexagonal form
[91], that is illustrated in Fig. 8.2(a). Before the discovery of mechanical exfoliation,
several band structure calculations of TMDCs were done for their bulk form [92, 93, 98,
99], and showed that these materials are indirect semiconductors. Within the hexagonal
Brillouin zone, the valence band maximum was found at the I'-point and the conduction

band minimum between the I'- and K-point. However, since it turned out that MoSs
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monolayers could be produced just like graphene [11], TMDCs came back into the focus
of scientific investigations. Several theoretical works predicted a transition from an
indirect to a direct band gap semiconductor when thinning down TMDCs to a single
layer [100-102]. These predictions were verified in 2010, by finding a drastic increase in
the PL intensity for monolayer MoS, compared to bilayer samples [12, 13]. The same
behaviour was soon also measured for MoSe;, WSey and WS, [103-105].

(a) (b) MoS,, bulk MoS,, monolayer

0.2

Ec[Hartree]

r M K r r M K T

Figure 8.2.: (a) Hezagonal Brillouin zone of TMDCSs, showing the most important
symmetry points. (b) Transition from an indirect band gap for bulk MoSy (left) to a direct
one for the monolayer. The direct gap at the K-point stays unchanged in this transition,
whereas the extrema of the indirect gap shift to higher or lower energy. Adapted from
[106].

The transition from indirect to direct band gap is shown for MoS, in Fig. 8.2 (b).
By calculating the bulk and monolayer band structure of MoS,, it can be seen that
the valence band maximum at I' shifts downward and the conduction band minimum
between I' and K upward, when thinning MoS; down to a single layer. This leaves
a direct band gap at the K-point. This transition can be explained considering the
interlayer interaction seen by the atomic orbitals, that the states at different points in
the Brillouin zone are made of [13, 107]: The states at the K-point are mostly made of d-
orbitals by the transition metals, that are localized in the middle of a TMDC monolayer
and thus are not influenced by neighbouring layers, leaving the K-point gap almost
unchanged when going from bulk to monolayer. The states near the I'-point on the
other hand are linear combinations of d-orbitals from transition metals and p,-orbitals
from the chalcogen atoms. The latter lie at the surface of a TMDC monolayer, and are
therefore strongly influenced by interactions with neighbouring layers.

In addition to becoming a direct semiconductor, another important effect happens
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for TMDC monolayers compared to their bulk counterparts. Since the monolayer does
not have an inversion center any more, the Kramers degeneracy is lifted, and together
with spin-orbit coupling leads to a spin splitting of conduction and valence bands at
the K-points [107-112]. As the K-points are connected by time reversal symmetry,
the splitting shows opposite sign in K™ and K~ valleys, as can be seen in Fig. 8.3.
When comparing molybdenum and tungsten based TMDCs, one finds that the valence
band splitting shows the same sign in all materials, but the conduction band splitting
is reversed, accompanied by conduction band crossings close to K for the molybdenum
compounds. Calculated values for MoSe;y give a splitting of Acg = —22meV for for the
conduction band and Ay g = 186 meV for the valence band. For WSe, the corresponding
value are Agp = 37meV and Ay p = 466 meV [113]. These numbers were experimentally

confirmed by many working groups, finding very similar values [105, 114-119].

(a) (b)

G+ MOX2 - G+ WX2

K+ K K* K

Figure 8.3.: Spin splitting and optical selection rules for molybdenum based TMDC's (a)
and tungsten based TMDCs (b). Red bands are spin up states, blue spin down. Allowed
optical transitions are indicated by arrows.

The valley specific spin splitting of the electronic bands also leads to valley dependent
optical selection rules [109, 120], which are shown in Fig. 8.3. The notation of KT and
K~ valleys already implies, that optical transitions are only possible using o™ circular
polarized light in the former, and o~ circular polarized light in the latter valley. A
transition starting from the upper valence band is hereby called an A exciton, whereas
a transition from the lower valence band leads to a B exciton [99]. From the conduction
band ordering it follows, that the A exciton has an optically bright ground state in
molybdenum, but a dark ground state in tungsten based materials.

Exciting a TMDC monolayer with circularly polarized light consequently leads to an

excess of created excitons in the chosen valley compared to the other one. This effect is
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known as the valley polarization, which can be measured in PL by comparing the ratio
of emitted 0™ and o~ polarized photons following a valley selective excitation [121-124].
In the special case of MoSe; however, a valley polarisation can only be created for near
resonant excitation, and even then still reaches significantly smaller values than for the
other TMDCs [125]. It is believed that this behaviour partly stems from the optically
bright A exciton state, which does not lead to a reservoir of spin polarized charge carriers

like in the tungsten based materials.

8.2.2. Excitons in TMDCs

In section 2.1 of this thesis equation (2.2) was derived, that quantifies the exciton binding
energy and the Rydberg series of excited excitonic states. In ideally two-dimensional
systems this formula is however modified, since the electron and hole wave functions are
confined in the sample plane and therefore show a stronger overlap. In this case, the

energy of excitonic states can be expressed as [60]

R
(n=3)

where, as before, E, (00) is the band to band transition energy and R* the modified

EED = E, (OO) - (81)

Rydberg constant. Compared to the formula for three-dimensional crystals, the binding
energy of the ground state (n = 1) is therefore enhanced by the factor four.

However, in the case of TMDCs, the observed exciton binding energies even exceed the
values predicted by equation 8.1. This was first explained by Chernikov et al. [17] and
is illustrated in Fig. 8.4. In contrast to a bulk crystal, for TMDCs the electric field lines
between electron and hole partly extend to the vacuum surrounding the sample, which
reduces the screening of Coulomb interaction and consequently enhances the exciton
binding energy. This effect is even stronger for excited exciton states, as the Bohr radius
increases and therefore even more field lines propagate outside the sample, leading to a
deviation from the Rydberg series.

Overall, the described effects cause exciton binding energies in the range of a few
hundred meV for TMDC monolayers, which makes excitons stable even at room temper-
ature. A summary on the exact binding energies which were experimentally obtained for
different materials can be found in [126]. Despite these huge binding energies, excitons
in TMDCs are still regarded as Wannier-Mott excitons, since the Bohr radius lies in the
range of nanometres and hence still extends over several unit cells [127, 128].

Having discussed the binding energies, a closer look will now be taken on the exci-
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Figure 8.4.: (a) Screening of the Coulomb interaction between electron and hole for bulk
and two-dimensional crystals. For two-dimensional monolayers the electric field lines
propagate partly outside the sample. (b) Consequences for the exciton binding energy,

showing a enhanced gap between fundamental band gap and excitons in two dimensions.
Taken from [17].

tonic complexes that show up in PL measurements for MoSe, and WSe,. Fig. 8.5 (a)
comprises a reflectivity (upper part) and a PL measurement (lower part) of monolayer
MoSe; at cryogenic temperatures. In reflectivity the A and B excitons show up, which
are separated by the valence band splitting, as explained earlier. In PL, a strong emission
line can be found at about 1.66 eV, that clearly corresponds to the A exciton. However,
30meV below that another strong PL feature appears, that was identified as the nega-
tively charged trion by gate voltage dependent measurements [129]. Such a trion can be
seen as an excitonic quasiparticle, consisting of an additional electron bound to an A ex-
citon, and thus having a larger binding energy than the neutral exciton, here by 30 meV.
In order to build trions, these additional electrons have to be present in the conduction
band due to doping. It is usually observed by gate voltage dependent measurements (see
[129]) that MoSe, is naturally n-doped, and therefore the observed trions are negatively
charged. The trion PL peak vanishes from the spectrum for increasing temperatures,
which will become more important later when discussing our experimental results.

In WSe,, there are a lot more excitonic particles observable in PL, which is mostly
due to the dark excitonic ground state in tungsten based TMDCs [130-132]. Fig. 8.5

(b) shows a gate voltage dependent PL measurement of a WSe; monolayer at cryogenic
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Figure 8.5.: (a) Reflectance contrast (upper part) and PL measurement (lower part) of
MoSey at cryogenic temperatures. In reflectance, the A and B excitons show up, in PL
the A exciton and 30 meV below that the negatively charged trion. Adapted from [129].
(b) Gate voltage dependent PL spectra of WSes at cryogenic temperatures. X° stands for
the neutral A exciton, X X the neutral biexciton, X the positively charged trion, X{
the negative triplet trion, X5 the negative singlet trion, D the dark A exciton and X X~
the negatively charged biexciton. Adapted from [130]. (c) The two types of negatively
charged trions in tungsten based TMDCs. The singlet trion (upper part) has a higher
binding energy and hence appears at lower PL energy than the triplet trion (lower part).

temperatures. In addition to the MoSe, PL, also neutral biexcitons (X X), the dark A
exciton (D) and the negatively charged biexciton (XX ~) can be found in this material.
Most important for this thesis is however the splitting of the negatively charged trion,
into a triplet state (X; ) and a singlet state (X5 ). These types of trions are sketched
in Fig. 8.5 (c). For the singlet trion, the two electrons have opposite spin, with the
optically excited electron (black) sitting in the upper conduction band and the doping
electron (brown) in the lower conduction band of the same valley. For the triplet trion,
the doping electron sits in the lower conduction band of the opposite valley, and therefore
has the same spin as the optically excited one. In this case, exchange interaction opens
a gap in the trion dispersion, and the triplet trion is observed at higher energies [133].
This splitting is typically detectable in the PL of tungsten based TMDCs (for WS, see
for example [134]). The positively charged trion (X™) on the other hand does not have
a triplet state, since the additional hole always sits in the upper valence band, and

therefore sits in the opposite valley than the optically excited hole. Below the PL peaks
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shown in 8.5 (b), even more peaks can be observed in WSe,, which are interpreted as

defect bound excitons [135, 136], but are not of further importance for this thesis.

8.2.3. Behaviour under external magnetic fields

To conclude the electrical properties of monolayer TMDCs, their behaviour under ex-
ternal magnetic fields perpendicular to the sample plane shall be briefly discussed. For
TMDCs, the energetic shifts of the electronic bands were initially explained by summing
up contributions from spin, valley magnetic moment and orbital magnetic moment. The
latter of these contributions lifts the degeneracy of the optical band gaps in different val-
leys, that is present at zero magnetic field [137]. Recently, this approach was gradually
abandoned, as several groups presented models that could explain the experimentally
observed band shifts by first principle calculations [138-141]. In the following, the effect

of a magnetic field on the PL is just presented phenomenologically.
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Figure 8.6.: (a) Polarization resolved PL of monolayer MoSey for zero magnetic field
and £6.7T. Adapted from [142]. (b) Shift of conduction and valence band in MoSey due
to a positive perpendicular B-field. Dotted lines present the situation without magnetic

field.

Fig. 8.6 (a) displays a low-temperature PL experiment of MoSe; for zero and £6.7T.
For this PL measurement, the sample was excited by unpolarized light, however in the

emission ot (red) and o~ (black) polarized components were resolved. In case of zero
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magnetic field, the PL curves for both circular polarisations match almost perfectly,
indicating that both valleys are equally populated and have an identical band gap. For
positive magnetic field, two differences are apparent; an increase of intensity, accompa-
nied by a decrease in photon energy of o™ polarized light compared to o~ polarization.
The reason for this behaviour are the band shifts drawn in Fig. 8.6 (b). The dotted lines
show the position of bands without external magnetic field, the solid lines for a positive
field perpendicular to the sample. As can be seen, in the Kt valley both valence and
conduction band are shifted upwards in energy, however the valence band by the larger
amount, leading to a decreased band gap. In the K~ valley, the situation is reversed.
As the KT transition is now energetically favourable, it appears at higher intensity in
the PL spectra. For negative magnetic fields, the situation is just the opposite, which is
shown in the lowest panel of Fig. 8.6 (a).

The energetic shift between o™ and o~ polarization gives rise to the so called effective

g factor gss, which is given by

Eg+ — EJ— = geff/LBB, (82)

where 15 is the Bohr magneton. In the example of Fig. 8.6 (a), thisled to g.;r = —3.8
for monolayer MoSes [142]. A summary of experimentally measured effective g factors

and a comparison to calculated values can be found in [138] and [140].

8.3. Raman spectroscopy of TMDCs

8.3.1. Intralayer modes

Similar to the electronic properties, the vibrational modes in TMDCs were first described
for bulk MoS,, for example by Verble and Wieting in 1970 [143]. The number of optical
phonons reduces for the monolayer compared to bulk. However, many of the additional
modes in the bulk are connected to monolayer modes (apart from shear and breathing
modes), as they have the same atomic displacements within one layer, but varying phase
shifts between neighbouring layers [144]. Also, due to the changing space group of the
crystal, the given names of the modes change for different layer number. For simplicity,
in this thesis only the notation for the bulk crystal will be used.

The most important intralayer optical phonon modes in TMDCs are the A;, and the
Bl

55> Which are shown in 8.7 (a) and (b), respectively. The Ay, is an out-of-plane mode,

which is characterized by a single branch in the phonon dispersion, while the in-plane
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Figure 8.7.: Atomic displacements for the A1y phonon mode (a) and the E;,-mode (b).
(¢) Raman spectra of both phonon modes in MoSey for different layer numbers. Taken

from [145].

mode E219 has two branches for LO/TO propagation, which are degenerate at the I'-
point [144, 146]. Both of these modes are Raman active in the backscattering geometry
used in this thesis, but show different polarization selection rules; the A, appears for
co-polarized linear polarization only, while the E2lg shows up for both co and crossed
linear polarizations.

Fig. 8.7 (c) is a typical spectrum of these modes for different layer numbers of MoSe,
at room temperature. The A;,-mode shows up at about 241 c¢cm™! for monolayers and
shifts to higher wavenumbers when increasing the number of layers [147, 148]. This is
explained by the intuitive picture, that each additional layer adds another "spring" to
the out-of-plane vibration of the atoms. For three layers ore more, a second mode at
slightly lower energy appears, which is due to an out-of-phase vibration of the atoms
in the middle layer. The E219 shows up close to 290 cm™! in MoSe,, and shifts to lower
wavenumbers for increasing sample thickness. For this mode, the stronger screening of
long-range coulomb interaction for more layers leads to a reduction of the force constant
[149]. In case of WSe, the Ay, and Ej, are at almost the same energy (= 250 cm™") at
the I-point and therefore difficult to differentiate [103, 144]. In MoSes on the other hand,
the spectral difference between these modes is a good way to determine the number of
layers in a sample.

With respect to the laser excitation energy, it is observed that the A;,-mode is res-
onantly enhanced with the A and B exciton transitions [145, 150]. In contrast, the

Egg—mode shows resonances with higher excitonic transitions, which involve electronic
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states outside the K-point of the Brillouin zone. The explanation for this behaviour
uses the vibration direction of the atoms in relation to the atomic orbitals. As already
mentioned, the states at the K-point of the Brillouin zone are mostly made out of transi-
tion metal d-orbitals, which are confined within one monolayer. The A;,-mode therefore
shows a high electron-phonon coupling to these states, due to its out-of-plane vibration
of chalcogen atoms [151, 152]. The E219 on the other hand does not change the thickness
of a monolayer, and hence does not couple to K-point states. It is only enhanced for
higher transitions such as the C-exciton, which involves conduction band states close to

the I'-point, and therefore also p-orbitals of the chalcogen atoms.

8.3.2. Interlayer modes

For multilayer TMDCs, there are also two phonon modes that are absent in the mono-
layer: The so called layer shear and layer breathing modes [153, 154]. These modes are
vibrations of complete layers with respect to each other; either in the xy-direction, which
is called the shear mode (see Fig. 8.8 (a)), or in the z-direction, which is the breathing
mode (8.8 (b)).
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Figure 8.8.: Vibration directions of the layer shear mode (a) and the breathing mode
(b). (¢) Left panel: Shear and breathing modes in the Raman spectrum of bilayer MoSe
for different laser lines. Right panel: FExcitation energy dependence for the breathing
mode (black) and the shear mode (red). Taken from [150].

Since the restoring forces for those modes are only the weak van der Waals interac-

tions between the individual layers, they are found at very low Raman shifts, as can
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be seen in the left panel of Fig. 8.8 (c): Here, the shear mode is found just above
20cm ™! and the breathing mode close to 35cm™! for bilayer MoSe, [150]. Just as for
the A;, and Ezlg—modes, the Raman shift does however depend on the number of layers.
For the shear mode, adding more layers increases the number of out-of-phase oscilla-
tions, as neighbouring layers show a phase shift of 7, which increases the energy. For
the breathing mode the opposite happens; here the number of in-phase oscillations is
increased for thicker samples, leading to a redshift of the Raman peak [155]. Also the
polarization selection rules resemble the Ay, and Ej -modes [156]; the breathing mode
is only observed for co-polarized linear polarizations, whereas the shear mode appears
for both co and cross-polarized linear polarizations.

The behaviour of these modes with respect to laser excitation energy is shown in
Fig. 8.8 (¢). From plotting the modes intensity for different laser lines, it is concluded
that the shear mode shows a resonance at 2.4eV, which is close to the C exciton. The
breathing mode on the other hand does not show a clear resonance within the range
of the laser energies applied here, but rather increases in intensity with photon energy.
Both of these modes are therefore not resonantly enhanced with the A and B exciton
states [145, 150]. This is also not expected, since the modes do not change the thickness
of a monolayer, and therefore do not couple to the Mo-d-orbitals, which the K-point

states are made of.

8.4. TMDC heterostructures

Having described the properties of monolayer TMDCs, the consequences of stacking two
different monolayers on top of each other to form a heterostructure are presented in the

following. In this case, only the combination of MoSe, and WSe, will be discussed.

8.4.1. Moiré lattice and atomic reconstruction

The first point to consider when stacking different van der Waals materials on top of
each other, is the kind of superlattice the heterostructure is arranged in. This property
is dependent on the twist angle of the layers, which in TMDCs takes values between
0° and 60° due to the hexagonal crystal structure [157]. For non-zero twist angles, the
formation of a Moiré supperlattice is expected, that was observed in twisted bilayers of
graphene first [158], but later also for bilayers of MoS; [159] or TMDC heterostructures
[160]. Such a Moiré lattice is drawn in Fig. 8.9 (a) for an relative twist angle of © = 10°.
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Here, a new, much larger periodicity is observable, that is inversely dependent on the
twist angle, forming a smaller supercell for larger angles. For artificially stacked bilayers
of the same material, a twist angle is required in order for a Moiré lattice to form, since
the lattice constants of the individual layers are identical. For heterobilayers, already the
slight mismatch of lattice constants should induce a Moiré structure for 0° or 60° twist
angle. However, it was shown by Weston et al [161] for homobilayers and Rosenberger
et al for heterobilayers of TMDCs [162], that for small deviations from 0° or 60°, no

Moiré lattice, but a reconstructed crystal structure is found.
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Figure 8.9.: (a) Moiré superlattice of two monolayers with honeycomb structure for
a twist angle of © = 10°. (b) Stacking energy for different high-symmetry points in a
Moiré structure for a small deviation from 0° twist. (c) Same as (b) for a small deviation
from 60° twist. (d) Conductive AFM picture for a R-type reconstructed heterostructure,
showing triangular domains. (e) Same as (d) for a H-type structure, showing hexagonal
domains. Adapted from [162].

The foundation of atomic reconstruction is the stacking energy of different high-
symmetry points in the Moiré structure, as plotted in Fig. 8.9 (b) for small deviations
from 0° stacking and in (c) for small deviations from 60° stacking. For the former case,
two points within the Moiré lattice show a minimum in stacking energy, which are called
AB and BA here. The BA position corresponds to a point in the Moiré lattice, where

the chalcogen atoms of the upper layer lie on top of the transition metal atom of the
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lower layer. As already shown in Fig. 8.1 (b), this corresponds to an ideal 3R stack-
ing. The position AB also replicates an ideal 3R stacking, but reverses the order of the
layers, with the transition metal of the upper layer lying on top of the chalcogen atom
of the lower layer. These points periodically repeat over the Moiré lattice. As their
stacking energies are degenerate minima, the heterostructure forms triangular domains
(see insert of (b)), in which the heterostructure adapts the configuration of exactly the
AB or BA point. For small deviations from 60° twist, there is only one minimum in the
stacking energy, which is the ABBA point. In this symmetry point, the transition metal
of the upper layer lies on top of the chalcogen atom of the lower layer and vice versa,
which is the ideal 2H configuration. The domains therefore are hexagonal. Fig. 8.9 (d)
and (e) give the experimental evidence of the atomic reconstruction, showing triangular
or hexagonal domains in a conductive AFM measurement. This reconstruction however
only occurs for small deviations from 0° or 60° stacking, which will only be called R-type
and H-type from now on. For larger twist angles, the Moiré period and therefore the size
of the domains gets smaller, increasing the amount of energetically unfavourable domain
walls, until for a certain angle the formation of a Moiré lattice is preferable again. For
this critical deviation angle different values have been reported, ranging from 1° [162] to
about 5° [163]. A criteria to decide whether a heterostructure is reconstructed or not,
is the spectroscopy of shear modes, which is discussed in the following.

Interlayer shear and breathing modes had been investigated for twisted homobilayers
of TMDCs and heterostructures before the discovery of atomic reconstruction [165-170].
In general, it was observed that the breathing mode appears for all twist angles, while
the shear mode only shows up for closely aligned H- or R-type bilayers. It was later
confirmed by Holler et al, that this is a direct consequence of having a reconstructed
crystal structure or a Moiré lattice [164]. Fig. 8.10 shows a low-frequency Raman
measurement at room temperature of several MoSes-WSes heterostructures, whose twist
angles are given in the upper right panel. It is generally indicated whether the sample is
of H- or R-type, with the deviation from the ideal stacking given in brackets. The first
two graphs in the left panel belong to H-type heterostructures and show a strong shear
mode at 18 cm~!. The following three are R-type structures, which show a weaker mode
at slightly lower wavenumber (17.4cm™!), as displayed in (b) in more detail. The last
three structures have either a larger deviation from the ideal stacking angle (6°) or are
completely misaligned. These do not show any sign of a shear mode at all. The reason
for this behaviour is, that the shear mode needs an atomic registry as its restoring force,

which is only given if the sample undergoes atomic reconstruction. The shear mode
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Figure 8.10.: (a) Comparison of shear modes for MoSes-WSey heterostructures with
different stacking angles, which are listed in the right upper panel. Here, the general
orientation is given (H-, R-type or incommensurate), as well as the deviation from
ideal H- or R-type. (b) More detailed comparison of shear modes in H-type and R-type.
Adapted from [164].

can therefore not be observed, when a Moiré¢ lattice is formed. The breathing mode on
the other hand only needs the van der Waals interaction of neighbouring layers as its
restoring force, and appears for every twist angle. The reason it can not be observed
in Fig. 8.10 is that this measurement was done using crossed linear polarization, where
the breathing mode is not allowed.

In case of Moiré lattices, there is another interesting effect observable in Raman mea-
surements, that is known as Moiré phonons [163, 171]. These are acoustic phonons, that
are folded back to the I'-point of the Brillouin zone by the Moiré supercell. Their energy
is therefore directly linked to the twist of the layers. This means, that modelling the
phonon dispersion and comparing it to the experimental Raman shifts allows to precisely

determine the twist angle on a certain point of the Moiré lattice.
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8.4.2. Interlayer excitons

The most prominent feature of TMDC heterostructures is the formation of interlayer
excitons [172, 173]. For these complexes, electrons and holes are separated spatially
into the different monolayers the heterostructure is made of. This separation of charge
carriers is caused by the band alignment that is sketched in Fig. 8.11 (a). Applying the
Anderson rule, it was shown theoretically that most combinations of TMDCs (including
MoSey-WSey) form a type II band alignment [174, 175]. Hence, when exciting charge
carriers optically, electrons from the WSe; monolayer relax to the conduction band of
MoSe,, whereas holes do the opposite and tunnel to the valence band of WSe;. The
Coulomb interaction between electrons in the MoSey conduction band and holes in the
WSe, valence band then forms the so called interlayer exciton (indicated green in Fig.
8.11 (a)). The PL spectrum for such a sample is shown in Fig. 8.11 (b). The PL peaks
of the two monolayers are found at the expected energies, however they are quenched in
intensity due to the charge carrier tunnelling process. Below that, at roughly 1.4eV, a

new PL peak emergences, that belongs to the interlayer exciton.
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Figure 8.11.: (a) Type II band alignment for a heterostructure of MoSes and WSes.
Electrons tunnel to the MoSey layer and holes the other way around, leading to the for-
mation of an interlayer exciton (green). (b) PL spectrum of a MoSey-WSey heterostruc-
ture at cryogenic temperatures. Below the intralayer PL lines, a new peak emerges that
belongs to the interlayer transition. Adapted from [173].

In order to get a strong optical emission of interlayer excitons, the recombination of
electrons and holes has to be momentum-allowed. To achieve this, the K-points of the
Brillouin zones of the constituent layers have to lie on top of each other in reciprocal
space. The relevant parameter to align the points of the Brillouin zone in reciprocal

space is the twist angle of the two layers in real space. For a H-type heterostructure,
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the K, points of the first layer are aligned with the K_ points of the second layer
(and vice versa), whereas the K lies on top of K, and K_ on top of K_ for a R-type
heterostructure [176, 177]. For other twist angles, also the points in reciprocal space
are misaligned, leading to a drastic decrease of interlayer PL [170]. It was shown by
Parzefall et al, that the intensity of the interlayer PL shows a step at the critical angle
where atomic reconstruction is achieved [163], with the reconstructed structure emitting

significantly more PL compared to a Moire lattice.
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Figure 8.12.: (a) Interlayer PL of a MoSes-WSey heterostructure for R- and H-type
stacking. For zero magnetic field (grey curve) the PL is broader and at lower energy than
for H-type. Circular polarized detection (red and black curves) shows that the Zeeman

shift reverses sign for the two stacking types. (b) Extracted effective g-factors from (a).
Adapted from [178].

The difference between H- and R-type stacking is also important when looking at the
interlayer PL in external magnetic fields. As the interlayer excitons recombine between
inequivalent K-points for H-type stacking but between equivalent K-points for R-type
structures, the observed Zeeman shift changes drastically for the two configurations [176,
177]. A measurement visualizing the difference of the two stacking types is shown in
Fig. 8.12. In panel (a), the interlayer PL is shown for R-type (upper part) and H-type
(lower part) structures, once for zero magnetic field (grey curve), and once the emission
of o, (black) and o_ (red) polarized light for a perpendicular magnetic field of 20 T.
Comparing the two stacking configurations, one can see the Zeeman shift is considerably
smaller for R-type than for H-type, and also reverses its sign. The extracted effective
g-factors are plotted in panel (b), giving a value g.ss = 5.2 for R-type and g.;y = —14.4
for H-type.
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Furthermore, it can be seen in Fig. 8.12 (a), that already at zero magnetic field
the interlayer PL looks different for the two configurations; the R-type gives a broader
linewidth and lower energy PL compared to the H-type. Having assigned the different
interlayer luminescence characteristics to the stacking type via the observed Zeeman
shift, the PL characteristic can now be used as another deciding criteria, which sort of
stacking type a heterostructure has got. This procedure was also used to pre-characterize

the samples used for the comparison of shear modes in Fig. 8.10.

8.5. Sample preparation

All samples used in the following experimental chapter were made using mechanical
exfoliation, that successfully produced monolayers of graphene [10] and other van-der-
Waals materials like MoS, [11] for the first time. Specifically, we use the PDMS transfer
method, that was introduced by Castellanos-Gomez et al. [179], and will be described

in the following. The bulk crystals that are the starting material for the process are
Transferred

bought from HG Graphene.
(C)
flake on SiO,
—
Figure 8.13.: Most important steps of the PDMS transfer method. (a) Microscope slide
with PDMS film, that has an exfoliated TMDC flake on top. (b) Transfer of the flake
onto a Si0y substrate, using a X-Y-Z stage for the microscope slide and a rotary stage

for the substrate. The process is monitored through a 10x microscope objective. (c¢) SiOq
substrate containing the transferred TMDC' flake.
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In the fist step of the preparation, a nitto tape is used to cleave off some TMDC layers
from a bulk crystal. This process is possible due to the weak van der Waals interactions
between the individual layers. The nitto tape is then gently pressed on top of a PDMS

gel film and removed again, which leaves a much lower number of layers sticking on the
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PDMS. This gel film itself is mounted on a microscope slide of glass (as illustrated in Fig.
8.13 (a)), and can therefore be examined under a light microscope setup. Monolayers
can be identified this way, by having the lowest optical contrast compared to the gel

material.
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Figure 8.14.: Light microscope image of the MoSes-WSey heterostructure MWO1. The
monolayers were aligned along their longest edges, which indicate crystallographic direc-
tions.

If a monolayer of the required size is identified on the gel film, it is transferred to a
silicon substrate with a 285 nm thick SiOs layer on top. For this transfer, the microscope
slide is mounted up side down in a X-Y-Z stage with micrometer screws, allowing a fine
positioning of the slide during the stamping process. The substrate is itself mounted
on a rotary stage, which is important for aligning crystallographic axis when fabricating
heterostructures. In the next step, the PDMS film is gently put in contact with the sub-
strate, which is monitored through a 10x magnifying microscope objective (see Fig. 8.13
(b)). After the whole flake touches the substrate, the film is removed again extremely
slowly. Since PDMS behaves like a solid on short timescales, but like a liquid on longer
ones, the flake stays on the silicon substrate, as it is sketched in (c).

For the production of a heterostructure, this process is simply repeated, stamping the
second flake on top of the first one. As it is most of the time required to achieve a
specific twist angle between the layers, the two flakes are aligned using the rotary stage
the substrate is placed on. This is possible, since TMDCs tend to brake along their
crystallographic directions during the exfoliation, which means the flakes often show
straight edges that can be aligned or anti-aligned. An example is the heterostructure
MWO01 which is shown in Fig. 8.14. This structure has an R-type stacking and will be

used in many of the upcoming measurements. The picture also shows an array of gold
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numbers on the substrate, which makes it easier to find the flakes when the sample is

mounted into a cryostat.
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9. Experimental results on
MoSe>-WSes> heterostructures

In this chapter, the experimental results on low-temperature resonant Raman measure-
ments of MoSey-WSey heterostructures are presented. We find a new low-energy Raman
peak, that is resonantly enhanced with the MoSe; trion energy, and is not known so
far in the literature to the best of the authors knowledge. In the first two sections, the
pre-characterisation of samples and the necessity of using heterostructures instead of
monolayers will be discussed, before turning the attention to the new Raman peak and
its resonance, temperature and polarization dependence. A possible connection to trion
states is discussed, as well as the dependence on the twist angle of the heterostructure.
Finally, possible interpretations for this phenomena are proposed.

The samples used in this chapter were pre-characterized by PL, magneto PL, and
Raman spectroscopy, to determine if they are H- or R-type stacked, or to measure the
exact twist angle in case of Moiré structures. For details about these procedures see
(163, 164, 178].

9.1. Non-resonant temperature dependence

The goal of our experiments was to measure the Raman spectra of MoSe, in extreme
resonance with its excitonic transitions at low temperatures. For MoSe,, this is possible
using a Ti:Sapphire laser, as it covers the whole energetic range of the optical band
gap. Since monolayer MoSe, is a direct semiconductor, there are however two practical
problems arising when performing resonant Raman measurements. The first one is the
strong PL, that is stronger by several orders of magnitude than every Raman line and
therefore obscures them completely. This problem will be discussed in the next section.
Another problem that is addressed in this section, is the the asymmetric broadening of
the laser line due to resonance fluorescence, that occurs when the laser energy directly

matches an excitonic transition.
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Usually, when measuring Raman spectra at room temperature using a set of Bragg
filters, the exact spectral position of Raman lines is determined by shifting the spec-
trum in such a way, that it is symmetric for the Stokes and Antistokes side. At low
temperatures, unfortunately the phonon lines vanish at the Antistokes side, since the
branches are not occupied any more. In addition to that, we can not easily measure
the Stokes and Antistokes side simultaneously using a triple Raman spectrometer any
way, as the spectral range is cut off to one side at the laser frequency. The only way to
determine the exact phonon positions is then to shift the middle of the laser to exactly
0cm™!, which is getting problematic for an asymmetrically broadened laser line due to
resonance fluorescence. Therefore, a non-resonant, temperature-dependent characteri-
zation measurement was done, that later allows to adjust every spectrum according to

the position of the MoSe; A;,-mode.
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Figure 9.1.: (a) Comparison of the MoSey Aiz-mode position on a MoSey-WSey H-
type heterostructure for room temperature and 4K, measured using a green laser and
co-polarized linear polarization. The higher energy peak at 250 cm™" stems from the Ay,
and E%g-modes of WSey and was not used for characterisation. (b) Comparison of the
shear mode on a MoSes-WSes H-type heterostructure for room temperature and 4K,

measured using a green laser and cross-polarized linear polarization. The shear mode

also shifts to higher energy when cooling down the sample, but by less than 1cm™1.

Fig. 9.1 (a) shows the result of a Raman measurement done on a H-type MoSes-WSe
heterostructure (MW11), using a green laser of 2.33 eV energy, a set of Bragg filters for
blocking the laser line and a single stage Raman spectrometer. The black curve was
taken at room temperature and the red one at nominally 4 K, using co-polarized linear

polarization. It is commonly known that phonons shift to slightly higher energies when
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cooling down the sample, which is due to the anharmonic atomic binding potential, that
leads to a thermal expansion of the crystal lattice [31]. For MoSe, this effect was already
measured, however not for temperatures of 4 K [180], and not for heterostructures. In
Fig. 9.1 (a), we therefore determined the exact position of the MoSe; A;,-mode at
room temperature, by comparing Stokes and Antistokes side (not shown), and then
measured the temperature dependent shift. As marked in the figure, the mode is found
at 240.9cm™! for room temperature and at 243.1cm™~! for 4K. For R-type structures,
the values were slightly different, 241.3 cm ™" for room temperature and 243.4 cm™ for
4 K. As described, we will use the values for 4 K to norm all of the spectra from now on.

For the interpretation of our results, it will also be important to know the low-
temperature position of the interlayer shear mode. To find this mode in the spectrum at
4 K turned out to be quite difficult, which is why it was only possible for our best H-type
structure (pi29) and at crossed linear polarizations. This measurement is shown in Fig.
9.1 (b), and was also done using a green laser and a set of Bragg filters. Consistent to the
data shown in Fig. 8.10, we find the mode at 18 cm™! for room temperature. For a tem-
perature of nominally 4 K, we see the mode at 18.75cm™!, which is a smaller blueshift
than for the A;,-mode. As it got difficult to identify the mode in the background noise,

two different spots were measured to confirm the data.

9.2. Quenching of intralayer PL

In this section, the solution to obscured Raman lines by PL in case of resonant excitation
is presented. It was already mentioned that we use a MoSe,-WSes heterostructure, to
make use of the type II band alignment. As the electrons are accumulated in the MoSe,
layer and the holes in the WSe, layer, not only interlayer excitons are formed, but also
the magnitude of intralayer PL is reduced. The effectiveness of this process is however
strongly dependent on the interlayer coupling strength, that is not equal on every point
of the sample. We therefore always focus the laser on points that show the best available
interlayer exciton PL.

In Fig. 9.2 (a), the PL of a R-type MoSey-WSe, heterostructure at 7' = 4 K is displayed
for two different sample spots . These spectra were recorded using a green laser and a
single stage spectrometer. The strong feature between 1300 meV and 1400 meV is the
luminescence of the interlayer exciton, the two peaks between 1600 meV and 1700 meV
trion and A exciton of MoSey, with the WSe, PL lines (that lie at slightly higher energy)

just being cut off. The important point of this comparison is the inverse dependency
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of the inter and intralayer PL intensity; for spot one, the better interlayer PL strength
goes in hand with a much stronger quenching of the intralayer lines compared to spot
two. In order to find the best spot for a Raman experiment, we can therefore look for a

spot with strong interlayer PL first.
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Figure 9.2.: (a) PL measurement at T = 4K on a R-type MoSes-WSey heterostructure
for two different spots. A stronger interlayer PL indicates a better quenching of the
intralayer PL lines. (b) Consequence of different intralayer PL quenching strengths
on a Raman measurement, with laser excitation resonant to the trion of MoSe,. The
respective interlayer PL for the points three to five is shown in the inset. For the point
with the best intralayer quenching properties, a Raman peak at 23.4cm™! can be resolved.

The consequences of different intralayer PL quenching strengths for resonant Ra-
man measurements are visualized in Fig 9.2 (b). These spectra were taken using the
Ti:Sapphire laser and the triple Raman spectrometer, the temperature was nominally
4K and linear co-polarized light was used. The laser energy is tuned to about 1.63 ¢V,
which is close to the trion resonance of MoSe;. For each point on the sample shown
in the plot, the interlayer PL. was recorded and is shown in the inset. The reason this
PL is cut off at the sides, is the triple Raman spectrometer. When using the same
spectrometer configuration for PL. and Raman measurements (which is preferable for
correlating Raman and PL spectra of the same sample points), the light travels through
all three stages, and the spectral range is cut out at the slit between first and second
spectrometer stage. For PL. measurements, this leads to a very narrow spectral window,
especially for the broad interlayer exciton PL. However, since we are only interested in
the maximal PL intensity, this is no problem for us. As the laser energy is in resonance

with the trion, a weaker intralayer PL quenching leads to a strong resonance fluores-

94



cence, that broadens the laser line around 0 cm~!. This effect is clearly observed for spot
four (blue curve). For the other spots, especially for spot three, it is observed that a
stronger interlayer PL reduces the resonance fluorescence, and suddenly a Raman peak
is resolved at 23.4cm™~!. The properties of this peak will be discussed in the following

sections.

9.3. Excitation energy dependent spectra

After going through the necessary steps to perform a Raman measurement in extreme
resonance to the MoSe, transitions at low temperatures, we will now discuss the results.
Fig. 9.3 (a) is a series of Raman spectra measured on a R-type heterostructure (MWO01)
at nominally 4 K for different laser excitation energies between 1722 meV and 1614 meV,
as indicated at the right side of the plot. The laser was linear co-polarized and the

excitation power 500 pW with an exposure time of 60s per spectrum.
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Figure 9.3.: (a) Raman spectra of a R-type MoSes-WSey heterostructure at T =
4K for different laser excitation energies between 1722meV and 1614 meV. Spectra in
resonance with the MoSey, A exciton are drawn red, those in resonance with the MoSey
trion blue. (b) Spectra in resonance with the MoSes trion of the same measurement as
(a), highlighting the appearance of a low energy excitation (LEEX) for this laser energies
only.

We will start the discussion at the high energy side of excitation energies. The highest
energy of 1722meV lies in between the neutral and charged exciton of WSe,. Note that
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due to the charge carrier separation in the heterostructure, we expect the WSe, trion
to be positively charged. This positive trion should be located just above 1700 meV,
as known from gate dependent PL measurements [130, 131], see also Fig. 8.5 (b). In
other words, with decreasing excitation energy, we first go into resonance with the WSe,
positive trion, followed by the MoSe; neutral exciton (marked by the red graphs) and
the MoSe, negative trion (blue graphs).

The most prominent Raman peak for high excitation energies is the A;s,-mode of
MoSe,. The fact, that this mode is observed with its highest intensity for energies above
the neutral exciton of MoSes, reflects an outgoing resonance for this phonon. For the

same reason, the A;,mode of WSe, is only observed very weakly at 252 cm ™

; since
the laser energy is already below the neutral exciton of WSey and the resonance type is
outgoing, it does not appear at high intensity here. The peaks at higher spectral energies
than the two A;,-modes most likely stem from sum processes, commonly observed in
this spectral region [150, 181] and are not of further interest here. Below the A, ,-modes,

1

two weak features can be observed at 97cm™! and 122cm™!. These peaks stem from

the WSey; monolayer and were previously assigned to difference processes; E%g (M )T02 -

LA(M) and E;, (M)"?* — LA(M), respectively [182]. The fact that they are still
visible at T" = 4K, where the optical phonon branches should not be occupied, rises
the question whether they should rather be interpreted as defect activated scattering
of acoustic phonons. Finally, at 13.8cm ™!, a very weak peak is detected for excitation
energies in the vicinity of the WSe, trion, which will be included into the interpretation
of our results later on.

Going to lower laser energies, resonant excitation with the neutral exciton of MoSes
is reached. The spectra in this energetic region are marked red. Here, two effects can be
observed; first of all, a strong resonance fluorescence towards the laser line, which is most
likely caused by acoustic phonon scattering. And second, a broad peak appears in the
spectrum between 250 cm ™! and 300 cm ™!, which we assign to the PL of the MoSe, trion.
When the laser hits the neutral exciton, more trions are formed through scattering of
phonons, since the energy of the A;,-mode and the spacing between neutral and charged
excitons in MoSes roughly match. This leads to an effective scattering mechanism via
this phonon mode, explaining why the trion PL is only strongly observed in this range
of excitation energies.

For excitation energies in the range of the MoSe, trion, there is again a resonance
fluorescence measurable, together with the appearance of a low-energy excitation at

23.5cm™! (called LEEX from now on). This feature is clearly identified as a Raman
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Figure 9.4.: Comparison of the LEEX intensity with respect to laser excitation energy
(green), to the resonance fluorescence extracted from the same measurement (blue) and
a low-temperature PL spectra of monolayer MoSey (red). All graphs are normed.

peak due to its constant Raman shift for changing excitation energy. Fig. 9.3 (b) is
an excerpt of the same measurement series, highlighting the appearance of the LEEX
peak for a small range of excitation energies only. In the following, we will analyse the
resonance behaviour of this peak in more detail.

Fig. 9.4 compares the LEEX intensity with respect to excitation energy (green) to
the resonance fluorescence extracted from Fig. 9.3 (a) (blue) and a low-temperature PL
measurement of a MoSe; monolayer (red). The intensity of the LEEX was extracted
by plotting its count rate with respect to the background signal, and fitted with a
Lorentzian line. The fluorescence corresponds to the count rate in the Raman spectrum

! and is fitted by the sum of two Lorentzian curves. Comparing these different

at 15cm™
measurements, it is obvious that the neutral exciton peak of the fluorescence matches
with that of the PL measurement, while a slightly smaller spacing between neutral and
charged exciton is found in fluorescence than for the PL. We think that this is due to the
fact, that in the fluorescence, which is a quasi instantaneous process, the energy of free
trions is measured, while the PL involves relaxation of excitons to their lowest possible
states, and therefore shows localized trions at lower energy. The energetic distance

between the neutral A exciton and free trions would thus be 24 meV. The ratio of trion
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to neutral exciton intensity in the fluorescence is 0.69, which we can assign to a charge-
carrier density of n &~ 6 - 10" ecm™! by comparison to theoretical models [183]. For the
LEEX, the maximum in intensity correlates very nicely with the free trion peak of the
fluorescence. We therefore conclude that it is resonantly enhanced with the trion, but
not with the neutral exciton. We can exclude the possibility of a resonant enhancement
with biexcitons (which have been found between neutral and charged exciton in MoSey
by four-wave-mixing experiments [184]), since there is no super-linear behaviour of the

fluorescence for different excitation powers, which will be shown later.

9.4. Temperature dependence of resonance effects

To further confirm our assumption that the LEEX peak is resonantly enhanced with
the trion of MoSey, we ran a couple of excitation-energy dependent series for different
sample temperatures. For temperatures higher than 4 K, the trion PL shifts to lower
energies and decreases in intensity, until it vanishes completely in the range between
150 — 200K [129]. If the LEEX is resonant to the trion, its resonance should show the

same dependency on temperature.
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Figure 9.5.: (a) Resonance curves for the LEEX peak for different temperatures. The
points are the count rate relative to the background signal, the solid lines Lorentzian fits.
(b) Temperature-dependent spectra of the LEEX, measured at the maximum position on
the resonance curve for each temperature. The LEEX decreases in intensity and moves
to lower Raman shift for rising temperature.

Fig. 9.5 (a) shows a selection of resonance curves for the LEEX peak, that were
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extracted from excitation-energy dependent series at different temperatures. All other
conditions (sample, power and polarization) are the same as for Fig. 9.3. For better
clarity, only the results for every second temperature measured are plotted here. The
data points have been fitted using Lorentzian curves. As can be seen, the maximum of
the LEEX resonance indeed shifts to lower energies when increasing the temperature.
The maximum intensity for the highest temperature of 180 K furthermore agrees well
with the spectral position of the trion that is found in PL [129]. The reason the number
of data points decreases for increasing temperature is due to the fact, that also the LEEX
intensity decreases, and therefore is observable for fewer excitation energies the higher
the temperature gets. This behaviour is shown in Fig. Temp2D (b).

In Fig. 9.5 (b), the Raman spectrum is plotted for every temperature measured
above 4 K, using the laser energy where the LEEX peak shows its highest intensity for
the respective temperature. In other words, the excitation energy used for the spectra
in Fig 9.5 (b) decreases with increasing temperature, following the resonance maxima
shift from Fig. 9.5 (a). First of all, it is obvious that the LEEX peak gets weaker for
higher temperatures, and vanishes from sight for about 7"~ 200 K. Also the resonance
fluorescence associated with the trion decreases, indicating that the formation of trions
gets unfavourable at a certain point. Furthermore, a red shift of the LEEX is detected,
which is especially prominent when comparing the spectra for 30 K and 110 K; here, the

LEEX is already moved to a lower shift by about 2cm™1.

Another interesting effect can be observed at 141 cm™!.

Here, a peak appears for
higher temperatures, that was not visible for 4 K and 30K. This peak is known in
literature to be a difference process of Ey (M) — LA(M) [181]. To measure this peak
in the spectrum, the E219 branch has to be occupied, which is not the case for low
temperatures, leading to its disappearance. In contrast to the low-energy peaks from
WSe,, that were also assigned as difference processes before, we can confirm that the
interpretation in literature is correct for this peak. It also shows us that all heating
functions of the cryostat were working properly, and we can trust the nominal increase
of sample temperature. Lastly, the opposite temperature behaviour of the LEEX peak
and this difference process proofs, that the LEEX peak is most definitely not a difference
process of phonons. Also the possibility of a defect activated acoustic phonon can be
ruled out, as these peaks seem to survive for all sample temperatures, as seen before
for WSey. The observed resonance and temperature dependency leaves us with three
possible scenarios: A pure electronic scattering event, involving a fine structure of the

trion, a first order Raman peak that is resonantly enhanced with the trion only, or a
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interaction process of the electronic system with a phonon mode, that also needs a stable

trion to take place.

9.5. Power and polarization behaviour

Before discussing the different possibilities to interpret the LEEX peak, a short look
should be taken on the power and polarization dependence. Fig. 9.6 (a) displays the
LEEX peak at T' = 4K, 1631 meV laser energy and linear co-polarization for different
excitation powers. Apart from the LEEX intensity increasing with excitation power, no
further effect (for example change of the Raman shift) can be observed. Hence, the peak

shows the power dependence that is expected for any sort of first order Raman lines.
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Figure 9.6.: (a) Response of the LEEX to different excitation powers. The inset is
the power-dependent intensity of the resonance fluorescence extracted from this measure-
ment. (b) Behaviour of the LEEX for different linear polarization configurations, once
for co and once for crossed.

The small inset of Fig. 9.6 (a) is the intensity of the resonance fluorescence extracted
from the same measurement. As before, the values were read out by taking the intensity
close to the laser line with respect to the background intensity. The data points can be
fitted linearly, showing that there is indeed no super-linear dependence of the fluorescence
on power, excluding biexcitons as a possible intermediate states for the Raman resonance.

Fig. 9.6 (b) compares the LEEX peak for different polarization configurations, namely
for linear co and cross polarization. The peak is strongly suppressed in case of cross

polarization, and therefore shows a similar behaviour as the A;, or the layer breathing
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mode. Hence, for all following spectra showing this peak, linear co-polarized light will

be used.

9.6. Possible connection to trion states

When discussing the reason for the temperature dependency of the LEEX peak, the
possibility of having a pure electronic scattering event involving a fine structure of the
trion was brought up. These trion states, between scattering could take place, could
then only be a singlet and a triplet trion, as introduced in the theory chapter. There,
singlet and triplet trions were shown and explained for tungsten based TMDCs, where
the lowest K-point transition involves the higher lying conduction band. For MoSe,, this
situation is different, since the A exciton transition involves the lower conduction band,
and the conduction band splitting is Agp = —22meV [113]. Hence, it is not expected
that the doping electron for the trion sits in the upper conduction band. A triplet trion
in MoSe, would therefore have to have both electrons in the same valley and the same
band, which is predicted to be impossible due to Pauli blocking [183]. Recently, Klein et
al. found traces of triplet trions in MoS, [185]. This was interpreted in terms of the small
conduction band splitting in this material, that leads to a dark A exciton ground state
when including electron-hole exchange interaction. For MoSe; however, this situation
is not applicable. To the best of the authors knowledge, nobody has ever found traces
of triplet trions in MoSe,. Still, there is a chance that the triplet trion could serve
as an intermediate state in Raman scattering, since in a quasi instantaneous process
this quasiparticle may not have to be stable. We shall therefore take the consideration
of scattering between trion states into account, and suggest a possible process in the

following section.

9.6.1. Proposed scattering mechanism

Fig. 9.7 illustrates the scattering mechanism we suggest for participating singlet and
triplet trion states. The ground state in this mechanism is a singlet (or intervalley) trion,
which is drawn on the right side of the first box (a). Here, both electrons occupy the
lower conduction band, but in different valleys, forming a spin singlet. We expect these
trions to be present in the sample, because of the constant laser radiation in resonance
with the trion energy. Due to the laser excitation, also the energetically higher lying

triplet trion could be formed, as shown on the left side of (a). As already mentioned, this
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triplet trion would require to have both electrons in the same valley and band, which is
a consequence of the conduction band ordering in MoSe;. The formation of this triplet

trion would then be considered as the first intermediate state in the scattering event.

1st step:
excitation of
triplet

2nd step:
Coulomb
scattering

3rd step:
recomb.
of singlet

Figure 9.7.: Scattering mechanism involving a fine structure of the trion. (a) First
step: Excitation of a triplet trion (left), in addition to the already present singlet trion
(right) (b) Second step: Trions exchange energy and momentum by Coulomb scattering
(¢) Third step: Recombination of the singlet trion (left), leaving a triplet trion in the
crystal (right)

In the second step of the scattering mechanism, the laser excited triplet trion would
scatter of the already present singlet trion via Coulomb scattering. In this process,
the trions created in step one exchange energy and momentum, which means the laser
excited triplet trion becomes the energetically lower singlet trion and vice versa. In the
third step (c), this newly formed singlet trion would then recombine, emitting a photon
that is lower in energy by the singlet/triplet splitting than the indecent photon, and

leaving a triplet trion in the crystal. The singlet trion that recombines is therefore the

102



second intermediate state of the process. Since both of these intermediate states are
real, this scattering mechanism would be doubly resonant.

After the recombination of the singlet trion, a triplet trion stays in the sample, which is
the final state of this scattering event. Hence, a singlet trion (ground state) is converted
into a triplet trion (final sate), with the energy difference of indecent and emitted photon
revealing the singlet/triplet splitting in MoSey. This energy would then be 23.5cm™! =
2.91meV. We will test this hypotheses in the following section by measuring the LEEX

peak under external magnetic fields.

9.6.2. External magnetic fields

If the assumption of scattering between different trion states is correct, we should see
an effect on the LEEX peak when applying external magnetic fields to the sample. We
performed this experiment using the Microstat MO cryostat together with the Attocube
positioning system, as described in the methods part. This cryostat is built into a
different setup, however, the laser and spectrometer stay the same with all other optical

components being equivalent to the standard measuring setup.
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Figure 9.8.: Spectra of the LEEX peak for external magnetic fields between £4.75T.
No change in any of the LEEX properties can be observed.

Since the electrons in MoSes occupy opposite spin states in case of the singlet trion,
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but the same spin state for the triplet trion, we would expect an perpendicular external
magnetic field to strongly influence the size of the singlet/triplet splitting. Fig. 9.8
shows an experiment, where the B-field was varied between +4.75T when measuring the
LEEX peak with the optimal excitation energy of 1631 meV, using linear co-polarized
light. Obviously, there is no change in any of the LEEX properties, such as peak position,
linewidth or intensity. For linear polarization, when excitation happens in both valleys
at the same time, the magnetic field should increase the singlet/triplet splitting in one
valley and decrease it in the other, which should then lead to a broadening of the peak.
Also, depending on the sign of the B-field and the chosen valley, forming trions in one
valley should become unfavourable compared to the other (see Fig. 8.6), leading to a
asymmetric line shape. The fact that we see none of those effects when applying external
magnetic fields points strongly towards the assumption, that the LEEX peak is not a
scattering event between different trion states.

In the following section, we will investigate the dependency of the LEEX peak on the
twist angle of the heterostructure. In contrast to the magnetic field, it will show that
the LEEX peak is strongly influenced by this property. This further supports the point
of view, that the trion fine structure does not play a part in the scattering process of this

peak, since an interpretation in terms of trion states would be a pure intralayer effect.

9.7. Twist angle dependence

So far, we did not take into account the possibility, that the LEEX excitation is in fact
an interlayer effect that arises due to the MoSe,-WSe, heterostructure, and is therefore
not caused by the MoSe, layer alone. Hence, we will compare different twist angles
between the MoSe, and WSe, layers in this section. At first, misaligned heterostruc-
tures that form a Moiré lattice will be considered. Next, the question whether atomic
reconstruction plays a role will be addressed, before finally comparing H- and R-type

structures.

9.7.1. Misaligned heterostructures

In Fig. 9.9, the result of an excitation-energy dependent measurement on a Moiré
structure (Pi40) with a twist angle of 15° is plotted. This twist angle was characterized
by modelling the backfolded acoustic phonon branches (known as Moiré phonons), which

was part of the publication [163].
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Figure 9.9.: FEzxcitation-energy dependent series on a heterostructure with a twist angle
of 0 = 15°. The red dotted lines mark peaks that sit at a constant absolute energy and
are thus identified as PL features. The LEEX peak could not be found.

From the indicated excitation energies at the right side of the plot it follows, that
the trion was found at slightly lower energy than for the heterostructures shown so
far. This was regularly observed for misaligned structures, the exact reason is however
unknown. Nevertheless, hitting the trion resonance again leads to a strong resonance
fluorescence towards the laser line. The rest of the spectra for this heterostructure differ
strongly from what was measured previously: Here, a number of peaks can be observed
(marked by the red dotted lines), that do not show a constant Raman shift with respect
to different excitation energies. From that it follows, that these peaks are in fact not
Raman peaks, but PL features sitting at a constant absolute energy. This behaviour was
found to be typical in this laser energy range for Moiré structures, but was never seen on
reconstructed heterostructures. Thus, it seems that these PL features are linked to the
Moiré potential in some way. Comparing the energetic distances between these peaks,
it indeed seemed to be the case that the spacing correlates inversely with the Moiré
period. The LEEX excitation was never found on a Moiré structure, although several
different samples were tested. It did not seem as if a worse intralayer PL quenching is
responsible for this circumstance. In the following, we will therefore have a closer look

on the influence of atomic reconstruction on the appearance of the LEEX peak.
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9.7.2. Correlation with atomic reconstruction

To test the influence of atomic reconstruction on the LEEX peak, we will use a sample
(HS01) that shows reconstructed areas as well as Moiré areas on the same heterostruc-
ture, caused by a stacking angle that is right at the edge of these two regimes. The
reconstructed areas are of the H-type, as shown by Nagler et al. using magneto PL
experiments [177]. Between these H-type areas, also Moiré areas are found, and their
twist angles were characterized by Parzefall et al. according to the spectral position of
Moiré phonons [163]. The result of this characterization is shown in Fig. 9.10 (b). Here,
golden hexagons indicate areas of the sample, that show the shear mode and are thus
recognized as reconstructed. The green circles stand for Moiré areas, giving the exact

twist angle at the respective point of the heterostructure.
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Figure 9.10.: (b) Microscope picture of the HS01 heterostructure, which has a stacking
angle at the edge of the Moiré and reconstruction regimes, and therefore shows both de-
pending on the exact position. Golden hexagons mark areas where atomic reconstruction
is present, while green circles indicate Moiré areas and give the stacking angle, measured
by Moiré phonons. Picture taken from [163]. (a) Raman spectra in resonance with the
MoSey trion taken on reconstructed areas of the sample, which are indicated by arrows.
(c) Same as (a), but measured on Moiré areas of the sample, again indicated by arrows.

Left to the picture of the sample in part (a), spectra measured on three different
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reconstructed spots are shown, that were all taken at the LEEX resonance energy and
the usual power and polarization. The LEEX peak is best observed for spot 1 (lower
graph), that was taken at the point of the sample that also shows the highest interlayer
exciton PL intensity, and therefore the best intralayer PL quenching. The spots 9 and
10 are on a different reconstructed area, with slightly worse intralayer PL quenching.
The LEEX peak is still visible in the the resonance fluorescence towards the laser.

On the right side of the sample picture (c), several measurements taken on Moiré areas
are displayed. Also these are taken at the trion resonance energy, which is apparent by
the fluorescence towards the laser. However, none of these spectra show the LEEX
excitation, even as the quenching of intralayer PL is sufficiently good. Taking this
together with the observation that the LEEX peak could not be found on any Moiré
lattice with larger twist angle, it has to be concluded that atomic reconstruction is a
necessity for appearance of this Peak. Also, it can be concluded at this point, that
the LEEX is an interlayer effect, that involves both layers of the heterostructure. The
dependence on the twist angle is furthermore similar to that of the layer shear mode at
room temperature, which also only appears for reconstructed samples. In addition to
that, the shear mode shows a different Raman shift for H- and R-type samples. We will

therefore compare the LEEX peak for these two configurations in the following.

9.7.3. H- and R-type comparison

Fig 9.11 (a) compares the LEEX excitation in resonance to the MoSey trion in four
different samples, two of them H- and two of them R-type. The number of the sample
is given in the legend, with the sample MW11 appearing twice, as it has both H- and
R-type areas. Dotted lines mark the highest intensity of the LEEX peak for the H- and
R-type samples. Unfortunately, as this peak lies in the increasing fluorescence towards
the laser, using fit functions does not lead to a more precise assignment of the Raman
shift than simply using the point of the highest count rate. Nevertheless, it seems that
the LEEX peak shows up at slightly larger Raman shift for H- type structures than for
R-type structures, with the difference just below 1 cm™!. The exact same behaviour was
found for the shear mode at room temperature [164].

When presenting the excitation-energy dependent Raman spectra in Fig. 9.3 (a), it
was stated that also in resonance to the WSe, trion a low energy peak appeared, which
was located at 13.8cm™! on the MWO1 sample. This feature had a much lower count
rate than the LEEX peak for the MoSe, resonance, which made it more difficult to

investigate it in the same way as done for the LEEX peak. Nevertheless, it was possible
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Figure 9.11.: (a) Comparison of the LEEX peak in resonance to the MoSey trion for
H- and R-type heterostructures. The peak is found at slightly lower Raman shift for the
R-type. (b) Low energy peak found in resonance with the WSey trion for an H- and
R-type structure. This peak is found at slightly lower Raman shift for the H-type.

to find this peak also on the H-type area of the structure HSO1. The comparison for
H- and R-type structures for the WSe, resonant peak is shown in Fig. 9.11 (b). Again,
there is a difference just below 1cm™! for the two configurations, however with the H-
type showing the lower Raman shift for this peak. Unfortunately, we do not have a
profound interpretation for this phenomena, which will be evaluated in more detail in

the next section.

9.8. Possible interpretations

In this final section of the experimental part, we are going to take closer look on the
possible interpretations for the LEEX peak, and discuss which of them are appropriate
or not.

It was already argued, that it is very unlikely that the fine structure of the trion itself
plays a role in the scattering process. Apart from external magnetic fields showing no
visible effect on the LEEX peak, also the strong dependence on the heterostructure twist
angle excludes a pure electronic mechanism of trion states. As such a process should be
confined to the MoSes layer, we would not expect it to vanish for Moiré structures, as

long as the intralayer PL quenching is still good enough in order to observe peaks in the
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fluorescence. We will therefore not consider this interpretation any further.

Excluding trion states itself from the interpretation, a phonon related process must
be responsible for the LEEX peak. Low-energy phonon peaks are often caused by dif-
ference processes, where one phonon is created and one annihilated. These processes
are however usually not observed at low temperatures, as the phonon that is annihi-
lated has to be present in the material before the scattering. This was observed for the
MoSe, Ej,(M)— LA(M) peak, that vanishes completely from the spectrum for 7' = 4 K.
The complete opposite temperature dependency of the LEEX peak therefore excludes
difference processes as an interpretation.

We do not believe either, that a defect activated acoustic phonon scattering is respon-
sible for the effect. First of all, phonon peaks that are most probably defect induced were
found in WSe, at 97cm™! and 122cm™!. These two peaks were previously assigned to
difference processes, but survived in the spectrum for nominally 4 K temperature. Even
though the actual sample temperature might have been slightly higher, the absence of
the MoSe, difference peaks in the same measurements shows that the interpretation as
difference peaks is not adequate for these WSe, peaks. Since those peaks are found
in the spectrum for every temperature in contrast to the LEEX peak, defect activated
scattering does not seem to be appropriate as an interpretation either. Moreover, a
defect activated peak in the MoSes; layer should not depend on the twist angle of the
heterostructure as the LEEX peak does.

In the low-energy region of the Raman spectrum, the only first order Raman modes
for a layer number of two, are the layer shear and breathing modes. Both of them
can be excluded for interpretation due to the scattering energy of the LEEX and its
temperature dependency: For non-resonant excitation, we measured the shear mode in
H-type structures at 18 cm™! for room temperature and at 18.75cm™! for T'= 4 K. The
Raman shift of the LEEX for H-type structures of 24.6cm™! at T' = 4 K does therefore
not fit to this phonon mode. In addition to that, the shear mode is observed for both
co and crossed linear polarizations, while the LEEX peak is suppressed in the cross
polarized case. Even though the polarization selection rule of the LEEX peak fits to
the breathing mode, the breathing mode can also be excluded due to the scattering
energy and temperature behaviour. Just as for the shear mode, the breathing mode in
heterostructures is located between the bilayer breathing mode position for homobilayers
of the constituent materials [165]. For MoSe, homobilayers, the breathing mode is found
at at ~ 34cm™! [150, 156], and for WSe, bilayers at &~ 29cm™! [155, 156]. From that
it follows, that the breathing mode should be located at ~ 31.5cm™"! for MoSes-WSe;
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heterostructures at room temperature. The position of the LEEX peak lies below that
for T'= 4 K, and shifts to even lower energy for increasing temperature. The breathing
mode can therefore be excluded as an possible interpretation.

Although considering first order Raman peaks, neither the shear or breathing mode
can explain the LEEX peak, the scattering process we observed clearly seems to be an
interlayer effect, that involves both of the layers in the heterostructure. The dependency
on the twist angle thereby strongly resembles that of the shear mode: The LEEX peak
is only observed for reconstructed heterostructures and absent on Moiré lattices, and
it shows a slightly higher Raman shift for H-type than for R-type structures, that is
consistently observed for different samples. This similar behaviour for different twist
angles implies, that while the LEEX peak is not the shear mode itself, it maybe a
process related to the shear mode. For example, a shear mode shifted in energy due
to interaction with the electronic system, which would be mediated by the formation of
the negatively charged trion in MoSes. Considering this possibility, it is very interesting
that also in resonance to the WSes trion (which we expect to be positively charged), a
low-energy Raman peak showed up in the spectrum, which was located at 13.8 cm™! for
R-type structures. Strikingly, when expecting the shear mode itself at 18.75cm™! for
T = 4K, this peak is redshifted in relation to the shear mode by the almost exact same
value, as the LEEX peak in resonance to MoSe; is blueshifted in relation to the shear

mode; namely by close to 5cm™!.

It therefore could be the case, that by interaction
with the electronic system, the shear mode energy is influenced, and two shear mode
branches open up for interaction with positive or negative trions. Unfortunately, to this
stage, we do not know whether this is actually the case, or if the appearance of the peak
in resonance to the WSe, trion is just a coincidence. Nevertheless, we think that at least
the LEEX peak resonant to the MoSe, trion, is the product of the electronic system
interacting with the shear mode.

For the possibility of an electronic interaction with the shear mode to be plausible, the
peak position of the LEEX should depend on the charge-carrier density in the sample.
In Fig. 9.6 (a) the response of the LEEX peak to different excitation powers was shown;
with the result that its peak position does not change. Also the fact that this peak
showed very consistent Raman shifts on different samples supports the observation that
no power dependency is observed, since it is not very probable that for every sample the
same charge-carrier density was reached. However, it is not clear to us at the moment,
whether the charge-carrier density actually has no effect on the LEEX peak, or if we

always measured in a kind of saturation regime. Because on the other hand, the impact
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of the number of trions formed in the material has a strong effect on the LEEX peak,
as demonstrated by temperature-dependent measurements. Here, we observed the peak

shifting to lower Raman shifts by about 2 — 3em™*

in the range between 7' = 30K
to T' = 110 K. Although phonons are known to shift to lower energies for increasing
temperature, this is an unusually strong shift in this rather small temperature window
(for typical shifts see again Fig. 9.1). Also, the shift of the LEEX peak is not yet present
at T' = 30 K where the trion PL is still as pronounced as for T" = 4 K; it rather seems
to set in at temperatures, where the trion PL looses intensity drastically compared to
the neutral exciton, meaning that trions become unstable [129]. It therefore looks as if
the energy of the LEEX moves towards that of the unperturbed shear mode, when the

formation of trions becomes unfavourable for higher temperatures.
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10. Conclusion and outlook on part

three

The purpose of this project was to perform resonant Raman experiments on TMDCs,
with the goal of discovering new phenomena that are not present in the non-resonant
case. It was decided to excite MoSe, using a Ti:Sapphire laser, making use of the good
compatibility of the band gap energy with the tuning range of this laser. All measure-
ments were conducted at T = 4K, in order to resolve resonances with all excitonic
complexes present in the material. Thus, the first data presented were characterization
measurements for non-resonant excitation, to clarify how the spectral position of the
Ajg-mode changes between room temperature and 7' = 4K. The low-temperature val-
ues were then used to obtain correct Raman shifts for the spectra recorded with resonant
excitation. This was necessary, since the laser is asymmetrically broadened by resonance
fluorescence, and can not be shifted to 0cm™! any more. Also the low-temperature
position of the interlayer shear mode of an H-type MoSey-WSe, heterostructure was
measured for non-resonant excitation.

Another problem that occurs for resonant excitation and had to be solved, was the
strong PL of MoSe; monolayers, that over shines Raman lines due to its much higher
intensity. The solution presented was the usage of a MoSey-WSes heterostructure, where
the intralayer PL of the layers is strongly quenched as a consequence of the type II band
alignment. It was further shown, that the quenching strength correlates inversely with
the intensity of the interlayer exciton. Therefore, we are able to find a good spot on the
sample by maximizing the interlayer PL.

After discussing these general issues, a low-temperature and excitation-energy depen-
dent measurement of an R-type MoSe,-WSe, heterostructure was presented. The laser
energy was varied in small steps between the WSe; and MoSe, trions. In addition to
Raman peaks already known from the literature, a low-energy excitation (LEEX) was
found at about 23.5 cm™!. By analysing the resonance fluorescence of the laser and com-

paring it to the LEEX intensity with respect to laser excitation, it was shown that this
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peak is resonantly enhanced with the MoSe, trion. Furthermore, a very weak peak could
be identified at about 13.8 cm™"' in resonance with the WSe, trion. As it was much easier
to measure, the LEEX peak for the MoSes trion was used for further investigations.

In the next step, the effects of different sample temperatures on the LEEX peak were
examined. To do this, several laser-energy dependent series were measured for different
temperatures, and the LEEX resonance curves extracted. It was shown, that the laser
energy giving the LEEX maximum intensity redshifts with increasing temperature, as
does the trion PL itself. Also, the intensity of the LEEX is decreased strongly for
temperatures, were the trion PL is known to vanish from the PL spectrum. This intensity
decrease was accompanied by a strong redshift of the spectral peak position of about
2cm ™, already between T'= 30K and 7' = 110 K. To conclude the investigation of the
basic properties for the new Raman peak, the laser power and polarization were varied.
With the respect to the excitation power, there seemed to be no measurable effect,
such as a changing Raman shift or line shape. In case of polarization, it was shown
that the LEEX peak is only strongly observed for co-polarized linear polarization. This
configuration was hence used for all measurements presented.

Since the LEEX peak only occurs in resonance with the MoSe, trion, the possibility
of a purely electronic scattering mechanism that involves a fine structure of the trion
was discussed in the following. Using singlet and triplet states of the trion, a possible
mechanism was proposed that interprets the LEEX peak as the energetic difference
between these two trion states. However, since the peak does not change when external
magnetic fields perpendicular to the sample are applied, it was concluded that this
interpretation is not appropriate.

Instead, a strong dependency of the LEEX peak on the twist angle of the heterostruc-
ture was found. First of all, an exemplary measurement on a Moiré structure was
discussed. Here, the LEEX peak was not detectable, but instead a series of PL features
that could be linked to the Moiré potential. Since the LEEX peak could not be found
on any Moiré structure, it was further tested whether atomic reconstruction is necessary
for its appearance. This was done using a sample that has both reconstructed and Moiré
areas, as the twist angle is right at the edge of the two regimes. Indeed, the LEEX peak
could be measured on the reconstructed parts only. Finally, it was tested if the LEEX
Raman shift shows a similar difference for R and H-type structures as the interlayer
shear mode does for non-resonant excitation at room temperature. It was verified, that
also the LEEX peak appears at slightly higher energies for H-type structures compared

to R-type structures. For the weak Raman peak in resonance to the WSey trion, the

113



opposite behaviour was observed.

After all measurable properties of the LEEX peak were introduced, possible interpre-
tations were discussed in the last section. An electronic scattering mechanism involving
trion states was already excluded, which was further supported by the strong dependence
of the peak on the twist angle. Difference processes of phonons could be excluded due to
the temperature dependence, and defect activated acoustic phonons seemed unlikely for
similar reasons. Therefore, the possibility of observing a first order low-energy Raman
mode, namely the layer shear or breathing mode, was discussed. The breathing mode
could be ruled out, as the peak position of the LEEX together with its temperature-
dependent shift, did not fit to this phonon mode. The shear mode also does not fit to the
measured Raman shift of the LEEX peak. However, many of the other properties of the
shear mode are also found for the LEEX it also occurs only for reconstructed structures
and appears at higher Raman shifts for H-type than for R-type samples. This implies,
that LEEX peak is an interaction of the shear mode with the electronic system, that is
only present in resonance with the MoSes trion. Such an interaction mechanism would
then also have to explain, why the LEEX is only observed for co-polarization, whereas
the shear mode is found for both co- and cross-polarization. It was noted, that the peak
in resonance to the WSe, trion appears just at the other side of the unperturbed shear
mode energy; it is however not clear at the moment, if this is just a coincidence or not.

A few days before handing in this dissertation a new possibility to interpret the LEEX
peak came up, that is not yet fully developed at the moment and therefore only given
here as an outlook on the topic. This new interpretation is based on a Fano resonance,
which is a resonant enhancement of phonons with a continuum of electronic states [186].
Such a resonance can alter the peak position and also the line shape of a phonon peak,
depending on parameters like the coupling strength and the charge-carrier density in
the sample [187]. So far, the LEEX peak resembled strongly a Fano line shape when
subtracting the background resonance fluorescence. However, the peak position was
shifted to far away from that of the unperturbed shear mode, in order to be interpreted
based on a Fano interaction of this mode with the electronic system. We very recently
realized, that the spectral LEEX position is in fact lower by about 2cm™! than in the
interpretation shown before, which makes a Fano effect possible again.

It turned out that the Raman shifts given before were not correct, by measuring
the temperature-dependent position of the A;;-mode in the resonant case. Therefore,
the laser was tuned into resonance with the MoSe, trion at low temperatures, and the

Rayleigh scattered light of the substrate (that does not show a resonance fluorescence)
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1in the spec-

monitored. This elastically scattered light was shifted to exactly 0 cm™
trometer output, before starting the measurement. We usually do not do this procedure
in any measurement, since it is very time consuming. We then took a measurement of
the A;,-mode and the LEEX peak for H- and R-type structures. Next, the sample was
heated up to room temperature, but all settings of laser and spectrometer kept as for
the low-temperature measurement. That way, we do not excite resonantly any more,
as the electronic band gap is redshifted compared to T" = 4 K. But the Raman shift of
the room temperature A;,-mode can now directly be compared to that of low tempera-
tures, as laser and spectrometer were not changed. The result was, that the A;,-mode
barely changes its position between non-resonant room temperature measurements and
resonant excitation to the MoSe, trion at low temperatures. Or, in other words, it is red-
shifted by about 2 cm ™! for resonant excitation to the trion, compared to a non-resonant
measurement at 7" = 4 K. As we adjusted our spectra to the non-resonant position of
the A;,-mode, this means that the Raman shift of the LEEX peak was consequently
about 2cm™! to high in our interpretation.

As a result, it seems as if the shear mode is blueshifted according to a Fano resonance,
whereas the A;4-mode is redshifted by the same effect. The simulation of the two peaks
by Fano lines is however not finished by the time this thesis is written. Also, the exact
mechanism of how the Fano resonance is induced is still speculation; due to the trion
resonance, it seems as though electron oscillations in the conduction band are caused by
the biding and unbinding of the additional electron forming the trion. These oscillations
would then have to interact with the shear and A;;-mode. The peak in resonance to
the WSe, trion on the other hand, could not be explained by this interpretation, and its

appearance would be seen as a pure coincidence.
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