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Chapter 1

Introduction

By definition all scientists are data scientists. In my opinion,

they are half hacker, half analyst, they use data to build products

and find insights. It’s Columbus meet Columbo – starry-eyed

explorers and skeptical detectives.

Monica Rogati

In a world where reliable information is becoming increasingly important but also

needs to be available more and more quickly, flexible and accurate forecasting techniques

are indisputably relevant. Forecasting is the procedure of making predictions about

future tendencies and events using past records. The approaches range from more or

less elaborated guesses to advanced statistical methods all the way up to state-of-the-art

techniques using massive data sets, artificial intelligence, and vast amounts of resources.

Even though predictions are an excellent basis for qualified decision-making, the analysis

of causal relationships should not be neglected either, as it is a central component for

the conception and elaboration of the next course of action. Causal analysis requires a

controlled environment, and there are no better methods than conducting experiments.

The increasing digitalization has also opened up new possibilities for the implementation of

experiments. Over time, a variety of platforms have been established that are successfully

used by economists. Some well-known names are Amazon MTurk and Prolific, which were

also used in this thesis. This dissertation consists mostly of three projects that can be

assigned to two parts, each with a shared general topic. The first part consists of Chapter 2,

which presents a glimpse at selected methods, and Chapter 3, which outlines the results of

the first project in the field of forecasting.

The first project aimed to find a new approach to predict supply curves based on

historical data by a highly specialized neural network. Such supply curves typically emerge

from auctions in the German balancing market. The balancing market is an essential part

of the energy market and the energy security’s cornerstone. The underlying idea of the

presented method is to model curves as sequences and utilize an optimized recurrent neural

network for sequence-to-sequence prediction while imposing an autoregressive structure on

the input data. In an application to the German balancing power market, the proposed
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method provides more accurate forecasts than classical or functional data forecasting

approaches. The presented approach also allows addressing the problems of varying

sequence lengths and irregularly spaced observation periods. It can easily be extended

to other fields or augmented for the inclusion of covariates. Besides that, it provides the

appealing feature of visualizing the operating mode of a machine learning method in the

form of an attention plot.

The second part of the dissertation presents the results of the economic experiments

conducted in the second and the third project. The most significant advantage of using

experiments to measure economic and social behavior (rather than purely observational

data) is that the direct impact of one or more factors can be identified because of the

randomization and controlled environment. Conducting economic experiments is also

subject to specific international standards. These include giving the participant monetary

incentives and avoiding any form of deception. Also, all manuals, questionnaires, and

protocols of the experimental procedure are published upon publication of the project

and are generally accessible. This ensures that the experimental method is transparent

and allows for replication and verification of the studies by other research groups. The

experimental method is recognized as the “gold standard” in collecting data on social and

economic behavior, as also evinced by the award of the Nobel Prize to economists for their

research with economic experiments.

Chapter 4 presents the results of the second project. The project’s goal was to study

the role of round numbers in bargaining situations. Recent years have seen a growing

body of literature on the effect of round numbers in decision-making. This study focuses

on whether this effect can be explained by preferences for round numbers (round-number

bias) or by their role as a solution for a coordination problem (focal point). To this end,

it is analyzed how these two channels relate to round-number clusters in observational

and experimental data on price negotiations. It was hypothesized that faster decisions

and higher acceptance frequencies result from a round-number bias, focal points, or both.

In a first step, using data from Backus et al. (2020), it is found that a large fraction of

successful negotiations end with round prices and that round prices correlate with faster

agreements. In a second step, an experiment to disentangle the channels is designed. The

study was conducted on Amazon MTurk and confirms that round numbers are associated

with quicker decisions. Moreover, evidence for the relevance of both channels - bias and

focal points is found.

Chapter 6 presents the results of the third project. The object of the project was

to understand how much of the differences in the behavior of men and women often

found in the economic literature can really be associated with gender as opposed to an

individual’s sex. This question is investigated by using well–known behavioral economic

experiments in the domain of competitiveness, risky choices, and altruism. Gender has

come out to be a key factor explaining differences in behavior. This project follows a

systematic approach to test for gender and sex differences in behavior. An experiment is
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conducted where first correlations of gender and sex with competitiveness, risk–taking,

and altruism are analyzed by comparing decisions of cisgender (cismen and ciswomen)

and transgender (transmen and transwomen) individuals. Second, the participants are

primed with either a masculine or a feminine gender identity. By subconsciously activating

a gender, a causality between gender and behavior in our sample of cis- and transgender

participants can be established. It is hypothesized that if gender (and not sex) is indeed a

primary factor for decision–making, (i) individuals of the same gender (and different sex,

i.e., ciswomen/transwomen and cismen/transmen) make similar decisions, and decisions

significantly differ when gender differs (and sex is the same, i.e., cismen/transwomen and

ciswomen/transmen), and (ii) priming changes behavior.

The dissertation is structured as follows. Chapter 2 covers selected aspects of the

methodology. Chapter 3 presents the first project. Chapter 4 provides the results of the

second project. Chapter 5 gives an introduction to the literature on gender differences.

Chapter 6 describes the third project. Finally, Chapter 7 concludes.
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Chapter 2

Methodology

We live in a world of big data that empowers businesses, organizations, and people to make

data-driven decisions – intentionally or unintentionally. Modern devices record activities

twenty-four hours, seven days a week, regardless of the activities’ analogous or digital

nature. Smartphones track our hiking routes or collect our search history on the web.

Smart home furniture listens to us and abides by our spoken commands. The daily life

examples highlight the vast number of data sources and the need for methods to handle

big data. The data are commonly stored as time series. Of course, time series are not only

found in everyday situations but also in the economic world, e.g., as market indicators,

sales numbers, or stock prices.

This chapter introduces a selection of methods that were used in the subsequent chapters.

They allow handling particular forms of data. Section 2.1 is dedicated to bringing discrete

observations into a smoothed form and provides a short application. Section 2.2 briefly

discusses test procedures when the data is not recorded as expected. The informed reader

is free to skip these sections and start directly with chapter Chapter 3.

2.1 From discrete observations to smooth curves

As real-world observations almost always include some form of obstacles, researchers have

to make sure that the data meets all requirements for the methods they want to apply.

For example, suppose an investor has been watching some stocks on the market for several

years. However, since the enterprising investor does not have that much time, he only

looks at the current price once every day. The prices for one stock over time form a time

series. The collection of all these time series and, therefore all stocks could be a functional

data set. Ramsay (1982) and Ramsay and Dalzell (1991) coined the term functional data

analysis (FDA) that operates on such data sets. It assumes that the data are observed in

functional form. However, since information is commonly collected discretely over time

(e.g., daily as in the stock price example) and probably also includes noise, the first step of

FDA is smoothing, turning the observed data into smooth curves.
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2.1.1 Basis functions

One popular method is B-Spline smoothing which requires an introduction to basis function

systems and spline functions. An excellent reference is De Boor (2001). In this context, a

smooth function is a function that possesses one or more derivatives. The goal is to find a

smooth function g for y = g(x) in the case that only n discrete data points of the form

(xi, yi) for i = 1, ..., n are observed.

Ramsay and Silverman (2005) define a basis function system as “a set of known functions

that are mathematically independent of each other and that have the property [...] (to)

approximate arbitrarily well any function by taking a weighted sum or linear combination

of a sufficiently large number J of these functions”(p.43). Hence, with this property, a

linear combination of J basis functions can represent the function looked for. If the number

of basis functions equals the number of observations (J = n) it is called interpolation. In

the other case (J < n), it is named smoothing. So, the smoothing depends on the number

of basis functions and the choice of their form.

There are multiple forms of basis functions. Besides the Fourier, polynomial, exponential,

and power bases, the spline basis is a widespread choice. The term spline refers to a long

and flexible strip of wood, plastic, or metal that draftsmen used to draw a smooth curve

by fixing the strip at specific points and bending it in between. The aim is to approximate

g(x) over the interval [τ0, τL]. Additionally, there are L − 1 knots τl with l = 1, . . . , L − 1

that separate the interval [τ0, τL] in L subintervals. Over each interval, the m-order spline

is a polynomial of degree m − 1. The degree refers to the polynomial’s highest power.

Let τ = (τ0, τ1, . . . , τL−1, τL) be the non-decreasing knot sequence, where τ0 and τL are

referred to as boundary knots or endpoints. So, a spline is defined by its order m and the

knot sequence τ .

It should be noted that multiples, sums, and differences of a spline function remain a

spline function. So, a basis function system of spline functions effectively remains a spline

function. Splines are restricted twofold. First, for m > 1, adjacent polynomials have to join

up smoothly at breakpoints, so that their function values are equal. Second, derivatives up

to order m − 1 have to be equal at these breakpoints.

De Boor (2001) denotes for a given knot sequence τ and the knot τj the corresponding

j-th B-spline of order k by Bj,k. For k = 1, the first-order B-Spline is given by

Bj,1(x) =







1, if τj ≤ x < τj+1,

0, else.
(2.1)

These Bj,1(x) are constrained to form a partition of unity, i.e.,
∑

j Bj,1(x) = 1. In other

words, if two adjacent knots are identical, the B-Spline consists of zeros,

τj = τj+1 → Bj,1(x) = 0. (2.2)

For k-order B-Splines with k > 1, the following recurrence relation can be used,
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Bj,k(x) = wj,kBj,k−1(x) + (1 − wj+1,k)Bj+1,k−1(x), (2.3)

with

wj,k(x) :=
x − τj

τj+k−1 − τj
. (2.4)

Let K be the highest order of the B-splines, then there are J = K + L − 1 basis

functions, and the spline function based on B-splines to approximate the target function is

given by

g(x) =
J∑

j=1

cjBj,K(x), (2.5)

where cj are coefficients corresponding to each B-spline.

An illustration is in order. For the online streaming platform twitch.tv, Table 2.1

reports the average, rounded numbers of viewers on each weekday for 143 streamers for a

two-year period. A streamer is an individual who shares his/hers computer screen with an

online audience and engages in interactive chats. Details on this unique data set can be

found in Box 1.

Table 2.1. Example: Average number of viewers per weekday.

Weekday Mon Tue Wed Thu Fri Sat Sun

Index (x) 1 2 3 4 5 6 7

Number of viewers (y) 1519 1760 1814 1874 1573 1436 1322

Note: The number of viewers is the average number for 143 streamers who provided

content for one selected topic on twitch.tv from 2016 to 2018.

Since the construction of B-splines depends on the knot sequence, in the very first step,

we need to take a closer look at the form of τ . Looking at Table 2.1, it almost occurs

naturally that τ should include all observed values of x. As briefly discussed later for

p-Splines, in Section 2.1.3, this approach yields useful properties, and on the practical side,

it is easy to implement and circumvents the discussion over a reasonable knot placement.

In principle, the knots can be placed as required for the application, e.g., multiple knots at

higher curvature, equally or unequally spaced knots, or many and few knots. Therefore, in

this exemplary application, the boundary knots are set to the additional indices 0.5 and

7.5. This shifts the center of the day to the integer indices due to the assumption that the

curve is continuous in time.

Box 1: twitch.tv

twitch.tv is the leading platform for streaming services and was launched on June 6,

2011. Amazon bought it for $970 million in 2014, and its headquarters is based in San

Francisco, CA. The website Alexa.com ranks twitch.tv 20th in Germany and 37th

globally on 2021/09/24 based on a combination of average daily visitors and pageviews
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over the past month. According to twitch.tv, more than 7 million unique creators

stream each month, and the website is visited by more than 30 million visitors daily

on average. Moreover, just for 2020, the platform reports that viewers watched one

trillion minutes.

On twitch.tv, streamers share their computer screen with an audience of viewers

via the internet. Registering is free of charge, and the audience can interact with the

streamer by chat while the streamer commonly shares webcam footage and uses a

microphone to talk with the viewers. In addition, viewers can opt to follow streamers

to receive constant updates or purchase a paid subscription to support them financially.

The primary measure of success in the entertainment industry is the audience

rating. The number of viewers crucially determines how attractive a show is and how

many people are willing to spend their time and attention on it. Creators compete

for viewers by flashy channel labels, creative hints about the stream’s quality, or by

incentivizing with offering giveaways, besides many more methods. Hence, it is also

an attractive field for research in economic behavior.

The website SullyGnom.com created and maintained by David records activities on

twitch.tv and has provided aggregated data since 2015. With David’s help, I collected

a unique data set for the period of 2016/05/24 to 2018/06/30 for 143 streamers and

their audience size, amounting to n = 543, 850 observations with a resolution of 15

min if a stream was active.

To formally summarize, the example consists of n = 7 observations. We approx-

imate the function on the interval [0.5, 7.5], which covers the index, x, from 1 to 7.

At each data point and the boundaries a knot is placed, leading to the knot sequence

τ = (0.5, 1, 2, 3, 4, 5, 6, 7, 7.5). So, there are L = 8 subintervals between τ0 = 0.5 and

τL = 7.5. We use cubic B-splines, i.e., the order is K = 4, and the degree is K − 1 = 3,

so piecewise cubic polynomials cover the intervals. The number of basis functions is

J = 4 + 8 − 1 = 11.

The procedure to obtain the basis function consists of three steps. In the first step, the

knot sequence is extended by adding the boundary knots as many times as the degree of

the B-spline. So, the knot τ0 is prepended to the knot sequence, and the last knot, τL, is

appended K − 1 times. In the example, this leads to,

τ = (0.5, 0.5, 0.5, 0.5, 1, 2, 3, 4, 5, 6, 7, 7.5, 7.5, 7.5, 7.5).

This extension accounts for the fact that the function may be discontinuous beyond the

boundaries. The restrictions on the splines normalize the derivatives to 0, and taking

a closer look at the denominator of Eq. (2.4) the last K − 1 repeated boundary knots

guarantee the computability of the weight, ωj,k.

The following steps go along the sequence k = 1, ..., K and form an iterative process.

In the second step, the first-order B-splines (k = 1) defined in Eq. (2.1) are computed.
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These B-splines form step functions equaling 1 over the intervals between two knots and 0

otherwise. A visualization of the basis functions helps to follow.1

In Fig. 2.1, the top panel shows the step function, B2,1 for the time between Monday

and Tuesday in Table 2.1. The B-splines for the remaining seven intervals between the

dotted lines are constructed the same way.
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Figure 2.1. Basis functions.

Note: The top panel shows the 2nd of the J = 8 first-order B-spline (k = 1) basis functions, Bj,1(x), defined

in Eq. (2.1). The dot marks the included point while the circle the excluded point. The bottom panel

shows the J = 11 fourth-order or cubic B-spline (k = 4) basis functions, Bj,4(x). The knot sequence, τ , is

identical for both panels. The dashed lines mark the knots. The coloring highlights the j-th B-spline basis

function. All basis functions are evaluated on points equally-spaced by 0.05 over [τ0 = 0.5, 7.5 = τL].

In the last and third step, the recurrence relation described in Eq. (2.3) for k > 1 is

iteratively applied to the previously constructed step functions. The application of Eq. (2.3)

is repeated K − 1 times and allows to obtain the J = 11 cubic B-spline basis functions,

which are shown in the bottom panel of Fig. 2.1.

The bottom panel of Fig. 2.1 allows to highlight a few characteristics. First, the vigilant

reader might have noticed that the construction of the basis functions only depends on x

and the knots, and so far, y is not included. This will be the topic covered in the next

section. Secondly, the basis functions are non-negative over the whole interval between

1There are abundant possibilities to work with splines as they are implemented in any major mathematical

or statistical software tool. For example, the advances and application in medical research and biostatistics

led to a recent overview by Perperoglou et al. (2019) for R. However, I provide a short routine to illustrate

the procedures since the actual calculations are deeply nested within sub-routines or other packages for

efficient programming and computing reasons. It is online reachable by Link, or Online (2022k).
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the boundary knots. Moreover, each basis function is non-zero for at most K adjacent

intervals. So, it has compact support. Thirdly, for each point, the function values of the

basis functions add up to 1. This follows from the construction of the basis function and

the restriction to form a partition of unity. Fourthly, drawing a vertical axis of symmetry

on Thursday (x = 4) shows that the left and right sides are identical. The shape of the

central basis functions with their peaks on Wed, Thu, and Fri are identical. The others are

similar but differ in their transition to zero on the left or right side, respectively. It is the

result of the repeated knot placement at the end of the knot sequence. Overall, all splines

have a smooth transition to zero since cubic B-splines have two continuous derivatives.

2.1.2 Smoothing spline

In order to obtain an estimate for the function g, we now need to incorporate the observed

y. For this purpose, a powerful method is the smoothing spline that introduces a roughness

penalty and a smoothness parameter λ that governs the smoothness of the fit. The trade-off

between a fit term and a smoothing term can be summarized in the penalized residual sum

of squares that is

Lλ =
n∑

i=1

(yi − g(xi))
2 + λ

∫

g′′(x)2dx, (2.6)

where g is given by Eq. (2.5), and g′′ denotes the second derivative with respect to x.

For a given λ, the spline estimate ĝλ of g is the function that minimizes Lλ. Using cubic

smoothing splines guarantees that g′′ exists. In Eq. (2.6), the sum over the discrete sampling

points represents the fit term of how close the estimate matches the data, while the integral

measures its roughness and acts as penalty on Lλ. A cubic spline with knots at each

data point xi minimizes Lλ, as proven in Chapter V of De Boor (2001). The smoothing

parameter, λ, can be found by the generalized cross-validation (GCV) criterion proposed

by Craven and Wahba (1978),

GCV(λ) =
n
∑n

i=1 (yi − ĝλ(xi))
2

(n − df(λ))2
, (2.7)

where df(λ) denotes the degree of freedom which is the trace of the sub-projection operator

Sλ that satisfies, ŷ = Sλy, where y denotes the vector of discrete data to be smoothed.

So, df(λ) = trace Sλ (for details, see Ramsay and Silverman (2005)). The search for the

optimal λ requires trying multiple values for λ. With λ = 0, the regression spline is

obtained, which is a non-penalized smoothing spline.

2.1.3 P-spline

The estimation of Eq. (2.6) requires approximating the integrated squared derivative.

O’Sullivan (1986) proposed to use a penalty based on the coefficients and second derivative

of the fitted curve. Eilers and Marx (1996) extended this idea and introduced the penalized

splines (P-splines). P-Splines do not depend on integrals or derivatives but use a purely
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discrete smoothing term that utilizes q-th order difference operators on the coefficients.

Hence, their computation can be easily handled. Formally, the estimate ĝ minimizes,

LP
λ =

n∑

i=1

(yi − g(xi))
2 + λ

J∑

j=q+1

(∆qcj)2, (2.8)

where the difference operator ∆q is defined so that ∆1cj = cj −cj−1, ∆2cj = cj −cj−1 +cj−2

and so forth for higher q. For an excellent overview of this topic, see Eilers et al. (2015)

and Eilers and Marx (2010). P-splines are in the area of functional data analysis well

established and an active field of research. It should be noted that P-splines use equally-

spaced knots. Hence, multiple knots at both ends are not possible. Meyer (2008, 2012)

developed penalized splines under constrained shape, such as monotonicity or convexity.

2.1.4 Nadaraya-Watson kernel estimator

Another idea to obtain a smooth curve is to follow a localized weighting principle. The

points around a given point x should have the most influence on the fit. In order to

explicitly include this, a weight function is introduced that highlights this local dependency.

Suppose the estimate depends on the local points, we define

ĝ(x) =
n∑

i=1

wi(x)yi, (2.9)

where the weights are given by

wi(x) =
Kern

(xi−x
h

)

∑n
r=1 Kern

(
xr−x

h

) , (2.10)

with the kernel, Kern(u), and its bandwidth h. One commonly used kernel is the Gaussian

kernel defined by

Kern(u) =
1√
2π

exp− 1
2

u2
. (2.11)

2.1.5 Application

The discussed methods can be applied to the twitch.tv data, summarized in Table 2.1.

The inherent granularity of the data allows two approaches. First, the underlying function

is estimated based on the average number of viewers for the seven weekdays, which are

displayed in Table 2.1. Second, the temporal granularity of the data set is exploited to

replace each weekday’s average by its 24 hourly averages for each of the 3 years. So, instead

of 7 points, 504 points are used. The results are shown in Fig. 2.2, and all estimated

functions are evaluated for 168 equally-spaced points between 0.5 and 7.5.

For the averages in the top panel, the non-penalized models show a similar pattern.

The solid red line of the Nadaraya-Watson estimates (Gaussian kernel, h = 2) shows

slightly less extreme values compared to the dot-dashed purple line of the regression

spline (log(GCV ) = 11.22, λ = 0, J = 6). The penalized methods show almost identical

shapes. The yellow dotted smoothing spline (log(GCV ) = 9.18, λ = 0.001, J = 9)

follows closely the P-spline estimates. The blue dashed concave constrained P-spline
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(log(GCV ) = 11.37, λ = 0.033, J = 6) overlaps with the long-dashed green unconstrained

P-spline (log(GCV ) = 11.40, λ = 0.033, J = 6) except the section after Sunday. Here,

the concavity constraint restricts the blue dashed line compared to the small upward kink

of the long-dashed green line. The mid-week peak and the higher viewer numbers on

workdays are very prominent.

The bottom panel shows the smoothed fit for n = 504 hourly observations on an annual

basis. The data is acquired as follows. First, the observations on weekday index x and the

corresponding 24-hour t are converted to a common scale by t′ = x + t−12
24 , so, e.g., Monday

at 8 p.m. is denoted by t′ = 1.33 and t′ = 2 represents Tuesday noon. The gray dots

represent the annual average number of viewers for each t′. The number of observations

for the 168 unique t′ (7 weekdays, 24 hours, 7 · 24 = 168) for 3 years is n = 3 · 168 = 504.

The non-penalized methods in the left column of Fig. 2.2 show a very similar pattern

compared to the top panel when considering the y-axis scale. Thus, the data variation

does not affect the Nadaraya-Watson (Gaussian kernel, h = 2) and regression spline

(log(GCV ) = 13.26, λ = 0, J = 6). However, the penalized methods show changes. The

unconstrained P-spline (log(GCV ) = 18.92, λ = 0.011, J = 45)2 provides a less rougher fit

than the smoothing spline (log(GCV ) = 12.40, λ = 2.42e − 07, J = 88) but both attempt

to capture the peaks of the data. The concave constrained P-spline (log(GCV ) = 19.47,

λ = 0.011, J = 45) shows a similar pattern compared to the non-penalized methods but

with a sharper increase at the week’s beginning, a plateau around mid-week, and a sharper

decrease to the week’s end.

2.2 Note on testing differences between two groups

In experimental economics, almost always, researchers encounter a situation where two

groups must be compared. Typically, the response variable of interest has a continuous

nature. However, the visual inspection of the data set raises suspicions that it does not

follow a normal distribution. Then the general advice is to use a non-parametric test. This

brief note casts some doubts about this advice.

There are two competitors in this scenario – the t-test and the Mann-Whitney U

(MWU) test. Analyzing these two tests is nothing new, as Gibbons and Chakraborti (1991)

compared both for normally distributed data sets in a simulation study. However, they

used very few observations and did not consider positively skewed distributions. Fay and

Proschan (2010) present a detailed overview of various hypotheses for both tests from

a theoretical perspective. In addition, they provide recommendations on which test is

applicable for which hypothesis. In a very recent Monte Carlo study, Knief and Forstmeier

(2021) investigated fitting Gaussian models to non-normal data and found that these

models provide robust results despite the violation of the normality assumption. Their

2The data-driven methods that are implemented in the R routines automatically determine the knot

sequence and cause the differences in J . The Js are not normalized to illustrate the parameter dependency.

This section only serves for illustration and does not attempt an optimized fit.
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Figure 2.2. Application of the methods.

Note: The lines illustrate the application of the five methods presented in this section. The left column

labeled Non-penalized refers to methods without a smoothing parameter λ. The right column labeled

Penalized covers methods with a penalty term. The top panel shows the smoothed fit for the n = 7 points

in Table 2.1 that describe the average numbers of viewers for each day. Black dots mark the observed

points. The bottom panel shows the smoothed fit for n = 504 hourly observations on an annual basis.

The gray dots represent the annual average number of viewers for each hour t′ = x + t−12
24

, where x is

the observation’s weekday index and t the corresponding 24-hour integer. The number of observations is

n = 168 · 3 = 504 for 168 unique t′s (24 hours, 7 weekdays, 24 · 7 = 168) for 3 years. The line type and the

coloring differentiate the methods.
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literature overview presents opposing opinions on the relevance of the data’s normality

assumption. On the one side, it is argued that this assumption is the least important one

of all assumptions; on the other hand, voices are raised that it should always be controlled

for normality as its absence might lead to distortions in the inference.

2.2.1 Simulation procedure

In this note, a Monte Carlo simulation sheds more light on the performance of these two

tests. The simulation follows the idea that we observe two groups, e.g., a control and

treatment group, and we suspect that the treatment truly shifts the density curve of the

treatment group to the right. The median is not affected, but a shift in means occurs. The

simulations will highlight that the MWU cannot detect the shift. The MWU can find a

shift in medians when the shape of both groups is similar, but a shift in means only if the

mean collides with the median. This is the case if the distribution is symmetrical.

More formally, suppose there are independent samples from two distributions denoted by

i = 1, 2. The test hypotheses aim to identify whether the difference in means is significant

or not. Both samples are randomly drawn from distributions of the same family with an

identical median (median equality). There is an actual shift in means so that µ1 < µ2.

The sample size of the first group, n1, is smaller than the one of the second group, n2;

in particular, 2n1 = n2. The standard deviation should be larger for the second group

SD1 < SD2.

The normal distribution is deliberately excluded from this simulation. This is to account

for the following scenario: A researcher finds that the data are not normally distributed.

He immediately follows the general advice and uses only non-parametric tests.

Only a few continuous probability distributions allow a parameter configuration keeping

the same median and shifting the mean. Namely, the lognormal distribution and Weibull

distribution fulfill the requirements. Both have applications in various fields. For example,

the lognormal distribution can describe the comment length in Internet discussion fora

(Sobkowicz et al., 2013), the time needed for the maintenance of engineered systems

(O’Connor and Kleyner, 2011) or the stock prices in the renowned Black–Scholes model

(Black and Scholes, 1973). The Weibull distribution, named after the Swedish engineer

and mathematician Waloddi Weibull, can model, for example, the yield strength of steel,

fractures in concrete, or wind speed distributions (Murthy et al., 2004). Both distributions

and their relevant properties are summarized in Table 2.2. For each distribution, two

examples of the density functions are on top of Tables 2.3 and 2.4. The figures highlight the

positively skewed distributions, their medians, and means in dependence of the parameters.

The general procedure is as follows. First, the parameters of the distributions i =

1, 2 are determined. Distribution i = 1 serves as a baseline, as there is no change in

the corresponding parameters that determine the density function. The parameters of

distribution i = 2 are adjusted so that the mean and standard deviation increase, but the

median remains unchanged. Second, a sample of size n1 is drawn from the baseline i = 1
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Table 2.2. Probability distributions and their properties.

Xi Lognormal Weibull

Parameters
m > 0, scale, median

σ > 0, shape, sd of log

λ > 0, scale

k > 0, shape

PDF, f(x; ·) 1
xσ

√
2π

exp

(

−( log x

m )
2

2σ2

)






k
λ

(
x
λ

)k−1 exp
[

−
(

x
λ

)k
]

, x ≥ 0,

0, x < 0.

Mean, E ([) Xi] = µi m exp
(

1
2σ2

)

λΓ
(

1 + 1
k

)

Variance, Var(Xi) m2 exp(σ2)
(
exp(σ2) − 1

)
λ2

[

Γ
(

1 + 2
k

)

−
(

Γ
(

1 + 1
k

))2
]

Standard deviation, SDi

√

Var(Xi)
√

Var(Xi)

Median, mi m λ (log 2)1/k

Γ is the gamma function.

Note: The table is based on Forbes (2011).

and a sample of size n2 from distribution i = 2 with the adjusted parameters. Then, these

two samples are compared by the t-test and the MWU test. The two reported p-values

are collected. For each set of adjusted parameters, the procedure is repeated 10,000 times.

The parameters are arbitrarily chosen but carefully adjusted for similarity in the moments

between both distributions.

For the lognormal distribution, the baseline is given by the median m1 = exp(1) = e

and σ1 = 0.5. The median of the distribution is determined by the scale parameter

m. Hence, the median m2 = e for all adjustments. So, only σ2 varies and is given by

σ2 ∈ {0.5, 0.75, 1.0, 1.25, 1.5, 1.75}. The case of σ2 = 0.5 serves as a check that when

both distributions only differ in their sample size, the power of the test should equal the

significance level.

For the Weibull distribution, the baseline is given by λ1 = 1 and k1 = 1.5. So, the

median is m1 = (log 2)1/1.5 = 0.78. For distribution i = 2, given a change in λ2, the

parameter k2 needs to adjust for the median equality m1 = m2 to hold. The parameter λ2

is given by λ2 ∈ {1, 1.25, 1.5, 1.75, 2.0, 2.25}. It can be easily shown that choosing k2 by

k2 =
log(log 2)

log
(

λ1
λ2

)

+ 1
k1

log(log 2)
, (2.12)

guarantees the median equality m1 = m2 to hold for a given λ2 and the baseline.

Proof. Substituting the medians in the median equality by the corresponding formulas of

Table 2.2 yields

m2 = m1,

λ2(log 2)1/k2 = λ1(log 2)1/k1 ,
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(log 2)1/k1 =
λ1

λ2
(log 2)1/k1 ,

1

k2
log(log 2) = log

(
λ1

λ2

)

+
1

k1
log(log 2),

k2 =
log(log 2)

log
(

λ1
λ2

)

+ 1
k1

log(log 2)
.

2.2.2 Results

The simulation study is based on data in violation of the normality assumption. This

assumption is commonly required for the t-test. In the case of the lognormal distribution,

Table 2.3 paints a clear picture that, although the data are not normal, the t-test clearly

identifies the differences in means for row 5 to row 24 with a power of 46.9% for a small

sample but yield more than 93.9% when the mean differences and standard deviation

increase. For large samples n1 >= 1000, the power reaches even higher levels. The control

cases, rows 1 to 4, show that both tests only reject the null in around 5% of the cases,

which is the significance level. The MWU test yields power ≤ 3.9% for rows 5 to 24, which

is in line with the median equality. But the low power would lead to misinterpretations of

the data if the MWU test is intended to detect a shift in means. It becomes very clear that

despite the violation of the normality assumption, the t-test is a reasonable choice. It is

not advisable to resort to the MWU test only based on the non-normal data, particularly

with positively skewed data and differences in the sample sizes.

Table 2.4 confirms these results. Both tests yield in the control cases (rows 1 to 4) a

power around the 5% significance level. In general, both achieve higher power for Weibull

distributed data than lognormal data. Nevertheless, the t-test is close to 100%, while

the MWU test has at most 19.8%. As expected, the MWU test performs better for large

sample sizes than for smaller ones.

To summarize, as Knief and Forstmeier (2021) titled their paper “Violating the normality

assumption may be the lesser of two evil” and Fay and Proschan (2010) conclude “[t]he

choice between t- and [Mann-Whitney U tests] should not be based on a test of normality.”,

this note reaches the same conclusion: the t-test might be a reasonable choice even when

there is non-normal data.
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Table 2.3. Power analysis of lognormal distributed samples.

m1, m2 = e

µ1 = 3.1
µ2 = 3.6

σ1 = 0.5

σ1 = 0.75

0.0

0.1

0.2

0.3

0.0 2.5 5.0 7.5 10.0

x

P
D

F,
 f
(x

; 
m

,σ
)

Dist.

X1

X2

Note: The vertical lines mark by a dot-dashed line the median, and by dotted lines the

means. The lines are labeled by the symbols on the right.

n1 n2 m1 = m2 σ1 σ2 µ1 µ2 SD1 SD2 powert powerMW U

1 100 200 2.72 0.5 0.50 3.08 3.08 1.64 1.64 0.054 0.055

2 200 400 2.72 0.5 0.50 3.08 3.08 1.64 1.64 0.053 0.049

3 500 1000 2.72 0.5 0.50 3.08 3.08 1.64 1.64 0.048 0.052

4 1000 2000 2.72 0.5 0.50 3.08 3.08 1.64 1.64 0.049 0.047

5 100 200 2.72 0.5 0.75 3.08 3.60 1.64 3.13 0.469 0.037

6 200 400 2.72 0.5 0.75 3.08 3.60 1.64 3.13 0.771 0.036

7 500 1000 2.72 0.5 0.75 3.08 3.60 1.64 3.13 0.990 0.039

8 1000 2000 2.72 0.5 0.75 3.08 3.60 1.64 3.13 1.000 0.038

9 100 200 2.72 0.5 1.00 3.08 4.48 1.64 5.87 0.939 0.034

10 200 400 2.72 0.5 1.00 3.08 4.48 1.64 5.87 0.999 0.033

11 500 1000 2.72 0.5 1.00 3.08 4.48 1.64 5.87 1.000 0.033

12 1000 2000 2.72 0.5 1.00 3.08 4.48 1.64 5.87 1.000 0.032

13 100 200 2.72 0.5 1.25 3.08 5.94 1.64 11.53 0.995 0.032

14 200 400 2.72 0.5 1.25 3.08 5.94 1.64 11.53 1.000 0.030

15 500 1000 2.72 0.5 1.25 3.08 5.94 1.64 11.53 1.000 0.034

16 1000 2000 2.72 0.5 1.25 3.08 5.94 1.64 11.53 1.000 0.035

17 100 200 2.72 0.5 1.50 3.08 8.37 1.64 24.39 0.988 0.034

18 200 400 2.72 0.5 1.50 3.08 8.37 1.64 24.39 0.999 0.031

19 500 1000 2.72 0.5 1.50 3.08 8.37 1.64 24.39 1.000 0.035

20 1000 2000 2.72 0.5 1.50 3.08 8.37 1.64 24.39 1.000 0.032

21 100 200 2.72 0.5 1.75 3.08 12.57 1.64 56.74 0.969 0.034

22 200 400 2.72 0.5 1.75 3.08 12.57 1.64 56.74 0.991 0.032

23 500 1000 2.72 0.5 1.75 3.08 12.57 1.64 56.74 0.999 0.029

24 1000 2000 2.72 0.5 1.75 3.08 12.57 1.64 56.74 1.000 0.031

Note: The table summarizes the results of 24 parameter configurations. For the sample sizes,

it holds that n2 = 2n1. The table is arranged by σ2 in ascending order with increasing sample

sizes. Consequently, SD2 is increasing. The significance level is α = 0.05. The column powert and

powerMW U summarize the fraction of 10,000 simulations where the p-value of the corresponding

test was smaller than α, or in other words, the null hypothesis was correctly rejected.
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Table 2.4. Power analysis of Weibull distributed samples.

m1, m2 = 0.8

µ1 = 0.9 µ2 = 1.4

λ1 = 1
k1 = 1.5

λ2 = 1.25
k2 = 0.78

0
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;λ
, 
k
)

Dist.
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Note: The vertical lines mark by a dot-dashed line the median, and by dotted lines the

means. The lines are labeled by the symbols on the right.

n1 n2 λ1 λ2 k1 k2 m1 = m2 µ1 µ2 SD1 SD2 powert powerMW U

1 100 200 1 1.00 1.5 1.50 0.78 0.9 0.90 0.61 0.61 0.052 0.053

2 200 400 1 1.00 1.5 1.50 0.78 0.9 0.90 0.61 0.61 0.052 0.051

3 500 1000 1 1.00 1.5 1.50 0.78 0.9 0.90 0.61 0.61 0.051 0.052

4 1000 2000 1 1.00 1.5 1.50 0.78 0.9 0.90 0.61 0.61 0.050 0.051

5 100 200 1 1.25 1.5 0.78 0.78 0.9 1.44 0.61 1.85 0.979 0.046

6 200 400 1 1.25 1.5 0.78 0.78 0.9 1.44 0.61 1.85 1.000 0.057

7 500 1000 1 1.25 1.5 0.78 0.78 0.9 1.44 0.61 1.85 1.000 0.093

8 1000 2000 1 1.25 1.5 0.78 0.78 0.9 1.44 0.61 1.85 1.000 0.169

9 100 200 1 1.50 1.5 0.56 0.78 0.9 2.46 0.61 4.68 1.000 0.045

10 200 400 1 1.50 1.5 0.56 0.78 0.9 2.46 0.61 4.68 1.000 0.061

11 500 1000 1 1.50 1.5 0.56 0.78 0.9 2.46 0.61 4.68 1.000 0.109

12 1000 2000 1 1.50 1.5 0.56 0.78 0.9 2.46 0.61 4.68 1.000 0.198

13 100 200 1 1.75 1.5 0.46 0.78 0.9 4.21 0.61 10.77 1.000 0.046

14 200 400 1 1.75 1.5 0.46 0.78 0.9 4.21 0.61 10.77 1.000 0.060

15 500 1000 1 1.75 1.5 0.46 0.78 0.9 4.21 0.61 10.77 1.000 0.100

16 1000 2000 1 1.75 1.5 0.46 0.78 0.9 4.21 0.61 10.77 1.000 0.185

17 100 200 1 2.00 1.5 0.39 0.78 0.9 7.09 0.61 23.13 0.998 0.044

18 200 400 1 2.00 1.5 0.39 0.78 0.9 7.09 0.61 23.13 1.000 0.059

19 500 1000 1 2.00 1.5 0.39 0.78 0.9 7.09 0.61 23.13 1.000 0.101

20 1000 2000 1 2.00 1.5 0.39 0.78 0.9 7.09 0.61 23.13 1.000 0.174

21 100 200 1 2.25 1.5 0.35 0.78 0.9 11.62 0.61 46.84 0.991 0.047

22 200 400 1 2.25 1.5 0.35 0.78 0.9 11.62 0.61 46.84 1.000 0.056

23 500 1000 1 2.25 1.5 0.35 0.78 0.9 11.62 0.61 46.84 1.000 0.095

24 1000 2000 1 2.25 1.5 0.35 0.78 0.9 11.62 0.61 46.84 1.000 0.159

Note: The table summarizes the results of 24 parameter configurations. For the sample sizes,

it holds that n2 = 2n1. The table is arranged by λ2 in ascending order with increasing sample

sizes. Consequently, SD2 is increasing. The significance level is α = 0.05. The column powert and

powerMW U summarize the fraction of 10,000 simulations where the p-value of the corresponding

test was smaller than α, or in other words, the null hypothesis was correctly rejected.
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Neural Functional Time Series

Forecasting

Electricity is a unique commodity. It cannot economically be stored, and consequently, a

permanent balance between electricity generation and demand is an essential requirement

for the market. Suppliers and purchasers are heavily affected by changes in business

activities, weather conditions, technology developments, and the political situation. As a

result, the prices and load demands show abrupt, generally unanticipated spikes, which

makes forecasting a challenging discipline for market participants.

The recent developments of the energy market have led to a stark increase in this

particular market’s relevance. The German government made a complete turn-over from

the nuclear power plants’ prolongation to a complete phase-out from nuclear energy until

2022. In light of climate change, greenhouse gas emissions, and air pollution, the demand

for low-carbon electricity sources emerges naturally. However, most of these sources

introduce frequency variations through their unsteady availability, which the transmission

system operators (TSOs) have to balance following the load-frequency control concept.

To compensate for spikes or gaps in demand and supply, the TSOs require balancing

power3, which they procure in auctions on the balancing market. Accurate predictions are,

therefore, paramount for well-informed decision-making.

This paper outlines a new approach to predict supply curves based on historical data by

a highly specialized neural network. Such supply curves typically emerge from the auctions

in the German balancing market, representing an essential institutional arrangement for

the energy market to guarantee energy security. However, these curves can also be observed

for other products of wholesale markets, or storage capacity planning, or generally in sales

and many other areas, making the approach generally well suited for forecasting tasks.

A small stylized example can illustrate three things in one sweep: the observed data

structure, its challenging characteristics, and this paper’s approach. In procurement

auctions, a single buyer interacts with multiple sellers who offer bids of a quantity x for a

3On the official website, the TSOs define control reserves as balancing capacity and balancing energy.

The literature refers more often to the term balancing power (Ocker et al., 2018; van der Veen and Hakvoort,

2016).

19



Chapter 3

price p. The buyer will accept the lowest price and accept higher prices in increasing order

until his demand is met (see, e.g., the merit-order). So, for each auction exists a natural

monotone curve when the buyers’ procured quantities are mapped to the ordered prices in

the form of a step function. It is easy to see that these curves are observed on irregularly

spaced intervals caused by variation in the bid sizes and not truncated at random but by

the buyer’s demand. With a simple adjustment, the proposed model can deal with these

step functions, while classical approaches require interpolation, smoothing, or truncation.

For illustration, Fig. 3.1 shows two stylized curves of subsequent periods. The first two

blue triangles represent that a seller made an offer with quantity three (x = 5 − 2 = 3) for

a price of four (p = 4).

Figure 3.1. Stylized supply curve example.

The underlying key concept is that such curves represent next-generation functional

data (Wang et al., 2016), namely a functional time series, and at the same time, they also

fall in the category of sequences in the sense of the machine learning literature (Goodfellow

et al., 2016). If this sequence is a sentence for a translation task, the sequence is governed

by the rules and principles of the language, while the functional time series is a set of

observations determined by one generating process. There are well-known methods from

the artificial intelligence field for sequence-to-sequence (seq2seq) prediction. The recurrent

neural network or RNN (Rumelhart et al., 1986) is specialized for sequential data and

can deal with multidimensional data; for a detailed introduction, see Graves (2012). By

looping through the sequence’s elements, it shares relevant information across each iteration

allowing the network to remember specific features of the sequence. In the field of neural

machine translation, Cho et al. (2014a), Kalchbrenner and Blunsom (2013), and Sutskever

et al. (2014) simultaneously developed based on RNNs the Encoder-Decoder architecture,

which is renowned and the foundation of many practical applications. Its original aim was

to translate one sentence of an input language to a target language. Since sentences with

the same meaning but in different languages frequently have varying sequence lengths, this
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architecture is well suited for seq2seq predictions of different lengths, especially for the

case of supply curves with different numbers of bids.

The proposed model is based on an RNN with encoder-decoder architecture with

an attention mechanism and an imposed autoregressive input data structure (RNAA)

to tackle the challenges of forecasting supply curves. An intuitive explanation of the

working procedure of the RNAA is as follows. Suppose, returning to the stylized example

in Fig. 3.1, we would like to predict the future supply curve (blue curve) based on the

currently observed supply curve (red curve). Initially, the RNAA tries to comprehend

the relations within the observed supply curve by starting at the first point and moving

along the sequence while storing important information in a compressed format. After

that, it evaluates the relationship between the complete observed supply curve and the

first point of the future supply curve with this compressed knowledge. Then it moves along

the sequence of the future supply curve from point to point. Moreover, simultaneously to

the previous step, the attention mechanism allows the RNAA to attach weights to the

compressed knowledge to autonomously select relevant information of the observed curve

for each future curve point.

The performance assessment of the RNAA consists of three steps, where the German

balancing market serves as the data source for the supply curves. The analysis focuses

mainly on the price dimension, but the raw data require processing. In a first step, taking

averages transforms the curves into a univariate time series which makes the comparison

with classical methods possible. The next step requires a twofold normalization of the

supply curves to a common domain on regularly spaced intervals to apply the functional

time series approach, which a joint truncation and smoothing procedure achieves. In the

last step, all models aim to predict the supply curves as observed without normalization.

The RNAA can simultaneously forecast multi-entry bids consisting of price, bid size, and

covariates by simply adjusting the input data structure. It illustrates the potential of

the RNAA since approaches from the first and the second step cannot do this without

relying on multiple models or more complex combined approaches. Therefore, in the third

step, the RNAA’s predictions are compared with the non-truncated supply curve, while

the other methods are compared with the truncated ones. In all steps, the RNAA shows

promising performance compared to the benchmark models.

The article is organized as follows. Section 3.1 gives an overview of the related literature.

Section 3.2 introduces the RNAA model in more detail, and Section 3.3 briefly presents

relevant benchmark methods and forecast assessment metrics. Section 3.4 reveals details on

the data source, namely the German balancing market and the data processing. In general,

neural networks are highly dependent on hyperparameters that govern their learning,

and Section 3.5 discusses their optimization in the RNAA environment. Section 3.6

illustrates the performance of the RNAA and presents a methodology to visualize how

the RNAA perceives the data during training. Section 3.7 summarizes some notes on the

implementation, and Section 3.8 concludes.
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3.1 Related literature

This project contributes to multiple strands in the literature. It provides a methodology for

electricity price forecasting when the aim is to predict supply curves, a novel application of

machine translation methods, and a new rich tidy data set for applications of functional

data analysis describing the supplier behavior of the German balancing market.

The literature for electricity price forecasting has rapidly grown within the last two

decades (Nowotarski and Weron, 2018). A large body of work exists utilizing methods that

range from time series analysis over machine learning algorithms to combined techniques.

To pool these approaches of various disciplines, the Global Energy Forecasting Competition

was established, which shows the relevance for industry and research alike (Hong et al.,

2014, 2016, 2019).

There are multiple surveys of the energy price forecasting (EPF) literature. Aggarwal

et al. (2009) categorize the approaches in game theoretical models, time series models, and

simulation models and find that no category systematically outperforms the others. The

overview by Chan et al. (2012), discussing methodologies in the context of smart grids,

additionally introduces the functional principal component analysis (FPCA) models, which

serve as the basis for their robust FPCA approach. Weron (2014) provides a systematic

and extensive review of the EPF literature and the proposed models and methods. The

author discusses statistical and computational intelligence models separately and concludes

with a look into the future of EPF, which covers the correct covariate choice, the use of

combined models, and a call for a standardized testing procedure, among other topics.

Nowotarski and Weron (2018) continue with a focus on probabilistic forecasting and find

that the relevance of machine learning methods in the literature on EPF sharply increased

in recent years. As they call for closer cooperation between electrical engineering focused

on computational intelligence and econometric approaches, the article at hand presents

a symbiosis where a neural network allows to overcome the limitations of classical time

series approaches without imposing restrictions on the characteristics of supply curves.

Ziel and Steinert (2018) provide an update of the review mentioned above with a focus

on medium- and long-term price forecasting. In addition, they extend the X model, which

was introduced in Ziel and Steinert (2016), for a long-term horizon. It models the purchase

and sales curves of an auction separately, and the interaction of both curves represents

the electricity price. Shah and Lisi (2020) provide a similar idea in the world of functional

time series and show its performance in an application to the Italian electricity market.

Ziel and Steinert (2018) report that only two recent forecasting projects use data from the

German market in their applications. Another example for the German electricity market

can be found in Gianfreda et al. (2020), who compare various univariate and multivariate

time series models considering renewable energy sources for predicting hourly day-ahead

electricity prices. They find that multivariate Bayesian models with exogenous variables

lead to improvements in all markets. Overall, EPF is an active research area with a long
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tradition. The present paper contributes to this field a novel approach and application to

the German electricity market that is rarely considered in the literature.

Neural networks are among the top research fields in the machine learning literature

(Glauner et al., 2017). Neural networks consist of at least one input, output, and possibly

multiple hidden layers, where each contains several cells or nodes. Typical data sources

for time series forecasting are the stock and electricity market due to the large quantity

of available information. RNNs are well suited for these large data sets, but the seq2seq

predictions require a seemingly univariate time series to be transformed to sequences. In the

context of electricity prices, the approaches cleverly exploit the more granular underlying

time structure. For example, if hourly prices are observed, 24 of them are bundled to

generate one daily observation. See, e.g., Gonzalez et al. (2018) for an application using

functional time series analysis. Bundling data this way allows to obtain sequence with a

fixed window of 24 observations. This collection window can be moved step-wise ahead.

This transformation is henceforth referred to as Window approach. An example using this

paper’s data will be given in Section 3.4.3. For an extensive benchmark study of EPF

for the Belgian market, see Lago et al. (2018), and for a survey of time series forecasting

applications with neural networks, see Lim and Zohren (2021).

The TSOs operate the balancing market where pre-qualified suppliers compete to

provide balancing power products, which are used to smooth frequency deviations in the

power grid to guarantee system stability. In particular, the TSOs periodically call for

tenders of these products in a multi-unit procurement auction (Zweifel et al., 2017, Ch. 13;

Weron, 2006). With the large national differences in these markets of European countries,

the discussion of an optimal balancing market design has been initiated in the work of

van der Veen and Hakvoort (2016), Ocker et al. (2016), and Vandezande et al. (2010) among

others. The recent literature has focused on theoretical analyses with distributed energy

resources integration (e.g. Borne et al., 2018; Poplavskaya and de Vries, 2019) or strategic

bidding behavior of market participants (e.g. Campos et al., 2016; Mazzi et al., 2018;

Poplavskaya et al., 2020). For the German case, Müsgens et al. (2014), discuss the market

design and its economic fundamentals, and Ocker et al. (2018) provide a game-theoretical

analysis of the auction format with real-data applications. Liebl and Rameseder (2019)

propose a novel functional data estimation method for the mean and covariance function

under violation of the missing at random assumption, which the supply curves of the

German balancing market exhibit. This paper also looks at the supply curves of this

peculiar market but takes the path to develop an improved prediction method.

The balancing markets exhibit high price volatilities, leading to little empirical work in

the forecasting discipline for this market in general (Weron and Ziel, 2018) and even less

for the German market. There are some works on the Nordic market, where Klæboe et al.

(2015) compare various time-series model-based forecast techniques for the Norwegian

market and Boomsma et al. (2014) present a theoretical model of bidding strategies with

empirical analysis of spot and balancing prices. Olsson and Soder (2008) propose a model
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for balancing power price scenarios for scenario trees based on SARIMA and Markov

processes for the Nordic power market. For the UK, Lucas et al. (2020) found that

using the loss of load probability for forecasting the balancing market price via XGBoost,

Gradient Boosting, and Random Forest leads to more precise predictions. However, the

task to forecast the supply curves of the German balancing market remains an open task.

This paper tackles this task and presents a new prediction method, taking into account

the unique shape of supply curves. For this purpose, neural networks are used, which seem

to be made for this task. Moreover, these are flexible enough to meet future challenges,

such as those posed by the increasing penetration of the market by renewable energies

and distributed energy resources (Hirth and Ziegenhagen, 2015; Zweifel et al., 2017). To

keep the scope of this paper to reasonable limits, the application focuses on the positive

automatic frequency restoration reserve (aFRR) due to its relevance in the literature (Borne

et al., 2018; Ocker et al., 2018; Poplavskaya and de Vries, 2019).

3.2 Methodology

The RNAA follows Bahdanau et al. (2015) who developed a model that learns to align

and translate simultaneously. Let x =
(

x(1), . . . , x(nx)
)

be an input sequence of length

nx, where x(i) denotes the entry at position i within the sequence.4 The superscript i is

referred to as step. Additionally, let y =
(

y(1), . . . , y(ny)
)

be a target sequence of length

ny, where y(i) denotes the entry at step i.5

In order to deal with varying sequence lengths, the encoder-decoder architecture consists

of two stacked RNNs, where the first is labeled Encoder and the second Decoder.

The Decoder of the RNAA operates on the L2 norm loss function, i.e., the mean squared

error, and characterizes the model as a regression approach. For the case of two sequences

x and y, the loss function is given by

L(x, y) = n−1
y

ny∑

i=1

(

y(i) − ŷ(i)
)2

, (3.1)

where

ŷ(i) = g
(

y(1), . . . , y(i−1), x
)

= g
(

y(i−1), s
(i−1)
d , c(i)

)

, (3.2)

and g(·) is a nonlinear, potentially multi-layered, function, where s
(i−1)
d is the hidden

state of the Decoder collecting y(1), . . . , y(i−2), and the attention mechanism of the RNAA

provides the context, c(i), which summarizes the sequence x. Equation (3.2) shows that

the ground truth of the previous step, y(i−1), is fed into the network as input to predict

4The author is well aware that i is commonly replaced by t in the literature, and the position is referred

to as the time-step. However, in time-series forecasting, it is more natural to distinguish different periods

by t. Hence, t is used to separate curves and i for positions within the curve.
5To introduce the method, the entries of x and y are univariate. The extension to the multivariate

case is straightforward but has been omitted for clarity. For example, consider the red curve in Fig. 3.1

and its observed points (1, 1), (3, 3), (5, 6). In the univariate case, x = (1, 3, 6) and in the multivariate case

x′ = ( 1 3 5
1 3 6 ), which should be followed by additional adjustments of relevant equations.
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the next step. This design feature is called teacher forcing (Williams and Zipser, 1989). It

allows the RNAA to adjust its prediction during training and leads to a higher accuracy

by staying close to the ground truth.

The network architect chooses key elements, such as the layer types, hyperparameters,

and the underlying design, generally with the application and performance in mind. The

presented architecture of the RNAA is adjusted for the application and based on various

simulations. The RNAA’s Encoder is based on a long short-term memory (LSTM) cell

(Hochreiter and Schmidhuber, 1997) and the Decoder on a gated recurrent unit (GRU)

cell (Cho et al., 2014b). Hence, from a theoretical perspective, the RNAA combines the

benefits from both: the LSTM allows for a long memory, and the GRU is computationally

more efficient than an LSTM since it has one less gate. Besides, the attention mechanism

of Bahdanau et al. (2015) is originally also based on the GRU. Both consist of multiple

gates, whose roles are explained in the next part, and, given their similarities, address

the problem of vanishing gradients (Pascanu et al., 2013). Instead of a detailed formal

description of the RNAA, which Appendix A.1 presents, a process-oriented description

was chosen. It follows Fig. 3.2 from the bottom left to the top left corner. The right-sided

gray rectangles provide more details on the Encoder and Decoder.

The Encoder reads the input sequence, x, step-by-step and compresses for each step the

relevant information in a fixed-length output vector, h (annotations), of length nx. The

length of x might vary from sequence to sequence. For each step of the input sequence, x(i),

and its own previous output, h(i−1), the LSTM structure within the Encoder updates its

internal cell state by partly forgetting its current state, s(i−1), (forget gate) and including

relevant information of the input and previous output in the form of a state candidate, s̃(i),

(input gate). The output gate governs the relationship between its new internal state, s(i),

and output, h(i). This process is illustrated for the Encoder in the bottom-right corner of

Fig. 3.2.

The Decoder receives as input the ground truth, y(i−1), the current context, c(i), and

its own previous cell state, s
(i−1)
d . The context is provided by the attention mechanism

that consists of a separate but very simple neural network.6 The attention mechanism is

illustrated by the dark-shaded hexagon. The network, NN, scores for each step the relevance

of the annotations, h, with the previous state, s
(i−1)
d , and summarizes the information

about the annotations in the attention weight vector, α. The sum of the attention-weighted

annotations depict by the octagon,
∑ |x, is the context given to the Decoder. The GRU

architecture within the Decoder updates its internal state based on two inputs, the previous

state and an update candidate, s̃
(i)
d , adjusted by the reset gate. The update gate determines

the share of each part for the state update. Additionally, the Decoder receives the previous

step of the target sequence, y(i−1), as input in order to learn the sequence lengths (teacher

forcing). This process is illustrated for the Decoder in the top-right corner of Fig. 3.2.

6In particular, the attention mechanism is a feedforward neural network with one layer and softmax

activation function that is jointly trained. Bahdanau et al. (2015) originally labeled it alignment model.

25



Chapter 3

Figure 3.2. The RNAA - an encoder-decoder architecture with attention mechanism and deep

learning.

Note: The Encoder incorporates an LSTM and the Decoder a GRU cell. The input and output sequences

vary in their length. Two-lined closed arrows represent self-connecting loops, while single-lined symbolize an

information transfer. Connecting arrows show the dependency between the figure’s parts. NN is a simple

neural network. Deep Learning collects optional dense layers for the deep learning structure. The double-

headed arrow with a dashed line symbolizes output evaluation against actual observation. The dotted lines

with loupes mark detailed representations of the Encoder and Decoder. Passing through a gate is equivalent

to being multiplied by its current value. Small circles on solid lines symbolize collecting information, such

as states, inputs, and outputs. The functions σ, tanh, and linear are defined in Appendix A.1.
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So the model learns to match an input sequence, x, to a target sequence, y, and their

within-sequential dependencies while autonomously deciding which part of the encoded

input sequence should be paid attention to under teacher forcing.

The recent success of deep learning structures (Lago et al., 2018; Lim and Zohren,

2021) is the reason why also the RNAA allows an optional deepening of its structure.

In particular, the RNAA allows a dynamically determined number of additional dense

layers after the encoder-decoder architecture. Dense layers represent the simplest form of

a hidden layer. In Fig. 3.2, these layers are collected as Deep Learning. They are placed

centrally on the dashed line with double-headed arrows. If no deep learning structure is

required, the Encoder-Decoder output simply passes unchanged through and is evaluated

against the observation y(i).

The Encoder-Decoder originates from the field of neural machine translation and has

proven to successfully handle the translation task, but Cho et al. (2014b) report that

the performance dramatically drops when the sequence length is increased. The solution

was the introduction of attention in the field of natural language processing (NLP); for a

systematic overview, see Galassi et al. (2020) and the examples mentioned therein. The

attention mechanism was recently included in one of the most famous machine learning

libraries, TensorFlow, during its upgrade to the next version. It clearly shows the relevance

of attention for state-of-the-art applications. The applications of attention are not limited

to NLP (Chaudhari et al., 2020), and for an illustrative example in the field of machine

vision, consider Wojna et al. (2019).

The method was originally developed for machine translation based on the cross-entropy

loss function for distributions over specific vocabularies, so several adjustments had to be

made to the original design for time series forecasting. The loss function was changed to

the well-known MSE given by Eq. (3.1) and the usual classification output function of

the Decoder, softmax, was replaced by a linear function, i.e., as-is output. In NLP, the

number of features corresponds to the words in an ex-ante defined vocabulary, usually a few

thousand. In the RNAA, this number drastically decreased to either 1, 2, or 3. The input

sequence x was replaced by the first lag of the target sequence y. A formal description

requires the introduction of time indices. So, let the input be given by

x = yt =
(

y
(1)
t , . . . , y

(nt)
t

)

, (3.3)

and the target given by

y = yt+1 =
(

y
(1)
t+1, . . . , y

(nt+1)
t+1

)

, (3.4)

for the periods t = 1, . . . , T . The encoder-decoder architecture inspired by the challenges of

language translation can handle varying sequence lengths, which is shown by the different

sequence lengths of each period, i.e., nt and nt+1. The imposed data structure in Eq. (3.3)

and Eq. (3.4) is referred to as autoregressive input data structure throughout this article.

Sequential data are generated by natural phenomenons such as speaking, observing and

handwriting. The sequences are governed by common rules such as grammar, semantics
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and meaning. The German balancing market is one potential source for economic sequences.

However, these specific data are incidental truncated. This market is a good microeconomic

example where supply must meet demand. The demand announced by the TSO cuts off the

supply curve at the interception point, and only the accepted offers are publicly available.

So, any estimation procedure assuming random samples might not be applicable, and

sample correction methods require more information about the auction participants, or in

other words, the missing-at-random assumption is violated. For an appropriate benchmark

study, the models presented in the next section require data that are preprocessed to deal

with characteristics of the supply curve.

3.3 Benchmark models

The performance of the RNAA is assessed in three steps, where step-by-step, the data are

less processed for the methodological requirements. The first step is the univariate case,

the second step is the functional case, and the third step is the supply curve case. In the

last case, the supply curves are fed to the network nearly as recorded and published. The

following section briefly introduces models for univariate and functional time series, and

simple NN approaches. These models serve as benchmark methods for the RNAA in these

cases. Since each method can handle only specific data formats, Section 3.4.3 explains the

procedure that transforms the observed supply curves to the required format.

3.3.1 Univariate model

In order to evaluate the forecasting performance in the univariate time series case, the RNAA

is compared to an autoregressive moving average model with generalized autoregressive

conditional heteroskedasticity (ARMA-GARCH). The ARIMA class of model is commonly

used in the literature of electricity price forecasting (see, for example, Conejo et al., 2005;

Crespo Cuaresma et al., 2004; Weron and Misiorek, 2008), the GARCH models was applied

to predict day-ahead prices in Spain and California by Garcia et al. (2005), and the

ARMA-GARCH model were used to model mean and volatility of the electricity price of

the New England market in Liu and Shi (2013).

The model ARMA(p, q)-GARCH(r, s) is given by

yt =
p
∑

i=1

φiyt−i +
q
∑

i=1

θiεt−i + εt, (3.5)

where φi is the ith autoregressive coefficient, and θi is the ith moving average coefficient.

The error term εt is defined as

εt = σtzt, (3.6)

σ2
t = w +

r∑

j=1

αjε2
t−j +

s∑

j=1

βjσ2
t−j , (3.7)

with σ2
t denoting the conditional variance and w the intercept. So, εt follows a GARCH(r, s)

process and zt is i.i.d. with zero mean and variance of unity Bollerslev (1986). The Bayesian
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information criterion (BIC) and the goodness-of-fit test of Palm (1996) show that the

student t-distribution firstly presented in (Bollerslev, 1987) in its skew version (Fernández

and Steel, 1998) is best suited for fitting the standardized innovations in this application

to the data.

It is good practice in forecasting studies to include the so-called Naive method. Under

this method, the forecast for a period is the most recent past observation. In other words,

an observation today might be a good forecast for tomorrow under certain conditions. This

method is also available for the other cases but not explicitly discussed as its implementation

is generally straightforward.

3.3.2 Functional time series models and neural networks

The functional time series approaches require smoothed supply curves, which are evaluated

at a fixed number of points shared by each curve. This means that compared to the

univariate case, more information held by the supply curves is usable but limited by the

domain all supply curves share. This information gain leads to sequential data structures,

allowing simple neural network approaches to be applied. The following briefly presents

these benchmark methods with only the most necessary assumptions for readability.

A functional time series (Yt, t ∈ Z) is a sequence of curves following Hörmann and

Kokoszka (2012). It is assumed that each curve, Yt, is an element of the Hilbert space

H = L2([0, 1]) equipped with the inner product 〈f, g〉 =
∫ 1

0 f(v)g(v) dv and is a square

integrable function satisfying ‖Yt‖2 =
∫ 1

0 Y 2
t (v) dv < ∞.

The functional autoregressive (FAR) process is studied in the monograph Bosq (2000)

and the FAR(1) model is given by

Yt = Ψ(Yt−1) + ξt, (3.8)

where ξt is a sequence of i.i.d. mean zero errors in H and the bounded linear operator Ψ

satisfies the conditions that a unique strictly stationary causal solution for Eq. (3.8) exists.

The one-step ahead prediction of a FAR(1) can be obtained by

Ŷt+1 = Ψ̂d (Yt) ,

where Ψ̂d is the estimator of Ψ based on the first d most important empirical functional

principal components (EFPCs) of the sample covariance operator. Similar to the well-known

univariate AR(1) case, this estimator can be found based on the Yule-Walker equations

in their functional version. Details can be found in Hörmann and Kokoszka (2012, Sec.

3.2) or in Aue et al. (2015, Sec. 3.1), where the FAR(1) serves as a benchmark for the

proposed method. Since H = L2, the estimator can be referred to as Estimated Kernel

in the sense of Didericksen et al. (2012). They report that this method provides almost

perfect predictions, i.e., in their simulation study, it achieved comparable performance to a

method based on the true Ψ representing the theoretical but hypothetical best approach.
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This is in line with the previous results of Besse et al. (2000). The associated forecast error

metrics of this model are labeled Bosq.7

Aue et al. (2015) propose a new prediction methodology consisting of three steps

that are intuitively appealing and utilize existing methodology with already developed

implementations. It proves to be competitive or superior in performance in simulations and

in an application to pollution data compared to the Bosq procedure. Their methodology

consists of the following. Similar to Bosq, the first step starts with the estimation and

selection of the d EFPCs by, e.g., a fraction of the data variation that needs to be explained.

Typically, d is much smaller than the number of observations, often a single-digit number.

With the d EPFCs, the functional principal component (FPC) scores are calculated. Then,

in the second step, applying multivariate prediction techniques on these scores allows

obtaining their forecasts. In the third and last step, these forecasts are retransformed to

curves by a truncated Karhunen-Loéve representation. For more details and extensions,

e.g., FAR(p) or the inclusion of covariates, refer to Aue et al. (2015).

Shang (2013) provides the R package ftsa and its current version implements among

other useful tools for functional time series analysis the procedures of Aue et al. (2015)

and Klepsch et al. (2017). To relate to functional time series analysis and because the

approach is based on multivariate techniques, the results from this approach are referred

to as FTSA - Multi. Earlier, Hyndman and Shang (2009) and Hyndman and Shahid Ullah

(2007) proposed a similar procedure but based on univariate techniques. Hence, their

approach is listed as FTSA - Uni. The number of components d is chosen by the multiple

testing procedure of Kokoszka and Reimherr (2013).

Lastly, the benchmark study also covers three simple neural network (NN) architectures

that are commonly used in time series forecasting. They are implemented in their single-

shot version, i.e., the whole curve is predicted in one step. The Dense model consists of

a dense layer, i.e., a densely connected neural network layer. The CONV model extends

the Dense model by a 1D convolution layer added before the dense layer. Convolutional

networks were firstly introduced in LeCun (1989). The last model consists of an LSTM

layer followed by a dense layer. All benchmark methods are summarized in Table 3.1.

3.3.3 Forecast assessment

The performance is evaluated by a pseudo-out-of-sample scheme commonly found in

econometrics, the forecasting literature, and studies in the machine learning literature.

For this purpose, the models have no access to S observations during the estimation or

training. That means the size of the training set is ι = T − S, and the size of the test set

is S. In order to assess the prediction quality, two cases must be distinguished. In the

first case, the observed curve and the prediction must have the same number of points.

7The R routine for this method was gratefully received from Alexander Aue and is based on the fda

package.
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Table 3.1. Overview of benchmark methods and short descriptions.

Group Label Description

Univariate Naive Repetition of past observations

ARMA-GARCH Model by Bollerslev (1986)

Functional Naive Repetition of past smoothed supply curves

Bosq FAR(1) forecast in Bosq (2000)

FTSA - Uni Method by Hyndman and Shang (2009) and Hynd-

man and Shahid Ullah (2007) based on univariate

techniques

FTSA - Multi Methods by Aue et al. (2015) and Klepsch et al.

(2017), implementation by Shang (2013) based on

multivariate techniques

Neural networks Dense Neural network of one densely-connected layer

CONV Convolutional neural network, LeCun (1989)

LSTM Long Short-Term Memory neural network, Hochre-

iter and Schmidhuber (1997)

Note: The column Group collects methods from the same area and also hints towards the required

data structure. The column Label refers to the used abbreviation in the results section. The Naive

approach for neural networks is omitted because it is conceptually identical to the functional case.

Both the univariate and FTSA approaches meet this requirement.8 Then, a point-by-point

comparison is possible, and the well-known mean squared error (MSE) and the mean

absolute error (MAE) can be used. The second case requires a measure that can compare

two functions and is thus based on integration. The measure is the mean squared area

between curves (MSABC) and will be presented in the second part of this section.

MSE and MAE The point-by-point evaluation metrics are the MSE and the MAE. For

some univariate forecast ŷι+h for h = 1, ..., S and some univariate observation yι+h, these

metrics are defined by

MSE = S−1
S∑

h=1

(ŷι+h − yι+h)2 , (3.9)

MAE = S−1
S∑

h=1

|ŷι+h − yι+h| . (3.10)

It is easier to introduce the two forecasting principles used in this paper by staying

briefly in the univariate world. The first principle consists of a 1-step ahead forecast based

on the observation from the previous period. It can be formally described by

ŷι+h|ι+h−1, (3.11)

8This might be surprising at first. However, the standard FTSA procedure is that the observed curves

are first smoothed and then evaluated at the same points. Thus, there is an equal number of points for

smoothed observed curves and the predictions based on them.
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where the basis of the forecasts rolls through the test set, period by period, for h = 1, . . . , S.

Hence, forecasts using this procedure are marked by the label Rolling.

The second uses its own forecast for h > 1 to predict the next period and is defined as

ŷι+h|ι. (3.12)

Note the missing h in the condition in the subscript, so S-steps ahead are generated based

on the training set. Forecasts under this principle are labeled Ahead. Naturally, the

forecasts under both principles are identical for h = 1.

As an example, consider the Naive forecasting method. Because the method is optimal

when data follow a random walk without drift, the forecasts are also called random walk

forecasts. For Rolling they can be obtained by collecting yι+h−1, for h = 1, . . . , S and for

Ahead by repeating yι, for S times. A selected method’s forecasts replace ŷι+h in Eq. (3.9)

and Eq. (3.10) to obtain the forecast error metrics for the respective method.

The extension to the FTSA case is straightforward. In one period, instead of comparing

one univariate forecast and one univariate observation, an observed curve and a forecast

curve are compared point-by-point. This procedure is repeated for the complete test set.

MSABC Comparing the forecasts with the observed curves requires a new measure. A

point-by-point comparison was possible in the previous case only because the smoothed

data were evaluated at the same points. Now, an integral-based measure is introduced to

take into account that the curves were observed on irregularly spaced intervals and the

forecasts exhibit a similar pattern. Hence, the new measure considers the inherent shape

differences of the supply curve caused by bid size variations and length variations. The

MSABC follows the idea that as the shapes of two curves are similar, the area between

them is small, and, hence, the forecasting method provides a more precise prediction. For

this purpose, let yt (x) be some observed curve and ŷt (x) some forecast. Then, the MSABC

for the evaluation interval [τ0, τL] is given by

MSABC = S−1
S∑

h=1

(∫ τL

τ0

yι+h (x) dx −
∫ τL

τ0

ŷι+h (x) dx

)2

, (3.13)

where τ0 denotes the lower limit and τL the upper limit.

The observed curve and the forecast may intersect, leading to a biased MSABC. To

correct for intersections between observed curve and forecast, the MSABC incorporates

the absolute area between intersection points if they are present.9 Suppose there are L − 1

intersection points denoted by τ1 to τL−1. Then, let τl with l = 0, 1, ..., L − 1, L collect the

upper and lower evaluation interval limits along with the intersection points. Then, the

corrected MSABC is given by

MSABC = S−1
S∑

h=1

(
L−1∑

l=0

∣
∣
∣
∣

∫ τl+1

τl

yι+h (x) dx −
∫ τl+1

τl

ŷι+h (x) dx

∣
∣
∣
∣

)2

. (3.14)

9The intersection points are calculated by utilizing simple features standards from the sf package in R.

Simple features standardize the storage and representing of two-dimensional shapes.
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With no intersections, Eq. (3.13) is a special case of Eq. (3.14).

The integral of the observed curve or forecast, i.e., the area under the curve, is either

approximated by a stepwise connection of two points (Step) or by linear interpolation

(Linear). The two approaches follow different ideas. The Step approach considers the

inherent step function shape of the supply curves. However, a forecasting method might

produce a curve not covering the whole interval from τ0 to τL, i.e., the curve is truncated

at the end, beginning, or both. In this case, the Step approach only uses the available

points within a curve, whereas the Linear approach interpolates the truncated section by

the closest available value of the curve. The forecasts are also obtained under the Ahead

and Rolling principle.

3.4 Market and data

3.4.1 German balancing market

The power grid requires a constant balance between demand and supply achieved under

the load-frequency control concept. The concept of load-frequency control allows to ensure

physical delivery of electricity by correcting load deviations in case of under- or oversupply.

But this is challenged by the increased penetration of renewable energy resources, which

requires the maintainer’s approach to be flexible, as argued by Alhelou et al. (2018) in

their extensive review.

Van der Veen and Hakvoort (2016) define the balancing market in general as “the

institutional arrangement that establishes market-based balance management in an unbun-

dled electricity market”. In Germany, the four TSOs – 50hertz, TenneT, Amperion, and

Transnet BW – procure balancing power products in order to stabilize the grid, if there are

deviations from the target frequency of 50 Hz, and are organized as grid control cooperation

(GCC). As a member of the European Network of Transmission System Operators for

Electricity (ENTSO-E), the GCC maintains the balancing market pursuant to Article 18(5)

of Commission Regulation (EU) 2017/2195 of November 23, 2017, and the MfRRA.10 The

tendering is intended to be open, transparent, and free from discrimination according to

guidelines of the Federal Cartel Office (Bundeskartellamt, BKartA), the national regulatory

authority (Bundesnetzagentur, BNetzA), and the EU.

The TSOs organize a multi-unit pay-as-bid auction, and potential providers have to

undergo pre-qualification covering the ability of applicants to provide the products in the

required quality, e.g., the activation time, and to guarantee the information exchange with

the responsible TSO. Currently, there are 57 pre-qualified providers. The auction follows a

merit-order principle for a cost-friendly procurement accepting ascending price offers until

the pre-announced demand is met.

There are three types of balancing power procured, which differ in their activation time:

10The MfRRA are guidelines for supplier of balancing power and are available in version 2.MfRRA of

2020/11/02 on the website of the GCC, Link.
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• Frequency Containment Reserve (FCR, formerly: primary control reserve) with an

activation time of 30s,

• Frequency Restoration Reserve with automatic activation (aFRR, formerly: secondary

control reserve) with an activation time of 5 min, and

• Frequency Restoration Reserve with manual activation (mFRR, formerly tertiary

control reserve) with an activation time of 15 min.11

After the announcement of the required capacity of balancing power by the TSO, each

pre-qualified service provider can submit a bid that includes a capacity in Megawatt (MW),

a capacity price [AC/MW], and energy price [AC/MWh]. The capacity price is paid for the

provision of balancing power, and the energy price is paid for actually deployed power.

The capacity is also referred to as the bid size.

As of December 1, 2007, the tender is made jointly by all four TSOs, and from July

27, 2011, until July 12, 2018, the auction was held weekly according to Decision Nr. BK6-

10-098 of the BNetzA. The required capacity was quarterly announced. The aFRRs are

distinguished by positive products (for excess of power consumption) for the participants to

provide reserves or negative products (for lack of power consumption) for the participants

to take power. They are labeled POS and NEG, respectively. Additionally, the aFRRs are

procured for different periods. The abbreviations HT represents Monday to Friday from

08:00 to 20:00 and NT represents Monday to Friday 20:00 to 08:00 as well as Saturday,

Sunday, and holidays 00:00 to 24:00. So, the providers can offer aFRRs for different

categories. A category combines a product (POS, NEG) and a period (HT, NT). The bids

are accepted according to the capacity price, and the activation follows the energy price,

where the TSOs aim to achieve a cost-friendly ascending order for both cases.

Recently, there have been a few changes for this market. Since July 12, 2018, according

to Decision Nr. BK6-15-158 of the BNetzA, the auction is held daily, and the periods are

changed from HT and NT to 4h-blocks from 00:00 to 24:00 for all days of the week for

POS and NEG. Since December 9, 2019, the required capacity is not quarterly announced

but for each product individually. Furthermore, on November 2, 2020, an additional but

closely related market under the name balancing energy market was introduced due to

article 16 (5) EB-VO allowing the provider of an accepted bid to adjust the energy price

after the initial auction.

The GCC is legally required to publish the anonymized data of the supply curves on

their platform, regelleistung.net, according to the mentioned legal documents and §9 of the

electricity grid access ordinance (StromNZV). Due to the publication obligation, the data

is available, but the changes of the publication format make data processing a necessity.

This project contributes large data sets with a detailed distinction between the supply and

11This terminology follows the European guidelines and was implemented by the GCC in June 2018 in

the MfRRA, Sec. 4.9.
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demand side for the literature on balancing power markets and the prediction of functional

time series. For future analysis and a clean procedure, it uses the tidyverse (Wickham

et al., 2019), a widespread collection of packages for data science sharing an underlying

design philosophy, grammar, and data structures.

3.4.2 Descriptives

The complete data set of this project consists of 3.01 million observations and covers the

period from June 2011 (2011/06/27) to November 2020 (2020/11/02) from the supply side.

One observation is the (anonymous) provider’s bid for one category (either POS or NEG

and one period). The TSOs represent the demand side by their announced quantity for

each category and the procured supply.

This project contributes three data sets. The primary data set, balancing_market,

collects the bids of pre-qualified providers for each category of the aFRR. The second

data set, demand_ann covers the quarterly demand of aFRR and mFRR that the TSOs

announced on their platform. The last data set covers the procured supply of aFRR in

demand_obs. All data sets, the codebook, and interactive 3D models are available online

at the OSF.12

As mentioned before, the analysis is limited to the aFRR due to its relevance. In

particular, the present study uses the capacity price of the POS HT aFRR of the weekly

auctions from 2011/06/27 to 2018/07/09 (n = 33, 506 for 368 weekly auctions). Fig. 3.3

illustrates the development of the capacity price over time for a selection of 20 observed

supply curves that are temporally equally spaced and unprocessed. The price spikes that

are common phenomena of the electricity market are also present in the balancing power

market. There seems to be a downward trend starting in 2014, which is also found by

Hinderks and Wagner (2019) in their analysis of the German day-ahead electricity market.

The commonality illustrates the close relationship and dependencies between the two

markets.

One supply curve shows the capacity price along the axis of accumulated bid sizes

(0 MW to 2000 MW) up to the announced demand in Fig. 3.3. The last element of a

supply curve is the point from which the TSOs do not accept any further bids and thus

truncate the supply curves. The remaining (not accepted) bids are not publicly available.

Hence, market participants cannot include all offers in their bidding strategy. The 20

examples in Fig. 3.3 show that the supply curves exhibit not only between-curve variation

but also within-curve variation. The solid black line along the time axis (Jun 11’ to Jul

18’) represents the capacity prices of each week’s first bid, and the black points mark the

first offer of the 20 examples. The graph visually confirms the price spikes that lead to the

between-curve variation, as the first capacity price defines the shape of the curve. Each

weekly curve is colored by a blue to red scheme with 21 shades in increasing order, as

shown at the bottom of the figure. The color represents the bid size. The non-constant but

12The online depository is online reachable by Link or Online (2022h).
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Figure 3.3. Supply curves for the German balancing market from 2011/06/27 to 2018/07/09 for

weekly aFRR POS HT.

Note: The sample consists of only n = 20 temporally equidistant curves for visibility reasons. Each curve

maps the cumulative MW supply to its respective capacity price, where the prices are in increasing order.

The solid black line marks the price of all first bids. The black dots mark the first price for each of the

20 sample curves. The coloring scheme from blue to red with 21 shades represents bid size intervals and

illustrates the unequal MW bid sizes across the periods along the prices axis by the non-homogeneous color

gradient. The average capacity price for the weekly auction is 293.20 AC/MW, the average offered capacity

is 22.32 MW, and the average number of bids, i.e., the sequence length, is 91.05.
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changing color gradient of each curve highlights the within-curve variations. The observed

jumps within the curves leading to the different slopes imply that suppliers demand very

different prices and vary the bid sizes. This substantial variation in the offered capacity is

confirmed by the empirical cumulative distribution function of the bid sizes in Fig. A.1. It

shows that capacities smaller than 20 MW barely cover 50%, and bids sizes of up to 50

MW cover roughly 94% of all observed capacity sizes in the weekly auction.

Moreover, the supply curves differ in their sequence length, i.e., the weekly number of

bids, for two reasons. For one, given the wide range of dependency on electricity, the need

for regulation lets the demand vary quarterly or daily, partly determining the length of a

sequence. Secondly, the auction format does not regulate the price levels in their increment

sizes or the upper limit of capacity offers, which leads to the slope variation. Fig. A.3

shows the observed sequence lengths and provides visual evidence for these problems.

Table 3.2 summarizes the weekly auctions of the POS HT aFRR. The average capacity

price is 293.20 AC/MW with a standard deviation of 220.65 AC/MW. The smallest capacity

price is 0AC/MW and the highest 1531 AC/MW. The average offered capacity is 22.32 MW

with a standard deviation of 17.73 MW. The demand ranged from 1869 MW to 2500 MW.

The TSOs accepted 91.05 bids on average with a standard deviation of 23.77. The weekly

auctions achieved the announced demand by accepting at most 148 bids. Considering all

procurements that were hold, the smallest number of accepted bids is 41. The smallest

capacity was 2 MW and the largest 300 MW. Table A.1 in the appendix provides more

descriptive statistics for the other product categories.

Table 3.2. Descriptive statistics of POS HT.

Variable N Mean Std. Dev. Min q0.25 q0.75 Max

Capacity price 33506 293.20 220.65 0 128.23 367 1531

Offered capacity 33506 22.32 17.73 2 8.00 35 300

Demand 368 2032.64 99.87 1869 1973.00 2091 2500

Number of bids 368 91.05 23.77 41 70.00 112 148

Note: The table provides descriptive statistics for the weekly auctions of POS HT. The

column q0.25 shows the first quartile and the column q0.75 shows the third quartile.

The capacity price is given in AC/MW, the offered capacity (bid size) and the demand

is given in MW.

Overall, the curves vary between each other and within themselves. These characteristics

force market participants to incorporate volume risks, undisclosed competitor behavior,

and extreme price movements in the development of their bidding strategy and decision-

making processes. Under these circumstances, reliable forecasts allow to efficiently allocate

resources and maintain effective balancing management, guaranteeing a higher degree of

security-of-supply. However, a consequence of these variations is that supply curves are

observed under irregular spacing, making data processing necessary before applying some
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forecasting methods.

3.4.3 Data processing

This section provides details on the data processing that some benchmark methods in

Section 3.3 require. To this end, let formally a provider’s bid i in period t be given by

(qit, pc
it, pe

it) , (3.15)

where qit represents the offered capacity in MW, pc
it the capacity price in [AC/ MW] and

pe
it the energy price in [AC/MWh] for t = 1, . . . , T and i = 1, . . . , nt. The analysis covers

the capacity price of the aFRR in POS HT of the weekly auctions from 2011/06/27 to

2018/07/09. The sample is split into training (ι = 338) and test set (S = 30), where the

latter covers the supply curves from 2017/12/18 to 2018/07/09 and serves as the basis

for computing the evaluation metrics in the Results section. In general, the prices are

min-max normalized to the range from 0 to 1. The minimum and maximum are found

within the training set.

Univariate case In the univariate case, a measure to summarize the supply curve is

required. For this purpose, the average weighted weekly capacity price (AWWC price) for

each week is computed. That is

p̄t =
1

nt

nt∑

i=1

qit
∑

i qit
· pc

it. (3.16)

The AWWC price is illustrated in Fig. A.2, and the shape is similar to the solid black line

in Fig. 3.3.

Input for the RNAA Typically, forecasting techniques based on neural networks utilize

the Window approach for seq2seq prediction, which interprets the time series as a sequence

along the natural time axis. However, for the RNAA, the sequences follow the bid order of

the providers within one period. This fact highlights an essential difference in understanding

sequences compared to other approaches. In a first step, this can be illustrated using the

simplest sequence form for the univariate case. Here, the simple sequence, yt, on which

the RNAA operates, is defined as

yt = (start, p̄t, end) , (3.17)

where start and end are numbers illustrating the start and end of the sequence, respectively.

So, for each period, a sequence of 3 steps is created. In contrast, the Window approach

would generate sequences collecting multiple prices/periods, in general. Eq. (3.17) originates

from the field of NLP, where a network aims to solve the task of translating sentences in

two different languages. To this end, the probability of matching words of two dictionaries

is optimized. However, for the network to understand the start and end of the sentences,

both dictionaries are extended by two unique characters, words, or symbols placed at the

start and end of each sentence.
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The RNAA receives two inputs and one target output. By the imposed autoregressive

input data structure, there is one input, yt, and one target sequence, yt+1, with each

consisting of three steps. The implementation of teacher forcing in an efficient manner

requires that the target sequence, yt+1, is split into two shorter sequences – the second

input yin
t+1 and the target output yout

t+1. First, the target sequence is duplicated, and then

one target sequence is reduced by the end entry to generate the second input, yin
t+1. After

that, the start entry in the second target sequence is omitted to finalize the target output,

yout
t+1. This format is common in NN projects and generated for each period t. So, the

RNAA receives during the training process the first input yt, the second input yin
t+1, and

the target output yout
t+1 defined by

yt = (start, p̄t, end) , yin
t+1 = (start, p̄t+1) ,

yout
t+1 = (p̄t+1, end) .

(3.18)

In the functional case, the AWWC prices p̄t and p̄t+1 are replaced by the smoothed

supply curve introduced in the following. In the supply curve case, the AWWC prices are

replaced by the non-smoothed non-truncated supply curves consisting of the accumulated

bid sizes and the capacity price.

Functional case The supply curves suffer from unequally spaced observations within

each curve, as discussed before, and are truncated by the announced demand. The latter

problem can easily be shown when looking at the announced demand and the supply over

time in Fig. A.5. The demand varies over time due to multiple factors, so the supply

curves are observed up to different MW levels. The maximum demand for the present

case is 2500 MW, while the smallest is 1869 MW. Consequently, all supply curves are only

jointly observed in the range from 0 MW to 1869 MW. Hence, the following functional

data analysis needs to be limited to observations up to 1869 MW. For performance reasons,

the prices were logarithmized (e.g. Klæboe et al., 2015) after an offset of +1 was added

to each price controlling for prices of 0. The steps of the MWs were normalized to the

interval [0, 1] by representing each bids’ capacity as a fraction of 1869 MW. These curves

were smoothed as common in functional data analysis (Ramsay et al., 2009) to account for

the discrete observations.

Each curve was smoothed by a cubic penalized spline (P-spline; Eilers and Marx, 1996)

and constrained to be monotone increasing following Meyer (2012). P-splines are widely

used, see Eilers et al. (2015), and are less computationally challenging as they use a discrete

penalty matrix. The method relies on equally spaced knots and a B-spline basis while

the penalty term, λ, governs the smoothness of the curve. For each curve, the optimal

λ is found by a leave-one-out cross-validation (CV) scheme. Meyer (2012) proposed a

shape-constrained P-spline estimator obtained by a weighted projection of the data onto a

polyhedral convex cone. The parameters were chosen by the smallest average generalized

cross-validation (GCV) value. Each smoothed curve was evaluated at 100 equally spaced

points for further analysis. As in the univariate case, the sequences are extended by a
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start and end character. Hence, the approaches are supplied with smoothed and jointly

truncated supply curves.

In the univariate case, it is common practice to check for stationarity of the time series

before estimating a model. In the context of functional time series Horváth et al. (2014)

propose a test with the null hypothesis that the functional time series is strictly stationary.

For the smoothed data, the null hypothesis cannot be rejected with a p-value of 0.277

(Kokoszka and Shang, 2017).

Window approach The RNAA competes with simple NN models that rely on the

Window approach for an additional evaluation step. In order to use a toolbox that

implements the Window approach, the supply curves must be transformed to a seemingly

two-dimensional time series. Hence, the supply curves are stacked in time, so the x-axis

represents the time dimension, where the intervals between two dates are subdivided by

the bid numbers. Fig. A.7 shows these stacked time series for the capacity price and the

cumulative MW in the top and bottom panel, respectively. So, one window (blue) captures

a supply curve as input and a second window (red) captures the consecutive target supply

curve. The bid number is the position of a capacity within a supply curve determined by

the increasing order of the capacity prices. Since each bid, see Eq. (3.15), consists of a

capacity and a capacity price, both values share a common bid number, so the Window

approach can correctly collect them in two separate series, as shown in Fig. A.7. Then, this

technique moves both windows simultaneously ahead along the time axis by the identical

number of steps for the next input and target pair.

Supply curve case In the final case, the RNAA receives the supply curves as a two-

column matrix. For example, the input has the form

yt =














start start

q1t pc
1t

...
...

∑nt

i qit pc
ntt

end end














, (3.19)

where the first column is the accumulated bid size, given by q1t for the second step, and

q1t + q2t for the third step, and so on. Note that the notation in this paper is not adapted

for this case. For technical reasons, in TensorFlow, all sequences have the maximum length,

but a very small negative value (-1e-12) fills the sequences after the end character.

3.5 Keras Tuner - optimal hyperparameters

The performance of machine learning methods crucially depends on the hyperparameter

choice. With the almost infinite number of configuration possibilities, the need for a

systematic approach arises. Furthermore, the growing size of networks and the availability

of extensive data sets result in long computation times and complex interactions between

and within layers. These are almost untraceable, making it difficult to evaluate the exact
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impact of parameter changes and their point of effect, rendering a brute force approach in

most cases unfeasible.

The RNAA architecture applied here depends on the following hyperparameters. Within

each layer, the cells have activation functions, which govern the gates of LSTM or GRU

cells or compute the output. One common example is the logistic sigmoid function,

σ(x) =
1

1 + e−x
, (3.20)

which is applied element-wise on vectors in the present case. In general, this functional

specification limits the output to the range of (0, 1). Further examples of similar activation

functions are the hyperbolic tangent (tanh) or the softmax function, or the rectified linear

units (ReLU) function. The choice of activation functions in Bahdanau et al. (2015)

is kept as far as necessary in the RNAA. Experimental trials show that in some cases,

different functions lead to better but in some others also to worse performance. The output

activation function of the Decoder and the deep learning layers were changed to the linear

function to account for the range of the supply curves.

After the gradient has been acquired by back-propagation (Rumelhart et al., 1986), there

exists a multitude of methods for the network to learn, which is the process of adjusting

the weights of a network to map inputs to outputs, such as the famous stochastic gradient

descent. A number of hyperparameters define the behavior of these learning methods as

well, such as the learning rate, i.e., the step size at each iteration, and method-specific

parameters to adjust for learning rate scheduling the later fine-tuning of the weights in the

optimization process.

Moreover, the model designer has to choose the number of units within a cell of each

layer, often referred to as the latent dimension and closely related to the output dimension

of layers, which can differ for each layer type or be normalized to a single parameter. In

addition, initializers, i.e., the starting values of weight matrices, bias terms, and the initial

states of cells, if present, and the number of samples fed to the network in one iteration

step, the batch size, need to be specified. The depth of a neural network refers to the

number of layers it incorporates, and one epoch is one training step, where the complete

training data are passed forward and backward through the model. In the RNAA context,

the depth counts the number of deep learning layers.

The RNAA is programmed as part of the Keras13 environment, which comes with

a number of benefits. During the network building process, the architect has access to

pre-defined functions, such as standardized fitting and evaluation functions and tools for

visualizations and reporting. Furthermore, as Keras is one of the most used top-level

frameworks in machine learning applications, new features are added steadily and are easily

integrated into the RNAA. With the recent advances and updates of TensorFlow, a new

package was introduced, which allows the systematic optimization of the hyperparameters.

13For more details, consider the official website Link or Online (2022f).
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The Keras Tuner14 works with a HyperModel, i.e., the set of all potential combinations

of selected hyperparameters, and lets the architect specify a search for an optimal model,

that is, the model with the smallest evaluation metrics, in a sophisticated way. The

currently available search methods, labeled as Tuners, include the Random Search, Bayesian

Optimization, and the Hyperband Search, where the last extends the successive halving

algorithm and is based on principled early-stopping to re-allocate available resources (Li

et al., 2018).

The search results can be illustrated under mild restrictions in a three-dimensional space,

as shown in Fig. 3.4, where the Tuner operated on the smoothed and jointly truncated

curves (functional case). The parameters that define the Tuner’s HyperModel restrict the

search space. First, the latent dimension was normalized to be the same in each layer:

in the Encoder, the Decoder, the attention mechanism, and the deep learning layer(s).15

Then, the number of units within each layer was limited to the natural range of 8 up to

32. The depth of the RNAA could vary between non-existent (zero) or at most amount

to five additional deep layers. The Tuner could switch between two learning algorithms,

Adam (Kingma and Ba, 2015) and stochastic gradient descent, with three learning rates

of 0.01, 0.001, and 0.0001. Finally, the Tuner was allowed to allocate 20 epochs during

its search. In the first step, it tries to train as many models as possible and then reduces

the number of initially considered models by a constant factor of 2. Fig. 3.4 displays the

best 25 model trials, but their training duration, the number of epochs, differ. Hence,

the figure provides only tendencies of the effect of the configuration concerning the loss

on the validation set and aims to indicate the potential and relevance of hyperparameter

tuning. Given more evaluated models, the points generate a surface and, if trained for the

same duration, illustrate the impact of changes. However, due to the random initialization

of weights, states, and biases, the reported results of a Tuner might differ between trials

and even platforms. Fig. 3.4 provides hints that comparably small (latent dimension) and

moderate deep models represent a good choice for a good performance.

3.6 Results

The performance of the RNAA is evaluated in three steps. In the first step, the RNAA is

compared to the ARMA-GARCH model class (univariate case). Additionally, the attention

plot is introduced, which is the visualization technique that comes with the RNAA. The

second step shows the results when the smoothed and jointly truncated supply curves form

the basis for estimation and forecasting (functional case). In the last step, the RNAA

operates directly on the supply curves with varying sequence lengths (supply curve case).

14The official website can be found at Link or Online (2022e).
15In the notation of Appendix A.1, that relates to ne = nd = na = np.
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Figure 3.4. Keras Tuner - illustration of the 25 best trials in the functional case.

Note: The Tuner was the Hyperband search optimization on the smoothed and jointly truncated supply

curves for the weekly auctions. The evaluation metric was the validation loss of the model as MSE. There

are two learning methods, Adam (adam) and stochastic gradient descent (sgd), with three different learning

rates, illustrated by symbols: dot (0.01), downward-facing triangle (0.001), and star (0.0001). The models

are identified by their latent dimension and their depth but trained for different numbers of epochs according

to the Tuner round.

3.6.1 Univariate case and the attention plot

In the univariate case, the RNAA uses a share of 0.237 of the training set for validation.16

The latent dimension shared by Encoder, Decoder, attention mechanism, and Deep Learning

is 28. The optimizer is Adam with a learning rate of 0.01. The Deep Learning consists of

5 additional deep learning layers. The model is trained for 30 epochs. The batch size is

flexible and determined automatically during the training process. These hyperparameters

were selected by a Hyperband search with the Keras Tuner in the restricted search space

of Section 3.5. The tuner was also employed on different data formats. The start character

is -1, and the end character is -2.

The estimation of the ARMA-GARCH model is based on the first differences, and the

algorithm proposed by Hyndman and Khandakar (2008) provided the initial order of the

ARMA(p, q) process. The subsequent grid-search for the order of the GARCH(r, s) with

r, s = 1, . . . , 10 yields an ARMA(1, 1)-GARCH(1, 1) chosen by the Bayesian information

criterion (BIC) and with appropriate properties. The differenced forecasts are retransformed

to levels by adding their aggregated sum to the last observation of the training set.

Table 3.3 collects the evaluation metrics in the univariate case for the Naive, the

ARMA-GARCH, and the RNAA.17 It presents the MSE and the MAE under the two

16The number of observed curves is n = 368. The training set consists of 338, of which 80 form the

validation set for the RNAA. The test set consists of 30 curves for all approaches.
17The benchmark models can be found in Table 3.1.
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forecasting principles. The RNAA has a smaller MSE than Naive, i.e., repeating the last

observed AWWC price under the Rolling and Ahead principle. This holds true for the

MAE as well. The RNAA is also more precise than the ARMA-GARCH approach. This

is even more striking due to the fact that the simple sequences from Eq. (3.17) force the

RNAA into learning to predict the end character simultaneously while both other methods

are operating on the univariate AWWC price time series. Moreover, the table reports only

the deviations of predicted and observed AWWC prices for the RNAA. When the deviation

between the predicted end characters and the true end characters is also included in the

calculation, the RNAA’s evaluation metrics become even smaller.

Table 3.3. Forecast accuracy evaluation (univariate case).

MSE MAE

Method Rolling Ahead Rolling Ahead

Naive 0.00089 0.00864 0.02165 0.08474

ARMA-GARCH 0.00195 0.00609 0.03696 0.07007

RNAA 0.00085 0.00234 0.02132 0.03976

Note: The table summarizes the MSE and MAE between the

true and predicted AWWC price under the Rolling and Ahead

principle. The predictions are based on the Naive method,

the ARMA(1, 1)-GARCH(1, 1), and the RNAA. The RNAA is

trained with the AWWC prices in their simple sequence form,

see Eq. (3.17). The other two operate on the AWWC prices

directly.

After the RNAA has been sufficiently long trained, its attention mechanism and the

attention weights assigned to the processed input can be visualized. This visualization is

frequently labeled as attention plot, and in the translation context, it illustrates relations

between a given input and its translation similar to a correlation heatmap. From an

introductory perspective, this tool is best presented now in the univariate case. The

attention plot is a two-dimensional plot that shows the attention weights of the attention

mechanism averaged over the training set. It summarizes the average share, in other words,

the assigned attention during training, of each step of the input sequence for every single

step of the target sequence, so the row sum in the plot equals 1.

In Fig. 3.5, the attention plot for the RNAA in the univariate case is depicted. It shows

the importance the attention mechanism assigns to each step of the input to predict a

target step. Since the sequences are short, the numbers in the rectangles mark the size of

the attention weights, and additionally, the coloring highlights more important steps in a

darker shade. To control for outliers, the color range is truncated at the 99.5% quantile of

all observed weight sizes, and larger weights than the quantile are grouped in the largest

category. The displayed attention weights are each computed by averaging all weights for

44



Chapter 3

Figure 3.5. Attention plot (univariate case).

Note: Each sequence consists of the average weekly weighted capacity price and the start and end. The

model was trained on the data from 2011/06/27 to 2017/12/11. The attention weights displayed in the

attention plot are the average of all input and target training sequences. Additionally, the coloring illustrates

from light to dark shade the amount of attention assigned in ascending order. Attention weights over the

99.5% quantile are grouped in the darkest category for visualization reasons.

one step pair of the target and input sequences in the training set.

It can be seen that the RNAA correctly allocates the most attention (0.63) to the

second step of the input sequence, which represents the current AWWC price, p̄t to predict

the future AWWC price, p̄t+1, which is the first step of the target output sequence; see

Eq. (3.18).

3.6.2 Functional case

In the functional case, the RNAA again uses a share of 0.237 of the training set for

validation. The latent dimension shared by Encoder, Decoder, attention mechanism, and

Deep Learning is 31. The optimizer is again Adam with a learning rate of 0.01. The Deep

Learning consists of 4 additional deep learning layers. The model is again trained for 30

epochs. The batch size is flexible and determined automatically during the training process.

These hyperparameters were selected by a Hyperband search as presented in Section 3.5.

The start character is 0, and the end character is 1.

The simple NN benchmark models, namely Dense, CONV, and LSTM are also trained

by the Adam optimizer with a learning rate of 0.01 to ensure comparability. The TensorFlow

library comes equipped with an early-stopping functionality for the learning process. It

stops the weight adjustment when it detects no favorable changes in the monitored metrics,

e.g., when the decrease in a metric is below a pre-defined threshold. The simple NNs

can learn for at most 20 epochs. However, the granted amount of epochs was never fully

exploited since the learning was always stopped earlier.
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The forecast error metrics for the functional case are summarized in Table 3.4. Obtaining

the Naive forecast follows the previous section, but it consists of taking the complete past

curves instead of the scalar values of past AWWC prices. The RNAA is more precise than

the simple NN models, which have trouble performing better than the Naive forecast. The

RNAA has lower metrics than the Bosq estimator, which shows better prediction than

the Naive forecast. Only under the Rolling principle, the FTSA methodology performs

better than the RNAA. Under the Ahead principle, the table is turned, and the RNAA

shows more precise forecasts than the FTSA. Under the former principle, one potential

driver for this result might be that the RNAA, despite the Rolling principle, feeds, for each

step, its own prediction of the previous step in its computation procedure which causes an

accumulation of errors. In particular, the teacher forcing requires a second input which is

the predicted next step, and the inherent step-by-step processing of sequences of an RNN

is leading to this collection of errors for each step of the target sequence.

Table 3.4. Forecast accuracy evaluation (functional case).

MSE MAE

Method Rolling Ahead Rolling Ahead

Naive reptition

Naive 0.00280 0.01236 0.02631 0.08350

Neural networks

Dense 0.00304 0.13503 0.03227 0.31910

CONV 0.00497 0.16722 0.05191 0.37502

LSTM 0.01539 0.02570 0.11103 0.14653

Functional time series models

Bosq 0.00248 0.01164 0.02721 0.09135

FTSA - Uni 0.00221 0.00983 0.02418 0.07965

FTSA - Multi 0.00228 0.00834 0.02106 0.07095

Proposed model

RNAA 0.00247 0.00700 0.02619 0.06985

Note: The table summarizes the MSE and MAE between the

smoothed curve and the predicted curve under the Rolling

and Ahead principle. The predictions are based on the Naive

method, the simple NNs (Dense, CONV, LSTM), the functional

time series methods (Bosq, FTSA - Uni, FTSA - Multi), and

the RNAA. The simple NNs are using a Window approach im-

plementation. All predictions are based on the smoothed supply

curves. Each smoothed curve was evaluated at the same points

allowing the MSE and MAE to be calculated point-by-point.
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Fig. 3.6 displays the attention plot of the RNAA in the functional case. It indicates that

larger weights are around the beginning of the input sequences, implying that the starting

price of the sequence determines the shape of the supply curve. Overall the deviations are

small, but since the sequence length is around 100, the sum of impacts of one step of the

input, which is the vertically collected sum of weights, on the complete target curve is

worth mentioning. The attention plot does not reveal sizeable movements in the attention

weights for most of the remaining sequence. Conceptually, the RNAA provides attention

weights for each couple of input and target sequences. So for each couple, an attention plot

is creatable, and it could be possible to identify more precise patterns in these individual

plots. However, a few hundred plots might be challenging to interpret.

Figure 3.6. Attention plot (functional case).

Note: The sequences consist of the smoothed and jointly truncated supply curves evaluated at 100 equidistant

points. The attention weights displayed in the attention plot are the average of all input and target training

sequences. The model was trained on the data from 2011/06/27 to 2017/12/11. The coloring illustrated

from light to dark shades the amount of attention assigned in ascending order. Attention weights over the

99.5% quantile are grouped in the darkest category for visualization reasons.

3.6.3 Supply curve case

In the supply curve case, the RNAA shows its full capabilities. In a preliminary step,

Appendix A.3.1 shows how the RNAA outperforms simple NN implementations in almost

all comparisons. In a next step, the RNAA competes with FTSA approaches. While the

FTSA approaches require smoothed curves to be evaluated at the same points to get the

same number per curve, the RNAA directly operates on the supply curves. Moreover,

before smoothing, the curves were constrained to a common range. Thus, the FTSA

methods are not able to predict beyond this range. In contrast, the RNAA is not restricted

this way.

The comparison of FTSA and RNAA methods consists of two scenarios. The first
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scenario covers predicting the complete curves from start to end. It allows the procuring

parties involved a more qualified decision as the forecast serves as a good cost estimate.

In the second scenario, the focus shifts to the upper quartile of the curves. Here, the

supplying parties involved might aim to place bids to maximize the revenue. To this end,

the bids must be within the acceptance range, i.e., being part of the curve but in the more

profitable last quarter. In both scenarios, the RNAA shows excellent performance.

The configuration of the RNAA is the result of extensive testing of various possible

combinations. Compared to the other cases, the model is minimal. The training process

uses a share of 0.237 of the training set for validation. The RNAA has a latent dimension of

16 and four additional dense layers to account for a deep learning structure. The optimizer

Adam is responsible for training with a learning rate of 0.01. The model is trained for 25

epochs. The batch size is flexible and determined automatically during the training process.

The start character is omitted, and the end character is -1e-12.

Table 3.5 summarizes the MSABC for this case under the Rolling and Ahead forecasting

principle approximated by Step and Linear. At this point, it must be emphasized again

that the RNAA uses the non-truncated supply curves. The FTSA methods (Bosq, FTSA

- Uni, FTSA - Multi) use the truncated supply curves, i.e., τL = 1 while the metrics

for RNAA and the Naive method are computed up to the τL = τt, where τt ≥ 1 is the

maximum demand as a share of 1869 MW in a week t. Thus, the RNAA is in a worse

position from the start.

Despite that drawback, the RNAA shows the best performance by providing the smallest

MSABC, as shown in the top panel in Table 3.5 for the total range. The MSABC is

computed for all methods starting at τ0 = 0. Bosq shows no improvement compared to

Naive but performs even worst. FTSA - Multi constantly outperforms the univariate

approach FTSA - Uni. Compared to the best of the other approaches (FTSA - Multi),

choosing the RNAA can reduce the MSABC by 11.9% (Rolling, Linear) and 13.9% (Ahead,

Linear).

The picture is slightly different for the upper quartile. The MSABC is computed for

all methods starting at the average of the weekly third quartiles, τ0 = 0.7598. Each week,

the third quartile is the point (share of 1869 MW) where 75% of the bids are placed below.

Given the announced demand, this calculation incorporates the bid sizes and the number

of bids. Under the Rolling principle, the Naive method bests all other methods, except the

FTSA - Multi in the Linear column. Here, both achieve a similar performance of 0.00006.

The RNAA also achieves this performance if one evaluates its predictions up to τL = 1,

as done for the FTSA - Multi, instead of the actual supply curve end. Of course, this

adjustment would also decrease the RNAA’s MSABC for the total range; for more details,

see Table A.3. Under the Ahead principle, the Naive method performs remarkably well,

again. The only method that outperforms the Naive one is the RNAA. It can reduce the

MSABC of the Naive method by 36.1% (Ahead, Linear).

The RNAA’s attention mechanism produces attention weights based on the training set

48



Chapter 3

Table 3.5. Forecast accuracy evaluation (supply curve case).

Rolling Ahead

Range Method Step Linear Step Linear

Naive 0.00195 0.00192 0.00922 0.00915

Bosq 0.00219 0.00207 0.01179 0.01117

FTSA - Uni 0.00185 0.00171 0.00956 0.00904

FTSA - Multi 0.00181 0.00168 0.00815 0.00770

Total

RNAA 0.00163 0.00148 0.00777 0.00663

Naive 0.00012 0.00006 0.00053 0.00036

Bosq 0.00020 0.00008 0.00077 0.00056

FTSA - Uni 0.00018 0.00007 0.00063 0.00044

FTSA - Multi 0.00016 0.00006 0.00057 0.00038

Upper quartile

RNAA 0.00019 0.00007 0.00027 0.00023

Note: The table summarizes the MSABC between the true curve and the pre-

dicted curve under the Rolling and Ahead principle. The FTSA methods (Bosq,

FTSA - Uni, FTSA - Multi) are evaluated up to 1 [truncated supply curve].

The RNAA is evaluated up to the true end of the supply curve [non-truncated

supply curve]. The column Range defines the starting point, i.e., the total range

is from τ0 = 0 to τL ≥ 1, which depends on the methods. The upper quartile

starts at the average upper quartile of 0.7598. The area under the curves is

approximated by a stepwise connection of two points (Step) or by a linear in-

terpolation (Linear).
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as in the previous sections. Fig. 3.7 displays the corresponding attention plot. Contrary

to the attention plot in the functional case, this plot shows that the RNAA considers the

last third of the input sequences more relevant for the complete target sequence than the

remaining parts. Moreover, the deviations are visibly higher than in the functional case,

where the focus has been on the price dimension. In the supply curve case, the focus partly

shifts to the capacity dimension since each step is a bid consisting of the capacity price

and the capacity. Combined with the attention plot, this leads to an interesting insight:

when using the supply curve’s price dimension only and the forecast is restricted to the

prices without considering the irregular spacing given by the bid sizes, valuable information

might be lost.

Figure 3.7. Attention plot (supply curve case).

Note: The sequences consist of the supply curve as they were observed. The attention weights displayed in

the attention plot are the average of all input and target training sequences. The model was trained on

the data from 2011/06/27 to 2017/12/11. The coloring illustrated from light to dark shades the amount

of attention assigned in ascending order. Attention weights over the 99.5% quantile are grouped in the

darkest category for visualization reasons.

3.7 Note on implementation

This section briefly discusses some remarks regarding the implementation of the RNAA

in Keras. Keras is an API that makes model building straightforward and has a large,

helpful, and active community along with extensive documentation and development guides.

It runs on top of TensorFlow 2.0, an open-source library for differentiable programming

developed by GoogleBrains, which has a focus on deep learning and provides scalability and

cross-platform capabilities, such as execution on CPU, GPU, TPU, or even mobile devices.

The routines are designed for Python 3.7, and care was taken to ensure that the results are

reproducible by restricting random initialization and preventing multi-threading. The latter

limits the computation power of devices significantly. But since the parameter number of
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the RNAA is small compared to, for example, image classification networks that come with

the installation of Keras18 and moderately deep, the RNAA is trainable on a personal

device in reasonable times. On an i7-6700K Intel-based desktop, the search for an optimal

model in the univariate case was conducted in 15 minutes and the initial epoch, in which

the graph of the model is set up, took 7 seconds while each consecutive training epoch took

less than 1 seconds. In the functional case, the Tuner took for the search approximately 1

hour, and the initial epoch was computed in 13 seconds and each additional epoch in 4

seconds. In the supply curve case, the epoch time of the training increased to 8 seconds.

So, to summarize, the computation times are within a very appealing range, mostly due

to the compactness of the RNAA, which is still scalable for better performance or more

complex cases, while more potent hardware or cloud solutions keep the execution times

short. The Decoder with attention mechanism was implemented so that it could be used in

a TensorFlow 2.0 and easily added to other models. Moreover, this project provides classes

for data preparation, visualization, and analysis. Given the fast pace of change in Python,

the reproducibility and usability are limited to a similar environment to the one it was

developed in, which is easily created by package management tools such as Anaconda. The

RNAA uses the functional API of Keras for the multiple input functionality, and in the

terminology of TensorFlow, the Attention-Decoder GRU, the joint Python implementation

of GRU and attention mechanism, is a cell class developed in this project. An RNN layer

loops through this cell for each step of a sequence.

3.8 Conclusion

This paper introduces the RNAA, a recurrent neural network with encoder-decoder archi-

tecture, an attention mechanism, and an imposed autoregressive input data structure. The

RNAA learns to match an input sequence to a target sequence and their within-sequential

dependencies while autonomously deciding which part of the encoded input sequence should

be paid attention to under teacher forcing.

The performance of the proposed model is evaluated on data from the German balancing

market. The RNAA improves in all benchmark cases the naive forecast approach. In the

univariate case, where it is compared to an ARMA-GARCH model, it shows more precise

predictions, and the introduced attention plot allows to gain insight into the relevance of

sequence parts. In the functional case, the RNAA exhibits a convincing better performance

which is extended to the supply curve case, where the observations are used without

truncation or smoothing. In the last case, it easily outperforms simple NN approaches.

Moreover, it allows discovering the relevance of multivariate bids for the prediction quality,

and for the German balancing market, the middle and last segments of bids appear to be

most relevant. To summarize, the RNAA is well suited for predicting supply curves.

The potential of the RNAA is not limited to this prediction task at hand but can extend

and improve existing models. Staying in the world of electricity prices, one could imagine

18See the overview of famous networks at Link or Online (2022d).
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building on the idea of Shah and Lisi (2020) and Ziel and Steinert (2018) by modeling

the sales and purchase curves separately by an RNAA and also adding a mapping to the

actual electricity price, which should deliver promising results.

The model can also easily be augmented for the inclusion of external predictors. When

information for each step is available, it can be taken into account by including it as an

additional column, as illustrated in the supply curve prediction section. Moreover, when

external variables impact the complete supply curve but are only observed as a scalar

in each period, the extension of the RNAA is straightforward. An additional attention

mechanism can include, weight, and scale these covariates so that the RNAA has not only

access to additional information but can also illustrate its relevance. As there is some

consensus in the EPF that the inclusion of external predictors leads to better predictions,

more precise prediction can be expected by these augmentations, and the presented results

for the German balancing market show only a fraction of the potential of the RNAA. Given

the wide range of application opportunities, this article hopefully contributes a flexible

and intuitively appealing approach for future research.
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Round-number Effects in Bargaining:

Bias vs. Focal Point19

It is a well-established fact that there is a variety of biases when it comes to numbers. There

is ample evidence of left-digit bias (Busse et al., 2013; Englmaier et al., 2018; Lacetera

et al., 2012), the role of prominent numbers in decision processes (Converse and Dennis,

2018), and the clustering of prices at round numbers in the real-estate market (Pope et al.,

2015; Repetto and Solís, 2019) and the energy market (Shah and Lisi, 2020; Ziel and

Steinert, 2016). There is a growing body of literature that recognizes the importance of

precise ($1.67) and round numbers ($2.0) in decision-making. In particular, initial offers

play an important role as anchors in the bargaining literature (Janiszewski and Uy, 2008;

Loschelder et al., 2014). Mason et al. (2013) report making precise offers is a signal of being

more informed compared to someone making a round offer. Hukkanen and Keloharju (2019)

even advise not to initiate a bargaining process with a round number. Yan and Pena-Marin

(2017) argue that round-number offers signal “completion” and “goal achievement” and are

consequently linked to a higher acceptance propensity.

We study the role of round numbers in bargaining situations and whether their effect

can be explained by preferences for round numbers (round-number bias) or by their role as

a solution for a coordination problem (focal point). We hypothesize that faster decisions

and higher acceptance frequencies result from a round-number bias, focal points, or both.

To investigate this, we provide first empirical evidence of a negative correlation between the

duration of a bargaining process and the usage of round price offers. For this finding, we

exploit the vast data set of Backus et al. (2020), which covers over 11 million observations

of eBay bargaining protocols with the so-called Best Offer option enabled. Our finding is

robust and highly significant but does not allow for a causal interpretation of the role of

round numbers.

For this purpose, we design an online experiment that incorporates a dynamic bargaining

game. We record the decisions of participants to accept or reject a random offer that

might be round or non-round. Based on our first treatment, we obtain a measure for

19This chapter is based on the joint work Lauf and Schlereth (2022).
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the preference for round numbers as we eliminate any dependency on the decisions of

others for the participant. In the second treatment, we keep the incentive structure, but

additionally introduce a coordination problem where the effect of the participant’s decisions

now depends on the decisions of a second participant. Comparing the first and the second

treatment sheds further light on the effect of round-number bias or the role of round

numbers as focal points in the spirit of Schelling (1960). In our framework, this means

that despite potentially having no round-number bias, participants might accept round

offers because they believe their partners are more likely to accept round offers. We made

sure that there is no reason for the round-number bias to be different across treatments,

other than their possible role as tools for coordination.

Our experiment confirms the finding from the eBay data set that round offers facilitate

faster acceptance. In addition, we find clear evidence of a round-number bias. Participants

are more likely to accept round offers. Finally, we do find evidence for round numbers

serving as focal points, but only under certain conditions. We find significant increases in

acceptance frequencies of round numbers for female participants under coordination for

less advantageous offers. No such effect can be seen for more advantageous offers. The

offer’s advantageousness is determined by its potential payoff for the participant. For male

participants, the patterns look similar but are less pronounced and non-significant.

Our paper contributes to various strands of the literature related to negotiations, focal

points, the salience of roundness, and round-number bias. In general, negotiations are

instruments to find solutions for disagreements in various fields, such as trade, politics, and

social life. We are interested in the potential role of round numbers in price negotiations.

Here, round numbers might serve as focal points to reach agreements as introduced

by Thomas Schelling. He argues that focal points constitute a solution not necessarily

depending on logic but frequently on prominence or conspicuousness. When numbers are

involved, outcomes show a strong tendency towards simplicity in the form of roundness

(Schelling, 1960).

The first strand of literature investigates negotiations in an experimental setting.

Recent evidence supports Schelling’s argument that payoff-irrelevant but conspicuous labels

for players’ strategies, e.g., “Option A” or “Option B”, facilitate coordination in tacit

bargaining, that is, situations in which communication is not possible. Coordination games

can model such situations. For example, they may involve two players choosing a strategy

from a common set and receiving a payoff only when they chose the same strategy (Mehta

et al., 1994b). The literature found saliently labeled strategies can serve as focal points in

one-shot coordination games (Bardsley et al., 2010; Crawford et al., 2008; Mehta et al.,

1994a; Parravano and Poulsen, 2015). We embedded a form of a coordination game in our

second treatment as participants must accept the same offer. Our design differs through

its dynamic character and the fact that we place label and payoff in the same domain. The

number 10 might not only be the number that lies equidistant between 9 and 11, but could

also serve as a salient label.
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Besides the salience of labels, other features and payoff asymmetry may influence

coordination. For example, Isoni et al. (2013) introduce the bargaining table game and

study spatial salience. They find that focal points increase efficiency in a tacit bargaining

game, even when these cues induce unequal payoff divisions. Isoni et al. (2019) find that

salient labeling increases coordination success, but they also document minor and major

disruptive effects of payoff inequality and conflict of interest. In our experimental design,

payoffs are symmetrical for now, but our design would allow us to easily incorporate

asymmetric payoffs to study their impact on coordination further.

Empirical work has shown that the visual representation of numbers influences the

outcome of economic decision-making. A prominent example is the literature on the

left-digit bias. Lacetera et al. (2012) provide evidence for a left-digit bias of consumers

in the wholesale used-car market. They report threshold effects at 10,000-mile odometer

marks resulting in discrete price drops. Moreover, Busse et al. (2013) analyze retail data

on used cars and arrive at the same conclusion. Finally, Englmaier et al. (2018) also

report price discontinuities at salient mileage thresholds for the European market and

extend the analysis to the age of the car. One possible explanation of these findings is an

overestimation of the distance to the next round mileage when cognitive constraints result

in only the leftmost digits being processed. For example, a car with 20,000km is perceived

as far less valuable than one with 19,999km. We add to this strand of the literature by

studying visually salient round numbers and their effect on decision-making in negotiations.

For this purpose, we conducted an empirical analysis of a recently published data set

from a well-known platform - eBay. Besides auctions, eBay offers a platform for sequential

bargaining, which is named “Best offer”. Backus et al. (2020) collected a data set of eBay

transactions and listings. Their study focuses on comparing their results from the data

with theoretical predictions from the bargaining literature. In Backus et al. (2019), they

utilize the same data and find evidence for cheap-talk signaling in the use of round-number

listing prices and offers. They document a trade-off. Round-number offers are on average

lower but are more likely to sell. In our analysis, we focus on how round numbers affect

the duration of negotiations.

There does, however, also seem to be a perceptional difference between round and

non-round numbers, even in the absence of stressful situations. The psychological literature

has long recognized the relevance of how numbers are presented, i.e., whether they are round

or prominent (Converse and Dennis, 2018). Rosch (1975) finds that such round numbers

serve as reference points in lab settings. Empirical findings for marathon runners (Allen

et al., 2017), baseball, SATs, lab experiments (Pope and Simonsohn, 2011), and preventive

health behavior (Wadhwa and Zhang, 2019) support this. Converse and Dennis (2018)

provide evidence for round-number effects in financial market data and experiments. In

five studies simulating real-world scenarios, such as buying coffee or selling a textbook, Yan

and Pena-Marin (2017) discover that offers’ roundness increases the willingness to accept

in experimental bargaining in line with their hypothesis that round numbers symbolize
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completion. Lin et al. (2020) analyze 2,000 classroom experiments where the simplest form

of bargaining, an ultimatum game, was conducted and find clear spikes at offers that are

multiples of 10. Our approach provides another perspective, covering cooperation and focal

points. We contribute a novel design focusing on the decision to accept an offer without

the influence of scenario-based stimuli or communication between subjects.

A synthesis of the strands of literature on focal points and round numbers is the study

of Pope et al. (2015). They find evidence in support of round numbers serving as focal

points in high-stake real estate negotiations. Still, they raise the question of to which

extent a round-number bias or the role as a focal point is responsible for the relevance of

round numbers in negotiations. Our paper addresses this question by providing a novel

experimental framework to make a clearer distinction.

The remainder is structured as follows. Section 4.1 discusses our empirical analysis of

the eBay data set and the motivation for our experimental design, which we present in

Section 4.2. In Section 4.3, we present our experimental results. Section 4.4 concludes.

4.1 Empirical evidence from eBay

It is a common phenomenon that in real-world negotiations such as buying a used car or

when participating in auctions and garage sales, the final prices surprisingly often tend

to be round. We were interested in whether this tendency is also associated with other

outcomes of the bargaining process, such as the acceptance frequencies and the swiftness

of negotiations. We found such a relationship, for which we provide the empirical evidence

in the following. For this purpose, we use the data from Backus et al. (2020), who made

available millions of records of single-unit fixed-price listings from May 2012 to June 2013

on the US eBay site, where the “Best Offer” option was enabled.

Seller

all potential buyers

Time

• sets initial/Buy-it-

now price

Sale

Buyer

offer

• buy for initial price

• make an offer

• accept

• reject

• counter

Seller

Buyer

counteroffer

• accept

• reject

• counter

�inal price

Seller

offer

exchange

Thread: from Buyers’	initial	offer	to	Sale

Figure 4.1. Illustration of the “Best Offer” option on eBay.

The procedure on eBay illustrated in Fig. 4.1 is as follows. First, a seller sets an initial

price for the item to be sold, also called the “Buy-It-Now” price. Then, all potential buyers
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can instantly buy the item for this price or if the “Best Offer” option is enabled, send the

seller an alternative price offer. Next, the seller can accept or reject this offer or make a

counteroffer giving the buyer the same possibilities. Both can make at most three offers,

and each is valid for 48 hours. Finally, the item is sold for the final price if both parties

agree. Otherwise, the negotiations fail.

Backus et al. (2019) document that using round numbers is associated with lower prices

for the seller as argued in the literature (Hukkanen and Keloharju, 2019; Janiszewski and

Uy, 2008; Loschelder et al., 2014; Mason et al., 2013). However, Backus et al. (2019) argue

that past research has ignored an important trade-off: a round price may come at the

benefit of a higher likelihood of a sale. They use their own extensive data set and show for

10.5 million listings that a round initial price, in the form of multiples of $100, increases

the likelihood of a sale by 3%-points to 6%-points while a share of 20% of all listings is

sold on average.20

We focus on a different aspect by analyzing the role of round numbers within successful

negotiations instead of the signaling effect of initial prices. We find that the share of round

numbers increases from 15.4% of the initial prices to 41.2% of the final prices. This might

be driven by a round-number bias but could also be due to round numbers being used as

focal points to accelerate a settlement within the bargaining process. If round final prices

are indeed associated with faster settlements, this will provide evidence for either or a

combination of both.

To this end, we use the two data sets provided by Backus et al. (2020). The first data

set consists of threads, which are sequences of offers for one buyer-seller pair bargaining

over one item as well as their responses, as shown in Fig. 4.1. Hence, one thread consists

of multiple observations, but the last (most recent) observation covers the bargaining

outcome and the price for which the bargaining parties settled. The second data set holds

information on the items within the threads of the first data set, such as its condition

and the category it falls within. We developed an algorithm that processed and merged

both data sets. In particular, we collected the duration of each thread, its final price, and

additional information on the sold item in a new data set. The duration is the time passed

between the first and last observation within one thread, and we matched it with details

on the corresponding item. Appendix B.1 provides more information about our algorithm.

In total, we collected 11.1 million threads, and Table 4.1 summarizes the data.

For our empirical analysis of bargaining times, we introduce the following notation.

Let i be the identifier of a successful thread, where the seller sold the item for the final

price pi. The thread’s duration is captured by ∆ti and represents the time between the

buyer’s initial offer and the last observation in the thread, which either is the automatic

or the manual acceptance of the seller or the manual acceptance of the buyer. The set of

round prices is denoted by Υ , and IΥ (pi) is an indicator function that is equal to 1 if the

20The data set is restricted to Collectibles with an initial listing price between $50 and $550, where the

round numbers are z ∈ {100, 200, 300, 400, 500}; more details in section IV.B.3 of Backus et al. (2019).
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Table 4.1. Descriptive statistics of the eBay data.

Mean Median SD Min Max

Duration (min) 1,049.07 136.60 7,948.14 0.00 802,791.77

Periods 1.51 1.00 0.92 1.00 9.00

Final price ($) 81.11 29.00 142.98 0.99 1,100.00

Round numbers (final price) 0.41 0.00 0.49 0.00 1.00

Initial price ($) 118.84 39.99 3,307.96 0.99 6,000,000.00

Round numbers (initial price) 0.15 0.00 0.36 0.00 1.00

Number of photos 3.26 2.00 2.99 0.00 12.00

Seller’s feedback score (%) 99.67 99.86 2.10 0.00 100.00

Observations 11,090,279

Note: The table summarizes the eBay data set of Backus et al. (2020) after applying our algorithm.

The distribution of the items’ conditions and categories can be found in Table B.1 and Table B.2.

final price is round, and 0 otherwise. Each thread relates to one item, and Xi collects any

additional information on this item. We define round numbers as the 5-step intervals up to

50, followed by 10-step intervals up to 100 and extended by 50-step intervals up to 1000.

In particular, let the set of round prices be given by

Υ = {5, 10, 15, ..., 45, 50, 60, 70, ..., 90, 100, 150, 200, ..., 950, 1000}.

We estimate the model

∆ti = βIΥ (pi) + c + γXi + ui, (4.1)

where i denotes an observed successful thread, ∆ti is the duration measured in minutes, pi

represents the observed final price of the item, c is a constant, and Xi collects the condition

of the item (11 categories, baseline is “New”, see Table B.1) and the meta category of the

item (38 categories, baseline is“Collectible”, see Table B.2). We only use threads with final

prices of up to $1100, covering 98.2% of the successful threads.

The resulting data set consists of 11.09 million threads with a successful sale, where

the average initial listing price is $118.84, and only a share of 15.4% of the initial prices is

round. So, sellers started roughly every seventh thread with a round price. The parties

settled on average at a final price of $81.11, and intriguingly the share of round numbers

increased to 41.2% of all final prices. The average duration of a thread is 1,049 min 4.5 s

(SD: 7,948 min 8.34 s), but the median is 136 min and 36 s.

Table 4.2 shows the results of OLS regressions both without controls and with controlling

for the item’s condition and category. The effect of round numbers, captured in Eq. (4.1)

by β, is reported in the row Round numbers. In all specifications, we find a significant

negative relationship between the duration of a thread and the dummy indicating that the

item was sold for a round price. In particular, on average, threads ending with a round

final price were 53 min shorter than threads without a round final price (see our preferred
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specification in Column (2)). In the appendix, Table B.3 lists the results broken down for

all conditions and categories.

Table 4.2. Regression results. Round final prices and the duration of successful eBay sales.

(1) (2) (3) (4)

Duration Duration Periods Periods

Round numbers -24.82∗∗∗ -53.02∗∗∗ -0.17∗∗∗ -0.19∗∗∗

(4.91) (5.21) (0.00054) (0.00064)

Constant 1059.31∗∗∗ 1165.92∗∗∗ 1.58∗∗∗ 1.59∗∗∗

(3.02) (9.80) (0.00038) (0.0011)

Condition dummies - Yes - Yes

Category dummies - Yes - Yes

N 11,090,279 8,144,375 11,090,279 8,144,375

Note: The table reports OLS results for the two dependent variables, Duration and Periods.Duration

denotes the time between the first observation and the last observation of a thread in minutes. Pe-

riods denotes the number of offers made between seller and buyer. The table reports the coefficient

of the round number dummy as Round numbers. There are 11 condition dummies for the item,

where the baseline is “New”. The meta category of the item has 38 categories and is considered

with a corresponding number of dummies, where the baseline is “Collectible”. Missing observations

are due to incomplete recordings of condition or category. Robust standard errors in parentheses.

*** p<0.01, ** p<0.05, * p<0.10.

We assess the robustness of our findings by different checks. First, we use another

measure for duration and replace ∆ti by the number of periods of the bargaining process,

i.e., how often each party made an offer. We observe an average number of periods of 1.48

in the data. We confirm our previous result because when the final price is round, the

number of periods is reduced by 0.19 on average, controlling for the category and condition

of the item (Table 4.2, Column (4)). Moreover, we applied a placebo test by shifting each

element of Υ by 1 ahead, i.e., Υ + 1. We find that the effect is insignificant in the duration

case (β̂ = −7.84(12.7), standard error in parenthesis) and the effect on the number of

periods becomes very small (β̂ = −0.005(0.0016)), yet remains significant. We additionally

checked the influence of available covariates in the data set, such as initial listing price,

number of item’s photos, and the seller’s feedback score in Eq. (4.1), which did not change

the results.

4.2 Experimental design and implementation

We illustrated the relevance of round numbers in a real-world bargaining setting, with the

intriguing finding that the share of round numbers increases for successful negotiations, and

that negotiations that end with a round-number price are shorter. With our experiment,

we want to answer the question if, and to what extent, the acceptance of round numbers

is driven by individual behavioral biases or by round numbers serving as focal points in

negotiations. An experiment trying to answer this question must possess some essential
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characteristics. We summarize the desirable properties in the following:

Properties of the experimental design:

1. One-player and two-player: The design needs to be suitable for a one-player setup

(where individual behavioral biases might kick in) and a two-player setup (where,

additionally, focal points may play a role).

2. One change at a time: The extension to the two-player case must be possible with

only one change at a time.

3. No communication: The channel of making offers that could serve as signals needs

to be closed. Bargaining typically involves making offers to others, receiving offers, and

evaluating counter offers by another (human) party. Strategic considerations might

induce round-number effects already when making offers. Allowing participants to

freely exchange offers would make an analysis of acceptance decisions rather difficult.

4. Abstract environment: Context-specific restrictions on the offers need to be

eliminated since the bargain’s item or the environment presented in the study might

determine a particular set of reasonable offers.

5. Offer size: Round offers should not be more financially attractive than non-round

offers.

6. Upside of rejection: To avoid that subjects simply accept every offer, there must

be some value in rejecting a given offer (i.e., try to get a better offer than the current

one).

7. Downside of rejection: At the same time, rejecting a given offer must be costly,

so subjects cannot wait infinitely long (i.e., waiting incurs the risk of ending up worse

than the current offer).

8. Same number of decisions: The design must allow eliciting the same number of

decisions from each participant for the homogenization of the lengths. The reason

is that negotiations generally end when both parties agree or break down when the

continuation seems unattractive, leading to an inherent variation in the negotiations’

lengths.

Hence, our experiment is necessarily somewhat abstract, but we argue that we have

found a way to incorporate the most relevant characteristics of bargaining. Therefore, and

in favor of clarity, we limit the following section, 4.2.1, to an outline of the procedure and

postpone the detailed explanation of our design choices to the subsequent section, 4.2.2.
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4.2.1 Experimental design

The basic idea of our design is as follows: We randomly present each participant an offer

from a pre-defined offer set. Then, participants can either accept or reject that offer.

Accepting an offer might result in a payoff corresponding to the offer’s size.

We have two treatments, Single and Partner. In Single, each participant completes

10 periods. Each period consists of two steps, Preview and Decision. For Period 1, Fig. 4.2

shows the two screens that visualize the two steps. In the first step, Preview, participants

see the offer set of the current period from which they will get a randomly drawn offer;

see panel (a) of Fig. 4.2. Each offer is equally likely to be drawn within one period. In

the second step, Decision, the participants receive an offer from the set displayed in the

previous step. Then, they decide whether to accept or reject it. Additionally, they can

see the offer set of the next period; see panel (b) of Fig. 4.2. After each period, the three

largest offers are removed from the offer set. The next figure, Fig. 4.3, illustrates how in

Period 2, the first line, Line 1, is removed from the offer set. In Period 3, the next line,

Line 2, is removed (shrinking cake design). This design was explained to participants in

detail prior to the start of the experiment.

A participant’s payoff is the sum of the participation fee of $1.50 and a bonus. For the

bonus calculation, one period is randomly selected after the participants have completed

the study. We call the selected period and all subsequent periods payoff-relevant. With

this, the bonus equals the first accepted offer in a payoff-relevant period multiplied by the

conversion rate, $0.001. We added a hint about the dependency on the selected period

on the Decision page; see panel (b) of Fig. 4.2 just above the buttons. At the end of the

study, participants can view their decisions and the selected period.

In Partner, everything remains the same except for the bonus calculation. We match

each participant with another participant whom we call the participant’s partner. Both

see the same sequence of offers across the periods. As before, a randomly selected period

specifies the participant’s and partner’s payoff-relevant periods. However, in Partner, the

bonus is the first offer that both players individually accept multiplied by the conversion

rate. In other words, we introduce a coordination game in each period. If no offer in a

payoff-relevant period is accepted by both players, they each receive a zero payoff. The

hint on the Decision page is adjusted so that it additionally includes the dependency on

the partner’s decision.21

In both treatments, participants made their decisions individually and privately. We

did not allow any communication. In Partner, participants have no information about

their partner’s identity or decisions. We made sure that participants understood the

shrinking cake design and the role of payoff-relevant periods by a treatment-specific check-

21The hint can be found in Fig. 4.2 and was: Single: Remember: Whether you get the offer also depends

on the period the computer selects.; Partner: Remember: Whether you get the offer also depends on the

period the computer selects and the decision of your partner. (Italic and bold font is added here for

readability.)
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(a) Preview

(b) Decision

Figure 4.2. The two steps of Period 1.

Note: The top panel (a) is the step Preview which shows participants the offer set of the current period.

The bottom panel (b) displays the step Decision where participants can accept or reject the randomly

drawn offer in the black rectangle. The right side displays the preview of the next period. A red line marks

the removed numbers, and the gray background highlights the removal. The subsequent periods have the

same layout, except that additional lines are removed; see Appendices B.3.2 and B.3.3. Only three buttons

(“Get your offer”,“Yes”, “No”) are clickable.
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(a) Period 1 (b) Period 2 (c) Period 3

Figure 4.3. Offer set for Period 1, Period 2 and Period 3.

Note: All offers in blue boxes could be drawn with equal probability by the experimental software in the

respective period. The green box at the bottom displays the current period. The removal of the numbered

lines is illustrated by the red line crossing out 3 numbers and is highlighted by the gray boxes.

up questionnaire before the actual study. In order to control for an equal distribution of

the random offers across treatments and participants, we formed groups of 4 participants

who saw the same sequence of offers and assigned 2 participants to each treatment. We

achieved randomization by sorting people into groups by their time of arrival.

4.2.2 Discussion of the required properties

The first property is easily fulfilled by our design as the participants in Single might exhibit

a round-number bias, and Partner introduces coordination with a partner, where round

numbers might serve as focal points. The extension to the two-player case is achieved by a

single change of the bonus calculation, whereby everything else remains the same. This

satisfies property 2.

Our design focuses on the decision to accept or reject an offer. Therefore, it intentionally

does not allow communication between participants, such as freely making offers or

exchanging messages. This way, we obtain property 3. On the one hand, the design

prevents participants from sending their partner a signal by using numbers to transmit

their intentions or hints about their future behavior. On the other hand, it enables a

cleaner comparison between Single and Partner because, in the former treatment, there is

only a single participant to elicit the individual round-number bias.

Although we acknowledge that it might be interesting and possibly relevant in obser-

vational data, we need to abstract from an open bargaining approach, including commu-

nication, to distinguish between round-number bias and round numbers as focal points

while keeping the differences between both treatments minimal. Thus, we decided to make

offers exogenous. This might, of course, result in us underestimating the role of round

numbers as focal points as we omit their usage in the between-participants communication

and focus on the decision-making. Nevertheless, making the offers exogenous comes with
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the additional benefit of having the identical offer sequences in Single and Partner.

All offers in our experiment will be drawn from the set of numbers in Fig. 4.3. We chose

this set of numbers and its visual representation to have round and non-round numbers

blend in naturally with each other. Hence, we obtain property 4. In addition, the intervals

between the numbers are evenly spaced, and no number has decimal places. Moreover,

contrary to other studies, we avoid any association of the offer set with specific situations,

such as buying used cars, investing in stocks, or selling a house, since it might affect the

perception of round numbers. For each round offer, there are at least two higher non-round

offers. In particular, the average round offer is always smaller than the average non-round

offer, so, e.g., in Period 1, the average round offer is 550, and the average non-round offer is

600. We will show in Section 4.3.1 that a large set of (standard) utility functions predicts

lower acceptance frequencies for round offers (property 5).

Our bonus calculation allows us to obtain the remaining properties. Briefly summarizing

our calculation, a randomly selected period determines the payoff-relevant periods, but

the participants only learn which periods are payoff-relevant after having made all ten

decisions. So, if a participant simply accepts every offer, an undesirable offer might be the

first offer within the payoff-relevant periods and become the bonus. Hence, rejecting an

offer might be advantageous, and accepting all offers is in general not the optimal strategy

(property 6). However, rejecting an offer might be costly because the shrinking cake design

causes the three highest offers to be removed after each period, reducing the chance of

getting a better offer than the current one. Thus, there is also a potential downside to

waiting for a better offer (property 7).

Since the period in which the decisions become payoff-relevant will be disclosed at

the end of the study only, the participants should not consider previous periods at any

decision. Should they have accepted an offer in a previous period that turns out to have

been payoff-relevant, further acceptances have no impact on the bonus payment. So there

is no downside in accepting further offers in future periods. However, as they can never be

certain if a previous acceptance will indeed have been payoff-relevant, the decision in the

current period could determine the bonus. The same is true, should they have rejected all

previous payoff-relevant offers. Again, the decision in the current period could determine

the bonus. Therefore, each decision is incentivized, regardless of previous decisions. Hence,

participants should always behave as if the current period will be selected as the beginning

of payoff-relevancy and only compare the current offer to possible future ones. The hint

towards the payoff-relevancy on the Decision page reminded the participants of the bonus

calculation. Additionally, due to the post-study disclosure of the selected period, accepting

an offer does not lead to the end of the study. Still, all participants must complete all

ten periods, which yields the same number of observations from each participant for each

treatment and offer sequence (property 8).
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4.2.3 Implementation

The experiment was programmed in oTree (Chen et al., 2016). The study was conducted

on Amazon Mechanical Turk (MTurk henceforth) in December 2020 using a sample of

MTurk experienced US residents. In total, 924 participants (382 women) took part in the

experiment, earning $1.90 on average with an average completion time of approximately

7 minutes. After the experiment, participants had to fill out a short post-experiment

questionnaire. Table 4.3 summarizes descriptive statistics of the sample.22 The study was

preregistered at the AEA RCT Registry under the ID AEARCTR-0006823.

Table 4.3. Descriptive statistics of the sample.

Treatments

Total Single Partner p-value

(N=924) (N=462) (N=462)

Gender

Female 382 (41.3%) 198 (42.9%) 184 (39.8%) 0.350

Male 542 (58.7%) 264 (57.1%) 278 (60.2%)

Age (years)

Mean (SD) 37.9 (10.9) 38.0 (10.6) 37.7 (11.1) 0.540

Education

Less than a high school degree 4 (0.4%) 3 (0.6%) 1 (0.2%) 0.692

High School Diploma 76 (8.2%) 37 (8.0%) 39 (8.4%)

Vocational Training 7 (0.8%) 2 (0.4%) 5 (1.1%)

Some College 82 (8.9%) 36 (7.8%) 46 (10.0%)

Associate’s degree 59 (6.4%) 29 (6.3%) 30 (6.5%)

Bachelor’s degree 501 (54.2%) 262 (56.7%) 239 (51.7%)

Master’s degree 177 (19.2%) 83 (18.0%) 94 (20.3%)

Professional degree 14 (1.5%) 8 (1.7%) 6 (1.3%)

Doctoral degree 4 (0.4%) 2 (0.4%) 2 (0.4%)

Note: The table summarizes the characteristics of the subject pool. The column Total shows the

number of observations for each category of gender, age and education. The columns Single and

Partner report the distribution across treatments. The column p-value reports the p-value of

tests between the two treatment groups. In particular, for Gender and Education, the χ2 test was

applied, and for Age, the Wilcoxon-Mann Whitney test.

4.3 Experimental results

In our analysis of the eBay data set (see Section 4.1), we showed that round final prices

are associated with faster decisions when the negotiations ended with the sale of an item.

Considering this finding, we start the discussion of our experimental results with a look at

22The announcement via which the participants were invited to the study can be found in Appendix B.3.1

and the instructions are summarized in Appendices B.3.2 and B.3.3.

65



Chapter 4

the time participants needed to make their decision within our experiment. To this end,

we define the decision time as the time needed to complete a period in seconds.

In a first step, we consider all decisions, acceptances and rejections alike, and Table 4.4

shows the average decision times for each treatment and the two offer types. Comparing

the top and bottom row of the table shows that decisions were made quicker for round

offers. When the observations are pooled across treatments, we find significantly quicker

decisions when a round offer was made (t-test: 9.07s vs. 10.18s; p = 0.0004). The difference

in decision times between the two offer types is 1.11s. When we control for the treatments,

we find that participants in Partner, who received a round offer, decide significantly quicker

(t-test: 9.07s vs. 10.62s; p = 0.0013) while the difference in Single yields a p-value of 0.1006

(t-test: 9.08s vs. 9.73s).

Table 4.4. Decision times.

Treatment

Offer type Total Single Partner

Round 9.07 9.08 9.07

NonRound 10.18 9.73 10.62

Note: Average decision times are reported in

seconds.

In a next step, we consider acceptances and rejections separately. When the observations

of acceptances are pooled across treatments, we find significantly quicker acceptances when

a round offer was made (t-test: 9.81s vs. 11.05s; p = 0.0054). In addition, the difference

in decision times between offer types for acceptances is slightly larger (1.24s) than in the

previous case (1.11s). When we control for the treatments, we find that participants in

Partner accept round offers significantly quicker (t-test: 9.75s vs. 11.52s; p = 0.0112) while

the difference in Single (t-test: 9.88s vs. 10.55s; p = 0.2123) is not significant. For the

rejections, we observe a similar picture with a difference in decision times of only 0.73s but

with shorter decision times in general. The corresponding tables and details can be found

in Tables B.4 and B.5 in Appendix B.2.1.

Generally, there appears to be a difference in decision-making when round numbers

are involved. Round numbers seem to trigger faster decisions. Since our offer set for each

period is designed so that there are two larger non-round offers for each round offer, and

the size of the offer is directly related to the potential payoff, round offers are on average

less favorable than non-round ones. Hence, the decision times of rejections being smaller for

round offers comes with no surprise, albeit the difference is very small and just significant.

Intriguingly, round offers were also accepted quicker, leading to a more sizeable decrease in

decision times between round and non-round offers than the rejections. We now turn to

the likelihood that an offer was accepted and the role of round offers. For this purpose, we
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calculate the acceptance frequency as the fraction of participants that accepted a given

offer. Alternatively, in more practical terms, this is the number of participants who clicked

on “Yes” in the Decision step in panel (b) of Fig. 4.2 relative to all participants.

4.3.1 Acceptance frequencies

In a preliminary step, we show that within our experimental framework a large set of

(standard) utility functions (such as risk aversion, risk neutrality, or quantal response)

predict lower acceptance probabilities for round offers and hence would not be consistent

with an experimental finding of higher acceptance frequencies for round offers. We will

show that this holds before the start of the experiment by showing that it holds before any

period.

To this end, let the ten periods be denoted by t = 1, 2, . . . , 10. As outlined in Sec-

tion 4.2.1, the top line of the offer set is removed after each period. Thus, the offer set

in period t is a matrix Xt = (xi,j) , where i ∈ {1, 2, ..., mt}, mt = 11 − t and j ∈ {1, 2, 3}.

By construction, for all i, we have (a) xi,1 > xi,2 > xi,3, (b) xi,1 and xi,2 are non-round

numbers, and (c) xi,3 is a round number.

For some offer xi,j from Xt, let pt (xi,j) denote the probability that xi,j is accepted in

period t, given some utility function u (xi,j), where the outside option, i.e., the expected

utility of rejecting and waiting for some future period, is denoted by µt. From the

perspective of the beginning of period t (i.e., before an offer has been randomly drawn),

the probability that, given a round offer is made, it will be accepted is given by

P R
t =

∑mt

i=1 pt(xi,3)

mt
. (4.2)

Analogously, the probability that, given a non-round offer is made, it will be accepted is

given by

P NR
t =

∑mt

i=1 (pt(xi,1) + pt(xi,2))

2mt
. (4.3)

Proposition. The probability that round offers are accepted is lower than the probability

that non-round offers are accepted (i.e., P R
t ≤ P NR

t ) if pt (xi,j) is weakly increasing in xi,j.

In particular, this is the case if the agent has standard risk-neutral preferences, standard

risk-averse preferences, or follows quantal-response behavior. In the case of quantal-response

behavior, the above inequality holds strictly.

Proof. Substituting Eq. (4.2) and Eq. (4.3) in P R
t ≤ P NR

t yields

mt∑

i=1

pt(xi,3) ≤ mt

2mt
︸ ︷︷ ︸

= 1
2

mt∑

i=1

(pt(xi,1) + pt(xi,2)) . (4.4)

Inequality (4.4) is satisfied if

pt(xi,3) ≤ 1

2

(
pt(xi,1) + pt(xi,2)

)
(4.5)

is satisfied for all i. The monotonicity of pt (·) and xi,1 > xi,2 > xi,3 imply that this is the

case.
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pt (xi,j) is weakly increasing in xi,j if the decision-maker has a utility function u (xi,j)

that is weakly increasing in xi,j (which is, for example, the case under risk neutrality

or risk aversion): a rational decision-maker would accept any offer xi,j where u (xi,j) is

weakly greater than the outside option µt. Thus, pt (xi,j) = 1 whenever u (xi,j) ≥ µt, and

pt (xi,j) = 0 otherwise.

For a decision-maker following quantal-response behavior, the probability to accept an

offer is given by

pt (xi,j) =
1

1 + eλ(µt−u(xi,j))
, (4.6)

again resulting in monotonicity of pt (xi,j) in xi,j . In this case, pt (xi,j) is strictly increasing

in xi,j whenever u(xi,j) is strictly increasing in xi,j .

Having thus shown that P R
t ≤ P NR

t holds for every period t, it also holds in general.

4.3.2 Round-number effects

We now turn our attention to the experimental results as they relate to our research

question. We are interested in the presence of round-number effects and possible differences

between individual and cooperative decision-making.

Our analysis starts by estimating a simple linear probability model with the offer

acceptance as the dependent variable. Offer acceptance is a binary variable equal to 1 if

an offer was accepted or 0 otherwise. In a first specification, we regress acceptance on a

dummy variable for the treatment and an indicator for round numbers. We also add the

interaction of these two variables to allow for differences of round-number effects between

treatments. The results of this regression are presented in Column (1) of Table 4.5.

In light of our theoretical predictions, we would expect round numbers to have lower

acceptance frequencies, should there be no round-number bias. In Column (1), we do

indeed find a negative sign for the round-number dummy, but the effect is not significant.

This insignificance provides a first hint at the presence of round-number effects. We find a

slight but significant increase in acceptance frequencies in Partner. The interaction term

represents the additional effect of round offers in Partner. The negative sign implies that

participants are less likely to accept round offers, but it is not significant.

For a more in-depth analysis, we control for the size of an offer. It seems quite

reasonable to assume that, ceteris paribus, higher offers are more likely to be accepted. In

our experimental set-up, however, the size of an offer has to be evaluated in relation to the

current period. An offer of 233 might not be attractive in period t = 1, but much more

attractive in period t = 8. We, therefore, need to control for the relative size of the offers

in our analysis. Hence, we introduce the offer share.

The offer share is defined as st = xt

xmax,t
, where xt is the offer in period t and xmax,t is

the largest possible offer in period t. Thus, for a given period, the offer share measures the

relative size of a given offer compared to the largest possible offer. Given our parameters,

it follows that s1 ∈
[

100
1067 , 1

]

in the first period.

Fig. 4.4 shows the acceptance frequencies for each observed offer share (gray dots)
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Table 4.5. OLS Regression. Dependent variable: Offer acceptance.

(1) (2) (3) (4)

Sample: Total Total Female Male

(Intercept) 0.620 *** 0.230 *** 0.225 *** 0.235 ***

(0.012) (0.023) (0.035) (0.029)

Offer Share 0.596 *** 0.580 *** 0.608 ***

(0.025) (0.038) (0.032)

Treatment: Partner 0.030 * 0.030 * 0.065 ** 0.006

(0.018) (0.018) (0.027) (0.024)

Round Offer -0.021 0.045 *** 0.056 *** 0.036 **

(0.014) (0.014) (0.020) (0.018)

Treatment: Partner x Round Offer -0.010 -0.010 -0.016 -0.005

(0.021) (0.020) (0.030) (0.026)

N 9240 9240 3820 5420

R2 0.001 0.099 0.098 0.100

Note: The offer acceptance is a binary variable equal to 1 if the participant accepted an offer

and 0 otherwise. Standard errors in parentheses are heteroskedasticity robust and clustered

on the individual level. The results in columns (1) and (2) are based on the total sample. The

results in columns (3) and (4) are based on the female and male sub-sample, respectively. ***

p < 0.01; ** p < 0.05; * p < 0.1.

and the evaluated fit (curve) of a Nadaraya–Watson kernel estimation where we pool the

observations from both treatments. Not surprisingly, the curve illustrates that higher offer

shares are more likely to be accepted. This allows us to investigate how round offers affect

acceptance frequencies in more detail.

Consider Column (2) of Table 4.5. We add the offer share to our linear probability

model. Unsurprisingly it is significant and drastically increases R2. The coefficient on the

round-number dummy now turns positive and is significant at the 1%-level. The other

coefficients remain qualitatively and quantitatively unchanged. Thus, on average, ceteris

paribus, round offers were about 4.5%p more likely to be accepted.

By separating the data by our two treatments, we can observe differences in how these

round-number effects influence acceptance decisions. We split the data into four distinct

categories: by treatment (Single, Partner) and by offer type (Round, NonRound). For

each category, we estimate a Nadaraya–Watson kernel regression. Fig. 4.5 visualizes these

estimates for each treatment (Single: gray, Partner: black) for round offers (solid line) and

non-round offers (dashed line).

We observe an intriguing pattern. To illustrate the pattern more clearly, we present

separate figures for each treatment. The left frame of Fig. 4.5 shows the Single treatment.

For smaller offer shares, we observe no differences between round and non-round numbers.

For higher offer shares, the solid line representing round numbers lies above the dashed
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Figure 4.4. Acceptance frequencies for the pooled sample.

Note: The curve is based on a Nadaraya–Watson kernel estimator using a normal kernel with a bandwidth

of 0.4. The gray dots represent the frequency of acceptance for a given offer share.

line representing non-round numbers. This implies that for higher offers, round numbers

are more likely to be accepted by our subjects. Conversely, this does not seem to be the

case for relatively low offers. In the right frame of Fig. 4.5, in Partner, the pattern is

reversed. The solid line lies above the dashed line only for smaller offer shares, while no

major differences can be seen for larger offer shares. Thus, if anything, there is a higher

frequency of accepting lower round numbers. Nevertheless, in both treatments, the solid

line (which represents round offers) is above the dashed line, which indicates that round

offers are more likely to be accepted in general. We will refer to the differences between

the acceptance frequencies for round and non-round numbers as round-number effect for

now, as we will later disentangle whether this effect is driven by bias or coordination.

Over the last decades, studies in behavioral economics have shown that women and men

exhibit different behavior in several economic domains. For example, it is often found that

men are less risk averse than women, less charitable, and more competitive (see e.g., Croson

and Gneezy, 2009; Niederle, 2016). It might be possible that there are also differences

between men and women when it comes to bargaining and round-number effects.

There are more men than women in our sample (58.7% vs. 41.3%), but we do not find

that one sub-sample received higher offers or more round offers or that men and women

were unequally distributed into treatments..23

Consider now Columns (3) and (4) in Table 4.5. For both sub-samples, there is a

positive round-number effect. The effect is stronger for the female sub-sample at 5.6%p

23The Mann-Whitney test on the offer size between the two sub-samples yields a p-value of 0.1832

and a p-value of 0.2728 for the same test on offer share. The treatments are independently distributed

across gender sub-samples (χ2, p = 0.3497). The number of round offers is independent of the gender (χ2,

p = 0.7796).
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Figure 4.5. Acceptance frequencies for the treatment and offer type sub-samples.

Note: The curves are based on a Nadaraya–Watson kernel estimator using a normal kernel with a bandwidth

of 0.4. The gray dots represent the frequencies to accept for a given offer share. The gray lines represent

the Single treatment in the left frame, and the black lines correspond to the Partner treatment in the right

frame. The offer types are illustrated with solid lines for round offers and dashed ones for non-round offers.

with significance at the 1%-level. For the male sub-sample, the coefficient is 3.6%p, and

is significant at the 5%-level. Women also react differently to the treatment than men,

showing an increase in acceptance frequencies in Partner of 6.5%p at the 5%-level. The

interaction term is insignificant in both sub-samples.

In a next step, we repeat the exercise from before to analyze the effect of non-round

and round offers in both treatments by splitting each gender sub-sample into four distinct

categories and estimating a curve for each of these. A visual analysis confirms that there

are indeed behavioral differences between men and women.

The curves in Fig. 4.6 visualize for each category the acceptance frequencies, where

the left panel presents the female sub-sample and the right one the male sub-sample.

Differences with respect to gender are clearly visible here. For the female sub-sample the

pattern we observed in Fig. 4.5 for the pooled sample is even more pronounced. Again, the

solid line in Single lies above the dashed line for higher offer shares, while in Partner, it

lies above the dashed line only for lower offer shares. In general, for the female sub-sample,

round offers are more likely to be accepted than non-round offers, as indicated by the fact

that the solid line is almost always above the dashed line in each treatment. In the male

sub-sample, the curves are very close to each other and almost overlapping. If anything,

there is a tendency for the solid line to be above the dashed line, implying that round

offers are more likely to be accepted. Analogous to the analysis without controlling for

gender, men and women are more likely to accept round offers than non-round offers in

both treatments. However, the intriguing patterns of the round-number effects in Fig. 4.5
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appear to be mainly driven by the female sub-sample. Therefore, we focus on the female

sub-sample for further analysis.

Female Male
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Figure 4.6. Acceptance frequencies for the treatments and offer types by gender.

Note: The curves are based on a Nadaraya–Watson kernel estimator using a normal kernel with a bandwidth

of 0.4. The gray dots represent the frequencies to accept. The gray lines represent the Single treatment,

and the black lines correspond to the Partner treatment. The offer types are illustrated with solid lines for

round offers and dashed ones for non-round offers.

4.3.3 Round-number effects in the female sample

We summarize our findings in Result 1 and Result 2.

Result 1 In Single, we find evidence of round-number bias for sufficiently high offers.

For lower offers, this bias vanishes.

Result 2 Comparing Single and Partner, we find evidence of round offers serving as focal

points for sufficiently low offers. For higher offers, the usage as focal point vanishes.

We provide evidence for these results by referring to the four panels in Fig. 4.7. As

shown before, the effects differ for high or low offer shares. Hence, we define four equally

spaced segments of offer shares (S.1, S.2, S.3, S.4). In Fig. 4.7 these segments are marked

by vertical dotted lines (at 0.094, 0.320, 0.547, 0.773, 1). All curves are obtained by a

Nadaraya–Watson kernel estimator using a normal kernel with a bandwidth of 0.4. The

gray dots represent the frequencies to accept for a given offer share. Note that offer share

does not start at zero but 100/1067, as 100 is the smallest possible offer in every period.

The gray lines represent the Single treatment, and the black lines correspond to the Partner

treatment. The offer types are illustrated with solid lines for round offers and dashed ones

for non-round offers. At the bottom of Fig. 4.7, the results of χ2-tests are reported with

*** p<0.01, ** p<0.05, * p<0.10. The test is based on the counts of accepted offers in the

respective segments for the indicated category.
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We start by analyzing acceptance frequencies in Single. In this treatment, there is no

strategic interaction, and hence decisions reveal pure preferences. The estimated curves

can be seen in panel (a) of Fig. 4.7. In S.1, the curve for non-round offers is slightly above

the curve for round offers, but the difference is rather small. A χ2-test shows no significant

differences between acceptances at round and non-round numbers in S.1 (p = 0.285).24 In

S.2, there seems to be a switching point. Round-number acceptance increases stronger

than non-round number acceptance. However, the difference in this segment is also not

significant (χ2, p = 0.620). The difference becomes larger in S.3 and S.4. Round-number

acceptance is now clearly above non-round number acceptance and significant for these

segments (χ2, S.3: p = 0.059, S.4: p = 0.017). This is evidence for the presence of

round-number effects in Single. As decisions in Single reveal pure preferences, only a

round-number bias can explain these differences. Thus, we conclude that round-number

bias emerges for sufficiently high offer sizes and grows stronger when the offer size increases

(Result 1). The regression analysis in Appendix B.2.3 confirms this result.

As for the interpretation of these results, we think this hints towards a heuristic decision

process where low offers will be declined right away, notwithstanding whether they are

round or not. When offer share increases to a certain level, that makes acceptance at least

a possibility, this is where the round-number bias comes into play.

In panel (b) of Fig. 4.7, we add the acceptance frequency for round numbers in Partner

represented by the black solid line. The acceptance of round numbers in Partner is clearly

higher in Single in S.1, and the difference is significant (χ2, p = 0.006). With increasing

offer share in the other segments, the difference in the acceptance of round numbers

between the treatments vanishes (χ2, S.2: p = 0.290, S.3: p = 0.732, S.4: p = 0.870). So,

when participants have to consider a partner in the Partner treatment, it results in higher

acceptance of round numbers for low offer shares.

We now turn our attention to panel (c) of Fig. 4.7. Here, we are able to analyze the

treatment effect for non-round numbers. We see that the black dashed line is above the

gray dashed line over the entire range of offer shares. This implies that the acceptance

frequency for non-round numbers increases when the subjects’ payoff also depends on the

other player’s decision. In S.1, this difference is not significant, with a p-value of p = 0.995,

as illustrated in the figure. With increasing offer share, the differences become significant

(χ2, S.2: p = 0.134, S.3: p = 0.008, S.4: p = 0.009). Hence, in Partner, acceptance is more

likely.

In panel (d) of Fig. 4.7, we add the solid black line indicating the acceptance frequencies

in Partner at round numbers. There are two interesting observations concerning this line.

First, for high offer shares as in S.3 and S.4, there is no visible difference between round

24The χ2-tests are conducted for each offer share segment. The test hypothesis is at the bottom of each

segment. Bar graphs can also represent the frequencies, see Fig. B.1. Since these tests are conducted

segment-wise, the test only controls mildly for offer share. The curves serve as a graphical representation of

considering the whole range of offer share to compensate for this.
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and non-round numbers within Partner. Considering the round-number effects in Single,

we would have expected the solid line to be above the dashed line, i.e., again a form of

round-number bias as in Result 1. No such bias is present for the Partner treatment in S.3

(χ2, p = 0.354) and S.4 (χ2, p = 0.557). Second, for low offer shares, as in S.1, we now find

that the black solid line lies above the black dashed line. This difference is significant (χ2,

p = 0.083). Thus, there seem to be round-number effects for low offer shares in Partner

in segments where we would not expect round-number effects, as none were present in

the respective segments in Single. This can evidently not be explained by preferences for

round numbers because otherwise, we should have seen round-number effects in Single

in S.1. A possible explanation is that round numbers serve a coordinative role that only

becomes relevant in Partner (Result 2). It might be the case that, once offer share is

sufficiently large, this need for coordination becomes less important, as acceptance becomes

more likely in general. For increasing offers, we see the pattern previously discussed. In

S.3 and especially S.4, there are hardly any differences between the solid black line and

black dashed line. This, again, is a striking observation, as it indicates no round-number

bias in Partner on segments where we observe a round-number bias in Single. A possible

interpretation is that subjects, when confronted with the need for coordination in Partner,

shift from heuristic decision-making towards a more thorough computation of expected

gains, thereby eliminating the round-number bias. Assuming that subjects operate in such

a mode of thorough computation when making decisions in real life, would thus imply

that round-number clusters in observational bargaining data are, to a considerable extent,

driven by coordination.

To evaluate the robustness of our results, we estimate the linear probability models from

Columns (2)-(4) of Table 4.5 separately for each segment. For details, see Appendix B.2.3.

The results are qualitatively, quantitatively, and with respect to their statistical significance,

in line with our graphical analysis and the non-parametric tests.

4.4 Conclusion

We studied the role of round numbers in bargaining settings. Analyzing observational

data, we found that throughout the bargaining process, the share of round-number offers

and counteroffers increases. Also, negotiations with a final price that was round were on

average shorter, as measured by both, total duration and the length of the offer-counteroffer

sequence.

By developing a novel experimental framework, we are able to analyze the differences

between round-number effects in individual and cooperative settings. We find robust evi-

dence for the presence of round-number effects in the form of higher acceptance frequencies

in our experiment. The channels resulting in these increased acceptance frequencies for

round numbers differ between the individual and the cooperative setting, especially for the

female sub-sample: Here, in the individual setting, we observe round-number effects only

for higher offer shares, while in the coordinative setting, we find round-number effects only
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for lower offer shares. While the first observation can easily be explained by individual

behavioral biases, the latter is apparently the result of coordinative considerations.

Thus, we confirm two possible channels that could induce round-number effects in

observational data: (a) individual behavioral biases and (b) round numbers as focal points

for coordination in the spirit of Schelling. The observation of round-number effects changing

with the offer share points towards a context-dependency of round-number effects. In our

experiment, the bias is the main driver for round-number effects when offers are large. For

smaller offers, round-number effects are mainly driven by the role of round numbers as

focal points.

Our findings conform to a growing body of literature on round-number effects in

observational and experimental data. In particular, with a view to the trade-off between

saving time and making a better deal, bargaining parties should carefully evaluate the

potential impact of the number format and its signaling effect. Hence, using round numbers

might be more beneficial in some situations, and in some other scenarios, precise numbers

are more useful. Nevertheless, for future experimental research, we advocate taking

the number format into consideration when designing studies, as it influences subjects’

decision-making.
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On Gender Differences in Competitiveness

Differences in competitiveness have become an essential explanation for labor market

outcomes like variations in wages (Card et al., 2016), and different demands in wage

negotiations (Leibbrandt and List, 2015). Pinning down the causes and consequences of

the willingness to compete is important as it correlates with several relevant choices and

characteristics for education and labor market outcomes (Shurchkov and Eckel, 2018). For

example, subjects who are more competitive have been found to be more likely to choose

competitive educational programs (Almås et al., 2016a; Buser et al., 2014, 2021; Reuben

et al., 2017), to have a higher income (Buser et al., 2018a; Kamas and Preston, 2015;

Reuben et al., 2015) and to become entrepreneurs (Berge et al., 2015).

During the last decades, an impressive amount of scientific evidence showed that women

are generally less competitive than men (Almås et al., 2016b; Balafoutas and Sutter, 2019;

Datta Gupta et al., 2013; Niederle, 2017; Niederle and Vesterlund, 2007; Saccardo et al.,

2018; Sutter and Glätzle-Rützler, 2015). This gender gap in competitiveness (GGC) is

robust when using different scientific methods. Studies report that men are more likely to

compete when using classical lab (Niederle and Vesterlund, 2007), lab-in-the-field (Gneezy

et al., 2009), field (Hogarth et al., 2012), and online experiments (Buser et al., 2021). The

findings also replicate when using subjects from different age groups like children (Sutter

and Glätzle-Rützler, 2015), students (Niederle and Vesterlund, 2007), and non-students

(Andersen et al., 2013).

This chapter serves as a gentle introduction to the literature on gender differences in

competitiveness and aims to smooth the transition to Chapter 6. To this end, it presents

the preliminary results of an empirical analysis of experiments that have addressed gender

differences in competitiveness.

The following consists of a brief introduction of the approach in Section 5.1. Section 5.2

presents the results. Section 5.3 concludes.

5.1 Methodology

The seminal paper Niederle and Vesterlund (2007) is the first to experimentally study the

choices of women and men in a competitive setting. Their design (NV design) consists

of 3 stages, where participants complete the same real-effort task in each stage under

77



Chapter 5

different incentive schemes. Participants first complete the task under piece-rate incentives

(Stage 1), i.e., being paid for each correct answer in task, and then under tournament

incentives (Stage 2), i.e., only being paid if the participant is the best within a group. In

Stage 3, the participants have to choose if their performance in this stage is paid based

on piece-rate incentives, like in Stage 1, or according to a tournament outcome, like in

Stage 2. Whenever a participant decides on the tournament incentives in Stage 3, s/he is

classified as competitive.25 The participants get to know how many points they collected

but receive no feedback on others’ performance or how they performed compared to the

other participants until the end of the experiment. For a detailed example of the NV

design, refer to Chapter 6 and the instructions in Appendix C.11.3.

In the course of the literature review for this chapter, studies were collected that were

as similar as possible to the original NV design. The data set builds on the work of Dariel

et al. (2017) and Klege et al. (2021).26

The data set was collected according to the following criteria. Relevant search portals

were used to search for papers citing NV design. Furthermore, various review articles,

such as Niederle (2016), were used as a starting point for further searches. The articles

already recorded were reviewed in detail. Finally, any cross-reference found during the

implementation of the third project, which is presented in Chapter 6, was followed up.

Of course, it must be acknowledged at this point that the literature review is not fully

comprehensive, and various systematic approaches are still missing.

The data analysis approach is a first attempt at a meta-analysis. For this purpose, the

following part is based on excellent introductory works (see Cuijpers, 2016; Higgins et al.,

2019; Schwarzer et al., 2015). The data set collects information on the country where the

experiment was conducted, on the task that was used, and the type of population (students,

adults, children). Additionally, it summarizes the number of male and female participants

in the experiment and the number that opted for the tournament incentives. Moreover,

it holds details on the group size and whether participants knew the group composition.

Besides that, information on the payment and duration are also included.

In research on GGC in the NV design, generally, the main outcome variable is a binary

variable with a value of 1 if a participant opted for the tournament incentives and 0 if

not. In meta-analyses, it is common practice to use odds ratios (OR) or risk ratios (RR)

to describe the effect size when the outcome is dichotomous. As the odds ratio is less

intuitive and often erroneously interpreted, following Higgins et al. (2019)s’ suggestion the

RR is used.27 To this end, the competition ratio (CR) is introduced. Let the probability to

25There is a strand of the literature that uses the change in performance as a measure of competitiveness.
26The collected data are online availabe at Link or see Online (2022i).
27RRs can easily be converted to ORs and vice versa. Let Pc be the probability of the outcome of interest

in the control group, then RR = OR
1−Pc+Pc·OR

or OR = (1−Pc)RR

1−Pc·RR
. This nonlinear relationship between OR

and RR illustrates that both measures should not be mistaken for each other. The formula above might be

useful for the interpretation of logistic regressions (Zhang and Yu, 1998).
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compete for women be given by

P w
i =

n
competing women
i

nwomen
i

, (5.1)

and for men by

P m
i =

n
competing men
i

nmen
i

, (5.2)

where n
competing women
i collects the women that opted for the tournament incentives in

Stage 3, and nwomen
i is the number of all women in study i. The same numbers are collected

for the men. Then, the competition ratio for study i is given by

CRi =
P m

i

P w
i

. (5.3)

For non-zero probabilities P w
i and P m

i , the ratio CRi ranges from 0 to infinity. The case

CRi > 1 represents that men are more likely to enter competition than women, and the

case CRi < 1 represents the counterfactual.

The data of Niederle and Vesterlund (2007) can serve as an example. The sam-

ple size is 80. There are nwomen = 40 women and nmen = 40 men. Of all the men,

ncompeting men = 29 opted for the tournament incentives, that is P m = 72.5%. Of all the

women, ncompeting women = 14 opted for the tournament incentives, that is P w = 35.0%.

Hence, the competition ratio is CR = 2.07, and men are more likely to choose the

tournament scheme.

Since a considerable between-study heterogeneity is anticipated due to the differences

in tasks, countries, and research questions, a random-effects model was used to pool effect

sizes (Schwarzer et al., 2015, Ch. 3.4). Moreover, it cannot be assumed that the studies

are exact replications of the original design. In this case, it is conventional to use the

random-effects model. This model allows for a distribution of true effect sizes and does not

assume that there is only one true effect size. The Knapp-Hartung adjustment (Knapp

and Hartung, 2003) is used to calculate the confidence interval around the pooled effect

for more adequate error rates (IntHout et al., 2014). The between-study heterogeneity,

τ2, was estimated by the Mantel-Haenszel method (Mantel and Haenszel, 1959) without

continuity corrections for risk ratios (Greenland and Robins, 1985).

5.2 Results

The collected studies are summarized by a forest plot.28 Fig. 5.1 presents 47 studies and

lists them by their subject pool (student, adult, or child), country, and the real-effort task.

If one study reports different samples, each sample forms a row in the forest plot. The

column Comp. displays the number of N who opt for the tournament payment scheme for

men and women. The vertical solid black line is a reference line that marks the no-effect

ratio of CR = 1. The x-axis uses a logarithmic scale. Column 95% CI shows the lower

28The list of references can be found in Table 5.2 at the end of this chapter.
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and upper limit of the 95% confidence interval. The column weight collects the shares

used for the pooling in the random-effects model and is also illustrated in the column

Competition ratio by the gray square surrounding the point estimate — the square scales

with the weight size. The short red horizontal lines show the prediction intervals of the

subgroups. At the bottom, the diamond-shaped point denotes the average weighted effect

size of the subgroup, and its width represents the confidence interval of the pooled effect.

All CRs can be calculated since the column Comp. for men and women is never zero.

It already stands out at first glance that most of the studies’ CRs are located on the right

side of the reference line implicating that men compete more than women in the NV design.

The random-effects model estimates a pooled effect size of CR = 1.51 (95%CI: [1.39;

1.63]). The pooled effect is significant (t = 10.64, p < 0.001) and indicates that men are 1.5

times more likely to enter the tournament payment scheme than women. The moderate to

large heterogeneity (I2 = 33%, 46%, 80%) asks for a more detailed look. The between-study

heterogeneity variance was estimated at τ̂2 = 0.055 (95%CI: [0.0298; 0.1007]), with an I2

value of 70% (95%CI: [60.6%; 76.4%]). The prediction interval for CR ranged from 0.94

to 2.42, indicating that the reversed competition ratio (CR < 1) cannot be ruled out for

future studies.

Harrer et al. (2019, Ch. 5.4.1) propose a simple approach to detect outliers: if a study’s

confidence interval does not overlap with the confidence interval of the pooled effect, it is

considered an outlier. Following this approach yields a pooled effect estimate of CR = 1.55

(95%CI: [1.4597; 1.6514] ) and a substantial reduction of the heterogeneity variance, τ̂2, to

0.014. The I2 value is more than halved to 30.7% and the prediction interval for CR is

tighter ranging from 1.21 to 1.99. This indicates that men can be expected to compete

more than women in future studies. In total, nine entries were removed. The results of the

random-effects model approach with and without outliers are summarized in Table 5.1.

Moreover, it includes the results of two unsupervised machine learning algorithms – the

k-means algorithm (Hartigan and Wong, 1979) and the gaussian mixture models (GMM)

(Fraley and Raftery, 2002) – which yield similar results.

5.3 Concluding remarks

This chapter served as a short introduction to the gender differences literature. Furthermore,

it presented a newly compiled data set that summarizes various studies on GGC. Based on

this data set, a first meta-analysis was performed, and a competition ratio of approximately

1.5 was estimated. Thus, it can be assumed that men tend to be more willing to choose a

tournament payment scheme in this setting.

However, recently some evidence has been collected on the lack of a GGC under certain

circumstances. For example, for the matriarchy of Masai in Kenya, adult women are

reported to be even more competitive than men (Gneezy et al., 2009). Similarly, children

living in the Khasi matrilineal society in northeast India are equally competitive (Andersen

et al., 2013). Without the need to go afar, it has been shown that the type of school
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Figure 5.1. Forest plot.
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Table 5.1. Heterogeneity analysis of CR.

Pooled CR 95%CI p 95%CI I2

Main Analysis 1.51 [1.39, 1.63] <0.001 [0.94, 2.42] 69.5

Outlier removeda 1.55 [1.46, 1.65] <0.001 [1.21, 1.99] 30.7

k-meansb 1.54 [1.45, 1.64] <0.001 [1.18, 2.02] 39.3

GMMc 1.56 [1.46, 1.66] <0.001 [1.17, 2.07] 41.4

Note: The table summarizes the pooled CR for three apporaches to reduce heterogeneity. The

first row shows the analysis without any study removed.
a 9 studies removed: Dariel et al. (2017), Bönte et al. (2017), Booth et al. (2019), Gneezy et

al. (2009), Khachatryan et al. (2015): Addition, Word search, Sutter, Glätzle-Rützler (2015),

Cardenas et al. (2012), Samak (2013).
b 8 studies removed: Dariel et al. (2017), Healy, Pate (2011), Bönte et al. (2017), Gneezy et

al. (2009), Khachatryan et al. (2015): Addition, Word search, Cardenas et al. (2012), Samak

(2013).
c 7 studies removed: Dariel et al. (2017) , Bönte et al. (2017), Gneezy et al. (2009), Khachatryan

et al. (2015): Addition, Word search, Cardenas et al. (2012), Samak (2013).

children attend influences competitiveness with female students from girl’s schools being

as competitive as boys (Booth and Nolen, 2012). Moreover, for children from families

with lower socioeconomic backgrounds, no GGC is reported (Almås et al., 2016b). Also,

cultural differences play a role in competitiveness, as shown by Cárdenas et al. (2015). They

found that children are equally competitive in Columbia, but boys in Sweden are more

competitive than girls. These mentioned studies suggest that women’s lower willingness to

compete is not something that they are born with, but rather a behavioral preference that

can be influenced by different factors and can thus be addressed to nurture rather than

nature.

Support for this perspective is provided by research showing that the GGC can be

closed or reversed when using interventions, which do not influence participants’ biological

makeup. For example, some studies change the institutional environment to resemble

different affirmative action policies and obtain gender balance in competitive environments

(Balafoutas and Sutter, 2012; Baldiga and Coffman, 2018; Leibbrandt et al., 2018; Niederle

and Vesterlund, 2007). Others use the easy-to-implement intervention of priming (Bal-

afoutas et al., 2018; Cadsby et al., 2013) which encourages women to enter competitions

more often. Moreover, giving feedback about relative performance (Wozniak et al., 2016)

and the earnings implications related to competition avoidance (Kessel et al., 2021) suc-

cessfully increases women’s entry rates, as well as when more experienced people advise

strong-performing women to compete (Brandts et al., 2015). Besides, when the price of the

competition benefits not the participants themselves, but their offspring, again no GGC

has been observed (Cassar et al., 2016).

However, it is also plausible that biological factors like genes and hormones may

lead to different decisions of women and men and are also a primary driver of behavior.

Thus, a new and still developing field of research focuses on competitiveness from a more
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elementary perspective by taking hormones into account. Up to now, there is only one

study by Ranehill et al. (2018), which causally analyses the effect of estrogen and progestin

(by administrating oral contraceptives) on competitiveness. The authors find no impact

of the two hormones on the willingness to compete. All other studies use self-reported

hormonal measures by asking female participants about their menstrual cycle day and

taking hormonal contraceptives to infer their hormonal level. Using self-reports is noisy

(for a detailed discussion why this is the case, see Dreber and Johannesson (2018)) and

leads to mixed findings whether hormones play a role for competitiveness or not (Buser

et al., 2018a; Wozniak et al., 2014).

The existing evidence already provides results on what factors correlate with competitive

behavior and how differences in competitiveness between men and women can be closed.

However, the following chapter will be the first to test the robustness of the GGC when

priming subjects with a specific gender identity.
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Table 5.2. References for the forest plot.

Population Reference Country Task Sample size

Apicella et al. (2017) USA Addition 100

Balafoutas et al. (2012) Austria Addition 132

Balafoutas et al. (2012) Austria Addition 72

Berlin and Dargnies (2016) France Addition 228

Bönte et al. (2017) Germany Quiz 186

Brandts et al. (2015) Spain Addition 112

Buser et al. (2017a) USA Addition 104

Buser et al. (2018b) Denmark Mix 297

Cadsby et al. (2013) Canada Addition 44

Carpenter et al. (2018) USA Addition 112

Cason et al. (2010) USA Addition 69

Dargnies (2012) France Addition 76

Dariel et al. (2017) UAE Addition 147

Datta Gupta et al. (2013) France Mazes 140

Halko and Sääksvuori (2017) Finland Addition 80

Healy and Pate (2011) USA Addition 64

Kamas and Preston (2012) USA Addition 310

Klinowski (2019) Chile Addition 79

Klinowski (2019) Chile Verbal 74

Müller and Schwieren (2012) Germany Addition 127

Niederle and Vesterlund (2007) USA Addition 80

Niederle et al. (2013) USA Addition 84

Price (2012) USA Addition 310

Reuben et al. (2017) USA Addition 257

Shurchkov (2012) USA Verbal 108

Shurchkov (2012) USA Math puzzle 84

Wozniak et al. (2014) USA Addition 180

Wozniak et al. (2014) USA Verbal 165

Student

Zhong et al. (2018) Singapore Addition 197

Apicella et al. (2015) Tanzania Skipping rope 191

Apicella et al. (2015) Tanzania Bead collection 88

Apicella et al. (2015) Tanzania Handgrip strength 70

Apicella et al. (2017) Mturk Captcha-Style 245

Banerjee et al. (2018) India Memory task 168

Bönte et al. (2018) Germany Math 225

Booth et al. (2019) China Addition 334

Booth et al. (2019) Taiwan Addition 359

Buser et al. (2018a) Denmark Matrix task 192

Cassar et al. (2016) China Addition 358

Gneezy et al. (2009) India (matrilineal) Bucket toss 80

Gneezy et al. (2009) Tanzania (patriarchal) Bucket toss 74

Klege et al. (2021) Rwanda Addition 374

Adult

Mayr et al. (2012) USA Math 543

Almås et al. (2016b) Norway Addition 483

Andersen et al. (2013) India (matrilineal) Bucket toss 172

Andersen et al. (2013) India (patriarchal) Bucket toss 146

Buser et al. (2014) Netherlands Addition 362

Buser et al. (2017b) Switzerland Addition 249

Cárdenas et al. (2012) Colombia Math search 315

Cárdenas et al. (2012) Colombia Word search 316

Cárdenas et al. (2012) Sweden Math search 304

Cárdenas et al. (2012) Sweden Word search 305

Dreber et al. (2014) Sweden Addition 215

Dreber et al. (2014) Sweden Word search 214

Khachatryan et al. (2015) Armenia Addition 765

Khachatryan et al. (2015) Armenia Word search 765

Lee et al. (2014) South Korea Addition 640

Samak (2013) USA Fishing task 123

Sutter and Glätzle-Rützler (2015) Austria Addition 717

Sutter et al. (2016) Austria Addition 246

Zhang (2019) China (Han) Addition 96

Zhang (2019) China (Yi) Addition 96

Child

Zhang (2019) China (Mosuo) Addition 80
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Decisions have no Gender.

Gender and Economic Decision-making

revisited29

Worldwide, humans make economic decisions every day: Should I apply for a new job

opportunity in a highly competitive environment? Should I invest in a risky asset or not?

How much money should I donate to charities? A vast literature tries to determine the

factors that affect decisions in domains such as competitiveness (Villeval, 2012), risk–taking

(Thöni and Volk, 2021), and altruism (Bilén et al., 2021). Researchers have looked, amongst

others, into the role of institutional or marketrelated features (Balafoutas et al., 2018;

Balafoutas and Sutter, 2012; Cassar and Rigdon, 2021; Cassar et al., 2016; Fornwagner et

al., 2022b; He et al., 2021; Niederle and Vesterlund, 2007), cultural background (Cárdenas

et al., 2015; Croson and Gneezy, 2009; Gneezy et al., 2009; Gong and Yang, 2012; Liu and

Zuo, 2019), individual characteristics (Almås et al., 2016b; Buser et al., 2018a; Guiso and

Paiella, 2008; Sutter and Glätzle-Rützler, 2015; Von Gaudecker et al., 2011), hormonal

(Boksem et al., 2013; Ranehill et al., 2018; Sapienza et al., 2009; Van Anders et al., 2015;

Zak et al., 2009; Zethraeus et al., 2009), or other biological factors, such as genetics, and

neurological factors (Anderson et al., 2015; Cesarini et al., 2012; Moll et al., 2006; Reuter

et al., 2011). Among those factors, gender has received a lot of attention. Over the last

few decades, the flourishing research in economics has come to the conclusion that gender

is a significant driver of how women and men behave: gender differences in behavior are

a common finding for competitiveness (Beblo and Markowsky, 2022), risk–taking (Thöni

and Volk, 2021), and altruism (Bilén et al., 2021). We refer to Appendix C.10 for a more

detailed literature review on risk and altruism.

But do observed data really show gender differences? Is it instead sex differences that

influence behavior, or is it a mix of gender and sex? Importantly, sex and gender are two

distinct concepts. Whereas sex is defined as “either of the two main categories (male and

female) into which humans” are categorized based on their reproductive functions30, gender

29This chapter is based on the joint work Fornwagner et al. (2022a).
30See Link or Online (2022c).

85



Chapter 6

usually refers to the psychological, behavioral, social, and cultural aspects of being male or

female (i.e., masculinity or femininity) (VandenBos, 2007). For cisgender individuals, their

internal gender identity matches and presents itself by the externally determined cultural

expectations of the behavior and roles considered appropriate for one’s sex (VandenBos,

2007). However, the gender identity of transmen and transwomen and their gender roles

are not the same as what is typically associated with their sex assigned at birth (American

Psychological Association, 2015). So the question arises: how much of the differences of

men and women often found in the economic literature can really be associated with gender

as opposed to an individual’s sex?

We investigate this question by using well–known behavioral economic experiments

in the domain of competitiveness, risky choices, and altruism. As stated, for these three

behavioral traits, gender differences are a common finding. However, these differences

have usually been observed using cismen and ciswomen as subjects, which differ in their

gender and sex. Distinguishing gender from sex effects is practically impossible when

only investigating cisgender participants. As a novel approach, we run our experimental

study with transmen and transwomen in addition to cismen and ciswomen. The advantage

is that cisgender and transgender people differ in either their sex or their gender. To

illustrate this consider an example: a ciswoman has female sex and feminine gender. A

transman has female sex but masculine gender. So differences in the behavior of those two

subject groups might be associated with gender instead of sex. The experimental method is

excellent for studying the economic choices we are interested in because of its standardized

and validated measures. We have information on the participants’ gender and sex from

self–reported categories and established scaling methods from psychological and medical

science. Moreover, instead of just analyzing gender and sex effects correlationally, we

elicit the causal impact of gender by exogenously varying gender identities with a priming

method.

First, we test how gender correlates with the mentioned choices. By contrasting

the behavior of the four different subject groups of cismen, ciswomen, transmen, and

transwomen, we obtain insights into how far biology (sex) or the cultural and sociological

construct of gender explains differences in economic behavior. Our study is the first

investigating competitiveness, risk–taking, and altruism of transmen and transwomen.

We hypothesize that if gender is the driving factor, individuals of the same gender (and

different sex) make similar decisions, and decisions significantly differ when gender differs

(and sex is the same). Second, we concentrate on the causal effect of gender on behavior

– an analysis that is rarely done in the literature. The traditional experimental method

of randomizing over the variable of interest is not possible with gender. Hence, we need

a different approach to elicit causal effects. As our method to test a directional impact

of gender, we employ a gender prime: either a masculine or feminine gender identity is

subconsciously activated. Priming is a very powerful, easy–to–implement intervention

to activate gender identities (Rudman and Phelan, 2010; Steele and Ambady, 2006). If
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cisgender and transgender individuals change their behavior when being primed, it indicates

a causal effect of gender on individual economic decisions.

Based on 780 observations from experiments conducted online, our results generally

show no correlational or causal effect of gender or sex for competitiveness, risk-taking,

and altruism. The only exceptions are that cismen have a higher rate of entering the

competition than all other subject groups when primed masculine. Besides, we find that

subjects of male sex (i.e., cismen and transwomen) risk more than their female counterparts

(ciswomen and transmen). Moreover, cismen risk more when primed with a masculine

identity compared to the neutral priming condition. Thus, in general, we conclude that

gender is not a consistent main factor influencing the economic decisions measured in this

article.

The remainder is structured as follows. Section 6.1 presents the methodological

framework. In Section 6.2, we present our results. Section 6.3 concludes.

6.1 Methods

To test our research questions, we set up an online economic experiment. We conduct our

study (tasks and questionnaires) with oTree (Chen et al., 2016) on Prolific (see Online,

2022j). Each participant completes six parts and several questionnaires. One part is

randomly selected for payment at the end of the experiment. In Part 1, a participant is

randomly assigned to either the baseline treatment (NEUTRAL) or a treatment condition

that refers to one of the gender priming interventions: FEMININE (primes a feminine

gender identity) or MASCULINE (primes a masculine gender identity). Participants are

primed by a word search task where different words are used depending on the underlying

treatment (Bargh et al., 2001). The words in FEMININE are: female, woman, she, women,

her, girl, hers, lady; in MASCULINE, they are: male, man, he, men, him, boy, his,

gentleman. In the baseline condition NEUTRAL, participants also solve the word search

task, with the following (neutral) words: person, it, people, its, child, theirs, individual,

neuter. Participants are shown the words and have two minutes to mark these words in a

10 × 10 grid. In case they find all words, they receive £5.

After the word search task, each participant enters the next parts of the experiments,

which are the respective economic decision–making parts. As our first decision dimension,

we employ monetary incentives to measure competitiveness (Buser et al., 2021). We

measure performance in a real effort math task, where the participants are instructed

to solve puzzles by finding two two–digit numbers that add up to 100 in 3 × 3 matrices

for two minutes. In Part 2, they complete the math task under piece–rate incentives,

which means they receive £0.50 for every solved puzzle. In Part 3, the same math task

is performed under tournament incentives. The participants are divided into groups of

four and receive £2 for every solved puzzle, but only if they solve more puzzles than every

other group member. In Part 4, the participants have to choose, before performing, if their

performance in this part will be paid based on the piece–rate incentives (like Part 2) or
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according to the tournament rules (like Part 3). Whenever a participant decides on the

tournament incentives in Part 4, s/he is classified as competitive and competes against the

group member’s performance in the previous Part 3. In all parts, the participants do not

receive feedback on how well they perform compared to the other group members until

the end of the experiment and have no information on the other group members’ identity

or characteristics. Additionally, we measure the participants’ confidence in Part 2 (how

well they think they performed compared to the other participants in the session) and

Part 3 (how well they think they performed compared to the other group members) with

incentivized questions.

Our second decision dimension is the willingness to take risks in Part 5. It is measured

using a simple lottery task (Gneezy and Potters, 1997). Participants receive £4 and can

invest into a lottery with a 50% chance of success. The invested amount is multiplied by

2.5 in case of success. In case of no success, the invested amount is lost. The participants

keep the amount not invested. Risk preferences are measured as the amount a participant

invests, where higher investments indicate a higher willingness to take risks. The third

decision dimension is altruism in Part 6. We investigate participants’ altruistic preferences

with a dictator game (Kahneman et al., 1986). Participants receive £5 and split up this

amount between themselves and up to five different charities. Altruism is quantified as the

sum donated by a participant.

The post–experimental questionnaire contains (1) a 30–items version of the Bem Sex

Role Inventory (BEM) that explores a person’s masculine and feminine self–identification

on a continuous scale (Geldenhuys and Bosch, 2020); (2) the Transgender Congruence

Scale (TCS) (Kozee et al., 2012) which evaluates if someone identifies as transgender; (3)

demographic questions, as well as questions on the biological sex, gender, sexual orientation,

and whether one self–identifies as transgender; and (4) the Steps to Transition (STT)

questionnaire that describe typical steps transgender people undertake in their transition

(Kozee et al., 2012). In addition, we include debriefing questions to check if the participants

are aware of the study topic and the priming intervention (Chartrand and Bargh, 1996).

Appendix C.11.3 provides a detailed description of all instructions and questionnaires

of our experiment.

6.2 Results

In order to summarize the extensive analysis, we use the following abbreviations for our

results: Chi–squared test (χ2), Kruskal–Wallis test (KW), Kendall’s rank correlation

coefficients test (KTAU), two–sided Mann–Whitney U test (MWU), Robust Wald test (W),

and standard deviation (SD). The significance levels are defined as follows: p < 0.05 (*),

p < 0.01 (**), and p < 0.001 (***), where a significant result must have at least p < 0.05.

We summarize multiple p–values by p′s.
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6.2.1 Descriptives

We collected a total of n = 780 observations, out of which 425 are cisgender (214 cismen and

211 ciswomen) and 355 transgender (215 transmen and 140 transwomen; see Appendix C.11

and Appendix C.11.1 for more details). As summarized in Table C.1, the participants are

on average 24.4 years old (SD = 6.60), have an average height in centimeters of 170 (SD

= 10.8), and approximately half of them are students (47.2%). Around one–third holds

a university degree, 69.4% have an income lower than £20,000, and 25.8% report being

religious. Our sample consists mostly of participants from the United States, followed by

Continental Europe and the United Kingdom. Less than 10% are not residents of the three

mentioned regions.

Responses to the BEM classify 28.5% as feminine, 19.4% as masculine, 24.1% as

androgynous, and 28.1% as undifferentiated. On the TCS scale ranging from 1 to 5,

participants show an average score of 3.67 (SD = 1.1). The average score on the STT,

which ranges from 0 to 16, is 4.35 (SD = 4.6). The various subject groups are comparable in

several characteristics as indicated by the statistical tests added in Table C.1. Descriptive

statistics broken down by subject groups are presented in Tables C.2 and C.3 (cisgender)

as well as Tables C.4 and C.5 (transgender).

For the outcomes of Part 1, the detailed Appendix C.2 summarizes descriptives on the

participants’ priming. On average, the participants marked 7.45 out of 8 words (S.D. =

1.53), and 83.97% (i.e., n = 655) marked all words from the list within the given time of

two minutes.

6.2.2 Competitiveness

Fig. 6.1 and Table C.14 summarize the tournament entry rates in Part 4. In order to

investigate whether gender and competitiveness are correlated, we focus on the baseline

treatment NEUTRAL. No significant variation is reported across the four subject groups

(χ2, p = 0.939). Similar, when pooling the results by gender (Fig. C.2; cismen + transmen

vs. ciswomen + transwomen), tournament entry rates do not differ for feminine and

masculine subjects (χ2, p = 0.601) and also no difference is found for male and female

subjects when pooling the data by sex (Fig. C.3; cismen + transwomen vs. ciswomen +

transmen; χ2, p = 0.867). We compare the differences between the priming conditions

(FEMININE and MASCULINE) and the baseline treatment (NEUTRAL) for the causal

analysis. Priming does not influence competition entry rates for any subject group (χ2,

p′s > 0.073). The result is marginally significant only for cismen when comparing the

MASCULINE treatment to the NEUTRAL treatment (χ2, p = 0.073). We shall see in

the regression analysis that when adding further controls, the impact of MASCULINE

priming on cismen becomes significant. Looking at the MASCULINE priming condition

only, where the entry rates look very similar for all subject groups except for cismen, the

competition entry rate is around 20 percentage points higher for cismen than for all other

subject groups (χ2, p = 0.046).
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Figure 6.1. Tournament entry rates in Part 4 by treatment and subject group (n = 780).

Note: The bars show the percentage of participants (between 0 and 100) who chose to compete rather than

to perform under piece–rate incentives. The error bars represent the standard errors of the means.

In Table C.15, we run Probit regressions for the baseline treatment (NEUTRAL) to

disentangle the effects of gender and sex. As our basic regression framework, we have in

column (1) just the subject groups and in (2) additionally control for the performance

measures in the real effort task. In column (3), we further control for confidence and the

willingness to take risks. In column (4), we add the variables age, height, student status,

income, religion, and residence, whereas in (5), we control for the outcomes in the TCS and

STT. Using joint coefficient tests (see Table C.15), we find neither gender (W, p′s > 0.437)

nor sex (W, p′s > 0.214) to have a significant effect on competitiveness. We thus conclude

that there is no correlation between either gender or sex and competitiveness in our study.

To analyze a potential causal effect of gender, we run Probit regressions in Table C.16.

The non–parametrized analyses are confirmed for ciswomen, transmen, and transwomen.

For cismen we find that the gender prime with MASCULINE has a significant impact

increasing the competition entry rates in specification (2) (p = 0.034; controlling for

performance) and (4) (p = 0.021; controlling for beliefs, risk attitude, and other person–

specific covariates). Summing up, only cismen’s competition entry rates seem to be

influenced (positively) when priming them with their own gender identity. We do not find a

significant impact of gender priming for all other subject groups and priming combinations.

We will interpret those results in the Discussion.

Our experimental design does not only allow us to look into the choice to enter a
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tournament but also into participants’ confidence (i.e., how well they believe they performed

in the real effort task when competing, see Table C.11). In NEUTRAL, there is no evidence

that subjects of masculine gender have higher performance beliefs than subjects of feminine

gender (MWU, p = 0.362). However, we do find differences between subjects of female and

male sex (MWU, p = 0.001). For priming, no subject group increases or decreases their

beliefs when being primed (MWU, p′s > 0.177). Regressions in Table C.12 confirm that

beliefs depend on the participants’ sex: male subjects generally have higher confidence in

their performance than female subjects (W, p′s < 0.001). And again, confidence does not

differ across gender (W, p′s > 0.259). That gender does not play a role in this setting is

further confirmed when looking at the causal impact of gender priming on the participants’

confidence. For none of the subject groups, we do find any effect of gender priming on the

beliefs when using regression analyses (see Table C.13, W, p′s > 0.178).31

6.2.3 Risk

Investment rates in the lottery are depicted in Fig. 6.2 and stated in Table C.19. When

applying non–parametric tests, we do not find any differences between the various sub-

ject groups within the baseline treatment NEUTRAL (KW, p = 0.194). If anything,

transwomen seem to be more risk–prone than transmen in a pairwise comparison (MWU,

p = 0.048). This, however, does not point towards a systematic impact of gender and/or

sex when pooling data (Fig. C.4 and Fig. C.5; gender: cismen + transmen vs. ciswomen +

transwomen, sex: cismen + transwomen vs. ciswomen + transmen; MWU, p′s > 0.130).

Turning to the causal impact of priming, again, we see MASCULINE priming increases

the risk attitude for cismen only (MWU, p = 0.038) bringing the level of cismen to the one

of transwomen in the MASCULINE priming (MWU, p = 0.876). For every other subject

group, we do not find any significant impact of gender priming (MWU, p > 0.206).

Joint coefficient tests for the regressions (with and without control variables) in Ta-

ble C.20 show the correlational results for our baseline condition. We find no differences in

risk–taking of subjects of feminine and masculine gender (W, p′s > 0.132). However, we

find a sex effect: male subjects risk more than female subjects (W, p′s < 0.042).

Turning to priming, we have significant differences in risk–taking of cismen when being

primed MASCULINE (W, p′s < 0.046; see Table C.21). We find no difference in risk–taking

for all other subject groups when primed with a gender (W, p′s > 0.092). The findings are

independent of what other control variables are taken into account. The regression analysis

for risk attitudes is thus similar to what we found for competition entry rates. There is no

systematic influence of a gender prime on the participants. However, when being primed

with their own gender, cismen significantly increase their risk taking behavior.

31It may be interesting in what payoffs behavior in the competitiveness task results. We provide details

and different analyses on the performances in the real effort task of Part 2 to 4 in Appendix C.3.
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Figure 6.2. Investments into the risky lottery in Part 5 by treatment and subject group (n = 780).

Note: The bars show the average investment rate, and the error bars represent the standard errors of the

means.

6.2.4 Altruism

Last, we test for differences in the donation task (see Fig. 6.3 and Table C.22). Donations in

NEUTRAL are not distinguishable across subject groups (KW, p = 0.933). Neither pooled

results for gender nor for sex yield a difference in donation rates (Fig. C.6 and Fig. C.7;

MWU, p′s > 0.564). Concerning the causal impact of gender priming, we do not find

significant effects for any subject group and any priming condition (MWU, p′s > 0.260).

The regression analysis in Tables C.23 and C.24 confirms these findings. Joint coefficient

tests for gender or sex do not show significant correlations in the baseline condition (W,

p′s > 0.580). Moreover, the impact of all priming conditions on all subject groups remains

insignificant, even after controlling for different sets of additional personal covariates (W,

p′s > 0.214).

To summarize, we find no correlation between gender or sex on altruism and do not

detect any causal impact of gender priming on altruistic behavior in our setup.

6.2.5 Gender and sex differences within priming conditions

As we have shown so far, there is no systematic correlation between gender and behavior in

the NEUTRAL treatment. Here we briefly test for gender and sex differences in behavior

within the two priming treatments. Looking at Fig. C.2, Fig. C.3, Fig. C.4, Fig. C.5,

Fig. C.6, and Fig. C.7 and analyzing the gender differences with non–parametric tests, we
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Figure 6.3. Donation in Part 6 by treatment and subject group (n = 780).

Note: The average donations are indicated by the bars, and the error bars represent the standard errors of

the means.

see no difference in competition entry rates (FEMININE: χ2, p = 0.725, MASCULINE: χ2,

p = 0.115), risk–taking (FEMININE: MWU, p = 0.560, MASCULINE: MWU, p = 0.507),

and altruism (FEMININE: MWU, p = 0.132, MASCULINE: MWU, p = 0.532). Turning

to sex differences, the picture slightly changes. First, we see differences between subjects

of male and female sex in both priming conditions (FEMININE and MASCULINE) for

competitiveness. The differences are close to conventional levels of significance (FEMININE:

χ2, p = 0.051, MASCULINE: χ2, p = 0.067). Second, for risk–taking, we find a significant

difference in the MASCULINE treatment only, with subjects of male sex taking more risk

than subjects of female sex (MWU, p = 0.011). Third, for altruism, we find subjects of

female sex having significantly higher scores than those of male sex in the FEMININE

treatment (MWU, p = 0.023). Hence, for risk and altruism we find that only those sexes

show higher scores who are primed with the gender identity that they would cisgender–

stereotypically be associated with.

6.2.6 Replication of the correlational analysis with a continuous gender

measure

With just a handful of exceptions (Kastlunger et al., 2010; Lemaster and Strough, 2014;

Meier-Pesti and Penz, 2008), researchers in economics always used a categorical way to

measure gender. However, it is more and more discussed that gender might be a continuous

characteristic rather than a binary (or categorical) one (Hyde et al., 2019). Gender can be
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measured on a continuous scale by using the BEM sex role inventory (Geldenhuys and Bosch,

2020), which is part of our post–experimental questionnaire. Thus we rerun all regression

analyses and include, instead of the subject groups, the variables BEMscore : Feminine

(defined as the score participants reached on the BEM questions measuring femininity) and

BEMscore : Masculine (score on masculine questions in the BEM).

Results in Table C.25 to Table C.27 show throughout that neither the feminine nor the

masculine score significantly influence how the participants decide (p′s > 0.057). This is not

surprising since the BEM scores and the gender categories are highly correlated (feminine:

KTAU, p = 0.001, masculine: KTAU, p = 0.003), and we did not find correlational gender

differences in the baseline condition for neither of the economic decisions we investigate.

6.3 Discussion

This paper applies well–known and extensively used experimental techniques to identify the

influence of gender and sex on economic decision–making. First, we separate the impact of

gender and sex on economic decisions by collecting data from participants whose gender

and sex differ, which is new to the literature. We compare the competitive, risk, and

altruistic behavior of four different subject groups – cismen, ciswomen, transmen, and

transwomen. Second, we induce either a neutral, feminine, or masculine gender identity

by having different priming conditions. Thus, with our experimental setup, we go beyond

correlating gender and sex with decisions and try to evoke gender identities through a

priming manipulation causally.

Even if this study was pre–registered and carefully designed following existing literature

and the state of the art standards in experimental economics, the findings largely diverge

from previous work. Our results do not show conclusive correlational or causal evidence for

gender or sex as determinants of economic decision–making. Apart from some differences

described in the previous sections, the pattern is essentially consistent: gender and sex

differences in behavior remain mostly statistically indistinguishable. Moreover, as a side

result, we see that cis- and transgender participants do not systematically differ from

each other in their behavior. Additionally, the main correlational findings replicate when

applying a continuous instead of a categorical gender measure. Our overall interpretation

of the data is that gender and sex might not matter as much as we initially thought. But

what can explain these findings?

First, one explanation could be that gender effects might depend on the underlying

subject pool. The existing literature has treated gender differences in behavior as a

pretty well–established and robust finding. However, the vast majority of these papers use

standard student subjects (Marianne, 2011). Studies that use other samples (Charness

and Villeval, 2009) or online samples are generally less likely to report gender differences,

especially when controlling for a set of participants’ characteristics (Almås et al., 2016b;

Flory et al., 2018)

Second, almost two decades have passed since the first studies that looked into com-
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petitiveness, risk, and altruism were published and found gender differences in behavior.

One can thus speculate that female empowerment, educational initiatives, and the broader

awareness of gender and sex equality in private and professional settings have led to a

narrowing of potential behavioral differences in the meantime.

Third, the absence of an effect of gender priming on the behavior of transgender subjects

may be rooted in the connotation those subject groups have with gender. For transgender

individuals, the concept of gender might be a relatively continuous spectrum, whereas

for cis–individuals it might be seen as a binary dimension. As such, gender might not

be as decisive for transgender as for cisgender individuals. The fact that gender priming

seems to work only for cismen but not for ciswomen might hinge on the role gender usually

has played for those two subject groups. Whereas for cismen their gender usually comes

with advantages and, as such, has a positive connotation, ciswomen might have negative

experiences concerning the way society treats them based on their gender.

Despite the partly unexpected findings, we belief that there are several key “takeaways”

from this study. For the first time, we present evidence from a sample of cis- and transgender

participants in one framework, which allows for both a correlational and a causal approach,

and look at how they decide in a competitive context and when making risky or altruistic

decisions. Transgender individuals have become a more and more visible part of society.

Thus, we think it is crucial to understand their economic preferences. Besides, having

transgender participants in our sample makes it possible to look deeper into the part that

an individual’s gender - as opposed to sex - plays in economic decision–making. In our

setting, we shed light on the part of gender effects that can be attributed to biological

factors (which refer to a participant’s sex) and other aspects of one’s gender identity.

Additionally, we do not measure gender only on a categorical scale; instead, we also apply

a continuous gender scale. Our results are qualitatively the same, independent of what

gender scale is used. Based on our findings, we conclude that the role of gender and sex is

not as decisive for economic behavior as previously assumed.
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Conclusion

This dissertation is a collection of three projects that contributed to different research fields.

All projects have in common that the approach has been designed from the beginning to

be data-driven. The first one addresses curve data that exhibit a complex and challenging

structure. The problem of irregularly spaced observations and truncation is solved by a

cutting-edge neural network – the RNAA. The second and the third project are based on

data collected in online experiments using oTree. They served to analyze the role of round

numbers in bargaining and the influence of gender and sex on economic decision–making.

In Chapter 3, the RNAA was introduced. This is a recurrent neural network with

encoder-decoder architecture, an attention mechanism, and an imposed autoregressive

input data structure. The RNAA learns to match an input sequence to a target sequence

and their within-sequential dependencies while autonomously deciding which part of the

encoded input sequence should be paid attention to. In an application to data of the

German balancing market, the RNAA showed convincing performance in three different

evaluation cases. The project contributes a new forecasting method that can operate on

curve data that usually need processing for other approaches. The method is accompanied

by a toolbox that allows utilization in other applications. Furthermore, the project provides

a clean data set for further research in the field of functional time series analysis. Finally,

a benchmark study comparing univariate methods, neural networks, and methods from

functional time series analysis was also conducted in the context of this project.

The study of the role of round numbers in bargaining settings was presented in Chapter 4.

During the analysis of millions of observations from the trading platform eBay, it was

found that the share of round-number offers and counteroffers increases throughout the

bargaining process. In addition, it was shown that negotiations that ended with a round

price were shorter on average. This was confirmed for the duration of the negotiation as well

as for the number of offers and counteroffers. In order to study the two possible channels -

round-number bias and focal points - an experiment was developed. The experiment was

conducted on Amazon MTurk, and it provided robust evidence for a round-number effect

that differs between the individual and cooperative setting. For the female sub-sample, two

insights were obtained. First, in the individual setting, the round-number effects were only
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present for higher offer shares. Second, they manifested only for lower offer shares in the

coordinative setting. Individual behavioral biases can easily explain the first insight, and

the latter is apparently the result of coordinative considerations. The project contributes

twofold to the literature. First, it provides an empirical analysis of millions of observations.

Secondly, it describes a new experimental design that allows to study round-number effects.

In the third project, well–known experimental frameworks to identify the influence of

gender and sex on economic decision–making were applied (Chapter 6). In a first step,

data from participants whose gender and sex differ were collected on Prolific to study

the impact of gender and sex on economic decisions. Then, the competitive, risk, and

altruistic behavior of four different subject groups – cismen, ciswomen, transmen, and

transwomen – was compared. In a next step, different priming conditions induced either

a neutral, feminine, or masculine gender identity. Thus, with this experimental setup,

the study went beyond correlating gender and sex with decisions and tried to understand

causal relations through priming manipulation. It was concluded that the role of gender

(and sex) is not as decisive for economic behavior as assumed. The results did not show

conclusive correlational or causal evidence for gender or sex as determinants of economic

decision–making. This project makes several contributions to the existing literature. First,

it presents a sample of cis- and transgender participants in one framework covering their

competitive, risk, and altruistic behavior. Second, the sample allows for both a correlational

and a causal approach to study which part of gender effects can be attributed to biological

factors (which refer to a participant’s sex) and other aspects of one’s gender identity.

Finally, gender is measured not only on a categorical scale but also on a continuous gender

scale that has been included in the analysis.

To draw a final conclusion to this dissertation, it remains to say that for the two main

research areas - forecasting methods and behavioral economics - there are many more

unexplored and unresolved questions. It would certainly be exciting and also tempting to

pursue these questions. However, every journey must come to an end. The present work

was a modest attempt to fit small pieces of the puzzle into the overall picture. I hope that

I could convey my ideas and approaches convincingly to the reader, and thank you for

your patience.
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Appendix: Chapter 3

A.1 Model architecture

These sections provide the formal description of the RNAA. The following notation

follows Goodfellow et al. (2016) for one step i and the official TensorFlow documentation.

TensorFlow operates on multi-dimensional arrays that are labeled tensors. It is possible to

feed in only part of the data (batches) for computational efficiency. The batch size denotes

the size of the parts, but is for readability set to 1 and omitted in this section. Activation

functions are, in general, applied element-wise.

We assume the original definition of x and y:

x =
(

x(1), . . . , x(nx)
)

,

y =
(

y(1), . . . , y(ny)
)

,

where nx and ny denote the sequence lengths, which might vary across periods. The

arguments of the activation functions, e.g., tanh, sigmoid, are regulated by a set of weights

and biases. To provide a systematic naming concept that shows which input a weight matrix

transfers to the activation function, the term map is a proxy for the term activation function.

Therefore, in this section, b denotes a bias vector, U an input-to-map weight matrix, W an

output-to-map weight matrix, V a state-to-map weight matrix and C a context-to-map

weight matrix. The superscripts will distinguish the different weight matrices.

A.1.1 Encoder (LSTM)

The Encoder cell’s architecture is an LSTM and the Encoder consists of multiple units

representing the dimension of the states. The LSTM cell updates its cell state by the

fraction of the previous state, s(i−1), determined by the forget gate, f (i), and the fraction

of a proposed candidate cell state, s̃, determined by the input gate, g(i):

s(i) = f (i) ◦ s(i−1) + g(i) ◦ s̃(i),

where ◦ denotes the element-wise multiplication and the candidate cell state is given by

s̃(i) = σ
(

be + U e · x(i) + W e · h(i−1)
)

,
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where σ(·) denotes as usual a logistic sigmoid function.

The forget gate is computed with the input, x(i), and the previous output, h(i−1), of

the cell for each step by

f (i) = σ
(

bf + Uf · x(i) + W f · h(i−1)
)

,

and the input gate uses a similar functional form but with its own weight matrices:

g(i) = σ
(

bg + Ug · x(i) + W g · h(i−1)
)

.

The output of the LSTM cell is computed by the hyperbolic tangent, tanh(·), of the state

by

h(i) = tanh
(

s(i)
)

◦ q(i),

and controlled by the output gate,

q(i) = σ
(

bo + Uo · x(i) + W o · h(i−1)
)

.

The cell state is initialized by s(0) = 0. The dimensions of the matrices and vectors are

as follows. Let m be the number of features, then

x(i) : m × 1.

Let ne be the number of units of the Encoder, then

be, bf , bg, bo : ne × 1,

U e, Uf , Ug, Uo : ne × m,

W e, W f , W g, W o : ne × ne.

The number of units, ne is often referred to as latent dimension. So, the total number of

parameters of the LSTM layer can be computed with

nEncoder = 4(ne + nem + n2
e). (A.1)

A.1.2 Decoder (GRU)

The main difference between the GRU and LSTM cell is the missing output gate in the

former. Hence, the state and the output are the same. These two terms, state and output,

are often used interchangeably in the literature, even though it is only correct for the GRU

architecture. The GRU cell updates its current state by the fraction of the previous state

and a candidate state by the update gate

s
(i)
d =

(

1 − z(i)
)

◦ s
(i−1)
d + z(i) ◦ s̃

(i)
d ,

where the initial state, s
(0)
d , is the finale state of the Encoder. The candidate state, s̃

(i)
d , is

provided as weighted sum of the previous target sequence step, the previous state weighted

by the reset gate and the context vector,

s̃
(i)
d = tanh

(

Up · y(i−1) + V p ·
[

r(i) ◦ s
(i−1)
d

]

+ Cp · c(i) + bp
)

.
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Notice that by default the GRU utilizes the ground truth, y(i−1), which is also included

additionally to the previous state/output. The update gate is given by

z(i) = σ
(

U z · y(i−1) + V z · s
(i−1)
d + Cz · c(i) + bz

)

and the reset gate by

r(i) = σ
(

U r · y(i−1) + V r · s
(i−1)
d + Cr · c(i) + br

)

.

In addition to the classical GRU structure, these gates contain the context vector, c(i),

with the context-to-map weight matrix C. The context vector is provided by the attention

mechanism as sum of the complete sequence of outputs of the Encoder weighted by the

attention weights, α
(i)
j . First, the sequence is processed by the Encoder and its output

h =
(

h(1), . . . , h(nx)
)

is obtained. Bahdanau et al. (2015) label h as annotations. Then,

the context is computed with

c(i) =
nx∑

j=1

α
(i)
j · h(j)

where the attention weights, α
(i)
j , are computed using a softmax activation function,

α
(i)
j =

exp
(

e
(i)
j

)

∑nx

k=1 exp
(

e
(i)
k

)

based on the previous state of the Decoder, s
(i−1)
d , and all outputs of the Encoder

e
(i)
j = v′

a · tanh
(

V a · s
(i−1)
d + W a · h(j) + ba

)

.

The output of the Decoder is computed by

h
(i)
d = linear

(

V d · s
(i)
d + Cd · c(i) + bd

)

,

where linear(·) returns its argument unchanged. The function is labeled for easier adjust-

ment, e.g., to be replaced by the wide used softmax function.

Let nd be the number of units in the Decoder, and na the number of units of the

attention mechanism, and y(i) be a m × 1 vector, then

V d : m × nd,

Cd : m × ne,

bd : m × 1,

bp, bz, br : nd × 1,

V p, V z, V r : nd × nd,

Up, Uz, U r : nd × m,

Cp, Cz, Cr : nd × ne,

ba, va : na × 1,
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V a : na × nd,

W a : na × ne.

The total number of parameters of the Decoder is

nDecoder = m(4nd + ne + 1) + 3nd(1 + nd + ne) + na(2 + nd + ne). (A.2)

A.1.3 Number of parameters

The total number of parameters with normalization n = na = ne = nd for the Encoder

and Decoder is given by

nEncoder = 4(n + nm + n2), (A.3)

nDecoder = 5mn + m + 5n + 8n2. (A.4)

A.1.4 Deep learning layers

In the hyperparameter optimization, the Tuners are allowed to add additional layers after

the Decoder to implement a very simple approach to a deep learning structure. This

allows to search in a vertical and horizontal manner for an appropriate model. Each layer

implements

h
(i)
l = linear

(

W l · h
(i)
l−1 + bl

)

, (A.5)

where l = 1, . . . , nl denotes the additional dense layer. The output of the previous layer,

h
(i)
l is for l = 0 the output of the Decoder, h

(i)
d , and for each next layer, the previous deep

learning layer, h
(i)
l , l > 0. The dimension of W l differs with its position in the model. The

first weight matrix for l = 1 has dimension np × m to transfer the output to the np cells

of each dense layer. The last matrix for l = nl has dimension m × np to transfer to the

number of features of the target sequence. The possible layers within the deep learning

part are standardized to np × np. The bias term, bl adjusts accordingly to match the

dimensions of W l.
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A.2 Additional data visualization

This appendix section provides more details on the primary data set.

A.2.1 Descriptives of the data set

Table A.1 summarizes the complete data set by the auction format, the product and the

period for which the product is offered. It also provides the weekly or daily averages of the

bid, i.e., the capacity and energy price as well as the bid size in MW.

Table A.1. Descriptive statistics of the data set.

Averages

Auction format Product Slice Time n Capacity price Energy price MW offer

HT 08:00 - 20:00 368 257.36 1249.39 18.07NEG

NT 20:00 - 08:00 368 500.10 1680.72 18.16

HT 08:00 - 20:00 368 293.20 1960.25 22.32

Weekly

POS

NT 20:00 - 08:00 368 506.14 2009.66 21.48

- 00:00 - 04:00 845 16.19 738.39 6.72

- 04:00 - 08:00 845 11.55 707.34 6.79

- 08:00 - 12:00 845 7.98 537.85 6.98

- 12:00 - 16:00 845 12.73 664.69 6.87

- 16:00 - 20:00 845 7.28 515.27 7.06

NEG

- 20:00 - 24:00 845 6.12 441.76 6.94

- 00:00 - 04:00 845 6.58 729.52 6.69

- 04:00 - 08:00 845 9.25 828.81 6.66

- 08:00 - 12:00 845 13.61 878.49 6.55

- 12:00 - 16:00 845 10.07 714.61 6.66

- 16:00 - 20:00 845 19.07 927.01 6.57

Daily

POS

- 20:00 - 24:00 845 11.73 860.17 6.64

Note: For each category, the number of observations, n, the average capacity price, energy price, and MW

offer is reported.

A.2.2 MW capacity

Fig. A.1 shows the empirical cumulative distribution (ECDF) for the two auction formats

for POS HT and POS 8:00 - 12:00. It can be seen that in both formats there is variation

in the bid sizes. In the daily format, the 5 MW bid size is mostly observed.

A.2.3 Average weighted weekly capacity prices

Fig. A.2 shows the AWWC price for the POS HT of weekly auctions. The time series

shows huge volatility and a downwards trend.
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Figure A.1. Empirical cumulative distribution function of the bid size by auction format.

Note: Both plots show the range from 0 to 50, which covers 94.3% and 99.9% of the observations for the

weekly and daily format, respectively.

Figure A.2. Average weighted weekly capacity prices.

Note: The prices in AC/MW according to Eq. (3.16) for the period from 2011/06/27 to 2018/07/09.
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A.2.4 Varying sequence length

This section illustrates the problem that the sequence length is varying across time. It

presents results based on weekly and daily auction formats. Fig. A.3 shows that there was

an upwards trend in the number of bids. An interrupted time series analysis approach (red

line) is applied on temporally equidistant observations, i.e., in the daily auction format,

observations from one day per week are used. It identifies a significant positive linear trend

and a significant positive shift of 168 bids when the auction format change was introduced.

The interrupted time series approach (McDowall et al., 2019) shows a significant positive

linear trend for the number of bids with a stark increase of 168 bids for the change of the

auction format from weekly to daily. A frequency plot of these sequence lengths, Fig. A.4,

shows a sharp distinction between the observed lengths by the auction format.

Figure A.3. Number of accepted bids.

Note: The number of bids of one supply curve represents the sequence length illustrated by gray circles.

The solid black line marks the change from the weekly to the daily format on 2018/07/11. The red line

shows the estimates of an interrupted time series analysis.

A.2.5 Supply meets demand

Fig. A.5 illustrates supply and demand. The total supply depicted by empty circles is

the sum of each bid’s capacity within one supply curve in one period. Red dots mark

the GCC’s announced demand, which was initially disclosed quarterly but changed to an

a-day-before announcement which is not illustrated. Blue dots show the observed and

published demand. The deviations in the first sections result from large capacity offers at

the end of the supply curve with the highest capacity price from which only the required

amount was procured. The GCC’s change of the announcement method led to considerable

variations in the last section, in which the exchange with Austria compensates for supply

deficits or oversupply.
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Figure A.4. Frequency plot of the number of accepted bids.

Note: The coloring indicates the auction format (red for daily, blue for weekly). There is a sharp distinction

between the two formats separating in the left (weekly) and right (daily) concentrations. The average

number of accepted bids is 91.05 with a standard deviation of 23.77 for the weekly auction and 300.8 with

a standard deviation of 43.0 for the daily format.

Figure A.5. Total supply, quarterly announced demand, and observed demand.

Note: Total supply, quarterly announced demand, and observed demand. Empty circles depict the total

supply. Red dots mark the GCC’s announced demand. Blue dots show the observed and published demand.
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A.3 Additional results

A.3.1 Supply curve case with simple NNs

In the additional step of the performance evaluation, the aim is to predict the non-smoothed

and non-truncated supply curves, including the bid sizes. In Python, this can be thought

of as extending the last dimension of the 3D array by one more feature, or in other words,

one supply curve is modeled as a two-column matrix; see Eq. (3.19). In the functional

case, the evaluation of the smoothed curves on a fixed and constant number of points can

be thought of as normalization to an equally spaced grid, elegantly omitting the irregular

spacing problem. The RNAA does not have to rely on this normalization since it can

process the bids directly, as just explained. Consequently, the RNAA is only compared to

the default simple NN models in this section since other methods require more complex

or combined approaches. The supply curves are taken as they were observed, and each

sequence is padded with trailing zeros to the maximum length, as regularly done in the

machine learning literature. The prices are logarithmized after adding an offset of +1 and

cumulative bids are min-max normalized. The reported forecast metrics are computed on

a Rolling principle but on a one-step basis instead of the complete curve.

All models have access to the complete input sequence, and the results are shown in

Table A.2. The choice of hyperparameters for the RNAA remains unchanged compared to

the functional case in Section 3.6.2. The Naive approach is replaced by the Last NN, which

simply repeats the last observed step of the input sequence. The simple NNs utilize a

Window approach for the data, which is adjusted to two scenarios. In the first scenario, the

simple models are designed to predict the whole target sequences in a one-shot manner since

the RNAA predicts the complete sequence step-by-step by default. In this scenario, the

metrics decrease with increasing model complexity, as shown by the numbers in Table A.2

that become smaller line by line. Overall, the RNAA exhibits the smallest MSE and MAE

compared to all benchmark models.

In a second scenario, it is accounted for the simplicity of the models, which might be

the reason that they are unable to predict the whole sequence. So, the simple models are

now designed to only predict a single step of the target sequence. This is very beneficial in

terms of prediction errors since compared to the previous scenario, the MSE and MAE

shown in Table A.2 are sharply reduced. However, the RNAA is still the model with

the smallest MSE and outperforms three models in terms of MAE. Only the Last model

has a smaller MAE, indicating fewer outliers, and is profiting the most from the reduced

prediction task since only the last step is used naturally limiting deviations. Since the

RNAA has access to the same input and consists of a step-by-step procedure, it is still

comparable to these simple NNs, and it inherently addresses both scenarios simultaneously.

So, the metrics for the RNAA remain the same.

As in the previous sections, the RNAA’s attention mechanism produces an attention

plot based on the training set. It is displayed in Fig. A.6. Compared to the attention plot
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Table A.2. Forecast accuracy evaluation (supply curve case).

One-shot One-step

Method MSE MAE MSE MAE

Last 0.22331 0.28263 0.09362 0.04918

Linear 0.11433 0.21807 0.07450 0.14197

Conv 0.10411 0.19799 0.05562 0.09038

LSTM 0.07538 0.15940 0.05562 0.06842

RNAA 0.04716 0.06537 0.04716 0.06537

Note: The table summarizes the MSE and MAE

between the true and the predicted bids under the

Rolling principle. The predictions are based on the

simple NNs (Last, Dense, CONV, LSTM) and the

RNAA in a one-shot and a one-step scenario. The

Last method replaces the Naive approach but is essen-

tially identical. The simple NNs are using a Window

approach implementation. The reported metrics for

the RNAA are identical in both scenarios because the

RNAA constantly operates in a one-shot mode.

in the functional case, this plot shows that the middle section of the input sequences is

very important for the final steps of the target sequence. Moreover, the deviations are

visibly higher than in the functional case. Here, each step is a bid that consists of the

capacity price and the capacity. So, the bids of the middle segment show high relevance

when predicting the top bids of tomorrow and the starting bids. This is an intriguing

insight, signaling that when using the supply curve only partly and restrict forecasts to the

prices without considering the irregular spacing given by the bid sizes, valuable information

is lost.

A.3.2 Evaluation to the same end

Table A.3 summarizes the MSABC for the supply curve case under the Rolling and Ahead

forecasting principle approximated by Step and Linear. For this table, all methods are

evaluated up to τL = 1. So, it acts as a contrast to the approach presented in Section 3.6.3.

It is hardly surprising that almost all MSABC for the Naive method and the RNAA

decrease or remain identical. Solely for the Naive method, the MSABC under the Ahead

principle with the Step approximation increases. It might have benefited more from the

increased number of bids in the now truncated range.
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Figure A.6. Attention plot (supply curve case).

Note: The sequences consist of the non-smoothed supply curves, including the bid sizes and zero padding.

The attention weights displayed in the attention plot are the average of all input and target training sequences

across a bid’s price and capacity. The model was trained on the data from 2011/06/27 to 2017/12/11.

The coloring illustrated from light to dark shades the amount of attention assigned in ascending order.

Attention weights over the 99.5% quantile are grouped in the darkest category for visualization reasons.

Table A.3. Forecast accuracy evaluation (supply curve case) with τL = 1.

Rolling Ahead

Range Method Step Linear Step Linear

Naive 0.00182 0.00190 0.00955 0.00910

Bosq 0.00219 0.00207 0.01179 0.01117

FTSA - Uni 0.00185 0.00171 0.00956 0.00904

FTSA - Multi 0.00181 0.00168 0.00815 0.00770

Total

RNAA 0.00146 0.00140 0.00700 0.00658

Naive 0.00010 0.00006 0.00063 0.00035

Bosq 0.00020 0.00008 0.00077 0.00056

FTSA - Uni 0.00018 0.00007 0.00063 0.00044

FTSA - Multi 0.00016 0.00006 0.00057 0.00038

Upper quartile

RNAA 0.00019 0.00006 0.00017 0.00023

Note: The table summarizes the MSABC between the true curve and the pre-

dicted curve under the Rolling and Ahead principle. The FTSA methods (Bosq,

FTSA - Uni, FTSA - Multi) and RNAA are evaluated up to 1 [truncated sup-

ply curve]. The column Range defines the starting point, i.e., the total range is

from τ0 = 0 to τL = 1. The upper quartile starts at the average upper quartile

of 0.7598. The area under the curves is approximated by a stepwise connection

of two points (Step) or by a linear interpolation (Linear).
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A.4 Window approach
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Figure A.7. Window approach on two-dimensional time series.

Note: The picture shows the first five observed supply curves. The supply curves are stacked in time, so

the x-axis represents the time, where the intervals between two dates are subdivided by the bid numbers.

The bid number is the position within a supply curve given by the increasing order of the capacity price.

The top panel shows the capacity price dimension and the bottom panel the cumulative MW positions.

The coloring illustrates the Window approach where the first curve is captured by the first, blue rectangle

and the second, red rectangle captures the next curve. The former is the input and the latter is the target,

which the network aims to predict. Both rectangles are shifted simultaneously by the same step size ahead

along the time axis.
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Appendix: Chapter 4

B.1 eBay data processing

Backus et al. (2020) provide two data sets threads and lists.32 The term thread identifies

a sequence of offers for a given buyer and seller pair bargaining over a given item. Each

observation in the first data set consists of an offer from the buyer or the seller in a given

thread with a time-stamp of the creation time and the response in plain text. Additionally,

the current status of the offer (accepted, declined, countered) can be found. Hence, one

thread can consist of multiple observations, but the last (most recent) observation covers

the final decision and the final price, for which the bargaining parties settled. The second

data set includes additional information about the item listing on the eBay platform. The

unique item ID connects both data sets. The author’s codebook provides more details on

the covered variables.

We develop two filtering procedures that collect the data for the empirical analysis.

The first one is written for the package data.table for R 3.6 and uses the data set threads.

It creates a unique identifier for successful threads and calculates the duration of the

negotiation, i.e., the time between the buyer’s first offer and the final acceptance marking

a successful thread. Additionally, it indicates whether the final price is round or not. The

pseudo-code is shown in Algorithm 1. In particular, it first selects only the successful

negotiations and then computes the duration for the different cases. Lastly, it creates the

indicator for round numbers. The second algorithm is written for STATA MP 16.0, and the

pseudo-code can be seen in Algorithm 2. It links the information of the item in the initial

listing from the data set lists by using the unique item ID to the data set that the previous

algorithm created.

In a last step, the complete data set is saved in the distribution-friendly csv-format

and for the descriptive and regression analysis in the dta-format.

Table B.1 and Table B.2 summarize the distribution of the observations.

32The data set is publicly available at Link or Online (2022b).
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Data: eBay data threads

Result: data set (i, pi, ∆ti, I(·)i))

———————————;

for all observations (n = 47, 377, 200) do

if offer was accepted (status_id=1) or auto-accepted (status_id=9) then

keep ID of item, seller, buyer, thread;

create new unique ID (i’s) for each kept quadruple (n = 12, 018, 417)

end

end

keep observations in threads by above new ID (n = 17, 892, 293);

transform plain text dates to interpretable dates;

for all i with only one observation do

calculate ∆ti between creation date and response date;

save by i: item id, price, ∆ti;

end

collect (n = 8, 534, 338);

for all i with more than one observation do

order by creation date in ascending order;

calculate ∆ti between creation date of first observation and response date of

last observation;

save by i: item id, price pi, ∆ti;

end

collect (n = 3, 317, 934);

merge cases and reduce to one observation per ID (n = 11, 301, 474);

create I(pi ∈ Υ )i;

remove duplicates(n = 4, 159);

save data set to external file;

get item’s IDs (n = 11, 297, 315) and sort;

save item ID to external file;

Algorithm 1: Procedure in R 3.6.1.
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Data: eBay data lists

Result: data set (i, Xi)

———————————;

for all observations (n = 98, 307, 281) do

order by item ID;

if item ID is in item ID file then

keep

end

end

collect (n = 11, 297, 315);

merge with duration file (1:1);

Algorithm 2: Procedure in STATA 16.

Table B.1. Conditions of the items in the eBay data.

N %
∑

%

New 2,300,284 28.24 28.24

New other 695,968 8.55 36.79

New with defects 35,918 0.44 37.23

Manufacturer refurbished 12,032 0.15 37.38

Seller refurbished 36,985 0.45 37.83

Like New 315,149 3.87 41.70

Used 4,286,288 52.63 94.33

Very Good 219,391 2.69 97.02

Good 114,677 1.41 98.43

Acceptable 32,636 0.40 98.83

For parts / not working 95,047 1.17 100.00

Total 8,144,375 100.00

Note: The table shows the distribution of the item’s condition of the

eBay data set of Backus et al. (2020) after applying our algorithm.

The conditions are ordered by their numeric ID in the data set.
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Table B.2. Categories of the items in the eBay data.

N %
∑

%

Collectibles 1,414,232 12.75 12.75

Everything else 42,679 0.38 13.14

Toys and Hobbies 658,335 5.94 19.07

Dolls and Bears 125,574 1.13 20.21

Stamps 106,335 0.96 21.16

Books 302,895 2.73 23.90

Jewelry and Watches 711,072 6.41 30.31

Consumer Electronics 263,319 2.37 32.68

Specialty Services 930 0.01 32.69

Art 108,317 0.98 33.67

Musical Instruments and Gear 178,088 1.61 35.27

Cameras and Photo 144,795 1.31 36.58

Pottery and Glass 209,958 1.89 38.47

Sporting Goods 421,476 3.80 42.27

Video Games and Consoles 184,018 1.66 43.93

Pet Supplies 14,453 0.13 44.06

Tickets and Experiences 28,727 0.26 44.32

Baby 28,417 0.26 44.58

Travel 10,717 0.10 44.67

Real Estate 81 0.00 44.67

Coins and Paper Money 283,656 2.56 47.23

DVDs and Movies 108,607 0.98 48.21

Music 212,624 1.92 50.13

Clothing Shoes and Accessories 2,487,553 22.43 72.56

Home and Garden 330,926 2.98 75.54

Business and Industrial 393,465 3.55 79.09

Crafts 93,174 0.84 79.93

Cell Phones and Accessories 135,474 1.22 81.15

Antiques 202,743 1.83 82.98

Health and Beauty 136,147 1.23 84.21

Entertainment Memorabilia 135,324 1.22 85.43

Computers or Tablets and Networking 356,458 3.21 88.64

Sports Mem Cards and Fan Shop 1,258,065 11.34 99.99

Gift Cards and Coupons 1,645 0.01 100.00

Total 11,090,279 100.00

Note: The table shows the distribution of the item’s category of the eBay data set

of Backus et al. (2020) after applying our algorithm. The categories are ordered

by their numeric ID in the data set.
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B.1.1 Detailed eBay regression results

Table B.3. Detailed regression results of duration or number of periods on round prices.

(1) (2) (3) (4)

Duration Duration Periods Periods

Round numbers -24.82∗∗∗ (4.91) -53.02∗∗∗ (5.21) -0.17∗∗∗ (0.00054) -0.19∗∗∗ (0.00064)

Condition

New 0.00 (.) 0.00 (.)

New other 11.65 (10.4) -0.05∗∗∗ (0.0014)

New with defects 199.56∗∗∗ (45.3) -0.01∗∗ (0.0051)

Manufacturer refurbished -34.89 (57.2) 0.09∗∗∗ (0.0098)

Seller refurbished -11.81 (33.6) 0.04∗∗∗ (0.0054)

Like New 32.84 (21.0) -0.05∗∗∗ (0.0022)

Used -79.84∗∗∗ (5.98) -0.10∗∗∗ (0.00079)

Very Good -40.32∗∗ (20.5) -0.10∗∗∗ (0.0025)

Good -51.99∗∗ (26.2) -0.11∗∗∗ (0.0031)

Acceptable -36.38 (43.4) -0.11∗∗∗ (0.0051)

For parts / not working 332.98∗∗∗ (30.2) -0.08∗∗∗ (0.0033)

Category

Collectibles 0.00 (.) 0.00 (.)

Everything else -1159.55∗∗∗ (9.80) -0.59∗∗∗ (0.0011)

Toys and Hobbies -138.58∗∗∗ (12.3) 0.10∗∗∗ (0.0015)

Dolls and Bears -310.26∗∗∗ (20.5) -0.04∗∗∗ (0.0026)

Stamps 167.65 (394.9) -0.06∗ (0.037)

Books -165.24∗∗∗ (23.4) -0.07∗∗∗ (0.0025)

Jewelry and Watches -18.92 (13.3) 0.13∗∗∗ (0.0016)

Consumer Electronics -191.30∗∗∗ (14.6) 0.19∗∗∗ (0.0022)

Art 81.57 (115.6) 0.02∗ (0.0086)

Musical Instruments and Gear -113.83∗∗∗ (16.0) 0.22∗∗∗ (0.0026)

Cameras and Photo -162.89∗∗∗ (18.5) 0.21∗∗∗ (0.0029)

Sporting Goods -194.64∗∗∗ (12.6) 0.19∗∗∗ (0.0018)

Video Games and Consoles -374.33∗∗∗ (17.3) 0.25∗∗∗ (0.0028)

Pet Supplies -246.58∗∗∗ (54.7) 0.04∗∗∗ (0.0078)

Baby -363.80∗∗∗ (20.7) 0.14∗∗∗ (0.0058)

Travel -185.42∗∗∗ (42.2) 0.18∗∗∗ (0.010)

Coins and Paper Money 30.11 (239.2) 0.01 (0.025)

DVDs and Movies -324.70∗∗∗ (23.1) 0.03∗∗∗ (0.0031)

Music 8.51 (23.6) -0.06∗∗∗ (0.0020)

Clothing Shoes and Accessories -206.50∗∗∗ (9.79) 0.05∗∗∗ (0.0010)

Home and Garden -211.41∗∗∗ (12.9) 0.06∗∗∗ (0.0018)

Business and Industrial 530.35∗∗∗ (21.2) 0.06∗∗∗ (0.0017)

Crafts -412.20∗∗∗ (19.1) -0.13∗∗∗ (0.0027)

Cell Phones and Accessories -645.60∗∗∗ (11.2) 0.26∗∗∗ (0.0030)

Antiques 120.52 (242.8) -0.10∗∗∗ (0.037)

Health and Beauty -251.97∗∗∗ (19.4) 0.01∗∗∗ (0.0026)

Entertainment Memorabilia 255.81∗ (137.1) 0.02∗∗ (0.012)

Computers or Tablets and Networking -256.83∗∗∗ (12.6) 0.13∗∗∗ (0.0019)

Sports Mem Cards and Fan Shop 149.11∗∗∗ (18.7) 0.11∗∗∗ (0.0020)

Constant 1059.31∗∗∗ (3.02) 1165.92∗∗∗ (9.80) 1.58∗∗∗ (0.00038) 1.59∗∗∗ (0.0011)

N 11,090,279 8,144,375 11,090,279 8,144,375

Note: The table reports OLS results for the two dependent variables, Duration and Periods. Duration denotes the time between the first observation

and the last observation of a thread in minutes. Periods denotes the number of offers made between seller and buyer. The table reports the coefficient

of the round number dummy as Round numbers. There are 11 condition dummies for the item, where the baseline is “New”. The meta category of the

item has 38 categories and is considered with a corresponding number of dummies, where the baseline is “Collectible”. Missing observations are due to

incomplete recordings of condition or category. Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.10.
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B.2 Additional experimental results

B.2.1 Acceptance and rejection times

In this section, we provide details on the decision times for acceptances and rejections

separately in addition to Section 4.3. Table B.4 summarizes the decision times when an

offer was accepted. The discussion can be found in Section 4.3.

Table B.4. Decision times conditional on acceptance.

Treatment

Offer type Total Single Partner

Round 9.81 9.88 9.75

NonRound 11.05 10.55 11.52

Note. Average decision times are reported in

seconds.

Table B.5 summarizes the decision times when an offer was rejected. When the

observations of rejections are pooled across treatments, we find significantly quicker

rejections when a round offer was made (t-test: 7.92s vs. 8.65s; p = 0.0527). Furthermore,

the difference in decision times between offer types for rejections is the smallest (0.73s)

compared to the previous cases when decisions were pooled (1.11s) or when only acceptances

were considered (1.24s). When we control for the treatments, we find that participants in

Partner reject round offers significantly quicker (t-test: 7.96s vs. 8.95s; p = 0.0479) while

the difference in Single (t-test: 7.87s vs. 8.37s; p = 0.3730) is not significant.

Table B.5. Decision times conditional on rejection.

Treatment

Offer type Total Single Partner

Round 7.92 7.87 7.96

NonRound 8.65 8.38 8.95

Note. Average decision times are reported in

seconds.
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B.2.2 Acceptance frequency bar plot
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Figure B.1. Acceptance frequencies as bar plot for each segment.

Note: The rows of the figure correspond to the total, female and male sample as indicated by the right

legend. Each column corresponds to a segment of offer shares (S.1, S.2, S.3, S.4). The segments are equally

wide. For each cell of the figure, the share of accepted round and non-round offers in the two treatments is

illustrated. The gray bars represent the Single treatment, and the black bars correspond to the Partner

treatment.

B.2.3 Regression analysis

To evaluate the robustness of our results in Section 4.3, we estimate a linear probability

model by OLS, where standard errors are clustered on the individual-level. The dependent

variable is the binary variable offer acceptance. We control for offer share, treatment, offer

type, and the interaction of the latter two.

As we have seen in our analysis from Fig. 4.7, a higher propensity to accept is associated

with round numbers in all treatments, but they are likely caused by different channels for

high and low offer shares. Thus, it is not surprising to see significant round-number effects

and no significant interaction term without restricting the offer share, as the round-number

dummy simply captures the whole round-number effect. To control for this and to keep the

estimated models as parsimonious as possible, we divide our sample into the four offer share

segments as before and estimate the same model separately for each segment. Table B.6

shows the results of the estimations. The first three columns summarize the estimates for
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S.1. We find significant positive interaction terms. In the total sample, being in Partner

and receiving a round offer increases the acceptance frequency by 8.4%p (p = 0.080) on

average. The effect is especially pronounced in the female sample, where, ceteris paribus,

a round offer has a 15.7%p higher chance of being accepted (p = 0.035). Thus, round

numbers have a higher acceptance frequency in Partner for lower offer shares (Result 2).

For S.2, we do not find any significant treatment or round-number effects. Again, this is in

line with the graphical analysis (Column (4) to (6)). For S.3 (Column (7) to (9)), in the

total sample, there are significant treatment and round number effects. The interaction

is insignificant. This confirms our argument for round-number bias (Result 1). Only

looking at the female sample, the results are qualitatively similar, but now the interaction is

significantly negative. This could already be seen in the figures above and further confirms

our conjecture that in Partner, subjects were more careful in their decision-making, thereby

reducing potentially unconscious biases for round numbers. For S.4, we get qualitatively

similar results. Only now the interaction term for the female sample becomes insignificant,

yet still has the negative sign as in S.3 (Column (10) to (12)).
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B.3 MTurk and oTree instructions

This section provides screenshots of the human intelligence task (HIT) published on Amazon

Mechanical Turk under the name of Alexander Lauf as the requester and the instructions

of the experiment in oTree for both treatments. Please note that these pictures represent

websites. The oTree code is available on request. In particular, the following is covered:

1. HIT - Design and description,

2. Experimental design: Single,

3. Experimental design: Partner.
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B.3.1 HIT - Design and description
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B.3.2 Experimental design: Single
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Placeholder  

Round 3 to Round 10 

 

The above scheme is repeated. 
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B.3.3 Experimental design: Partner
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Placeholder  

Round 3 to Round 10 

 

The above scheme is repeated. 
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Appendix: Chapter 6

This appendix includes a detailed literature review, further tables, figures, and additional

analyses for Chapter 6.

Ethics and Preregistration Statement This study received ethical approval from

the UEBS Research Ethics Committee of the University of Exeter (Ethics application -

eUEBS004241; 26.05.2021) and the Ethics Committee of the University of Regensburg

(28.04.2021). It was preregistered on aspredicted.org (Nr. 68888) before data collection

(see Link or Online (2022a)).
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C.1 Summary statistics

Table C.1. Descriptives for the cisgender and transgender samples.

Gender

Total Cisgender Transgender p-value

(N=780) (N=425) (N=355)

Treatment 0.933

NEUTRAL 259 (33.2%) 143 (33.6%) 116 (32.7%)

FEMININE 263 (33.7%) 141 (33.2%) 122 (34.4%)

MASCULINE 258 (33.1%) 141 (33.2%) 117 (33.0%)

Age (years) 0.516

Mean (SD) 24.4 (6.60) 24.3 (6.52) 24.6 (6.71)

Height (cm) 0.002

Mean (SD) 170 (10.8) 171 (11.0) 169 (10.5)

Student status 0.830

Yes 368 (47.2%) 202 (47.5%) 166 (46.8%)

No 412 (52.8%) 223 (52.5%) 189 (53.2%)

Highest education 0.094

University degree 266 (34.1%) 159 (37.4%) 107 (30.1%)

High school diploma/A-levels 361 (46.3%) 189 (44.5%) 172 (48.5%)

Other 153 (19.6%) 77 (18.1%) 76 (21.4%)

Income: Less than 20,000 GBP 0.171

Yes 541 (69.4%) 286 (67.3%) 255 (71.8%)

No 239 (30.6%) 139 (32.7%) 100 (28.2%)

Religion 0.891

Non-religious 547 (70.1%) 295 (69.4%) 252 (71.0%)

Religious 201 (25.8%) 112 (26.4%) 89 (25.1%)

Not say 32 (4.1%) 18 (4.2%) 14 (3.9%)

Residence <0.001

Continental Europe 250 (32.1%) 169 (39.8%) 81 (22.8%)

United Kingdom 205 (26.3%) 101 (23.8%) 104 (29.3%)

United States 265 (34.0%) 133 (31.3%) 132 (37.2%)

Other 60 (7.7%) 22 (5.2%) 38 (10.7%)

BEM group: 0.002

Androgynous 188 (24.1%) 116 (27.3%) 72 (20.3%)

Feminine 222 (28.5%) 104 (24.5%) 118 (33.2%)

Masculine 151 (19.4%) 95 (22.4%) 56 (15.8%)

Undifferentiated 219 (28.1%) 110 (25.9%) 109 (30.7%)

BEM score: Feminine 0.730

Mean (SD) 41.8 (8.58) 41.8 (8.19) 41.7 (9.03)

BEM score: Masculine <0.001

Mean (SD) 33.9 (7.95) 35.0 (7.64) 32.5 (8.11)

TCS <0.001

Mean (SD) 3.67 (1.14) 4.47 (0.570) 2.71 (0.865)

STT <0.001

Mean (SD) 4.35 (4.59) 0.998 (1.47) 8.37 (3.76)

Note: The table summarizes the characteristics of the cisgender and transgender samples. The

education category other includes subjects that replied technical/community college, secondary

education (e.g. GED/GCSE), no formal qualification, or don’t know/not applicable. The

religion category religious includes subjects that replied Buddhism, Christianity, Hinduism,

Islam, Judaism, Paganism, Sikhism, or Spiritualism. The residence category other includes

subjects that replied Australia, Canada, Chile, Israel, Japan, Mexico, New Zealand, or South

Africa. The column p-value reports the p-values of χ2-tests for categorical variables and the

p-values of Wilcoxon-Mann Whitney tests for numerical variables between the cisgender and

transgender column.
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Table C.2. Descriptives by treatment for cismen.

Treatment

Total NEUTRAL FEMININE MASCULINE p-value

Cismen

(N=214) (N=72) (N=71) (N=71)

Age (years) 0.042

Mean (SD) 24.1 (5.74) 25.8 (7.70) 24.1 (4.79) 22.5 (3.44)

Height (cm) 0.449

Mean (SD) 178 (9.08) 180 (10.2) 177 (7.95) 177 (8.77)

Student status 0.754

Yes 102 (47.7%) 32 (44.4%) 34 (47.9%) 36 (50.7%)

No 112 (52.3%) 40 (55.6%) 37 (52.1%) 35 (49.3%)

Highest education 0.237

University degree 72 (33.6%) 26 (36.1%) 27 (38.0%) 19 (26.8%)

High school diploma/A-levels 94 (43.9%) 27 (37.5%) 28 (39.4%) 39 (54.9%)

Other 48 (22.4%) 19 (26.4%) 16 (22.5%) 13 (18.3%)

Income: Less than 20,000 GBP 0.841

Yes 135 (63.1%) 47 (65.3%) 43 (60.6%) 45 (63.4%)

No 79 (36.9%) 25 (34.7%) 28 (39.4%) 26 (36.6%)

Religion 0.820

Non-religious 144 (67.3%) 48 (66.7%) 47 (66.2%) 49 (69.0%)

Religious 60 (28.0%) 21 (29.2%) 19 (26.8%) 20 (28.2%)

Not say 10 (4.7%) 3 (4.2%) 5 (7.0%) 2 (2.8%)

Residence 0.972

Continental Europe 95 (44.4%) 31 (43.1%) 30 (42.3%) 34 (47.9%)

United Kingdom 50 (23.4%) 17 (23.6%) 17 (23.9%) 16 (22.5%)

United States 65 (30.4%) 23 (31.9%) 23 (32.4%) 19 (26.8%)

Other 4 (1.9%) 1 (1.4%) 1 (1.4%) 2 (2.8%)

BEM group: 0.490

Androgynous 56 (26.2%) 19 (26.4%) 19 (26.8%) 18 (25.4%)

Feminine 40 (18.7%) 15 (20.8%) 11 (15.5%) 14 (19.7%)

Masculine 59 (27.6%) 22 (30.6%) 15 (21.1%) 22 (31.0%)

Undifferentiated 59 (27.6%) 16 (22.2%) 26 (36.6%) 17 (23.9%)

BEM score: Feminine 0.644

Mean (SD) 40.0 (8.55) 40.4 (8.52) 39.3 (9.13) 40.4 (8.03)

BEM score: Masculine 0.522

Mean (SD) 35.7 (7.68) 36.2 (6.93) 34.9 (7.71) 36.0 (8.41)

TCS 0.620

Mean (SD) 4.47 (0.591) 4.45 (0.541) 4.49 (0.590) 4.46 (0.645)

STT 0.001

Mean (SD) 0.986 (1.46) 1.18 (1.09) 0.535 (0.939) 1.24 (2.01)

Note: The table summarizes the characteristics of the cisgender and transgender samples. The education category

other includes subjects that replied technical/community college, secondary education (e.g. GED/GCSE), no formal

qualification, or don’t know/not applicable. The religion category religious includes subjects that replied Buddhism,

Christianity, Hinduism, Islam, Judaism, Paganism, Sikhism, or Spiritualism. The residence category other includes

subjects that replied Australia, Canada, Chile, Israel, Japan, Mexico, New Zealand, or South Africa. The column

p-value reports the p-values of χ2-tests for categorical variables and the p-values of the Kruskal Wallis tests for

numerical variables between the treatment columns.
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Table C.3. Descriptives by treatment for ciswomen.

Treatment

Total NEUTRAL FEMININE MASCULINE p-value

Ciswomen

(N=211) (N=71) (N=70) (N=70)

Age (years) 0.644

Mean (SD) 24.6 (7.23) 25.0 (7.83) 25.1 (7.79) 23.6 (5.90)

Height (cm) 0.541

Mean (SD) 164 (7.96) 164 (9.88) 164 (7.02) 165 (6.60)

Student status 0.813

Yes 100 (47.4%) 35 (49.3%) 34 (48.6%) 31 (44.3%)

No 111 (52.6%) 36 (50.7%) 36 (51.4%) 39 (55.7%)

Highest education 0.667

University degree 87 (41.2%) 32 (45.1%) 31 (44.3%) 24 (34.3%)

High school diploma/A-levels 95 (45.0%) 29 (40.8%) 31 (44.3%) 35 (50.0%)

Other 29 (13.7%) 10 (14.1%) 8 (11.4%) 11 (15.7%)

Income: Less than 20,000 GBP 0.253

Yes 151 (71.6%) 53 (74.6%) 53 (75.7%) 45 (64.3%)

No 60 (28.4%) 18 (25.4%) 17 (24.3%) 25 (35.7%)

Religion 0.990

Non-religious 151 (71.6%) 51 (71.8%) 50 (71.4%) 50 (71.4%)

Religious 52 (24.6%) 17 (23.9%) 17 (24.3%) 18 (25.7%)

Not say 8 (3.8%) 3 (4.2%) 3 (4.3%) 2 (2.9%)

Residence 0.589

Continental Europe 74 (35.1%) 28 (39.4%) 25 (35.7%) 21 (30.0%)

United Kingdom 51 (24.2%) 19 (26.8%) 15 (21.4%) 17 (24.3%)

United States 68 (32.2%) 21 (29.6%) 24 (34.3%) 23 (32.9%)

Other 18 (8.5%) 3 (4.2%) 6 (8.6%) 9 (12.9%)

BEM group: 0.187

Androgynous 60 (28.4%) 17 (23.9%) 28 (40.0%) 15 (21.4%)

Feminine 64 (30.3%) 23 (32.4%) 19 (27.1%) 22 (31.4%)

Masculine 36 (17.1%) 14 (19.7%) 11 (15.7%) 11 (15.7%)

Undifferentiated 51 (24.2%) 17 (23.9%) 12 (17.1%) 22 (31.4%)

BEM score: Feminine 0.212

Mean (SD) 43.5 (7.42) 43.3 (7.35) 44.7 (7.66) 42.6 (7.22)

BEM score: Masculine 0.099

Mean (SD) 34.3 (7.54) 33.9 (7.31) 35.9 (8.18) 33.2 (6.93)

TCS 0.878

Mean (SD) 4.48 (0.550) 4.55 (0.413) 4.47 (0.585) 4.42 (0.630)

STT 0.906

Mean (SD) 1.01 (1.49) 1.15 (2.07) 0.957 (1.04) 0.914 (1.14)

Note: The table summarizes the characteristics of the cisgender and transgender samples. The education category

other includes subjects that replied technical/community college, secondary education (e.g. GED/GCSE), no

formal qualification, or don’t know/not applicable. The religion category religious includes subjects that replied

Buddhism, Christianity, Hinduism, Islam, Judaism, Paganism, Sikhism, or Spiritualism. The residence category

other includes subjects that replied Australia, Canada, Chile, Israel, Japan, Mexico, New Zealand, or South Africa.

The column p-value reports the p-values of χ2-tests for categorical variables and the p-values of the Kruskal Wallis

tests for numerical variables between the treatment columns.
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Table C.4. Descriptives by treatment for transmen.

Treatment

Total NEUTRAL FEMININE MASCULINE p-value

Transmen

(N=215) (N=72) (N=72) (N=71)

Age (years) 0.775

Mean (SD) 24.3 (6.40) 25.1 (8.07) 24.0 (5.61) 23.7 (5.12)

Height (cm) 0.301

Mean (SD) 164 (8.52) 165 (10.4) 164 (7.32) 164 (7.64)

Student status 0.376

Yes 108 (50.2%) 34 (47.2%) 41 (56.9%) 33 (46.5%)

No 107 (49.8%) 38 (52.8%) 31 (43.1%) 38 (53.5%)

Highest education 0.891

University degree 63 (29.3%) 22 (30.6%) 19 (26.4%) 22 (31.0%)

High school diploma/A-levels 109 (50.7%) 37 (51.4%) 39 (54.2%) 33 (46.5%)

Other 43 (20.0%) 13 (18.1%) 14 (19.4%) 16 (22.5%)

Income: Less than 20,000 GBP 0.355

Yes 155 (72.1%) 48 (66.7%) 52 (72.2%) 55 (77.5%)

No 60 (27.9%) 24 (33.3%) 20 (27.8%) 16 (22.5%)

Religion 0.892

Non-religious 144 (67.0%) 47 (65.3%) 49 (68.1%) 48 (67.6%)

Religious 62 (28.8%) 23 (31.9%) 19 (26.4%) 20 (28.2%)

Not say 9 (4.2%) 2 (2.8%) 4 (5.6%) 3 (4.2%)

Residence 0.939

Continental Europe 47 (21.9%) 14 (19.4%) 17 (23.6%) 16 (22.5%)

United Kingdom 64 (29.8%) 22 (30.6%) 23 (31.9%) 19 (26.8%)

United States 85 (39.5%) 31 (43.1%) 25 (34.7%) 29 (40.8%)

Other 19 (8.8%) 5 (6.9%) 7 (9.7%) 7 (9.9%)

BEM group: 0.927

Androgynous 44 (20.5%) 17 (23.6%) 13 (18.1%) 14 (19.7%)

Feminine 69 (32.1%) 20 (27.8%) 24 (33.3%) 25 (35.2%)

Masculine 42 (19.5%) 16 (22.2%) 13 (18.1%) 13 (18.3%)

Undifferentiated 60 (27.9%) 19 (26.4%) 22 (30.6%) 19 (26.8%)

BEM score: Feminine 0.809

Mean (SD) 41.4 (8.90) 41.1 (8.18) 41.5 (9.47) 41.6 (9.13)

BEM score: Masculine 0.597

Mean (SD) 33.6 (7.43) 34.0 (7.42) 33.1 (6.98) 33.6 (7.95)

TCS 0.692

Mean (SD) 2.82 (0.868) 2.88 (0.946) 2.75 (0.857) 2.84 (0.800)

STT 0.910

Mean (SD) 9.26 (3.15) 9.29 (3.50) 9.21 (3.01) 9.27 (2.96)

Note: The table summarizes the characteristics of the cisgender and transgender samples. The education category

other includes subjects that replied technical/community college, secondary education (e.g. GED/GCSE), no

formal qualification, or don’t know/not applicable. The religion category religious includes subjects that replied

Buddhism, Christianity, Hinduism, Islam, Judaism, Paganism, Sikhism, or Spiritualism. The residence category

other includes subjects that replied Australia, Canada, Chile, Israel, Japan, Mexico, New Zealand, or South Africa.

The column p-value reports the p-values of χ2-tests for categorical variables and the p-values of the Kruskal Wallis

tests for numerical variables between the treatment columns.
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Table C.5. Descriptives by treatment for transwomen.

Treatment

Total NEUTRAL FEMININE MASCULINE p-value

Transwomen

(N=140) (N=44) (N=50) (N=46)

Age (years) 0.345

Mean (SD) 25.1 (7.15) 25.3 (5.91) 25.6 (9.01) 24.2 (5.89)

Height (cm) 0.864

Mean (SD) 175 (10.1) 176 (8.41) 174 (13.4) 175 (7.24)

Student status 0.939

Yes 58 (41.4%) 18 (40.9%) 20 (40.0%) 20 (43.5%)

No 82 (58.6%) 26 (59.1%) 30 (60.0%) 26 (56.5%)

Highest education 0.090

University degree 44 (31.4%) 13 (29.5%) 20 (40.0%) 11 (23.9%)

High school diploma/A-levels 63 (45.0%) 16 (36.4%) 20 (40.0%) 27 (58.7%)

Other 33 (23.6%) 15 (34.1%) 10 (20.0%) 8 (17.4%)

Income: Less than 20,000 GBP 0.070

Yes 100 (71.4%) 37 (84.1%) 34 (68.0%) 29 (63.0%)

No 40 (28.6%) 7 (15.9%) 16 (32.0%) 17 (37.0%)

Religion 0.664

Non-religious 108 (77.1%) 33 (75.0%) 39 (78.0%) 36 (78.3%)

Religious 27 (19.3%) 10 (22.7%) 10 (20.0%) 7 (15.2%)

Not say 5 (3.6%) 1 (2.3%) 1 (2.0%) 3 (6.5%)

Residence 0.257

Continental Europe 34 (24.3%) 11 (25.0%) 9 (18.0%) 14 (30.4%)

United Kingdom 40 (28.6%) 11 (25.0%) 17 (34.0%) 12 (26.1%)

United States 47 (33.6%) 13 (29.5%) 21 (42.0%) 13 (28.3%)

Other 19 (13.6%) 9 (20.5%) 3 (6.0%) 7 (15.2%)

BEM group: 0.333

Androgynous 28 (20.0%) 5 (11.4%) 12 (24.0%) 11 (23.9%)

Feminine 49 (35.0%) 19 (43.2%) 17 (34.0%) 13 (28.3%)

Masculine 14 (10.0%) 7 (15.9%) 3 (6.0%) 4 (8.7%)

Undifferentiated 49 (35.0%) 13 (29.5%) 18 (36.0%) 18 (39.1%)

BEM score: Feminine 0.973

Mean (SD) 42.3 (9.22) 42.8 (7.72) 41.3 (10.4) 42.8 (9.28)

BEM score: Masculine 0.996

Mean (SD) 30.9 (8.83) 31.0 (9.17) 30.8 (8.75) 30.9 (8.80)

TCS 0.745

Mean (SD) 2.54 (0.835) 2.54 (0.755) 2.55 (0.872) 2.52 (0.883)

STT 0.027

Mean (SD) 7.01 (4.19) 7.93 (4.05) 5.80 (4.35) 7.46 (3.91)

Note: The table summarizes the characteristics of the cisgender and transgender samples. The education category

other includes subjects that replied technical/community college, secondary education (e.g. GED/GCSE), no

formal qualification, or don’t know/not applicable. The religion category religious includes subjects that replied

Buddhism, Christianity, Hinduism, Islam, Judaism, Paganism, Sikhism, or Spiritualism. The residence category

other includes subjects that replied Australia, Canada, Chile, Israel, Japan, Mexico, New Zealand, or South Africa.

The column p-value reports the p-values of χ2-tests for categorical variables and the p-values of the Kruskal Wallis

tests for numerical variables between the treatment columns.
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C.2 Priming (Part 1)

Fig. C.1 presents the number of marked words split up by treatments and subject groups.

We do not find any differences in marked words within one priming condition across subject

groups (KW, NEUTRAL: p = 0.349, FEMININE: p = 0.874, MASCULINE: p = 0.112).

For the different subject groups separately across priming conditions, only the number of

words marked by transmen didn’t differ across priming conditions (KW, cismen: p < 0.001,

ciswomen: p = 0.038, transmen: p = 0.123, transwomen: p = 0.014). Concerning gender

differences in NEUTRAL, we do not see significant variations (MWU, p = 0.820). The

same is true for sex differences (MWU, p = 0.091). As we did not pre-register to control

for the number of words marked in our regressions, we do not add this variable in the

reported analysis. However, please note that all main results remain qualitatively the same

when we account for the heterogeneity in the number of marked words. The additional

analyses are available on request.

Figure C.1. Marked words in Part 1 by treatments and subject groups (n = 780).

Note: The bars show the average amount of marked words, and the error bars represent the standard error

of the mean.
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Table C.6. Words found in the priming task across treatments and subject groups.

Panel A: Priming across treatments

Treatment

Subject groups NEUTRAL FEMININE MASCULINE p-value

Cismen 7.806 7.141 7.718 <0.001

Ciswomen 7.634 7.329 7.029 0.038

Transmen 7.611 7.028 7.296 0.123

Transwomen 7.955 7.420 7.630 0.014

Panel B: Priming across subject groups

Subject groups

Treatment Cismen Ciswomen Transmen Transwomen p-value

NEUTRAL 7.806 7.634 7.611 7.955 0.349

FEMININE 7.141 7.329 7.028 7.420 0.874

MASCULINE 7.718 7.029 7.296 7.630 0.112

Panel C: Priming across groups within NEUTRAL

Group 1 Group 2

Subjects Subjects p-value

Case 1 Cisgender 7.720 Transgender 7.741 0.816

Case 2 Cismen 7.806 Ciswomen 7.634 0.339

Case 3 Transmen 7.611 Transwomen 7.955 0.122

Case 4 Female 7.622 Male 7.862 0.091

Case 5 Feminine 7.757 Masculine 7.708 0.820

Panel D: Priming in NEUTRAL compared to the other treatments

NEUTRAL FEMININE MASCULINE

Subject groups p-value p-value

Cismen 7.806 7.141 <0.001 7.718 0.345

Ciswomen 7.634 7.329 0.012 7.029 0.035

Transmen 7.611 7.028 0.040 7.296 0.207

Transwomen 7.955 7.420 0.004 7.630 0.100

Note: The column p-value reports the results of the tests performed column-wise. For

continuous variables, we conducted Mann-Whitney U tests for two groups and Kruskal-

Wallis tests for more than two groups.
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C.3 Performance in the real effort math task (Part 2, 3, and

4)

The following tables summarize the performance in the math task by treatment and subject

groups for Part 2 (Table C.7) and Part 3 (Table C.8). By treatments, ciswomen and

cismen have differences in performance in MASCULINE in Part 2 (MWU; NEUTRAL:

p = 0.080, FEMININE: p = 0.205, MASCULINE: p = 0.037) and across all treatments in

Part 3 (MWU; NEUTRAL: p = 0.004, Part 3 FEMININE: p = 0.010, Part 3 MASCULINE:

p = 0.028).

Transgender participants show performance differences in NEUTRAL in Part 2 and 3

(MWU, Part 2: NEUTRAL: p = 0.007, FEMININE: p = 0.555, MASCULINE: p = 0.181,

Part 3: NEUTRAL: p = 0.015, FEMININE: p = 0.600, MASCULINE: p = 0.053).

Concerning sex differences, male participants always have a higher performance than

female ones in NEUTRAL and MASCULINE when facing piece-rate incentives (MWU,

Part 2: NEUTRAL: p = 0.003, FEMININE: p = 0.164, MASCULINE: p = 0.010).

Interestingly, this is true when they compete in Part 3 for all three treatments (MWU,

NEUTRAL: p < 0.001, FEMININE: p = 0.014, MASCULINE: p = 0.003).

However, performances do not differ by the individual’s gender (MWU, Part 2: NEU-

TRAL: p = 0.755, FEMININE: p = 0.621, MASCULINE: p = 0.553, Part 3: NEUTRAL:

p = 0.575, FEMININE: p = 0.161, MASCULINE: p = 0.675). All differences vanish in

Part 4, when we split up the data by those in the tournament (see the respective p-values

in Table C.9 and Table C.9). For the priming intervention, we have no evidence of prim-

ing influencing the performance, independent of the part or subject group (KW, cismen:

p′s > 0.478, ciswomen: p′s > 0.562, transmen: p′s > 0.956, or transwomen: p′S > 0.170).

Please note that we can not exclude that the math task is not influenced by a par-

ticipant’s gender and sex, combinations of it, in addition to interactions with priming.

However, we can control how performance heterogeneity affects competitiveness by adding

individual performances to our regressions measuring competitiveness. See Table C.15 to

Table C.16.
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C.3.1 Performance Part 2

Table C.7. Performance in Part 2 across treatments and subject groups.

Panel A: Performance in Part 2 across treatments

Treatment

Subject groups NEUTRAL FEMININE MASCULINE p-value

Cismen 8.458 8.704 9.423 0.478

Ciswomen 7.535 7.929 8.014 0.719

Transmen 7.750 7.778 7.718 0.956

Transwomen 9.409 8.740 8.739 0.285

Panel B: Performance in Part 2 across subject groups

Subject groups

Treatment Cismen Ciswomen Transmen Transwomen p-value

NEUTRAL 8.458 7.535 7.750 9.409 0.011

FEMININE 8.704 7.929 7.778 8.740 0.529

MASCULINE 9.423 8.014 7.718 8.739 0.062

Panel C: Performance in Part 2 across groups within NEUTRAL

Group 1 Group 2

Subjects Subjects p-value

Case 1 Cisgender 8.000 Transgender 8.379 0.405

Case 2 Cismen 8.458 Ciswomen 7.535 0.080

Case 3 Transmen 7.750 Transwomen 9.409 0.007

Case 4 Female 7.643 Male 8.819 0.003

Case 5 Feminine 8.252 Masculine 8.104 0.755

Panel D: Performance in Part 2 in NEUTRAL compared to the other treatments

NEUTRAL FEMININE MASCULINE

Subject groups p-value p-value

Cismen 8.458 8.704 0.797 9.423 0.231

Ciswomen 7.535 7.929 0.488 8.014 0.476

Transmen 7.750 7.778 0.832 7.718 0.932

Transwomen 9.409 8.740 0.125 8.739 0.255

Note: The column p-value reports the results of the tests performed column-wise. For

continuous variables, we conducted Mann-Whitney U tests for two groups and Kruskal-

Wallis tests for more than two groups.
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C.3.2 Performance Part 3

Table C.8. Performance in Part 3 across treatments and subject groups.

Panel A: Performance in Part 3 across treatments

Treatment

Subject groups NEUTRAL FEMININE MASCULINE p-value

Cismen 9.333 10.070 9.930 0.593

Ciswomen 7.423 7.957 8.271 0.562

Transmen 7.833 7.736 7.930 0.979

Transwomen 9.659 8.500 9.326 0.170

Panel B: Performance in Part 3 across subject groups

Subject groups

Treatment Cismen Ciswomen Transmen Transwomen p-value

NEUTRAL 9.333 7.423 7.833 9.659 0.002

FEMININE 10.070 7.957 7.736 8.500 0.021

MASCULINE 9.930 8.271 7.930 9.326 0.024

Panel C: Performance in Part 3 across groups within NEUTRAL

Group 1 Group 2

Subjects Subjects p-value

Case 1 Cisgender 8.385 Transgender 8.526 0.612

Case 2 Cismen 9.333 Ciswomen 7.423 0.004

Case 3 Transmen 7.833 Transwomen 9.659 0.015

Case 4 Female 7.629 Male 9.457 <0.001

Case 5 Feminine 8.278 Masculine 8.583 0.575

Panel D: Performance in Part 3 in NEUTRAL compared to the other treatments

NEUTRAL FEMININE MASCULINE

Subject groups p-value p-value

Cismen 9.333 10.070 0.353 9.930 0.406

Ciswomen 7.423 7.957 0.396 8.271 0.325

Transmen 7.833 7.736 0.920 7.930 0.832

Transwomen 9.659 8.500 0.081 9.326 0.686

Note: The column p-value reports the results of the tests performed column-wise. For

continuous variables, we conducted Mann-Whitney U tests for two groups and Kruskal-

Wallis tests for more than two groups.
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C.3.3 Performance Part 4

Table C.9. Performance in Part 4 of competing subjects across treatments and subject groups.

Panel A: Performance in Part 4 of competing subjects across treatments

Treatment

Subject groups NEUTRAL FEMININE MASCULINE p-value

Cismen 9.500 10.321 9.312 0.765

Ciswomen 8.391 8.947 9.053 0.763

Transmen 9.000 8.211 8.474 0.839

Transwomen 9.429 8.333 9.167 0.670

Panel B: Performance in Part 4 of competing subjects across subject groups

Subject groups

Treatment Cismen Ciswomen Transmen Transwomen p-value

NEUTRAL 9.500 8.391 9.000 9.429 0.705

FEMININE 10.321 8.947 8.211 8.333 0.389

MASCULINE 9.312 9.053 8.474 9.167 0.923

Panel C: Performance in Part 4 of competing subjects across groups within

NEUTRAL

Group 1 Group 2

Subjects Subjects p-value

Case 1 Cisgender 8.933 Transgender 9.176 0.651

Case 2 Cismen 9.500 Ciswomen 8.391 0.278

Case 3 Transmen 9.000 Transwomen 9.429 0.860

Case 4 Female 8.674 Male 9.472 0.358

Case 5 Feminine 8.784 Masculine 9.262 0.475

Panel D: Performance in Part 4 of competing subjects in NEUTRAL compared

to the other treatments

NEUTRAL FEMININE MASCULINE

Subject groups p-value p-value

Cismen 9.500 10.321 0.556 9.312 0.965

Ciswomen 8.391 8.947 0.638 9.053 0.494

Transmen 9.000 8.211 0.563 8.474 0.671

Transwomen 9.429 8.333 0.360 9.167 0.797

Note: The column p-value reports the results of the tests performed column-wise. For

continuous variables, we conducted Mann-Whitney U tests for two groups and Kruskal-

Wallis tests for more than two groups.
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Table C.10. Performance in Part 4 of non-competing subjects across treatments and subject

groups.

Panel A: Performance in Part 4 of non-competing subjects across treatments

Treatment

Subject groups NEUTRAL FEMININE MASCULINE p-value

Cismen 8.960 9.093 9.026 0.994

Ciswomen 7.979 9.098 8.725 0.341

Transmen 8.712 8.453 8.288 0.825

Transwomen 8.800 8.906 9.500 0.703

Panel B: Performance in Part 4 of non-competing subjects across subject groups

Subject groups

Treatment Cismen Ciswomen Transmen Transwomen p-value

NEUTRAL 8.960 7.979 8.712 8.800 0.577

FEMININE 9.093 9.098 8.453 8.906 0.929

MASCULINE 9.026 8.725 8.288 9.500 0.376

Panel C: Performance in Part 4 of non-competing subjects across groups within

NEUTRAL

Group 1 Group 2

Subjects Subjects p-value

Case 1 Cisgender 8.480 Transgender 8.744 0.874

Case 2 Cismen 8.960 Ciswomen 7.979 0.159

Case 3 Transmen 8.712 Transwomen 8.800 0.977

Case 4 Female 8.360 Male 8.900 0.292

Case 5 Feminine 8.295 Masculine 8.833 0.309

Panel D: Performance in Part 4 of non-competing subjects in NEUTRAL

compared to the other treatments

NEUTRAL FEMININE MASCULINE

Subject groups p-value p-value

Cismen 8.960 9.093 0.914 9.026 0.960

Ciswomen 7.979 9.098 0.135 8.725 0.529

Transmen 8.712 8.453 0.921 8.288 0.606

Transwomen 8.800 8.906 0.843 9.500 0.445

Note: The column p-value reports the results of the tests performed column-wise. For

continuous variables, we conducted Mann-Whitney U tests for two groups and Kruskal-

Wallis tests for more than two groups.
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C.4 Beliefs (Part 3)

C.4.1 Non-parametric tests

Table C.11. Beliefs in Part 3 across treatments and subject groups.

Panel A: Beliefs in Part 3 across treatments

Treatment

Subject groups NEUTRAL FEMININE MASCULINE p-value

Cismen 2.139 1.944 2.070 0.391

Ciswomen 2.606 2.500 2.571 0.793

Transmen 2.542 2.653 2.704 0.633

Transwomen 2.205 2.440 2.304 0.396

Panel B: Beliefs in Part 3 across subject groups

Subject groups

Treatment Cismen Ciswomen Transmen Transwomen p-value

NEUTRAL 2.139 2.606 2.542 2.205 0.006

FEMININE 1.944 2.500 2.653 2.440 <0.001

MASCULINE 2.070 2.571 2.704 2.304 <0.001

Panel C: Beliefs in Part 3 across groups within NEUTRAL

Group 1 Group 2

Subjects Subjects p-value

Case 1 Cisgender 2.371 Transgender 2.414 0.746

Case 2 Cismen 2.139 Ciswomen 2.606 0.003

Case 3 Transmen 2.542 Transwomen 2.205 0.061

Case 4 Female 2.573 Male 2.164 0.001

Case 5 Feminine 2.452 Masculine 2.340 0.362

Panel D: Beliefs in Part 3 in NEUTRAL compared to the other treatments

NEUTRAL FEMININE MASCULINE

Subject groups p-value p-value

Cismen 2.139 1.944 0.177 2.070 0.567

Ciswomen 2.606 2.500 0.496 2.571 0.772

Transmen 2.542 2.653 0.529 2.704 0.354

Transwomen 2.205 2.440 0.178 2.304 0.537

Note: The column p-value reports the results of the tests performed column-wise. For

continuous variables, we conducted Mann-Whitney U tests for two groups and Kruskal-

Wallis tests for more than two groups.
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C.4.2 Regressions

Table C.12. OLS regression for NEUTRAL. Dependent variable: Beliefs in Part 3.

(1) (2) (3)

Ciswomen 0.467 ** 0.586 ** 0.494 **

(0.155) (0.176) (0.156)

Transmen 0.403 * 0.511 ** -0.155

(0.159) (0.180) (0.322)

Transwomen 0.066 0.194 -0.551

(0.172) (0.173) (0.324)

Age 0.000

(0.009)

Height 0.005

(0.006)

Student status -0.169

(0.136)

Income: < 20,000 GBP -0.077

(0.135)

Religion: Religious 0.243

(0.135)

Religion: Not say 0.460

(0.313)

Residence: US -0.080

(0.152)

Residence: UK 0.097

(0.170)

Residence: Other -0.408 *

(0.202)

TCS -0.253 **

(0.093)

STT 0.020

(0.022)

Const. 2.139 *** 1.226 3.242 ***

(0.105) (1.195) (0.436)

N 259 259 259

Adj. R2 0.035 0.057 0.057

H0: Sex 0.001 0.001 0.000

H0: Gender 0.587 0.259 0.682

Note: The beliefs in Part 3 are the participants’ belief about how

their performance ranks within the group (1 = best to 4 = worst).

Standard errors in parentheses are heteroskedasticity robust. In the

second last column from the right, the baseline is a non-student, non-

religious cisman, who earns more than 20K GBP, and lives in con-

tinental Europe. In the last column from the right, the baseline is

a cisman. *** p < 0.001; ** p < 0.01; * p < 0.05. H0: Sex reports

the p-values of a joint coefficient test comparing Male (Cismen and

Transwomen) with Female (Ciswomen and Transmen). H0: Gender

reports the p-values of a joint coefficient test comparing Masculine

(Cismen and Transmen) with Feminine (Ciswomen and Transwomen).
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Table C.13. OLS regression for all treatments. Dependent variable: Beliefs in Part 3.

(1) (2) (3)

Ciswomen 0.467 ** 0.444 ** 0.484 **

(0.155) (0.162) (0.155)

Transmen 0.403 * 0.405 * 0.093

(0.159) (0.164) (0.229)

Transwomen 0.066 0.080 -0.291

(0.172) (0.174) (0.234)

Treatment: FEMININE -0.195 -0.187 -0.184

(0.149) (0.146) (0.148)

Treatment: MASCULINE -0.068 -0.045 -0.067

(0.151) (0.148) (0.150)

FEMININE x Ciswomen 0.090 0.094 0.065

(0.218) (0.216) (0.217)

MASCULINE x Ciswomen 0.034 0.034 0.013

(0.220) (0.215) (0.219)

FEMININE x Transmen 0.306 0.309 0.273

(0.218) (0.216) (0.215)

MASCULINE x Transmen 0.231 0.210 0.222

(0.222) (0.220) (0.219)

FEMININE x Transwomen 0.431 0.421 0.434

(0.239) (0.238) (0.236)

MASCULINE x Transwomen 0.168 0.145 0.166

(0.242) (0.242) (0.241)

Const. 2.139 *** 2.547 *** 2.860 ***

(0.105) (0.693) (0.250)

Controls (Age, Height, Student status, Income, Religion, Residence) – Yes –

Controls (TCS, STT) – – Yes

N 780 780 780

Adj. R2 0.055 0.074 0.067

H0: FEMININE on Cismen 0.192 0.201 0.213

H0: MASCULINE on Cismen 0.651 0.762 0.654

H0: FEMININE on Ciswomen 0.504 0.553 0.454

H0: MASCULINE on Ciswomen 0.830 0.943 0.736

H0: FEMININE on Transmen 0.483 0.443 0.568

H0: MASCULINE on Transmen 0.317 0.309 0.331

H0: FEMININE on Transwomen 0.207 0.211 0.178

H0: MASCULINE on Transwomen 0.597 0.601 0.599

Note: The beliefs in Part 3 are the participants’ belief about how their performance ranks within the group (1 = best to

4 = worst). Standard errors in parentheses are heteroskedasticity robust. In the second last column from the right, the

baseline is a non-student, non-religious cisman, who earns more than 20K GBP, and lives in continental Europe. In the last

column from the right, the baseline is a cisman. *** p < 0.001; ** p < 0.01; * p < 0.05. Rows starting with H0 report the

p-values of a joint coefficient test that the coefficients’ sum equals 0. For example, “H0: FEMININE on Ciswomen” tests

the effect of the treatment (FEMININE) on the subject group (Ciswomen).
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C.5 Competitiveness (Part 4)

C.5.1 Bar graphs

Figure C.2. Tournament entry rates in Part 4 by treatments and gender (n = 780).

Note: The bars show the percentage of participants (between 0 and 100) who chose to compete rather than

to perform under piece–rate incentives. The error bars represent the standard error of the mean.

Figure C.3. Tournament entry rates in Part 4 by treatments and sex (n = 780).

Note: The bars show the percentage of participants (between 0 and 100) who chose to compete rather than

to perform under piece–rate incentives. The error bars represent the standard error of the mean.
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C.5.2 Non-parametric tests

Table C.14. Tournament entry rates across treatments and subject groups.

Panel A: Competitiveness across treatments

Treatment

Subject groups NEUTRAL FEMININE MASCULINE p-value

Cismen 30.6% 39.4% 45.1% 0.198

Ciswomen 32.4% 27.1% 27.1% 0.729

Transmen 27.8% 26.4% 26.8% 0.981

Transwomen 31.8% 36.0% 26.1% 0.578

Panel B: Competitiveness across subject groups

Subject groups

Treatment Cismen Ciswomen Transmen Transwomen p-value

NEUTRAL 30.6% 32.4% 27.8% 31.8% 0.939

FEMININE 39.4% 27.1% 26.4% 36.0% 0.264

MASCULINE 45.1% 27.1% 26.8% 26.1% 0.046

Panel C: Competitiveness across groups within NEUTRAL

Group 1 Group 2

Subjects Subjects p-value

Case 1 Cisgender 31.5% Transgender 29.3% 0.708

Case 2 Cismen 30.6% Ciswomen 32.4% 0.813

Case 3 Transmen 27.8% Transwomen 31.8% 0.643

Case 4 Female 30.1% Male 31.0% 0.867

Case 5 Feminine 32.2% Masculine 29.2% 0.601

Panel D: Competitiveness in NEUTRAL compared to the other treatments

NEUTRAL FEMININE MASCULINE

Subject groups p-value p-value

Cismen 30.6% 39.4% 0.265 45.1% 0.073

Ciswomen 32.4% 27.1% 0.495 27.1% 0.495

Transmen 27.8% 26.4% 0.851 26.8% 0.891

Transwomen 31.8% 36.0% 0.669 26.1% 0.549

Note: The column p-value reports the results of χ2 tests performed column-wise.
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C.5.3 Regressions

Table C.15. Probit regression for NEUTRAL. Dependent variable: Competition.

(1) (2) (3) (4) (5)

Ciswomen 0.052 0.173 0.281 0.360 0.268

(0.220) (0.231) (0.254) (0.297) (0.254)

Transmen -0.081 0.013 0.106 0.114 0.516

(0.223) (0.231) (0.239) (0.292) (0.462)

Transwomen 0.036 0.108 0.084 -0.076 0.478

(0.252) (0.261) (0.265) (0.306) (0.472)

Perf. tournament 0.003 -0.064 * -0.054 -0.064 *

(0.025) (0.029) (0.030) (0.029)

Delta perf. 0.122 *** 0.096 * 0.103 ** 0.095 *

(0.035) (0.039) (0.038) (0.040)

Belief tournament -0.522 *** -0.516 *** -0.518 ***

(0.123) (0.127) (0.124)

Risk 0.124 0.137 0.130

(0.074) (0.077) (0.074)

Age 0.026 *

(0.012)

Height 0.007

(0.010)

Student status -0.073

(0.209)

Income: < 20,000 GBP 0.442

(0.232)

Religion: Religious 0.081

(0.207)

Religion: Not say 0.268

(0.485)

Residence: US 0.159

(0.254)

Residence: UK 0.421

(0.270)

Residence: Other 0.564

(0.391)

TCS 0.094

(0.139)

STT -0.033

(0.033)

Const. -0.508 ** -0.670 * 0.823 -1.618 0.419

(0.156) (0.272) (0.468) (2.000) (0.789)

N 259 259 259 259 259

Pseudo R2 (McFadden) 0.001 0.059 0.129 0.168 0.132

H0: Sex 0.846 0.823 0.415 0.214 0.420

H0: Gender 0.614 0.437 0.470 0.656 0.527

Note: Competition is a binary variable equal to 1 if the participant enters the tournament in

Part 4 and 0 otherwise. Delta perf. is the difference in performance between Part 3 (tournament)

and Part 2 (piece-rate). Belief tournament is the participants’ belief of their performance rank

within their group in Part 3, where the value 1 represents the rank with the highest performance.

Standard errors in parentheses are heteroskedasticity robust. In the second last column from the

right, the baseline is a non-student, non-religious cisman, who earns more than 20K GBP, and

lives in continental Europe. In the last column from the right, the baseline is a cisman. *** p <

0.001; ** p < 0.01; * p < 0.05. H0: Sex reports the p-values of a joint coefficient test comparing

Male (Cismen and Transwomen) with Female (Ciswomen and Transmen). H0: Gender reports the

p-values of a joint coefficient test comparing Masculine (Cismen and Transmen) with Feminine

(Ciswomen and Transwomen).
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Table C.16. Probit regression for all treatments. Dependent variable: Competition.

(1) (2) (3) (4) (5)

Ciswomen 0.052 0.167 0.307 0.461 0.280

(0.220) (0.229) (0.255) (0.270) (0.255)

Transmen -0.081 0.008 0.127 0.189 0.634

(0.223) (0.230) (0.241) (0.270) (0.343)

Transwomen 0.036 0.122 0.078 0.079 0.635

(0.252) (0.262) (0.272) (0.287) (0.359)

Treatment: FEMININE 0.241 0.187 0.129 0.167 0.104

(0.218) (0.223) (0.227) (0.241) (0.231)

Treatment: MASCULINE 0.385 0.473 * 0.428 0.544 * 0.423

(0.217) (0.225) (0.232) (0.246) (0.234)

FEMININE x Ciswomen -0.392 -0.339 -0.318 -0.383 -0.285

(0.313) (0.329) (0.360) (0.365) (0.360)

MASCULINE x Ciswomen -0.536 -0.678 * -0.645 -0.755 * -0.614

(0.312) (0.323) (0.342) (0.348) (0.343)

FEMININE x Transmen -0.282 -0.201 -0.107 -0.112 -0.052

(0.313) (0.325) (0.329) (0.340) (0.333)

MASCULINE x Transmen -0.415 -0.543 -0.405 -0.475 -0.369

(0.313) (0.319) (0.327) (0.341) (0.333)

FEMININE x Transwomen -0.126 -0.018 0.187 0.131 0.150

(0.347) (0.352) (0.357) (0.366) (0.360)

MASCULINE x Transwomen -0.552 -0.690 -0.573 -0.651 -0.583

(0.356) (0.366) (0.377) (0.393) (0.379)

Perf. tournament -0.008 -0.067 *** -0.066 *** -0.066 ***

(0.014) (0.016) (0.016) (0.016)

Delta perf. 0.136 *** 0.108 *** 0.114 *** 0.110 ***

(0.020) (0.021) (0.022) (0.021)

Belief tournament -0.561 *** -0.557 *** -0.543 ***

(0.071) (0.072) (0.071)

Risk 0.150 *** 0.153 *** 0.153 ***

(0.045) (0.046) (0.045)

Const. -0.508 ** -0.587 ** 0.865 ** -1.757 -0.072

(0.156) (0.200) (0.310) (1.255) (0.480)

Controls (Age, Height, Student status, Income, Religion, Residence) – – – Yes –

Controls (TCS, STT) – – – – Yes

N 780 780 780 780 780

Pseudo R2 (McFadden) 0.013 0.082 0.161 0.178 0.167

H0: FEMININE on Cismen 0.266 0.402 0.579 0.478 0.656

H0: MASCULINE on Cismen 0.074 0.034 0.063 0.021 0.068

H0: FEMININE on Ciswomen 0.495 0.508 0.432 0.374 0.452

H0: MASCULINE on Ciswomen 0.495 0.374 0.368 0.387 0.426

H0: FEMININE on Transmen 0.851 0.953 0.928 0.821 0.832

H0: MASCULINE on Transmen 0.891 0.761 0.922 0.779 0.828

H0: FEMININE on Transwomen 0.669 0.541 0.274 0.310 0.386

H0: MASCULINE on Transwomen 0.549 0.449 0.627 0.724 0.591

Note: Competition is a binary variable equal to 1 if the participant enters the tournament in Part 4 and 0 otherwise. Delta perf. is the difference in

performance between Part 3 (tournament) and Part 2 (piece-rate). Belief tournament is the participants’ belief of their performance rank within their

group in Part 3, where the value 1 represents the rank with the highest performance. Standard errors in parentheses are heteroskedasticity robust. In

the second last column from the right, the baseline is a non-student, non-religious cisman, who earns more than 20K GBP, and lives in continental

Europe. In the last column from the right, the baseline is a cisman. *** p < 0.001; ** p < 0.01; * p < 0.05. Rows starting with H0 report the p-values

of a joint coefficient test that the coefficients’ sum equals 0. For example, “H0: FEMININE on Ciswomen” tests the effect of the treatment (FEMININE)

on the subject group (Ciswomen).
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C.6 Payoffs (Part 4)

C.6.1 Regressions

Table C.17. OLS regression for NEUTRAL. Dependent variable: Payoff in Part 4.

(1) (2) (3)

Ciswomen -0.156 1.315 -0.267

(1.183) (1.326) (1.177)

Transmen 0.951 2.316 3.377

(1.256) (1.358) (2.170)

Transwomen -1.071 -0.560 1.571

(1.244) (1.278) (2.215)

Age -0.040

(0.047)

Height 0.113 **

(0.041)

Student status 3.479 ***

(1.017)

Income: < 20,000 GBP 0.402

(0.922)

Religion: Religious -2.336 *

(0.953)

Religion: Not say -3.673 **

(1.247)

Residence: US 1.421

(1.212)

Residence: UK 1.468

(1.176)

Residence: Other -1.269

(1.576)

TCS 1.036

(0.634)

STT -0.099

(0.153)

Const. 5.389 *** -15.595 * 0.895

(0.851) (7.668) (2.853)

N 259 259 259

Adj. R2 -0.003 0.073 -0.002

H0: Sex 0.289 0.056 0.366

H0: Gender 0.215 0.381 0.234

Note: Standard errors in parentheses are heteroskedasticity robust.

In the second last column from the right, the baseline is a non-student,

non-religious cisman, who earns more than 20K GBP, and lives in

continental Europe. In the last column from the right, the baseline

is a cisman. *** p < 0.001; ** p < 0.01; * p < 0.05. H0: Sex reports

the p-values of a joint coefficient test comparing Male (Cismen and

Transwomen) with Female (Ciswomen and Transmen). H0: Gender

reports the p-values of a joint coefficient test comparing Masculine

(Cismen and Transmen) with Feminine (Ciswomen and Transwomen).
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Table C.18. OLS regression for all treatments. Dependent variable: Payoff in Part 4.

(1) (2) (3)

Ciswomen -0.156 0.922 -0.225

(1.183) (1.245) (1.178)

Transmen 0.951 1.785 1.993

(1.256) (1.279) (1.614)

Transwomen -1.071 -0.976 0.193

(1.244) (1.250) (1.643)

Treatment: FEMININE 2.660 2.622 2.632

(1.516) (1.483) (1.525)

Treatment: MASCULINE 0.442 0.354 0.435

(1.331) (1.343) (1.328)

FEMININE x Ciswomen -2.293 -2.286 -2.207

(1.925) (1.892) (1.931)

MASCULINE x Ciswomen -1.096 -1.243 -1.003

(1.700) (1.717) (1.692)

FEMININE x Transmen -4.501 * -4.672 * -4.383 *

(1.905) (1.868) (1.909)

MASCULINE x Transmen -0.818 -0.744 -0.781

(1.859) (1.850) (1.849)

FEMININE x Transwomen -1.689 -1.536 -1.664

(2.111) (2.116) (2.108)

MASCULINE x Transwomen -0.075 -0.088 -0.054

(1.813) (1.770) (1.827)

Const. 5.389 *** -8.821 2.454

(0.851) (5.310) (1.658)

Controls (Age, Height, Student status, Income, Religion, Residence) – Yes –

Controls (TCS, STT) – – Yes

N 780 780 780

Adj. R2 0.003 0.034 0.005

H0: FEMININE on Cismen 0.080 0.077 0.085

H0: MASCULINE on Cismen 0.740 0.792 0.743

H0: FEMININE on Ciswomen 0.757 0.773 0.719

H0: MASCULINE on Ciswomen 0.536 0.411 0.589

H0: FEMININE on Transmen 0.111 0.070 0.129

H0: MASCULINE on Transmen 0.772 0.760 0.788

H0: FEMININE on Transwomen 0.509 0.472 0.514

H0: MASCULINE on Transwomen 0.766 0.822 0.762

Note: Standard errors in parentheses are heteroskedasticity robust. In the second last column from the right, the baseline

is a non-student, non-religious cisman, who earns more than 20K GBP, and lives in continental Europe. In the last

column from the right, the baseline is a cisman. *** p < 0.001; ** p < 0.01; * p < 0.05. Rows starting with H0 report

the p-values of a joint coefficient test that the coefficients’ sum equals 0. For example, “H0: FEMININE on Ciswomen”

tests the effect of the treatment (FEMININE) on the subject group (Ciswomen).
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C.7 Risk (Part 5)

C.7.1 Bar graphs

Figure C.4. Investment into the risky lottery in Part 5 by treatments and gender (n = 780).

Note: The bars show the average investment rate, and the error bars represent the standard error of the

mean.

Figure C.5. Investment into the risky lottery in Part 5 by treatments and sex (n = 780).

Note: The bars show the average investment rate, and the error bars represent the standard error of the

mean.
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C.7.2 Non-parametric tests

Table C.19. Investment into the risky lottery across treatments and subject groups.

Panel A: Risk across treatments

Treatment

Subject groups NEUTRAL FEMININE MASCULINE p-value

Cismen 1.814 2.021 2.208 0.119

Ciswomen 1.690 1.852 1.972 0.446

Transmen 1.673 1.816 1.655 0.660

Transwomen 2.244 1.840 2.227 0.357

Panel B: Risk across subject groups

Subject groups

Treatment Cismen Ciswomen Transmen Transwomen p-value

NEUTRAL 1.814 1.690 1.673 2.244 0.194

FEMININE 2.021 1.852 1.816 1.840 0.715

MASCULINE 2.208 1.972 1.655 2.227 0.030

Panel C: Risk across groups within NEUTRAL

Group 1 Group 2

Subjects Subjects p-value

Case 1 Cisgender 1.753 Transgender 1.890 0.461

Case 2 Cismen 1.814 Ciswomen 1.690 0.704

Case 3 Transmen 1.673 Transwomen 2.244 0.048

Case 4 Female 1.681 Male 1.977 0.130

Case 5 Feminine 1.902 Masculine 1.743 0.355

Panel D: Risk in NEUTRAL compared to the other treatments

NEUTRAL FEMININE MASCULINE

Subject groups p-value p-value

Cismen 1.814 2.021 0.262 2.208 0.038

Ciswomen 1.690 1.852 0.550 1.972 0.208

Transmen 1.673 1.816 0.479 1.655 0.881

Transwomen 2.244 1.840 0.206 2.227 0.927

Note: The column p-value reports the results of the tests performed column-wise. For

continuous variables, we conducted Mann-Whitney U tests for two groups and Kruskal-

Wallis tests for more than two groups.
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C.7.3 Regressions

Table C.20. OLS regression for NEUTRAL. Dependent variable: Risk.

(1) (2) (3)

Ciswomen -0.124 -0.164 -0.109

(0.179) (0.218) (0.177)

Transmen -0.141 -0.221 -0.295

(0.177) (0.212) (0.396)

Transwomen 0.430 0.316 0.216

(0.245) (0.258) (0.412)

Age -0.008

(0.010)

Height -0.001

(0.008)

Student status 0.064

(0.161)

Income: < 20,000 GBP -0.125

(0.162)

Religion: Religious -0.045

(0.160)

Religion: Not say -0.502

(0.414)

Residence: US 0.052

(0.202)

Residence: UK 0.145

(0.194)

Residence: Other 0.618 *

(0.309)

TCS -0.143

(0.105)

STT -0.009

(0.029)

Const. 1.814 *** 2.273 2.463 ***

(0.133) (1.565) (0.499)

N 259 259 259

Adj. R2 0.022 0.018 0.024

H0: Sex 0.020 0.042 0.037

H0: Gender 0.132 0.228 0.183

Note: Standard errors in parentheses are heteroskedasticity robust.

In the second last column from the right, the baseline is a non-

student, non-religious cisman, who earns more than 20K GBP, and

lives in continental Europe. In the last column from the right, the

baseline is a cisman. *** p < 0.001; ** p < 0.01; * p < 0.05. H0:

Sex reports the p-values of a joint coefficient test comparing Male

(Cismen and Transwomen) with Female (Ciswomen and Transmen).

H0: Gender reports the p-values of a joint coefficient test comparing

Masculine (Cismen and Transmen) with Feminine (Ciswomen and

Transwomen).
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Table C.21. OLS regression for all treatments. Dependent variable: Risk.

(1) (2) (3)

Ciswomen -0.124 -0.123 -0.124

(0.179) (0.195) (0.179)

Transmen -0.141 -0.154 -0.273

(0.177) (0.189) (0.286)

Transwomen 0.430 0.387 0.325

(0.245) (0.248) (0.324)

Treatment: FEMININE 0.207 0.210 0.218

(0.192) (0.193) (0.192)

Treatment: MASCULINE 0.394 * 0.386 * 0.393 *

(0.191) (0.193) (0.191)

FEMININE x Ciswomen -0.045 -0.048 -0.052

(0.263) (0.263) (0.263)

MASCULINE x Ciswomen -0.112 -0.118 -0.106

(0.256) (0.259) (0.255)

FEMININE x Transmen -0.064 -0.074 -0.073

(0.255) (0.257) (0.255)

MASCULINE x Transmen -0.412 -0.409 -0.410

(0.252) (0.253) (0.252)

FEMININE x Transwomen -0.611 -0.593 -0.585

(0.319) (0.320) (0.322)

MASCULINE x Transwomen -0.412 -0.380 -0.403

(0.348) (0.350) (0.349)

Const. 1.814 *** 1.605 1.762 ***

(0.133) (0.913) (0.308)

Controls (Age, Height, Student status, Income, Religion, Residence) – Yes –

Controls (TCS, STT) – – Yes

N 780 780 780

Adj. R2 0.018 0.013 0.017

H0: FEMININE on Cismen 0.282 0.278 0.257

H0: MASCULINE on Cismen 0.039 0.046 0.040

H0: FEMININE on Ciswomen 0.368 0.370 0.356

H0: MASCULINE on Ciswomen 0.097 0.125 0.092

H0: FEMININE on Transmen 0.395 0.426 0.388

H0: MASCULINE on Transmen 0.915 0.889 0.918

H0: FEMININE on Transwomen 0.113 0.132 0.156

H0: MASCULINE on Transwomen 0.951 0.984 0.975

Note: Standard errors in parentheses are heteroskedasticity robust. In the second last column from the right, the baseline

is a non-student, non-religious cisman, who earns more than 20K GBP, and lives in continental Europe. In the last column

from the right, the baseline is a cisman. *** p < 0.001; ** p < 0.01; * p < 0.05. Rows starting with H0 report the p-values

of a joint coefficient test that the coefficients’ sum equals 0. For example, “H0: FEMININE on Ciswomen” tests the effect

of the treatment (FEMININE) on the subject group (Ciswomen).
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C.8 Altruism (Part 6)

C.8.1 Bar graphs

Figure C.6. Donation in Part 6 by treatments and gender (n = 780).

Note: The average donations are indicated by the bars and the error bars represent the standard error of

the mean.

Figure C.7. Donation in Part 6 by treatments and sex (n = 780).

Note: The average donations are indicated by the bars and the error bars represent the standard error of

the mean.
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C.8.2 Non-parametric tests

Table C.22. Donations across treatments and subject groups.

Panel A: Donations across treatments

Treatment

Subject groups NEUTRAL FEMININE MASCULINE p-value

Cismen 2.685 2.265 2.423 0.582

Ciswomen 2.803 3.161 2.864 0.478

Transmen 2.762 2.822 2.792 0.999

Transwomen 2.615 2.556 2.525 0.999

Panel B: Donations across subject groups

Subject groups

Treatment Cismen Ciswomen Transmen Transwomen p-value

NEUTRAL 2.685 2.803 2.762 2.615 0.933

FEMININE 2.265 3.161 2.822 2.556 0.073

MASCULINE 2.423 2.864 2.792 2.525 0.540

Panel C: Donations across groups within NEUTRAL

Group 1 Group 2

Subjects Subjects p-value

Case 1 Cisgender 2.743 Transgender 2.706 0.871

Case 2 Cismen 2.685 Ciswomen 2.803 0.759

Case 3 Transmen 2.762 Transwomen 2.615 0.583

Case 4 Female 2.782 Male 2.658 0.564

Case 5 Feminine 2.731 Masculine 2.723 0.914

Panel D: Donations in NEUTRAL compared to the other treatments

NEUTRAL FEMININE MASCULINE

Subject groups p-value p-value

Cismen 2.685 2.265 0.322 2.423 0.454

Ciswomen 2.803 3.161 0.260 2.864 0.863

Transmen 2.762 2.822 0.982 2.792 0.977

Transwomen 2.615 2.556 0.948 2.525 0.987

Note: The column p-value reports the results of the tests performed column-wise. For

continuous variables, we conducted Mann-Whitney U tests for two groups and Kruskal-

Wallis tests for more than two groups.
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C.8.3 Regressions

Table C.23. OLS regression for NEUTRAL. Dependent variable: Donations.

(1) (2) (3)

Ciswomen 0.118 0.188 0.128

(0.335) (0.403) (0.337)

Transmen 0.077 0.239 -0.162

(0.343) (0.387) (0.646)

Transwomen -0.070 0.103 -0.324

(0.378) (0.409) (0.647)

Age 0.040 *

(0.016)

Height 0.002

(0.013)

Student status 0.713 **

(0.274)

Income: < 20,000 GBP 0.025

(0.279)

Religion: Religious 0.800 **

(0.274)

Religion: Not say 0.701

(0.736)

Residence: US -0.789 *

(0.324)

Residence: UK -0.470

(0.335)

Residence: Other -0.391

(0.538)

TCS -0.091

(0.199)

STT 0.012

(0.046)

Const. 2.685 *** 1.123 3.077 ***

(0.244) (2.413) (0.909)

N 259 259 259

Adj. R2 -0.011 0.044 -0.018

H0: Sex 0.600 0.600 0.580

H0: Gender 0.955 0.920 0.948

Note: Standard errors in parentheses are heteroskedasticity robust. In

the second last column from the right, the baseline is a non-student,

non-religious cisman, who earns more than 20K GBP, and lives in

continental Europe. In the last column from the right, the baseline is

a cisman. *** p < 0.001; ** p < 0.01; * p < 0.05. H0: Sex reports

the p-values of a joint coefficient test comparing Male (Cismen and

Transwomen) with Female (Ciswomen and Transmen). H0: Gender

reports the p-values of a joint coefficient test comparing Masculine

(Cismen and Transmen) with Feminine (Ciswomen and Transwomen).
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Table C.24. OLS regression for all treatments. Dependent variable: Donations.

(1) (2) (3)

Ciswomen 0.118 0.175 0.128

(0.335) (0.358) (0.336)

Transmen 0.077 0.208 -0.036

(0.343) (0.351) (0.465)

Transwomen -0.070 -0.004 -0.222

(0.378) (0.386) (0.477)

Treatment: FEMININE -0.420 -0.377 -0.419

(0.338) (0.343) (0.338)

Treatment: MASCULINE -0.262 -0.229 -0.261

(0.340) (0.346) (0.340)

FEMININE x Ciswomen 0.778 0.745 0.767

(0.468) (0.471) (0.469)

MASCULINE x Ciswomen 0.323 0.355 0.308

(0.468) (0.470) (0.468)

FEMININE x Transmen 0.480 0.410 0.465

(0.468) (0.458) (0.468)

MASCULINE x Transmen 0.292 0.270 0.287

(0.474) (0.466) (0.474)

FEMININE x Transwomen 0.361 0.444 0.350

(0.530) (0.533) (0.529)

MASCULINE x Transwomen 0.172 0.191 0.166

(0.543) (0.547) (0.545)

Const. 2.685 *** 1.806 3.117 ***

(0.244) (1.435) (0.516)

Controls (Age, Height, Student status, Income, Religion, Residence) – Yes –

Controls (TCS, STT) – – Yes

N 780 780 780

Adj. R2 -0.000 0.023 -0.002

H0: FEMININE on Cismen 0.214 0.272 0.216

H0: MASCULINE on Cismen 0.441 0.509 0.444

H0: FEMININE on Ciswomen 0.270 0.256 0.282

H0: MASCULINE on Ciswomen 0.848 0.693 0.882

H0: FEMININE on Transmen 0.854 0.914 0.886

H0: MASCULINE on Transmen 0.926 0.895 0.937

H0: FEMININE on Transwomen 0.885 0.870 0.867

H0: MASCULINE on Transwomen 0.832 0.930 0.825

Note: Standard errors in parentheses are heteroskedasticity robust. In the second last column from the right, the baseline

is a non-student, non-religious cisman, who earns more than 20K GBP, and lives in continental Europe. In the last

column from the right, the baseline is a cisman. *** p < 0.001; ** p < 0.01; * p < 0.05. Rows starting with H0 report

the p-values of a joint coefficient test that the coefficients’ sum equals 0. For example, “H0: FEMININE on Ciswomen”

tests the effect of the treatment (FEMININE) on the subject group (Ciswomen).
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C.9 Continuous gender measure (BEM)

C.9.1 Competitiveness

Table C.25. Probit regression for NEUTRAL. Dependent variable: Competition. Gender is

measured on a continuous scale.

(1) (2) (3) (4) (5)

BEM score: Feminine 0.010 0.014 0.016 0.017 0.016

(0.011) (0.011) (0.012) (0.013) (0.012)

BEM score: Masculine 0.022 0.019 0.015 0.016 0.015

(0.012) (0.012) (0.012) (0.013) (0.013)

Perf. tournament 0.004 -0.064 * -0.057 -0.063 *

(0.024) (0.028) (0.029) (0.029)

Delta perf. 0.121 *** 0.097 * 0.108 ** 0.097 *

(0.034) (0.038) (0.038) (0.039)

Belief tournament -0.500 *** -0.484 *** -0.501 ***

(0.123) (0.126) (0.122)

Risk 0.129 0.131 0.129

(0.077) (0.079) (0.077)

Age 0.023

(0.012)

Height -0.000

(0.009)

Student status -0.114

(0.204)

Income: < 20,000 GBP 0.464 *

(0.231)

Religion: Religious -0.001

(0.212)

Religion: Not say 0.227

(0.471)

Residence: US 0.094

(0.255)

Residence: UK 0.391

(0.260)

Residence: Other 0.495

(0.380)

TCS -0.012

(0.096)

STT -0.011

(0.022)

Const. -1.677 ** -1.847 ** -0.315 -1.493 -0.224

(0.585) (0.651) (0.803) (1.759) (0.889)

N 259 259 259 259 259

Pseudo R2 (McFadden) 0.018 0.074 0.139 0.175 0.140

Note: Competition is a binary variable equal to 1 if the participant enters the tournament in Part 4

and 0 otherwise. Delta perf. is the difference in performance between Part 3 (tournament) and Part

2 (piece-rate). Belief tournament is the participants’ belief of their performance rank within their

group in Part 3, where the value 1 represents the rank with the highest performance. Standard

errors in parentheses are heteroskedasticity robust. In the second last column from the right, the

baseline is a non-student, non-religious participant, who earns more than 20K GBP, and lives in

continental Europe. *** p < 0.001; ** p < 0.01; * p < 0.05.
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C.9.2 Risk

Table C.26. OLS regression for NEUTRAL. Dependent variable: Risk. Gender is measured on a

continuous scale.

(1) (2) (3)

BEM score: Feminine -0.009 -0.008 -0.009

(0.009) (0.009) (0.009)

BEM score: Masculine 0.006 0.006 0.010

(0.009) (0.010) (0.009)

Age -0.008

(0.009)

Height 0.005

(0.007)

Student status 0.045

(0.160)

Income: < 20,000 GBP -0.091

(0.161)

Religion: Religious -0.067

(0.167)

Religion: Not say -0.518

(0.419)

Residence: US 0.091

(0.204)

Residence: UK 0.167

(0.190)

Residence: Other 0.769 *

(0.302)

TCS -0.173 *

(0.078)

STT -0.019

(0.018)

Const. 2.011 *** 1.262 2.577 ***

(0.440) (1.339) (0.568)

N 259 259 259

Adj. R2 -0.002 0.004 0.012

Note: Standard errors in parentheses are heteroskedasticity robust.

In the second last column from the right, the baseline is a non-student,

non-religious participant, who earns more than 20K GBP, and lives

in continental Europe. *** p < 0.001; ** p < 0.01; * p < 0.05.
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C.9.3 Altruism

Table C.27. OLS regression for NEUTRAL. Dependent variable: Donations. Gender is measured

on a continuous scale.

(1) (2) (3)

BEM score: Feminine 0.023 0.018 0.023

(0.015) (0.015) (0.016)

BEM score: Masculine 0.002 -0.014 0.003

(0.016) (0.016) (0.016)

Age 0.040 *

(0.017)

Height -0.002

(0.010)

Student status 0.710 *

(0.278)

Income: < 20,000 GBP 0.051

(0.275)

Religion: Religious 0.797 **

(0.279)

Religion: Not say 0.608

(0.722)

Residence: US -0.831 **

(0.309)

Residence: UK -0.480

(0.330)

Residence: Other -0.401

(0.499)

TCS -0.031

(0.133)

STT -0.002

(0.031)

Const. 1.713 * 1.573 1.808

(0.774) (1.963) (0.919)

N 259 259 259

Adj. R2 0.001 0.054 -0.007

Note: Standard errors in parentheses are heteroskedasticity ro-

bust. In the second last column from the right, the baseline is

a non-student, non-religious participant, who earns more than

20K GBP, and lives in continental Europe. *** p < 0.001; ** p

< 0.01; * p < 0.05.

181



Appendix C

C.10 Detailed literature summary

C.10.1 Risk

Risk-taking is considered a fundamental determinant of individual behavior in different

domains like health (Anderson and Mellor, 2008; Barsky et al., 1997), stock market partici-

pation (Almenberg and Dreber, 2015), saving decisions (Sutter et al., 2013), occupational

and self-employment choices (Bonin et al., 2007), personal and household finance (Bucciol

and Miniaci, 2011; Guiso and Paiella, 2008), education (Von Gaudecker et al., 2011) and

environmental decision-making (Gollier, 2001). The literature reports strong evidence for

women preferring to take less risk compared to men (Charness and Gneezy, 2012). This

difference in risk-taking is robust when using different experimental methods to measure

risk like lotteries (Holt and Laury, 2002), investment games (Gneezy and Potters, 1997)

or card games (Czibor et al., 2019). It is also reported for subjects varying from children

(Cárdenas et al., 2015), to students (Croson and Gneezy, 2009), to non-students (Hardies

et al., 2013). Moreover, the difference is not influenced by conducting the experiment in

the lab or in other environments like on online platforms (Hardies et al., 2013).

Several studies analyze gender differences in risk preferences for sub-populations of

managers (Adams and Funk, 2012; Atkinson et al., 2003; Croson and Gneezy, 2009) and

find that females are similar or even less risk-averse than men. The reasons could be a

selection or social learning and adaptive behavior to the job demands. To disentangle these

different factors, Drupp et al. (2020) use an online experiment with scientists. They vary

the salience of either the private or the professional identity of the subjects. They report

that priming the professional identity reduces the gender gap in risk-taking. Besides, the

gender gap decreases with increasing age as female senior scientists choose riskier options

in the treatment where the profession is made salient.

Also, attempts to explore the connection between biological factors and risk-taking

are taken for the domain of risky behavior. First, studies are exploring the causal effect

of hormones on behavior.33 For example, Zethraeus et al. (2009) test for administered

testosterone or estrogen affecting women’s risk-taking. No effect of either testosterone

or estrogen on risk-taking could be detected. In line, the study by Boksem et al. (2013)

and Buskens et al. (2016) find no effect of testosterone on risk aversion. Ranehill et al.

(2018) take a comparative approach and administer an oral contraceptive or not. Again,

no connection between hormones and behavior is reported. Second, studies test for the

correlation between the variation in risk-taking and genes. On the one hand, for example,

Anderson et al. (2015) find no relationship between the dopamine and the serotonin gene

and risk-taking. On the other hand, studies using, for example, the twin methodology and

genome-wide association techniques (GWAS) report genetic foundations for the willingness

to take risk (Cesarini et al., 2009, 2010, 2012). Third, a recent study by Keaveney et al.

33For our literature review, we summarize only studies that concentrate on pharmacological testosterone

administration with double-blind placebo-controlled designs, which allows us to interpret results causally.
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(2020) showed that the intake of a small dose of Acetaminophen, a very popular pain killer,

increases risk-taking.

Several researchers prime subjects and study the effect on risk-taking (Erb et al., 2002;

Gilad and Kliger, 2008; Guiso et al., 2018; König-Kersting and Trautmann, 2018; Newell

and Shaw, 2017). The study closest to our research is Benjamin et al. (2010) which finds

that making the subject’s gender salient with a short questionnaire does not impact risk

preferences. Also, Meier-Pesti and Penz (2008) report an effect of gender priming through

questions and stereotypical pictures only on male risk preferences. Cohn et al. (2017)

prime financial professionals with their professional salience, which leads to a decrease in

risk-taking in a high stakes investment game. With a similar subject pool, Cohn et al.

(2015) find that individuals primed with a bust scenario are more risk-averse compared

to those primed with a boom scenario. Alempaki et al. (2019) test the robustness of the

results of Cohn et al. (2015) with an Amazon Mechanical Turk subject pool. They report

no evidence of priming influencing risk-taking. Callen et al. (2014) primed individuals

who were exposed to violence by asking them to either recall happy, fearful or neutral

moments. They find that remembering frightening experiences leads to a higher preference

for certainty.

The only related study we are aware of that investigates the risk-taking behavior of

LGBTQ+ individuals is Buser et al. (2018a). It analyzes risk preferences by asking the

subjects about their risk perception (survey question). It finds no significant differences

between homosexual and heterosexual men and homosexual and heterosexual women.

C.10.2 Altruism

To what extend someone is pro-social, i.e., altruistic, is argued to explain behavior in the

labor market, how individuals vote, if they take up volunteer work or not, and how willing

someone is to give to a charity (Bilén et al., 2021). Altruistic behavior is typically measured

with a dictator game, where participants are asked how much they want to transfer to

an anonymous other participant (Forsythe et al., 1994; Kahneman et al., 1986), or how

much they wish to donate to a charity (Eckel and Grossman, 1996). It is a robust finding

that participants in experiments transfer quite a substantial part of their endowment

in dictator games, thus act altruisticly (Carpenter et al., 2008). The literature reports

mixed findings on the external validity of those experiments. One strand of the literature

finds that individuals behave in donation experiments similar as in naturally occurring

decision situations on charitable giving (Benz and Meier, 2008; Franzen and Pointner,

2013). Other research contradicts these findings, as recently summarized by Galizzi and

Navarro-Martinez (2019).

Concerning the level of altruism exhibited by men and women, a wide range of studies

shows that women are generally more generous in dictator games. See, e.g., Bilén et al.

(2021) for an up-to-date meta-analysis of the existing literature on gender differences in

charitable giving. These authors report that the magnitude of the gender differences
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in altruism is sensible to the experimental context. For example, the difference is more

prominent if the dictator decides to donate to a charity than giving to an anonymous

recipient. However, the difference is more minor if the dictator chooses between giving all

or nothing compared to deciding on a continuous scale.

Turning to studies attempting to link hormones to altruism causally, Buskens et al.

(2016) and Zak et al. (2009) found no impact of administered testosterone on dictators’

giving. Zethraeus et al. (2009) used another approach and administered testosterone,

estrogen, or a placebo to the experimental participants. Again, no connection between

either hormone or altruism is reported. Moreover, administering an oral contraceptive

containing synthetic progesterone as the main ingredient suggests no hormonal impact on

altruism levels. However, there is evidence that the underlying genes influence altruism.

See for example Reuter et al. (2011), who used twins for their study.

Multiple studies explore if different priming influences altruistic behavior. For example,

subsequent donations are affected by religious primes (Ahmed and Salas, 2011; Benjamin

et al., 2016; McKay et al., 2011; Shariff and Norenzayan, 2007), by reminding subjects of

secular, moral institutions (Shariff and Norenzayan, 2007), and by priming with subtle

cues of observability (Bateson et al., 2006; Haley and Fessler, 2005; Rigdon et al., 2009).

Boschini et al. (2018) report an increased gender gap in altruism when making gender

more salient by requiring participants to specify their gender before the dictator game

and informing them about the gender of the recipient. Again, we have found no published

studies of altruism of LGBTQ+ individuals in economics.

C.11 Additional information

C.11.1 Study sample

We recruited a total of 798 participants. Please note that due to a technical problem on

how the participant’s performance was shown to them on their screen, we exclude n = 3

cisgender and n = 6 transgender observations. We tested with our debriefing questionnaire

whether the participants had an idea about the aim of the study, the study topic, etc.

Eight cisgender and one transgender participant(s) wrote to think that s/he were primed.

These n = 9 observations are also excluded from our analysis. Thus, the final number of

subjects by subject groups and treatment is 780 as summarized in Table C.28.

To have comparable transgender and cisgender observations, we first collected the major

part of the transgender observations, including their main demographic characteristics (age,

student status, education, income, religious affiliation, and residence) of the transgender

participants. We then used Prolific’s sorting tool to recruit a similar cisgender sample

based on those criteria.
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Table C.28. Distribution of subject groups across treatments.

Treatments

NEUTRAL FEMININE MASCULINE Total

Cismen 72 71 71 214

Ciswomen 71 70 70 211

Transmen 72 72 71 215

Transwomen 44 50 46 140

Total 259 263 258 780

Note: The table summarizes the number of participants of the four

subject groups (cismen, ciswomen, transmen, transwomen) in the

three treatments (NEUTRAL, FEMININE, MASCULINE).

C.11.2 Data sets

gender_data.csv This is the main data set. The file contains n=798 observations and

103 variables. Details on the variables can be found in the second data set (codebook.csv).

codebook.csv This file provides the details on the variables of the main data set. Each

row includes the explanations for one of the 103 variables. Additionally, the third column

summarizes the response options the subjects had.

The collected data and additional material is available at OSF using Link or Online

(2022g).

C.11.3 Instructions

The following pages contain screenshots of the online study conducted on the platform

Prolific. Please note that one participant was randomly allocated to just one treatment.

Thus, one participant saw one out of the three different treatment pages. In addition,

depending on the choice made in Part 4, the system showed one of two option pages. A

blue headline marks the varying screens. All other pages were identical.
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