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1 Introduction

According to Moore’s empirical law [1], the transistor density of electrical integrated circuits doubles roughly every 12 to 24 months [2]. However, it is expected that this trend cannot be sustained in the long term. The increasing miniaturization requires more sophisticated lithographic approaches, but also new concepts regarding heat dissipation [3]. Additionally, for smaller devices the contact resistances and the gate capacitance become comparable to parasitic resistances and capacitances, which poses additional challenges with regard to the circuit design [4]. At the same time, quantum mechanical effects and temperature noise have to be taken into account for feature sizes approaching the atomic scale [3]. These limitations of conventional electric circuits require investigating novel concepts, one of which is spintronics. While in conventional electronic devices charge currents are controlled, spintronics is based on the manipulation of spin currents. One of the first commercial spintronic devices was a hard drive storage, which was introduced by IBM in 1997 [5]. This device is based on the giant magneto-resistance (GMR) effect, which was discovered by the A. Fert et al. [6] and P. Grünberg [7]. Data storage spintronic devices are well established by now and mainly based on metal spintronics. Semiconductor spintronic devices which allow data manipulation, on the other side, have not yet been realized. A well-known example for such a device is the spin field effect transistor (spinFET) proposed in 1989 by S. Datta and B. Das [8]. This conceptual device operates in the 1D ballistic transport limit, and requires efficient electrical spin injection and detection, but also gate control of the spin precession frequency. Electrical injection and detection in semiconductor (SC) structures have already been achieved and profoundly investigated in all-electrical spin injection devices [9–17], and also in fully SC-based device geometries [18, 19], in which ferromagnetic semiconductors are
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Gate manipulation of electrically injected spins, on the other hand, could only be demonstrated by H. Koo et al. [20] in an InAs quantum well (QW) structure in the ballistic transport limit, followed by a number of subsequent publications with similar device setups [21–25]. One of the main restrictions for the realization of a spinFET-like device geometry is the strict prerequisite of ballistic transport, which, in particular, requires the injector-detector distance to be smaller than the electron’s mean free path. In such devices a strong spin orbit coupling (SOC) strength is essential, in order to rotate the injected spin on such a small distance, which considerably limits the material choice. Thus, it is highly desirable to investigate spin device geometries, which allow inducing gate controllable spin precession in the diffusive spin transport regime.

Here, we present spintronic devices which allow efficient electrical spin injection and detection into a semiconductor heterostructure with a 2DEG channel. Introducing an enhanced device geometry allows realizing narrow transport channels with a width down to \( w_c = 400 \text{ nm} \), thus approaching the 1-dimensional spin transport regime. This considerable spatial confinement gives rise to a significant suppression of spin relaxation, for instance, but also allows identifying spin orbit coupling (SOC) related signatures in non-local spin transport measurements. One of the major findings presented in this thesis is the demonstration of the gate tunability of these SOC related spin signal characteristics. Thus, it is possible to extract gate voltage dependent non-local spin signal oscillations, similar to the expected signal modulation in a spinFET device. Contrary to the spinFET proposal by S. Datta and B. Das [8], however, spin transport is not purely ballistic in the investigated devices, instead it takes place in an intermediate regime between ballistic and diffusive transport. This is a considerable relaxation of the prerequisites required for the realization of a spinFET device, in particular allowing larger device dimensions, for instance, which significantly facilitates investigations of the fundamental physical properties.

The conceptual structure of this thesis is summarized in the following. In the theoretical part (Chapter 2), basic concepts of electrical spin injection and detec-
tion, spin transport, and SOC related phenomena are introduced. Additionally, an extended spin diffusion model is presented that includes SOC. In Chapter 3 the heterostructure system is described and the device geometry is explained, along with the experimental non-local measurement setup. The required microfabrication steps are also shortly summarized. The experimental part of this thesis (Chapter 4) is divided into three main sections. First, a novel sample geometry is introduced in Chapter 4.1, which allows investigating spin transport in narrow channels, approaching the 1-dimensional limit. The spin transport properties in dependence on the channel width are extensively studied in this section. In the following experimental subsection (Chapter 4.2) the new sample design is implemented in order to identify and investigate SOC related signal features in non-local spin transport measurements. This confirms the presence of a finite SOC strength in the investigated devices, and implies a strong anisotropy of SOC with regard to the crystallographic orientation. Additionally, the SOC related signal characteristics can be qualitatively reproduced by finite element simulations, based on the extended spin diffusion model, which is introduced in the theoretical part of this thesis. In the final section (Chapter 4.3), the central experimental findings of this thesis are presented. There, the gate tunability of the SOC related features, described in the previous chapter, is demonstrated and discussed in detail. Additionally, it is possible to extract gate dependent oscillations of the non-local spin signal. A detailed evaluation strongly suggests that these spin signal oscillations can be attributed to the gate tunability of SOC and the accompanying change of the spin precession frequency.
1 Introduction
2 Theoretical Framework

2.1 Spin transport

Before discussing electrical spin injection from a ferromagnetic (FM) into a non-magnetic (NM) conductor in Chapter 2.2, basic quantities and fundamental relations describing spin transport are introduced, following the treatment and notation of the comprehensive description by J. Fabian et al. [26] and I. Žutić et al. [27]. In the model described in the following, spin transport is treated as a parallel circuit of two separate transport channels for majority and minority spins. This so-called two current model was introduced by N. Mott [28], and extended by I. Campbell et al. [29] and A. Fert et al. [30]. It allows introducing separate quantities for the two spin species, like separate carrier densities for spin-up \( n_\uparrow \) and spin-down \( n_\downarrow \). Thus, the total carrier density \( n \) and the spin density \( s \) can be defined in terms of \( n_\uparrow \) and \( n_\downarrow \):

\[
\begin{align*}
n & = n_\uparrow + n_\downarrow \\
\hspace{0.5cm} s & = n_\uparrow - n_\downarrow.
\end{align*}
\]

The spatial and temporal evolution of the spin density can be described by the spin drift-diffusion equation, which can be derived from a random walk approach, as presented by J. Fabian et al. [26], yielding:

\[
\frac{\partial s}{\partial t} = D \frac{\partial^2 s}{\partial x^2} + \mu_e E \frac{\partial s}{\partial x} - \frac{s}{\tau_s},
\]

with the spin relaxation time \( \tau_s \), diffusion coefficient \( D \), electric field \( E \), and electron mobility \( \mu_e \). Another important quantity is the spin diffusion length \( \lambda_s \),
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which is related to $\tau_s$ and $D$:

$$\lambda_s = \sqrt{D \tau_s}. \quad (2.3)$$

In a rather simplified picture, spin injection from a ferromagnet ($x < 0$) into a non-magnetic conductor ($x > 0$) can be regarded as a configuration in which a constant spin current $J_s(0) = -D \partial s/\partial x|_{x=0}$ enters the non-magnetic channel at $x = 0$ (Fig. 2.1). The corresponding accumulated spin at the interface is thus given by

$$s(0) = J_s(0) \frac{\lambda_s}{D}. \quad (2.4)$$

The steady state solution of the spin diffusion equation without drift ($E = 0$) yields the spatial distribution of the spin density in the NM, which decays exponentially with the distance from the interface, with the decaying behavior being determined by the spin diffusion length $\lambda_s$:

$$s(x) = s(0) \exp \left( -\frac{x}{\lambda_s} \right). \quad (2.5)$$

For modeling spin injection across a FM-NM junction in detail, it is beneficial not to directly regard the spin density $s$, but rather introduce the so-called quasi-chemical potential for two spin species ($\mu_\uparrow$ and $\mu_\downarrow$), which allows defining the total quasi-chemical potential $\mu$ and the spin quasi-chemical potential $\mu_s$:

$$\mu = \frac{1}{2} (\mu_\uparrow + \mu_\downarrow) \quad \mu_s = \frac{1}{2} (\mu_\uparrow - \mu_\downarrow). \quad (2.6)$$

---

**Figure 2.1.** Schematic understanding of electrical spin injection from a FM ($x < 0$) into a NM ($x > 0$) with a constant spin current $J_s$ at $x = 0$. The spin density $s$ decays exponentially for $x > 0$. Adapted from [26].
2.1 Spin transport

The spin quasi-chemical potential $\mu_s$ is related to the spin density $s$ by the following expression:

$$s = s_0 + 4e\mu_s \frac{g_\uparrow g_\downarrow}{g},$$  \hspace{1cm} (2.7)

where $s_0$ is the equilibrium spin density and $g_\uparrow$, $g_\downarrow$ are the corresponding densities of state (DOS) for spin-up and spin-down electrons. A gradient in the quasi-chemical potential gives rise to a current of the corresponding spin component:

$$j_{\uparrow/\downarrow} = \sigma_{\uparrow/\downarrow} \nabla \mu_{\uparrow/\downarrow},$$ \hspace{1cm} (2.8)

with the conductivities $\sigma_{\uparrow/\downarrow}$. An important relation can be derived from Eq. 2.6 and Eq. 2.8, which relates the electric charge current $j$ and the spin current $j_s$ to the quasi-chemical potentials $\mu$ and $\mu_s$ (spin-charge coupling):

$$j = j_\uparrow + j_\downarrow = \sigma \nabla \mu + \sigma_s \nabla \mu_s$$
$$j_s = j_\uparrow - j_\downarrow = \sigma_s \nabla \mu + \sigma \nabla \mu_s,$$ \hspace{1cm} (2.9)

with $\sigma = \sigma_\uparrow + \sigma_\downarrow$ and $\sigma_s = \sigma_\uparrow - \sigma_\downarrow$. These two relations imply, that in a ferromagnetic conductor with $\sigma_s \neq 0$, a gradient in the spin quasi-chemical potential can generate a charge current $j$. For a non-magnetic conductor, on the other hand, where $\sigma_s = 0$, a spin current can only be due to a gradient of the spin accumulation $\mu_s$, while a charge current can only flow in the presence of a gradient of the quasi-chemical potential $\mu$. This is indeed relevant for both injection and detection of spin polarized electrons, as discussed in the following. Another relevant quantity with regard to spin injection and detection is the current spin polarization $P_j$, which is given by

$$P_j = \frac{j_s}{j} = P_\sigma + \frac{4}{j} \nabla \mu_s \frac{\sigma_\uparrow \sigma_\downarrow}{\sigma},$$ \hspace{1cm} (2.10)

where $P_\sigma = \sigma_s/\sigma$ denotes the conductivity spin polarization. In particular, this equation implies, that for non-magnetic conductors, in which $P_\sigma = 0$, a large gradient in the spin quasi-chemical potential $\nabla \mu_s$ is necessary in order to obtain a finite spin polarization of the current. Moreover, the spatial profile of $\mu_s$ can be
described by the following diffusion equation:

\[ \nabla^2 \mu_s = \frac{\mu_s}{L_s}, \]  

(2.11)

with the generalized spin diffusion length \( L_s \), which is related to the generalized diffusion constant \( \mathcal{D} \):

\[ L_s = \sqrt{\mathcal{D} \tau_s}, \quad \text{with} \quad \mathcal{D} = \frac{g}{g_{\uparrow}/D_{\downarrow} + g_{\downarrow}/D_{\uparrow}}. \]  

(2.12)

In a non-magnetic conductor, \( \mathcal{D} \) corresponds to the diffusion coefficient \( D \) introduced in connection with the drift-diffusion equation of the spin density (Eq. 2.2). Thus, also the corresponding spin diffusion lengths are equal in this case (\( L_s = \lambda_s \)).

### 2.2 Electrical spin injection and detection

The basic theoretical concepts of electrical spin injection and detection within the scope of the standard model of spin injection were introduced by A. Aronov [31], and later expanded and generalized mainly by M. Johnson and R. Silsbee [32, 33], P. van Son [34], T. Valet and A. Fert [35], S. Hershfield and H. Zhao [36], and numerous other authors [37–40]. The following summary of the fundamental concepts of electrical spin injection and detection is based on the comprehensive review articles by J. Fabian et al. [26], I. Žutić et al. [27], and E. Rashba [41]. The notation is adapted from Ref. [26] and Ref. [27]. A typical device configuration allowing electrical spin injection and detection is shown in Fig. 2.2. This so-called non-local spin injection geometry was introduced by M. Johnson and R. Silsbee [42], and, in a very simplified schematic representation, consists of a non-magnetic conduction channel (NM) and two ferromagnetic contacts (FM). By passing a charge current through one of the FM contacts into the channel, a non-equilibrium spin accumulation is generated in the NM conductor (spin injection). As this current is passed to a non-magnetic reference contact (left), no charge current flows between the two ferromagnetic contacts, or in the detection circuit respectively (non-local setup). The injected spin accumulation then diff-
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Figure 2.2. Non-local spin injection and detection setup introduced by M. Johnson and R. Silsbee [42]. Spins are injected at the left FM contact and diffuse in each direction in the NM channel (color gradient). The generated spin accumulation underneath the detecting contact (right FM) can be measured as a non-local voltage drop $V_{nl}$. Adapted from [26].

Electrical spin injection from a ferromagnet into a non-magnetic conductor can be described theoretically with the so-called standard model of spin injection, in which spin transport across a FM-NM junction is regarded [26, 27, 33, 34, 36, 39–41]. A schematic structure, consisting of a ferromagnetic and a non-magnetic layer with an infinitesimally narrow contact region C in between, is shown in Fig. 2.3. The spatial extent of the FM, as well as that of the NM, are larger than the corresponding spin diffusion lengths $L_{sF}$ and $L_{sN}$. The current polarization in the NM, in which case $P_\sigma = 0$ and $\sigma_\uparrow = \sigma_\downarrow$, can be obtained by solving the spin diffusion equation (Eq. 2.11) in combination with Eq. 2.10, and an appropriate

---

Figure 2.3. Schematic depiction of a FM-C-NM junction, allowing a basic theoretical description of electrical spin injection. Adapted from [26].
boundary condition \((\mu_{sN}(+\infty) = 0)\), which yields
\[
P_{JN}(0) = -\frac{1}{j} \mu_{sN}(0),
\] (2.13)

with the effective spin resistance in the NM \(R_N = L_{sN}/\sigma_N\). Thus, a larger spin diffusion length \(L_{sN}\) leads to a greater spin accumulation \(\mu_{sN}(0) = -jP_{JN}(0)R_N\).

The current polarization \(P_{JF}(0)\) in the FM at the interface \((x = 0)\), and that of the contact region \(P_{JC}\), can be derived based on similar considerations, yielding
\[
P_{JF}(0) = P_{\sigma F} + \frac{1}{j} \mu_{sF}(0) R_F \quad \text{and} \quad P_{JC} = P_{\Sigma} + \frac{1}{j} \Delta \mu_{s}(0) R_C,
\] (2.14)

with
\[
R_F = \frac{\sigma_F}{4\sigma_F^{\uparrow}\sigma_F^{\downarrow}} L_{sF} \quad \text{(effective resistance of FM)}
\]
\[
R_C = \frac{\Sigma^{\uparrow} + \Sigma^{\downarrow}}{4\Sigma^{\uparrow}\Sigma^{\downarrow}} \quad \text{(effective contact resistance)}
\]
\[
P_{\Sigma} = \frac{\Sigma^{\uparrow} - \Sigma^{\downarrow}}{\Sigma^{\uparrow} + \Sigma^{\downarrow}} \quad \text{(conductance spin polarization of the contact)},
\]

and the conductances \(\Sigma^{\uparrow}\) and \(\Sigma^{\downarrow}\). Assuming the continuity of the spin current at the contact, i.e. neglecting spin flip scattering in the contact, so that \(P_{JF}(0) = P_{JC}(0) = P_{JN}(0) \equiv P_j\), allows deriving an expression for the spin injection efficiency \(P_j\):
\[
P_j = \frac{R_F P_{\sigma F} + R_C P_{\Sigma}}{R_F + R_N + R_C},
\] (2.15)

which is also referred to as spin injection coefficient \([39, 41]\). This equation for \(P_j\) is one of the main results derived from the standard model of spin injection and can be related to the spin accumulation:
\[
\mu_{sN}(0) = -jP_j R_N.
\] (2.16)

The configuration in which electrons flow from the FM into the NM \((j < 0, \mu_{sN}(0) > 0)\) is typically referred to as spin injection, while spin extraction relates to the opposite case \((j > 0, \mu_{sN}(0) < 0)\). In the following, however, there is no
explicit differentiation, instead the term spin injection is used for both cases. Additionally, it can be remarked that Eq. 2.15 can also be derived more descriptively by regarding the equivalent electrical circuit of the FM-C-NM junction, which consists of two separate channels for spin-up and spin-down electrons in parallel (Fig. 2.4). Each region (FM, C and NM) is characterized by different resistances. The injection efficiency can then be obtained by evaluating the current in each channel: \( P_j = (I_\uparrow - I_\downarrow)/I \).

The spatial profile of the quasi-chemical potential \( \mu_s \) is shown in Fig. 2.5. In the absence of spin-flip scattering in the contact region, the spin current \( j_s \) is continuous at the contact \( (x = 0) \), while there occurs a distinct discontinuity of \( \mu_s \) \( (\Delta \mu_s) \), which directly follows from the equation describing \( P_{JC} \) (Eq. 2.14):

\[
\Delta \mu_s(0) = \mu_{sN}(0) - \mu_{sF}(0) = jR_C(P_j - P_\Sigma). \tag{2.17}
\]

Note that for a FM-NM junction without a contact resistance \( (R_C = 0) \), \( \mu_s \) is continuous at the interface. Within the FM and NM region, \( \mu_{sF} \) and \( \mu_{sN} \) decay...
exponentially with the distance from the interface \((x = 0)\) on the scale of the corresponding spin diffusion length \(L_{s\sigma}\), or \(L_{sN}\) respectively (Eq. 2.11):

\[
\mu_{sN/s\sigma}(x) = \mu_{sN/s\sigma}(0) \exp \left( \pm \frac{x}{L_{sN/s\sigma}} \right).
\]  

(2.18)

**Spin bottleneck**

The presence of a non-equilibrium spin distribution in the FM and the contact leads to a spin diffusion away from the contact. This spin current gives rise to a charge current in the FM and the contact region \((P_\sigma \neq 0)\) according to Eq. 2.9 (spin charge coupling), which flows in the opposite direction compared to the charge current flowing due to the externally applied voltage. This, in turn, leads to an additional resistance \(\delta R\) (spin bottleneck [43]), such that the total resistance of the junction adds up to:

\[
\tilde{R}_N + \tilde{R}_F + \frac{1}{\Sigma} + \delta R,
\]  

(2.19)

where \(\tilde{R}_F\) and \(\tilde{R}_N\) are the actual electrical resistances of the FM and NM region, normalized to the cross-sectional area. In case of an equal contact conductance for both spin species \((\Sigma^\uparrow = \Sigma^\downarrow)\), \(1/\Sigma\) equals the contact resistance \(R_C\). The non-equilibrium contribution to the junction resistance \(\delta R\) is given by [26, 27, 39, 41]

\[
\delta R = \frac{R_N(P_\Sigma^F R_C + P_\Sigma^\uparrow R_F) + R_F R_C(P_\Sigma^F - P_\Sigma)\Sigma}{R_F + R_C + R_N}.
\]  

(2.20)

In case of neglecting spin-flip scattering in the contact, \(\delta R\) is always larger than zero. Thus, a spin accumulation increases the junction resistance, while in the absence of a non-equilibrium spin distribution \(\delta R\) vanishes.

**Conductivity mismatch**

Considering an ohmic contact \((R_C \ll R_N, R_F)\) between the ferromagnet and the NM region, the spin injection efficiency (Eq. 2.15) can be approximated by

\[
P_j \approx \frac{R_F}{R_F + R_N} P_{\sigma F}.
\]  

(2.21)
2.2 Electrical spin injection and detection

For spin injection from a ferromagnetic metal into a metallic NM ($R_F \sim R_N$), $P_j \sim P_{\sigma F}$ can be sufficiently large. On the contrary, spin injection into semiconductors (SC), in which case $R_N \gg R_F$, yields a substantially suppressed injection efficiency $P_j \ll P_{\sigma F}$, which is commonly referred to as conductivity mismatch problem [38]. This conductivity mismatch problem can be resolved by implementing highly spin polarized half metallic ferromagnets, in which either $\sigma_{\uparrow F}$ or $\sigma_{\downarrow F}$ is very small, such that $R_F = L_s F \sigma_F / 4 \sigma_{\uparrow F} \sigma_{\downarrow F}$ is large [27, 41], or, which is the more common approach, by introducing a spin selective tunnel barrier with $R_C \gg R_F, R_N$ [26, 27, 37, 39–41, 44]. Thus, the spin injection efficiency is determined by $P_{\Sigma}$, even if $R_N \gg R_F$, such that

\[ P_j = P_{\Sigma}. \]  

(2.22)

Sharvin resistance

For spin injection into 1-dimensional NM channels, in which transport is ballistic, while interface scattering is considered to be still diffusive, an additional resistance, the so-called Sharvin resistance $R_{sh}$, has to be taken into account [27, 45–48]. It becomes relevant for NM channels with a width smaller than the corresponding electron mean free path and is given by

\[ R_{sh} = \frac{2\pi h}{e^2 k_F^2 A}, \]  

(2.23)

where $A$ is the contact area, and $k_F$ denotes the Fermi wave-vector. Taking into account the ballistic Sharvin resistance in the diffusive model modifies the electrical resistance of the channel, such that $\tilde{R} \to \tilde{R} + R_{sh}$ [45].

Electrical spin detection - Silsbee-Johnson spin charge coupling

Due to the coupling between spin and charge in the FM and the contact region ($P_{\sigma} \neq 0$), as described by Eq. 2.9, a spin accumulation in the NM gives rise to a charge current in the FM in case of a closed electric circuit, while for an open circuit an electromotive force ($emf$) builds up across the junction [26, 27, 33, 41, 42, 49]. This effect leads to the additional resistance contribution $\delta R$ described
above (spin bottleneck). For the \( \text{emf} \) the following expression can be derived:

\[
\text{emf} = -\frac{R_F P_{\alpha F} + R_C P_{\Sigma}}{R_F + R_C + R_N} \mu_{sN}(\infty) = -P_j \mu_{sN}(\infty).
\]

(2.24)

The \( \text{emf} \) at a FM contact can be measured as a non-local voltage drop, thus providing an experimental access for probing the non-equilibrium spin accumulation in the NM channel. In combination with electrical spin injection, the non-local device geometry presented above (Fig. 2.2) can be realized. There, spins are injected through a FM-C-NM junction into the NM channel, diffuse in all directions, and can be detected as a non-local voltage at another FM-C-NM junction (detector). Following from Eq. 2.15, the observation of a large \( \text{emf} \) requires \( R_N \) to be smaller than \( R_C \) and \( R_F \), similar to the requirement for obtaining a large injection efficiency \( P_j \). The detection scheme for measuring the \( \text{emf} \) related voltage drop at the detecting FM junction was conceptually introduced by R. Silsbee [49] and later experimentally demonstrated by M. Johnson and R. Silsbee [42].

**Experimental realization of spin injection**

One of the first experiments successfully establishing electrical spin injection into a paramagnetic metal was published in 1985 by M. Johnson and R. Silsbee [42]. They introduced the non-local spin injection and detection scheme described above (Fig. 2.2), thus achieving spin injection into an aluminium channel with a spin injection efficiency of \( P_j \approx 5\% - 8\% \) [42, 50]. Spin injection from a FM metal directly into a semiconductor (SC) 2DEG channel could be demonstrated in 1999 by P. Hammar et al. [51], yet only considerably low injection efficiencies on the order of 1\% were observed. Only after the conductivity mismatch problem was identified as the major obstacle for spin injection into SC structures, FM-SC structures with a tunnel barrier in between resulted in the observation of more efficient spin injection [9, 17]. In most publications reporting efficient electrical spin injection into SC structures, spin-LED heterostructures were implemented, which rely on the optical detection of the spin accumulation [52–63]. Fewer reports [9–17] present all-electrical FM-SC lateral devices, which allow electrical injection and detection as introduced by M. Johnson and R. Silsbee [42]. Fully SC-based lateral
2.3 Spin orbit coupling

Device geometries could be experimentally realized by M. Ciorga et al. [18]. There, spin-polarized electrons are injected from the ferromagnetic SC (Ga,Mn)As, which is intrinsically p-doped, into an n-GaAs bulk channel. Spin injection is based on electrons tunneling through the depletion zone of a highly doped pn-junction, from the valence band of (Ga,Mn)As into the conduction band of GaAs. Subsequently, a similar spin injection structure could be established which allowed electrical spin injection into a GaAs/(Al,Ga)As 2DEG channel, yielding spin injection efficiencies of about \( P_j \approx 75\% \) [19]. A similar heterostructure system with an (In,Ga)As QW channel is the basis of the experiments conducted within the scope of this thesis. The corresponding heterostructure layer sequence and the spin injection process are explained in detail in Chapter 3.

2.3 Spin orbit coupling

In a simplified picture, spin orbit coupling (SOC) can be regarded as an effective magnetic field, which can interact with the spin of a moving electron. This gives rise to spin precession, if the spin is not aligned with the SOC related effective magnetic field, which in turn leads to fundamental effects observed in spintronics, like spin relaxation phenomena for instance (Chapter 2.4). One of the most important properties of SOC with regard to spintronic applications is the possibility of tuning its strength by an external electric field. This allows externally manipulating the spin precession angle for instance, which is the basis for realizing the spin field effect transistor (spinFET) proposed by S. Datta and B. Das [8] (Chapter 2.5). In the following, the general concept of spin orbit coupling (SOC) is introduced, especially focusing on 2D semiconductor systems. There, depending on the origin of SOC two contributions are distinguished: a contribution arising from a bulk inversion asymmetry (BIA), and one that is due to a structural inversion asymmetry (SIA). Moreover, typical values of the SOC strength in (In,Ga)As and InAs heterostructures are summarized, and the effect of quasi-1-dimensional confinement on SOC is discussed. The following overview of spin orbit interaction in semiconductors is primarily based on the comprehensive review articles by J. Fabian et al. [26] and S. Ganiev et al. [64], while additional remarks and brief
summaries can be found in Refs. [65–67].

**General aspects**

An electron moving in an external electric field \( \vec{E} \) with velocity \( \vec{v} \) experiences an effective magnetic field

\[
\vec{B}_{\text{eff}} = \frac{1}{c^2} (\vec{E} \times \vec{v}) = \frac{\hbar}{mc^2} (\vec{E} \times \vec{k}) ,
\]

which can interact with its spin. This interaction between the spin and the effective magnetic field is commonly referred to as spin orbit coupling (SOC), or spin orbit interaction (SOI). In the most general form, the corresponding SOC contribution to the Hamiltonian is given by

\[
H_{\text{SO}} = \frac{\hbar}{4m_0^2c^2} \vec{p} \cdot (\vec{\sigma} \times \nabla V) ,
\]

with \( \vec{\sigma} = (\vec{\sigma}_x, \vec{\sigma}_y, \vec{\sigma}_z) \) being the vector containing the Pauli matrices, \( \vec{p} \) is the kinetic momentum operator, and \( V \) the crystal potential, the gradient of which corresponds to the electric field \( \vec{E} = -\nabla V \). Depending on the origin of the electric field, two contributions to the SOC are generally distinguished in the solid state. One contribution arises from the absence of an inversion symmetry of the bulk crystal itself, which is the case for zinc-blende or wurtzite semiconductors for instance, and is commonly referred to as bulk inversion asymmetry (BIA), or Dresselhaus contribution [68]. The other one is due to the absence of an inversion symmetry of the confining potential in QW structures, the so-called structural inversion asymmetry (SIA), or Rashba contribution [69]. As a consequence of SOC, the energy bands for spin-up and spin-down split. Unlike Zeeman splitting in a magnetic field, however, which leads to a shift of the energy dispersion by a certain energy difference, the SOC related splitting results in a shift of the energy bands by a certain wave-vector.
2.3 Spin orbit coupling

**Bulk inversion asymmetry in 2D systems (Dresselhaus)**

Of particular interest, especially with regard to the heterostructure analyzed within the scope of this thesis, are 2-dimensional (001)-grown III-V zinc-blende systems with a confining potential along the growth direction \((z\text{-direction})\). Taking into account only bulk inversion asymmetry (BIA), the corresponding Hamiltonian is given by \([65]\):

\[
H_D = H_{D1} + H_{D3}
\]

\[
\begin{align*}
H_{D1} &= \beta_1 (k_x \sigma_x - k_y \sigma_y) + \gamma \left(k_x k_y^2 \sigma_x - k_y^2 k_x \sigma_y\right), \\
H_{D3} &= \beta_3 (\cos(3\theta) \sigma_x + \sin(3\theta) \sigma_y),
\end{align*}
\]

for \(x \parallel [100], \ y \parallel [010], \) and \(z \parallel [001]\). Note that it contains both a linear-in-\(k\) and a cubic contribution. The linear Dresselhaus parameter \(\beta_1\) in the Hamiltonian is defined as \([26, 70, 71]\)

\[
\beta_1 = -\gamma \langle k_z^2 \rangle \propto -\gamma \left(\frac{\pi}{d}\right)^2,
\]

with the bulk Dresselhaus parameter \(\gamma\), and the expectation value of the squared wave-number in \(z\)-direction \(\langle k_z^2 \rangle\), which is determined by the strength of the confinement of the electron wave-function in the quantum well (QW). In the limit of an infinite QW, \(\beta_1\) can be approximated based on the QW thickness \(d\). The Dresselhaus Hamiltonian can be conveniently rewritten by defining the angle \(\theta\) between \(k\)-vector and \(x\)-axis ([100]), such that \(k_x = k_F \cos(\theta)\) and \(k_y = k_F \sin(\theta)\), which results in:

\[
H_D = \beta (k_x \sigma_x - k_y \sigma_y) + \beta_3 k \left(\cos(3\theta) \sigma_x + \sin(3\theta) \sigma_y\right).
\]

There, the cubic Dresselhaus parameter \(\beta_3\) is introduced, which is given by

\[
\beta_3 = -\gamma \frac{k_F^2}{4} = -\frac{\gamma \pi n_s}{2}.
\]

Substituting the Fermi wave-vector \(k_F = \sqrt{2\pi n_s}\) allows expressing \(\beta_3\) in terms of the charge carrier density \(n_s\). Usually, this cubic contribution is especially important for semiconductors with a narrow band-gap, or for highly doped quantum
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wells (QWs), but it is also found to be the dominating contribution in wide QWs. Additionally, the parameter $\beta$ is defined as

$$\beta = \beta_1 - \beta_3.$$  \hspace{1cm} (2.31)

It is typically referred to as Dresselhaus parameter and should not be confused with the linear Dresselhaus parameter $\beta_1$. Comparing the Dresselhaus Hamiltonian to the Zeeman Hamiltonian $H_{SOC} = g\mu_B \left( \vec{\sigma} \cdot \vec{B}_{eff}(\vec{k}) \right)$, allows defining an effective magnetic field $\vec{B}_{eff}$. For the Dresselhaus SOC this effective magnetic field contains linear and cubic contributions, and is given by [65]

$$\vec{B}_D = \vec{B}_{D1} + \vec{B}_{D3}$$

$$= \frac{2k}{g\mu_B} \left( \beta \cos(\theta) \right) - \beta \sin(\theta) + \frac{2k}{g\mu_B} \beta_3 \cos(3\theta) \beta_3 \sin(3\theta),$$ \hspace{1cm} (2.32)

where $\mu_B$ is the Bohr magneton and $g$ denotes the effective gyromagnetic factor (g-factor).

Structural inversion asymmetry in 2D systems (Rashba)

The so-called structural inversion asymmetry (SIA) or Rashba contribution to SOC was originally introduced by F. Ohkawa and Y. Uemura [72], who derived the spin splitting in 2D zinc-blende SC structures. The model was subsequently expanded and generalized by F. Vasko [73], and by Y. Bychkov and E. Rashba [69]. SIA originates from the absence of an inversion symmetry due to an asymmetric confining potential in QW structures. This contribution can be influenced by an asymmetric doping distribution or non-symmetric interfaces, for instance. A detailed discussion of the tunability of the Rashba SOC strength can be found in Chapter 2.5. The corresponding SIA Hamiltonian can be written as:

$$H_R = \alpha \left( \vec{\sigma}_x k_y - \vec{\sigma}_y k_x \right) = \alpha \left( \vec{\sigma} \times \vec{k} \right) \cdot \hat{z},$$ \hspace{1cm} (2.33)
with the Rashba parameter $\alpha$ determining the strength of the Rashba SOC. The corresponding effective magnetic field is given by [65]

$$\vec{B}_R = \frac{2\alpha}{g\mu_B} \begin{pmatrix} k_y \\ -k_x \end{pmatrix} = \frac{2k}{g\mu_B} \begin{pmatrix} \alpha \sin(\theta) \\ -\alpha \cos(\theta) \end{pmatrix}. \quad (2.34)$$

There, $\theta$ is defined as the angle between the $k$-vector direction and the $x$-axis ([100]). Note that the direction of the Rashba spin orbit field (SO-field) is always oriented perpendicular to the $k$-vector, independent of the crystallographic orientation.

**Interplay between Rashba and Dresselhaus SOC**

In 2D heterostructures, typically both contributions have to be considered. Their interplay can be expressed as the sum of the Rashba (Eq. 2.33) and Dresselhaus Hamiltonian (Eq. 2.27):

$$H_{SO} = H_R + H_D. \quad (2.35)$$

Similarly, the total effective magnetic field is given by sum of the individual effective field contributions $\vec{B}_D$ (Eq. 2.32) and $\vec{B}_R$ (Eq. 2.34). For $x \parallel [100]$ and $y \parallel [010]$ this total SO-field is given by

$$\vec{B}_{SO} = \vec{B}_R + \vec{B}_D = \frac{2k}{g\mu_B} \begin{pmatrix} \alpha \sin(\theta) + \beta \cos(\theta) + \beta_3 \cos(3\theta) \\ -\alpha \cos(\theta) - \beta \sin(\theta) + \beta_3 \sin(3\theta) \end{pmatrix}. \quad (2.36)$$

For regarding the total SO-field along the [110] and [1\bar{1}0] direction, it is most convenient to rotate the coordinate system, such that $x \parallel [110]$ and $y \parallel [\bar{1}0]$, which results in:

$$\vec{B}_{SO} = \frac{2k}{g\mu_B} \begin{pmatrix} (\alpha - \beta) \sin(\bar{\theta}) - \beta_3 \sin(3\bar{\theta}) \\ -(\alpha + \beta) \cos(\bar{\theta}) + \beta_3 \cos(3\bar{\theta}) \end{pmatrix}. \quad (2.37)$$

The angle $\bar{\theta}$ is now the angle between the new $x$-axis ([110]) and the $k$-vector direction. The SO-fields for the main $k$-vector directions can then be easily calculated.
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For $x \parallel [100]$ and $y \parallel [010]$ it thus follows:

$$B_{k\parallel[100]} = \frac{2k}{g\mu_B} \begin{pmatrix} \beta + \beta_3 \\ -\alpha \end{pmatrix} \, (2.38)$$

$$B_{k\parallel[010]} = \frac{2k}{g\mu_B} \begin{pmatrix} \alpha \\ -\beta - \beta_3 \end{pmatrix} \, ,$$

while for $x \parallel [\overline{1}10]$ and $y \parallel [110]$ the SO-fields are given by:

$$B_{k\parallel[110]} = \frac{2k}{g\mu_B} \begin{pmatrix} -\alpha - \beta + \beta_3 \\ 0 \end{pmatrix} \, (2.39)$$

$$B_{k\parallel[\overline{1}10]} = \frac{2k}{g\mu_B} \begin{pmatrix} 0 \\ \alpha - \beta + \beta_3 \end{pmatrix} \, .$$

In Fig. 2.6 the individual SO-fields for the main $k$-vector orientations are shown. Note that the signs of the SO parameters are defined such that $\alpha > 0$, $\beta = \beta_1 - \beta_3 > 0$, $\beta_1 > 0$, and $\beta_3 > 0$, while $g < 0$. From this representation it is apparent that the effective Rashba field is always perpendicular to the $k$-vector direction, independent of the crystallographic orientation. The orientation of the
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\caption{Orientation of the individual SO-fields for the main $k$-vector directions for Rashba SOC $\alpha$ (a), Dresselhaus contribution $\beta = \beta_1 - \beta_3$ (b), and cubic Dresselhaus parameter $\beta_3$ (c). In this representation $\alpha > 0$, $\beta = \beta_1 - \beta_3 > 0$, $\beta_1 > 0$, $\beta_3 > 0$, and $g < 0$. Adapted from [65].}
\end{figure}
linear and cubic Dresselhaus fields, on the other hand, strongly depends on the direction of the \( k \)-vector. This gives rise to an anisotropy of the total SO-field, the magnitude of which depends on the relative strength of the individual parameters. In the Dyakonov-Perel spin relaxation regime this leads to a dependence of the spin relaxation rates on the spin orientation, for instance (Chapter 2.4). Notably, the total SO-fields for \( k \parallel [110] \) and \( k \parallel [1\bar{1}0] \) are oriented perpendicular to the direction of the \( k \)-vector.

### SOC strength in (In,Ga)As based QWs

The SOC parameters and the relative strengths of SIA and BIA depend strongly on the specific heterostructure, thus it is not possible to find generally valid values for \( \alpha \) and \( \beta \) in literature. Especially the value of the Rashba parameter exhibits a significant dependence on the symmetry of the QW and can be tuned over a large range by means of an external gate electric field [22, 23, 74–76]. Thus, the following values have to be considered as rough approximations of the order of magnitude of the corresponding values. For (In,Ga)As structures with a low indium content of 10 \( \% \), similar to the heterostructure under investigation in this thesis, the values for \( \alpha \) and \( \beta \) can be expected to lie in the low \( 10^{-13} \) eV m range [77, 78]. Consequently, both SIA and BIA have to be taken into account. More reports can be found on structures with higher indium contents above 50 \( \% \), and InAs QW heterostructures. With increasing indium content, the Rashba contribution typically dominates over the Dresselhaus related SOC. There, values for \( \alpha \) lie in the \( 10^{-12} \) eV m range for In\(_{0.53}\)Ga\(_{0.47}\)As QWs [79–81], as well as for InAs QWs [82–84].

### SOC in quasi-1D systems

The SOC related properties of a quasi-1-dimensional channel can be examined by introducing an additional in-plane confining potential \( V(x) \). This leads to a coupling between the quantum wire subbands [85–89], the relevance of which can be estimated by the parameter \( s \):

\[
s \approx \frac{w}{L_{SO}},
\]  

(2.40)
where \( w \) denotes the width of the wire and \( L_{SO} = \frac{\hbar^2}{(2 \text{SOC} m^*)} \) is the spin precession length with the SOC strength \( \text{SOC} \) [8, 90]. In case of a weak SOC \( (w \ll L_{SO}) \) the subband coupling contribution is small and the energy dispersion is still parabolic. Similar to the 2-dimensional case, the presence of SOC leads to a spin splitting of the energy bands in \( k \)-direction. For large SOC strengths \( (w \gtrsim L_{SO}) \), on the other hand, the energy dispersion becomes strongly non-parabolic, which requires taking into account changes of the SOC strengths due to the coupling between neighboring subbands. This can result in crossings of energy bands even at low energies, thus implying non-trivial alterations of spin precession and spin transport patterns [85–89]. In case of the (In,Ga)As QW structures examined within this thesis, the SOC strength can be assumed to lie in the low \( 10^{-13} \text{eV m} \) range and \( m^* \approx 0.0625 m_0 \), so that the spin precession length \( L_{SO} \approx 6 \mu \text{m} \) largely exceeds the width of the narrowest channel \( (w = 400 \text{ nm}) \), i.e. the coupling parameter \( s \) is small \( (s \ll 1) \). Thus, effects of spatial confinement on SOC can be neglected in this case.

2.4 Spin relaxation

2.4.1 Spin relaxation mechanisms in semiconductors

In general, spin relaxation describes the decay of the non-equilibrium spin polarization. For conduction electrons in semiconductors four major spin relaxation mechanisms can be identified: Elliott-Yafet, Dyakonov-Perel (DP), and Bir-Aronov-Pikus mechanism, as well as spin relaxation due to hyperfine interaction with nuclear spins. The fundamental concepts and theoretical consideration are comprehensively presented by J. Fabian et al. [26, 91], I. Žutić et al. [27], and M. Wu et al. [92], while an additional brief summary is provided by M. Dyakonov [93]. The suppression of spin relaxation in narrow conductive channels approaching the quasi-1-dimensional limit is discussed in Chapter 2.4.2.
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![Simplified illustration of the basic spin relaxation mechanisms in semiconductors.](image)

**Figure 2.7.** Simplified illustration of the basic spin relaxation mechanisms in semiconductors. In case of the Elliott-Yafet mechanism (a), spin flip events at momentum scattering sites lead to spin relaxation, while for the Dyakonov-Perel mechanism (b) spin relaxation is due to spin precession around the $k$-vector dependent SO-field. Bir-Aronov-Pikus spin relaxation (c) is a result of the electron-hole exchange coupling. Spin relaxation can also be due to localized electrons interacting with the spin of the lattice nuclei (d). Adapted from [26, 91].

**Elliott-Yafet**

In the presence of SOC the Bloch states are no longer spin eigenstates, instead the eigenstates consist of a mixture of spin-up and spin-down states. In combination with momentum scattering, this coupling between spin-up and spin-down states gives rise to spin relaxation. This contribution to spin relaxation was introduced by R. Elliott [94]. Momentum scattering events are typically induced by impurities, which are dominating at low temperatures, and phonons, which are relevant at higher temperatures. An additional momentum scattering related contribution to spin relaxation occurs, if the impurity, which gives rise to the momentum scattering event, induces a SOC potential. This gives rise to a certain spin flip probability at each scattering site, which ultimately leads to spin relaxation (Fig. 2.7a). Spin flip scattering can also be introduced by phonons, which modulate the SOC potential of the lattice-ions. This phonon induced effect was first taken into account by A. Overhauser [95] and later applied to band-structure systems by Y. Yafet [96]. Typically, the Elliott-Yafet spin relaxation is particularly relevant for small band gap semiconductors with large SOC strengths, like...
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InSb [27].

Bir-Aronov-Pikus

Bir-Aronov-Pikus spin relaxation [97] is based on the electron-hole exchange interaction, such that a spin-up electron, for instance, can exchange its spin with a spin-down hole (Fig. 2.7c). Due to the strong SOC induced spin mixing in the valence band, spin relaxation for holes is fast, so that the electron spin polarization is lost to quickly decaying holes. This mechanism is found to be the most relevant in p-doped semiconductors.

Dyakonov-Perel

SOC can be regarded as an effective $k$-vector dependent magnetic field $\vec{B}_{\text{eff}}(\vec{k})$, which gives rise to spin precession with the Larmor frequency

$$\vec{\Omega}(\vec{k}) = \frac{ge}{2m^*} \vec{B}_{\text{eff}}(\vec{k}).$$  \hfill (2.41)

Strength and orientation of $\vec{B}_{\text{eff}}(\vec{k})$ vary with the direction of the electron’s momentum vector $\vec{k}$, which, in the diffusive transport regime, randomly changes due to momentum scattering events. This, in turn, leads to a random variation of both the precession axis, as well as the precession frequency, which results in a randomization of the initial spin orientation. This spin relaxation process is referred to as Dyakonov-Perel (DP) mechanism [93], and is schematically illustrated in Fig. 2.7b. Within the DP regime, two limiting cases are generally distinguished [27, 92, 93]. If the spin undergoes many rotations in between two momentum scattering events, such that the product of averaged precession frequency $\langle \vec{\Omega} \rangle$ and momentum relaxation time $\tau_p$ is large ($\langle \vec{\Omega} \rangle\tau_p \gtrsim 1$), the spin relaxation time $\tau_s$ is proportional to the momentum relaxation time $\tau_p$ ($\tau_s \propto \tau_p$). In the other limiting case, which is the usual definition of the DP regime, the precession angle in between two scattering events is small ($\langle \vec{\Omega} \rangle\tau_p \ll 1$), i.e. the collision rate $1/\tau_p$ is large compared to $\langle \vec{\Omega} \rangle$. In this regime the spin orientation dependent spin relaxation times $\tau_{s,i}$ ($i = x, y, z$)
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are given by [26, 27, 92]

\[
\frac{1}{\tau_{s,i}} = \gamma_l^{-1} \left( \bar{\Omega}_l^2 - \Omega_l^2 \right) \tau_p, \tag{2.42}
\]

where the average is taken over all directions of \(\vec{k}\), and \(\bar{\Omega}_l\) corresponds to the precession frequency, which is due to the SO-field oriented parallel to the considered spin orientation. The parameter \(\gamma_l\) is defined as \(\gamma_l = \tau_p / \bar{\tau}_l\), with the effective momentum scattering time \(\bar{\tau}_l\), where \(l\) is the order of \(\vec{k}\) in \(\bar{\Omega}(\vec{k})\). For linear-in-\(k\) SOC terms (\(l = 1\)) \(\tau_l\) is equal to the momentum scattering time \(\tau_p\), such that \(\gamma_1 = 1\), while in general \(\gamma_l > 1\) for \(l > 1\) [27]. Regarding the Dresselhaus related cubic SOC terms, the parameter \(\gamma_3\) becomes important. Its value depends on the dominating scattering mechanism. Considering DP spin relaxation in bulk III-V semiconductors, \(\gamma_3 \approx 6\) for impurity dominated scattering for instance [27]. Setting \(\gamma_l = 1\) can be considered a lower bound for the spin relaxation time. The equation for \(\tau_{s,i}\) (Eq. 2.42) implies that an increased momentum scattering leads to a longer spin lifetime, which is referred to as motional narrowing. Additionally, according to this equation, the spin relaxation rates \(1/\tau_{s,i}\) are linked to the SO-field. For a QW grown along the \(z\)-direction [001], with \(x \parallel [1\bar{1}0]\), and \(y \parallel [110]\), the corresponding spin relaxation rates can thus be expressed as a function of the SOC parameters [98–100]:

\[
\frac{1}{\tau_x} = \frac{4Dm^*}{\hbar^4} \left[ \frac{\tau_1}{\tau_p} (\alpha - (\beta_1 - \beta_3))^2 + \frac{\tau_3}{\tau_p} \beta_3^2 \right],
\]

\[
\frac{1}{\tau_y} = \frac{4Dm^*}{\hbar^4} \left[ \frac{\tau_1}{\tau_p} (\alpha + (\beta_1 - \beta_3))^2 + \frac{\tau_3}{\tau_p} \beta_3^2 \right],
\]

\[
\frac{1}{\tau_z} = \frac{8Dm^*}{\hbar^4} \left[ \frac{\tau_1}{\tau_p} \alpha^2 + \frac{\tau_1}{\tau_p} (\beta_1 - \beta_3)^2 + \frac{\tau_3}{\tau_p} \beta_3^2 \right]. \tag{2.43}
\]

If either BIA (\(\beta \equiv \beta_1 - \beta_3\)) or SIA (\(\alpha\)) dominates, in-plane spin relaxation is isotropic, with

\[
\frac{1}{\tau_x} = \frac{1}{\tau_y} = \frac{1}{2\tau_z}. \tag{2.44}
\]

In case of Dresselhaus and Rashba contribution being similar in strength, on the other hand, the spin relaxation of spins oriented in-plane can become strongly anisotropic. In this case, \(\tau_x\) can get significantly larger compared to \(\tau_y\), or vice
versa. This is especially relevant for asymmetric (In,Ga)As QW structures with low indium contents, in which case both SOC contributions are found to be of a similar order of magnitude [77, 78]. An additional remark concerns the importance of the cubic Dresselhaus coefficient $\beta_3$, or the parameter $\gamma_3^{-1} = \tau_3/\tau_p$ respectively. If the corresponding term in Eq. 2.43, i.e. $(\tau_3/\tau_p) \beta_3^2$, becomes dominating, the isotropy of spin relaxation is restored. The spin relaxation anisotropy can be quantified by introducing the parameter $k$, which is defined as the ratio of $\tau_x$ to $\tau_y$:

$$k \equiv \frac{\tau_x}{\tau_y} = \frac{(\alpha + (\beta_1 - \beta_3))^2 + \tau_3 \beta_3^2}{(\alpha - (\beta_1 - \beta_3))^2 + \tau_3 \beta_3^2},$$

(2.45)

where $\tau_1 = \tau_p$. In the DP regime the spin relaxation anisotropy $k$ is thus determined by the SOC components.

**Hyperfine interaction**

The interaction between electron spin and the disordered effective magnetic field, which originates from the spin of the lattice nuclei, results in an additional contribution to spin relaxation. It is relevant for localized electrons, for example in quantum dots, while for higher-dimensional systems the effect on spin relaxation is typically negligible, as the spatially extended electron states experience only the vanishing average effective magnetic field of the nuclei.

### 2.4.2 Suppression of spin relaxation in the quasi-1D limit

The main source of spin relaxation in III-V semiconductor heterostructures is the DP mechanism. In general, momentum scattering events result in a randomization of the electron’s direction of motion. In the presence of a $k$ dependent effective spin orbit field (SO-field), which induces spin precession, this leads to a randomization of the spin orientation, thus giving rise to spin relaxation. The DP spin relaxation in 2D structures can be strongly suppressed by introducing a lateral confinement, such that the electron’s motion is restricted to a narrow transport channel [101–105]. As the motion perpendicular to the channel orientation is limited, there is only a single precession axis in the 1-dimensional limit.
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Thus, spin relaxation due to randomly changing precession angles and frequencies is suppressed. The effect of confinement on the spin transport characteristics can be categorized by regarding the ratio of channel width $w_c$ and spin precession length $L_{SO}$ as sketched in Fig. 2.8a. For a mean free path $L_p$ larger than the spin precession length ($L_p \geq L_{SO}$) the accumulated precession angle between two momentum scattering events is large, which gives rise to a fast decay of the initial spin polarization (no motional narrowing). In this case, the spin relaxation time $\tau_s$ is determined by the momentum relaxation time $\tau_p$, such that $\tau_s \propto \tau_p$. In the regime of motional narrowing, on the other hand, the precession angle in between two subsequent scattering events is small, and $L_p < L_{SO}$. In this case, as described in the previous section, the DP spin relaxation time in the 2D case ($w_c > L_{SO}$) is inversely proportional to the momentum scattering time ($\tau_s \propto 1/\tau_p$). Within the motional narrowing regime spin transport is quasi-1-dimensional for a channel width $w_c$ smaller than $L_{SO}$, yet larger than the mean free path $L_p$ ($L_p < w_c < L_{SO}$). The 1-dimensional limit is reached for a channel...
width smaller than the mean free path \((w_c < L_p)\). In this case, the linear-in-\(k\) contributions of the SOC are suppressed, yet the cubic Dresselhaus term yields a finite value for the spin relaxation time, which, for out-of-plane oriented spins, is then given by
\[
\frac{1}{\tau_{1D}} = \frac{6Dm^*}{\hbar^4} \beta_3^2, \tag{2.46}
\]
with the cubic Dresselhaus parameter \(\beta_3 = -\gamma\pi n_s/2\). In the intermediate regime between the 2-dimensional case and the 1D limit, the spin relaxation time is found to be inversely proportional to the squared channel width \(w_c\):
\[
\tau_{IM} \propto \frac{1}{w_c^2}. \tag{2.47}
\]

The increase of the spin relaxation time with decreasing channel width is experimentally confirmed by a number of reports for out-of-plane oriented spins in optical \([102, 106, 107]\), and weak antilocalization measurements \([90, 108]\). In Fig. 2.8b the experimental results of P. Altmann et al. \([102]\) visualize the increase of \(\tau_s\) with decreasing channel width \(w_c\) in the regime between the 2D case and the 1-dimensional limit. In this intermediate regime, the spin relaxation time is expected to satisfy Eq. 2.47. Within this thesis, the dependence of spin relaxation on the channel width is investigated experimentally for an (In,Ga)As QW structure (Chapter 4.1).

### 2.5 Gate induced spin precession (spinFET)

The main focus of this thesis is the experimental realization of spin injection devices which allow tuning the SOC strength by an external gate voltage \(V_g\), thus giving rise to spin precession related phenomena. In the following, a brief summary of the gate tunability of the Rashba parameter, the most common spin field effect transistor (spinFET) proposal introduced by S. Datta and B. Das \([8]\), as well as experimental works on this topic are presented. It is important to keep in mind, however, that the Rashba parameter \(\alpha\) is not the only gate tunable parameter in the experimentally investigated (In,Ga)As 2DEG structures. Instead, applying a gate voltage can also affect the charge carrier density \(n_s\), which gives rise to a gate
dependence of the cubic Dresselhaus contribution $\beta_3 \propto n_s$. This is discussed in detail in the experimental part of this thesis (Chapter 4.3).

**Gate tunability of Rashba SOC**

The strength of the SIA in heterostructure systems consists of several main contributions and can be qualitatively described as [74]:

$$\alpha \propto \underbrace{a \langle E_A \rangle}_{\text{SOC from QW}} + \underbrace{b (\langle E_{B,u} \rangle + \langle E_{B,l} \rangle)}_{\text{barrier leakage}} - \underbrace{c (|\Psi_u|^2 - |\Psi_l|^2)}_{\text{interface term}},$$  \hspace{1cm} (2.48)

where $\langle E_A \rangle$ is the average electric field in the QW, $\langle E_{B,u} \rangle$ and $\langle E_{B,l} \rangle$ are the corresponding electric field values in the upper and lower barrier of the QW, while $|\Psi_u|^2$ and $|\Psi_l|^2$ refer to the electron probabilities at the upper and lower barrier of the QW. The first term describes a linear dependence of $\alpha$ on the average electric field $\langle E_A \rangle$ in the quantum well [8, 71, 74, 75, 79, 109–113]. The electric field in the QW additionally affects the charge carrier density $n_s$, which, in turn, self-consistently influences $E \propto n_s$ [75, 114]. Thus, $\alpha$ is typically, yet not necessarily, found to be a linear function of $n_s$ [71, 111–113, 115, 116], which is also confirmed by experimental works [71, 111, 115]. An additional contribution arises from the electron wave-function penetrating the barrier of the potential well (barrier leakage), which leads to an increase of the spin splitting [71, 74, 75]. The third considered contribution originates from an abrupt potential change at the heterojunction interfaces [71, 74]. Taking into account different electron probabilities at both sides of the QW adds an additional term to the Rashba parameter, which in general also increases the magnitude of $\alpha$.

Applying an external electric field allows tuning $\alpha$ by directly affecting the electric field in the QW and/or the corresponding charge carrier density $n_s$, or by altering the potential profile of the QW, which gives rise to a shift of the electron probability function [23, 71, 74, 76, 79, 104, 115]. Thus, the term describing the penetration of the wave-function into the barrier, as well as the interface contribution can be functions of the gate voltage. A further modification of the Rashba parameter is found to be due to electron-electron interactions, which additionally
increase $\alpha$ [116, 117]. As the strength of the Coulomb interaction increases for decreasing electron density $n_s$, electron-electron interaction can also be gate dependent. Hence, also the corresponding contribution of $\alpha$ can be a function of $V_g$. It has to be emphasized that $\alpha$ is not the only SOC contribution that is tunable by a gate voltage, however. Instead, the total SOC also contains the linear and cubic Dresselhaus contributions $\beta_1$ and $\beta_3$. The latter is dependent on the charge carrier density $n_s$ ($\beta_3 \propto \gamma n_s$). Hence, in systems in which $n_s$ changes with $V_g$, also $\beta_3$ is a function of $V_g$.

**SpinFET functionality**

A well-known concept of a spin field effect transistor (spinFET) was introduced by S. Datta and B. Das [8], who proposed a gated device in which unidirectional, ballistic spin transport takes place between an injecting and a detecting spin polarized contact (Fig. 2.9a). Applying a gate voltage allows tuning the Rashba SOC contribution $\alpha$, which gives rise to a gate dependent spin precession frequency. Thus, depending on the gate voltage, the angle at which the spins arrive at the detector changes, which gives rise to an oscillating voltage signal $V_{nl}$ (Fig. 2.9b). Note that in the original spinFET proposal a local device setup is considered, i.e. the charge current is passed directly between the two spin polarized contacts. However, the concept can be directly transferred to the non-local device configuration, as shown in Fig. 2.9a.

Taking into account only the Rashba contribution to SOC implies that the effective SO-field is always perpendicular to the $k$-vector. This SO-field gives rise to spin precession, if the injected spin has a component which is perpendicular to this field, i.e. parallel to the orientation of the channel. The strength of the Rashba SO-field is determined by the Rashba parameter $\alpha(V_g)$ [22, 23, 76]:

$$B_R = \frac{2k_F}{g\mu_B} \alpha(V_g),$$  \hspace{1cm} (2.49) 

and is thus tunable by an external gate voltage $V_g$. Note that in this simplified case, only the Rashba contribution is taken into account. In general, however, the effective SO-field also contains the linear and cubic Dresselhaus parameter,
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Figure 2.9. (a) Spin transistor concept similar to the one introduced by S. Datta and B. Das [8]. (b) Gate dependent oscillatory non-local spin signal $V_{nl}$. Adapted from [23].

According to Eq. 2.36 in Chapter 2.3. The gate tunability of the SO-field gives rise to a gate dependent spin precession angle $\Theta$:

$$\Theta = \frac{2m^*d}{\hbar^2} \alpha(V_g),$$  \hspace{1cm} (2.50)

where $d$ is the distance between injecting and detecting contact. Thus, depending on the applied gate voltage, the precession angle of the spins arriving at the position of the detector can be manipulated. Consequently, the orientation of the spins underneath the detector relative to the magnetization of the detecting contact changes as a function of $V_g$, which gives rise to an oscillating voltage signal:

$$V_{det} = A \cos \left( \frac{2m^*d}{\hbar^2} \alpha(V_g) \right) = A \cos (\Theta).$$  \hspace{1cm} (2.51)

This signal oscillates between the level at which the orientation of the detected spin is parallel (P) to the magnetization of the detector, and the antiparallel level (AP), as shown in Fig. 2.9b. The amplitude $A$ of the oscillation corresponds to the spin accumulation in the channel and is thus given by [118]

$$A = \frac{P_{inj} P_{det} I_{inj} R_s \lambda_s}{2w_c},$$  \hspace{1cm} (2.52)

with the injecting and detecting efficiency $P_{inj}$ and $P_{det}$, the injection current $I_{inj}$,
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Sheet resistance $R_s$ of the channel, and the channel width $w_c$. There, spin transport is assumed to be ballistic, which can be experimentally realized by choosing an injector-detector distance smaller than the corresponding mean free path [22–25, 113]. Alternatively, the channel width can be reduced (lateral confinement), such that the mean free path increases [117, 119, 120]. In case of a 2D channel, scattering events at lattice imperfections lead to random changes of the electron wave-vector. Depending on the direction of motion, the strength of the effective magnetic field a spin experiences differs. Thus, depending on the path an electron takes, the precession angle at the detector varies for different electrons, resulting in spin relaxation (Dyakonov-Perel mechanism, Chapter 2.4.1). In this context, A. Bournel et al. [104] derived from Monte-Carlo transport simulations that oscillating spin precession signals are also observable in 2D channels, yet significantly suppressed due to spin relaxation (Fig. 2.10). Decreasing the width of the channel consequently leads to the 2D signal approaching the oscillating signal of the 1D case. Other theoretical publications also confirm SOC related conductance oscillations in 2D systems [105, 121, 122].

![Simulated spin signal in dependence of an external electric field for different channel widths $w_c$, in a device similar to the spinFET setup shown in Fig. 2.9. Oscillations are observable not only in the ballistic 1-dimensional case (green, dashed line), but also for 2D channels (solid lines). Adapted from [104].](image)

A. Zainuddin et al. [123] extended the 1-dimensional spin precession equation (Eq. 2.51) to the 2-dimensional case, whereby spin transport is still assumed to be ballistic. One of the major differences is the dependence of the oscillation amplitude on the precession frequency, so that the amplitude becomes gate dependent ($A \rightarrow A(V_g)$). Additional differences compared to the 1-dimensional case are due
to the spatial extent of the injecting and detecting contact along the channel, for instance. A finite extent of the contacts gives rise to a variation of the electron’s path length depending on the injection and detection point, thus resulting in a spread of precession angles for different electrons. This gives rise to an additional phase shift of the oscillatory signal, but also reduces the oscillation amplitude. Additionally, oscillation frequency and amplitude can be affected due to a variation of the SOC strength underneath the contacts. This can be caused by the metallic contacts screening the effect of the gate underneath, or by affecting the SOC strength due to the local magnetic field of the ferromagnetic contact material.

**Experimental demonstration of gate-induced spin precession**

The tunability of the SOC strength by a gate voltage has been confirmed in numerous reports for various heterostructure systems [20, 22, 23, 71, 74–76, 79, 111, 115], while the experimental demonstration of gate induced spin precession is more challenging. A collaboration of several research groups successfully established gate control of spin precession in InAs QW structures in a number of connected publications [20–25]. In one of the earlier reports [23] a device is presented in which spins are injected electrically into an InAs 2DEG channel via a Ni$_{81}$Fe$_{19}$ ferromagnetic electrode. The non-local voltage is measured at the FM detector, while a gate electrode allows modulating the Rashba SOC contribution. The distance between injector and detector is chosen smaller than, or comparable to the corresponding mean free path, which justifies claims of operating in a quasi-ballistic transport regime. Analyzing the beating pattern in the Shubnikov–de Haas oscillations allowed confirming the gate tunability of $\alpha$ for a constant electron density $n_s$ [71, 74, 124, 125]. The corresponding gate dependent values of $\alpha$ and $n_s$ are shown in Fig. 2.11b. It has to be remarked that for the spin precession measurements an external magnetic field of about 0.5 T is necessary in order to overcome the shape anisotropy of the FM, and magnetize the contacts along the orientation of the channel. Thus, also the orientation of the injected spins is set perpendicular to the effective SO-field and spin precession is induced. The gate dependent non-local voltage signals are presented in Fig. 2.11a for two different injector-detector distances, which both show an oscillating behav-
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Figure 2.11. (a) Experimentally observed gate dependent spin signal oscillations by H. Koo et al. [23]. The device geometry is similar to the one shown in Fig. 2.9a. (b) The corresponding gate dependence of $\alpha$ and $n_s$, which confirms the tunability of $\alpha$, while $n_s$ hardly depends on $V_g$. From [23].

ior. The signal is modeled by a simple cosine function with a SOC related period and a phenomenological phase shift (Eq. 2.51), which only roughly resembles the measurement, however. In subsequent publications involving contributing authors of Ref. [23], spin precession measurements were performed on similar InAs QW structures, confirming previous results [20–22]. Later, special ferromagnetic material combinations were implemented, which allowed a stable magnetization of the contacts perpendicular to the orientation of the channel, thus enabling spin precession experiments without having to apply an external magnetic field [24, 25]. Even basic logic operations could be realized [25].

2.6 Spin diffusion equation with spin orbit coupling

In the following, an extended version of the spin diffusion equation (Eq. 2.2 in Chapter 2.1) is presented, which additionally takes into account SOC. This extended model is provided by J. Fabian [126], and is solved numerically in order to obtain the spatial profile of the spin signal in the presence of SOC. For that purpose the software tool COMSOL is implemented, which solves the system of partial differential equations (PDE) numerically for a specific device geometry, based on a finite element approach. Compared to other software environments,
the advantage of COMSOL lies in the convenient implementation of a least-squares optimizer, which allows fitting the obtained solution of the PDE to experimental data.

**Expanded diffusion equation with SOC**

The spatial and temporal evolution of the diffusively spreading spin density $s = (n_\uparrow - n_\downarrow)$ in the presence of an external magnetic field $\vec{B}$ can be derived from a random walk approach, which results in the spin drift-diffusion equation [26]:

$$\frac{\partial \vec{s}}{\partial t} = D \Delta \vec{s} + \vec{\omega}_0 \times \vec{s} - \vec{s} \tau_s,$$

with the diffusion constant $D$, spin relaxation time $\tau_s$, and Larmor frequency $\vec{\omega}_0 = \gamma \vec{B}$, where $\gamma$ denotes the gyromagnetic ratio. In order to introduce SOC to the spin diffusion equation, the random walk derivation has to be expanded, i.e. spin precession due to SOC has to be additionally taken into account [126]. As shown in Fig. 2.12a, electrons at position $(x, y)$ can move there either from $(x \pm a, y)$ or $(x, y \pm a)$. Orientation and magnitude of the effective SO-field depend on the direction of the electron motion, such that the electron spin is exposed to different precession angles and frequencies. Note that in case of an external magnetic field $\vec{B}_{ext}$, $\vec{\omega}$ does not depend on $\vec{k}$ (b). Adapted from [126].
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field, precession frequency and precession angle do not depend on the direction of motion (Fig. 2.12b). Taking into account the direction-of-motion dependent spin precession frequencies $\vec{\omega}_1$ and $\vec{\omega}_2$ in the random walk approach yields an expanded form of the spin diffusion equation, which includes SOC [126]:

$$\frac{\partial \vec{s}}{\partial t} = D \Delta \vec{s} - \left( \frac{a}{2} \vec{\omega}_1 \times \frac{\partial \vec{s}}{\partial x} + \frac{a}{2} \vec{\omega}_2 \times \frac{\partial \vec{s}}{\partial y} \right) + \vec{\omega}_0 \times \vec{s} - \frac{\vec{s}}{\tau_s}. \quad (2.54)$$

Based on the relations of the effective SO-field in Chapter 2.3 (Eq. 2.37), the precession frequencies for $x \parallel [1\bar{1}0]$ and $y \parallel [110]$ are given by

$$\vec{\omega}_1 = \frac{\alpha - \beta + \beta_3}{\hbar} k_F \hat{y}$$
$$\vec{\omega}_2 = \frac{-\alpha - \beta + \beta_3}{\hbar} k_F \hat{x}, \quad (2.55)$$

while the step length $a$ of the random walk is related to the mean free path $L_p$:

$$a = \sqrt{2} L_p. \quad (2.56)$$

Implementation in COMSOL

Implementation of the expanded spin diffusion equation (Eq. 2.54) requires introducing SOC and an external magnetic field $\vec{B}_{ext} = (B_x, B_y, B_z)^T$ to the partial differential equation module in the COMSOL model, which has the following general form:

$$e_a \frac{\partial^2 \vec{u}}{\partial t^2} + d_a \frac{\partial \vec{u}}{\partial t} + \nabla \cdot (-\tilde{c} \nabla \vec{u} - \tilde{\alpha} \vec{u} + \gamma) + \tilde{\beta} \cdot \nabla \vec{u} + \tilde{a} \vec{u} = f, \quad (2.57)$$

with the vector of the spin components $\vec{u} = (s_x, s_y, s_z)^T$, which corresponds to $\vec{s}$, and the vector containing the partial derivatives $\nabla = (\partial_x, \partial_y)$. Comparison to Eq. 2.54 allows reducing this equation to:

$$d_a \frac{\partial \vec{u}}{\partial t} = \nabla \cdot (\tilde{c} \nabla \vec{u}) - \tilde{\beta} \cdot \nabla \vec{u} - \tilde{a} \vec{u}, \quad (2.58)$$
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with $d_a = I_3$ being the $3 \times 3$ unit matrix. The matrix $\tilde{c}$ contains the diffusion constant $D$, whereby diffusion is assumed to be isotropic:

$$
\tilde{c} = \begin{pmatrix}
D & 0 & 0 \\
0 & D & 0 \\
0 & 0 & D
\end{pmatrix},
$$

(2.59)

while the SOC is introduced to the model via $\tilde{\beta}$:

$$
\tilde{\beta} = -\begin{pmatrix}
(0) & (0) & \left( \frac{a}{2} \omega_1 \right) \\
(0) & (0) & \left( 0 \right) \\
\left( \frac{a}{2} \omega_2 \right) & \left( a \omega_2 \right) & \left( 0 \right)
\end{pmatrix}.
$$

(2.60)

There, for $x \parallel [1\bar{1}0]$ and $y \parallel [110]$, the components can be expressed in terms of the SOC parameters $\alpha$, $\beta \equiv \beta_1 - \beta_3$, and $\beta_3$:

$$
\begin{align*}
\frac{a}{2} \omega_1 &= \frac{\sqrt{2}k_F L_p}{2\hbar} (\alpha - \beta + \beta_3) \\
\frac{a}{2} \omega_2 &= \frac{\sqrt{2}k_F L_p}{2\hbar} (-\alpha - \beta + \beta_3),
\end{align*}
$$

(2.61)

where $L_p$ is the mean free path, and $k_F$ refers to the Fermi wave-vector. It is important to remark that only the SOC terms along the channel direction are relevant for the result of the simulation, i.e. for a channel oriented along the $y$-direction only the contributions containing $w_2$ have to be taken into account, for instance. The matrix $\tilde{a}$ is defined as

$$
\tilde{a} = \begin{pmatrix}
\frac{1}{\tau_x} & 0 & \frac{ge}{2m_e} B_y \\
0 & \frac{1}{\tau_y} = \frac{k}{\tau_x} & \frac{-ge}{2m_e} B_x \\
-\frac{ge}{2m_e} B_y & \frac{ge}{2m_e} B_x & \frac{1}{\tau_z} = \frac{1+k}{\tau_x}
\end{pmatrix}.
$$

(2.62)
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It contains the spin relaxation $\tau_x$ and introduces an external magnetic field in the $x$-$y$-plane $\vec{B}_{\text{ext}} = (B_x, B_y, 0)^T$. An additional anisotropy of the spin relaxation rate is introduced by the parameter $k$, such that, depending on the spin orientation, the spin relaxation rates differ. As a reference, the spin relaxation time $\tau_x$ for spins oriented perpendicular to the channel ($x$-direction) is used, so that $\tau_y$ is related to $\tau_x$ via $k$ ($\tau_y = \tau_x/k$). The relaxation time $\tau_z$ is determined by $\tau_x$ and $\tau_y$:

$$\frac{1}{\tau_z} = \frac{1}{\tau_x} + \frac{1}{\tau_y} = \frac{1 + k}{\tau_x}. \quad (2.63)$$

It has to be remarked that in the COMSOL model a compact operator notation is defined, such that

$$\nabla \cdot (\tilde{c} \nabla u) = \frac{\partial}{\partial x} \left( \tilde{c} \frac{\partial u}{\partial x} \right) + \frac{\partial}{\partial y} \left( \tilde{c} \frac{\partial u}{\partial y} \right)$$

$$= D \Delta \tilde{u}, \quad (2.64)$$

and

$$\tilde{\beta} \cdot \nabla u = \tilde{\beta}_x \frac{\partial u}{\partial x} + \tilde{\beta}_y \frac{\partial u}{\partial y}$$

$$= \left( \begin{array}{c}
\frac{a}{\omega_1} \frac{\partial s_x}{\partial x} \\
\frac{a}{\omega_2} \frac{\partial s_x}{\partial y} \\
-\frac{a}{\omega_1} \frac{\partial s_y}{\partial x} - \frac{a}{\omega_2} \frac{\partial s_y}{\partial y}
\end{array} \right) \quad (2.66)$$

$$= \frac{a}{\omega_1} \times \frac{\partial s}{\partial x} + \frac{a}{\omega_2} \times \frac{\partial s}{\partial y}, \quad (2.67)$$

with $\tilde{\beta}_x$ and $\tilde{\beta}_y$ being the matrices consisting of the $x$ and $y$ component of the matrix $\tilde{\beta}$. In the model, a simplified device geometry is investigated. It consists of a single transport channel along the $y$-direction with a width of $w_c = 1\mu$m (Fig. 2.13a). The injecting contact (blue) is spatially extended along the $x$-direction, while the spins are detected at single points, which does not imply any restrictions concerning the obtained spin signal, yet it is more convenient for the practical implementation in the model. Introducing a spatial extent of the
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Figure 2.13. (a) Device geometry in COMSOL, consisting of a spatially extended injector (blue), and multiple detection points (green). The angle $\varphi$ determines the orientation of the injected spin $\vec{s}$ (inset). Injected spin and $\vec{B}_{ext}$ are parallel in the model. (b) Automatically generated mesh for FEM.

detectors would require integrating the spin signal over the width of the channel, which only rescales the detected signal, compared to a detection point. Moreover, the spatial extent of the channel in $y$-direction (100 $\mu$m) is much larger than the channel width $w_c$, and the injector-detector distances, and also compared to the spin diffusion length. Thus, effects originating from the boundaries at the far end of the channel can be neglected. Setting a constant flux of spins through the injector is realized by implementing the following boundary condition in the model:

$$-\mathbf{n} \cdot (-\vec{c} \nabla \mathbf{u}) = g,$$

where $\mathbf{n} = (0, 1)^T$ is the normal vector on the injection line (Fig. 2.13a), so that the equation can be written as

$$D \frac{\partial \mathbf{u}}{\partial y} = g. \quad (2.70)$$

The vector $g$ is given by

$$g = \begin{pmatrix} f \cos(\varphi) \\ f \sin(\varphi) \\ 0 \end{pmatrix}, \quad (2.71)$$
and determines orientation $\varphi$ and magnitude $f$ of the injected spin density. There, $\varphi$ refers to the angle between the $x$-axis and the orientation of the injected spin (Fig. 2.13a). In the model, the orientation of the injected spin is parallel to direction of the external magnetic field $\vec{B}_{\text{ext}}$. The parameter $f$ quantifies the spin flux through the injector and can be related to physical quantities by comparison to the definition of the spin current [26]:

$$ j_s = j_P = eD \frac{\partial s}{\partial y}. \quad (2.72) $$

Thus, the parameter $f$ in the model is determined by the charge current $j$ through the injector, and the injection efficiency $P_j$:

$$ f = \frac{j P_j}{e}, \quad (2.73) $$

while the orientation of the spin can be set arbitrarily in the model. At the detection points, the projection of the spin along the orientation of the external magnetic field is regarded:

$$ s_{\text{det}} = s_x \cos(\varphi) + s_y \sin(\varphi). \quad (2.74) $$

The finite element method (FEM) itself is based on reducing a set of partial differential equations to a discrete set of algebraic equations, which can be solved numerically [127]. The geometry $V$, in which the PDEs are defined, is divided into a finite number of elements $V^e$ (mesh), such that $V = \sum V^e$. COMSOL implements triangular elements, as show in Fig. 2.13b. In each subdomain the solution of the PDE, or system of PDEs respectively, is calculated separately. A global solution in $V$ is then obtained by assembling the solutions of the subdomains, whereby the continuity of the solution at the element boundaries has to be taken into account. A more detailed description of the finite element method can be found in Ref. [127], for example. It has to be remarked that the spatial dependence of the spin density can also be calculated with other numeric solvers, like Maple for instance. The major advantage of the COMSOL software is the convenient implementation of a least-square solver, which allows fitting the so-
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Solution of the PDEs to the corresponding experimentally obtained data, which is discussed in detail below.

Limitations of the model

For specific input parameter constellations, which include large spin relaxation times $\tau_s$ and/or large SOC strengths for instance, the extended diffusion equation cannot be solved numerically. This shortcoming is illustrated in Fig. 2.14 for an exemplary set of parameters. There, magnetic field sweeps with $\vec{B}_{\text{ext}}$ oriented along the direction of the channel are calculated for several combinations of SOC strength and spin relaxation time $\tau_x$. For small values of SOC and $\tau_x$, a peak-like/dip-like magnetic field dependence is obtained (Fig. 2.14a), while for parameter combinations containing larger values the numeric solver does not yield a solution (Fig. 2.14b). In Fig. 2.14c the parameter combinations yielding a solution are marked in green, while the set of parameters for which the expanded diffusion equation cannot be solved are highlighted in red. The lack of finding a solution for certain parameter constellations could be related to non-converging terms occurring during the solving process, i.e. fractions with largely differing values in the numerator and the denominator, for instance. It is important to remark that this issue is not related to COMSOL itself, and it also does not depend on the geometry or the resolution of the mesh. Instead, non-converging solutions are also obtained when solving the expanded diffusion equation numerically with software tools like Maple.

Another remark concerns the purely diffusive character of the model, so that ballistic effects, which can occur for narrower transport channels, cannot be taken into account in the model. In particular, the obtained solution does not depend on the channel width in the model, such that identical results are obtained even for a purely 1-dimensional geometry, in which case the channel is only a line. However, in the investigated devices, which are presented in the experimental part of this thesis, spin transport takes place in an intermediate regime, approaching the 1-dimensional limit, which is discussed in detail in Chapter 4.1. This imposes limitations concerning the quantitative analysis of the experimental data.
Figure 2.14. (a, b) Calculated spin signal for an external magnetic field orientation along the channel, for different SOC strengths and spin relaxation times $\tau_x$, but fixed $\mu_e = 3.7 \, \text{m}^2/\text{V s}$, $n_s = 7 \times 10^{15} \, \text{m}^{-2}$, and $k = 3$. For large SOC strength and/or $\tau_x$, or $\tau_y$ respectively, the system of PDE cannot be solved numerically (b). (c) Visualization of this limitation of the model: a solution for the exemplary set of parameters can be obtained only for a limited range of SOC strengths and spin relaxation times (green), while other combinations do not yield a solution (red). The parameter combinations which yield the spin signals shown in (a) and (b), are marked by the dots in the corresponding color.
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In the following, the experimental realization of electrical spin injection and detection is presented. The spin injection devices are based on an Esaki-diode structure with (Ga,Mn)As as a ferromagnet, which is described in Chapter 3.1. The layer sequence of the corresponding heterostructure system and the geometry of a standard spin injection device are presented subsequently, focusing on the fabricational methods, as well as process optimization. The measurements presented in the experimental part of this thesis (Chapter 4) are based on magnetic field dependent non-local measurements, which are described in Chapter 3.4, with special focus on the non-local spin valve (SV) setup.

3.1 Spin injection through an Esaki-diode structure

Overcoming the conductivity mismatch problem can be achieved by introducing a tunnel barrier between the ferromagnet (FM) and the non-magnetic conductor (Chapter 2.2). Such a junction can be conveniently realized by a fully-SC Zener-Easki-diode [128] structure with (Ga,Mn)As [129] as a ferromagnet [18, 57, 63, 130]. Before discussing spin injection through such an Esaki-diode structure, basic properties of (Ga,Mn)As are summarized first. (Ga,Mn)As belongs to the group of diluted ferromagnetic semiconductors (DFS), which combine the properties of SCs and ferromagnets [5, 131–133]. The ferromagnetism is introduced by the magnetic moment of the Mn atoms, which partially replace Ga atoms in the GaAs crystal. (Ga,Mn)As is intrinsically p-doped, whereby antiferromagnetic order is mediated by holes for Mn concentrations between 2% and 10%. The magnetic anisotropy of (Ga,Mn)As strongly depends on a variety of parameters, like temperature, strain, external fields, or doping density [134, 135]. For (Ga,Mn)As
3 Methods

films grown on a (001) GaAs substrate with low Mn concentrations of 3 % to 6 %, compressive strain leads to a reduction of the cubic symmetry with the cubic easy axes along ⟨100⟩, resulting in a biaxial anisotropy with in-plane easy axes along [100] and [010] [5, 134, 136, 137]. The magnetic anisotropy can be additionally tailored by lithographically defined narrow stripes, which induce anisotropic strain relaxation, leading to a magnetically hard axis perpendicular to the stripe and an easy one along the stripe [5, 138–141].

![Figure 3.1](image)

**Figure 3.1.** (a) Highly doped p-(Ga,Mn)As/n-GaAs Esaki-diode junction in equilibrium. (b) Spin injection under reverse bias. Spin polarized electrons can tunnel from the valence band of the (Ga,Mn)As layer into the conduction band of the GaAs heterostructure. (c) Spin extraction under forward bias. Adapted from [5].

The spin injection process through a highly doped p-(Ga,Mn)As/n-GaAs Esaki-diode structure is schematically depicted in Fig. 3.1. Due to the high doping concentrations on both sides of the junction, the valence band (VB) edge in the (Ga,Mn)As layer is energetically higher than the conduction band (CB) edge on the GaAs side. Thus, in equilibrium the Fermi energy $E_F$ lies within the CB of the GaAs layer, while in the (Ga,Mn)As it lies below the VB edge (Fig. 3.1a). By applying a reverse bias across the junction (Fig. 3.1b), spin polarized electrons can tunnel from the valence band of the (Ga,Mn)As layer into the conduction band of the GaAs, thus generating a non-equilibrium spin accumulation in the GaAs.
structure (spin injection). Similarly, a forward bias leads to a non-equilibrium spin distribution in the GaAs layer due to spin extraction (Fig 3.1c). First all-electrical spin injection experiments by M. Ciorga et al. [18] showed spin injection efficiencies of $P \sim 50\%$ and later up to about $P \sim 80\%$ [142] into bulk n-GaAs.

### 3.2 Heterostructure layout and sample preparation

The MBE-grown fully-SC heterostructure system, which is the basis of the spin injection experiments conducted within the scope of this thesis, is sketched in Fig. 3.2. In the following, the layer sequence is described in the order of growth.

**Figure 3.2.** Layer sequence of the heterostructure system, which allows electrical spin injection and detection. It basically consists of a p-(Ga,Mn)As/n-GaAs Esaki-diode structure and an (In,Ga)As QW. In between the contacts, the top layers of the structure are removed ($d_{etch} = 75\, \text{nm}$) in order to prevent parallel conduction.

Starting point is a (001) GaAs substrate, followed by a 1 $\mu\text{m}$ GaAs/(Al,Ga)As superlattice, which eliminates the influence of impurities, strain or other crystallographic defects of the substrate. The subsequently grown Al$_{0.33}$Ga$_{0.67}$As layer (95 nm) is interrupted by Si $\delta$-doping, which provides free charge carriers, thus allowing the formation of a conductive channel in the quantum well (QW). The QW itself is formed in the In$_{0.09}$Ga$_{0.91}$As layer (20 nm), which is followed by 100 nm of lightly Si-doped n-GaAs ($n_{doping} = 7 \times 10^{16}\, \text{cm}^{-3}$). In the following transition layer the doping level of the n-GaAs layer is continuously increased, such that it...
matches the doping concentration of the 8 nm thick, highly n$^+$-doped GaAs layer ($n_{doping} = 5 \times 10^{18} \text{ cm}^{-3}$) above. On top, (Ga,Mn)As (50 nm) with a Mn content of 5.5% forms the ferromagnetic layer of the spin injection structure. Based on SQUID measurements, the Curie temperature is found to lie between 60 K and 70 K. The (Ga,Mn)As layer is additionally separated from the n$^+$-GaAs by 2.2 nm of Al$_{0.33}$Ga$_{0.67}$As, which prevents diffusion of Mn atoms into lower layers. The top layers of this heterostructure, i.e. the (Ga,Mn)As and the highly doped GaAs layers, form the above mentioned Esaki-diode, which enables electrical spin injection and detection, while spin transport takes place in the In$_{0.09}$Ga$_{0.91}$As QW below. Typical values of the corresponding electron mobility $\mu_e$ and charge carrier density $n_s$ in the QW are $\mu_e \approx 74 \,000 \text{ cm}^2/\text{Vs}$, and $n_s \approx 8.4 \times 10^{11} \text{ cm}^{-2}$ after external illumination.

The simulated lowest conduction band (CB) of this heterostructure is shown in Fig. 3.3a, along with the corresponding electron density, which result from self-consistent Schrödinger-Poisson calculations. There, between the intrinsically p-doped (Ga,Mn)As and the highly n-doped GaAs layer the CB is strongly bent, thus forming the Esaki-diode structure, which allows efficient spin injection and detection. Note that the peak in the band-structure between the (Ga,Mn)As and the GaAs layer is due to the (Al,Ga)As spacer (2.2 nm). Towards the QW the doping concentration of the GaAs layer is continuously decreased (n$^+ \rightarrow n$), such that the conduction band smoothly bends, until it matches the CB energy of the n-GaAs layer. The QW is formed by the (In,Ga)As layer (20 nm) between the n-GaAs and the (Al,Ga)As. Due to the different band-gaps of the adjacent layers, the QW is slightly asymmetric. Within the (Al,Ga)As a Si $\delta$-doping layer is grown, which provides free charge carries for the population of the 2DEG. This $\delta$-doping gives rise to a dip in the CB. In order to limit conduction between the contacts to the 2DEG channel, thus preventing spin/charge transport in the doped layers above the QW, or within the (Ga,Mn)As, the top layers of the heterostructure have to be removed up to a depth of $d_{etch} \approx 75 \text{ nm}$ (Fig. 3.2). Thus, the (Ga,Mn)As layer, as well as the highly doped GaAs layers are removed, such that the bending of the CB towards the surface is increased (Fig. 3.3b). This gives rise to an increased confinement of the electron wave-function in the QW. In experiment,
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Figure 3.3. Band-structure (black) and electron density (red) for the heterostructure shown in Fig. 3.2, resulting from self-consistent Schrödinger-Poisson simulations. $z = 0$ corresponds to the top of the structure. (a) Simulation of the entire heterostructure. (b) Simulation without the top-layers ($d_{\text{etch}} = 75 \text{ nm}$), which increases the confinement of the electron wave-function in the QW.

Parallel conductance can be identified in magneto-transport measurements as an additional parabolic magnetic field dependent signal on top of the Shubnikov-de Haas (SdH) oscillations in the longitudinal resistance [143]. Additionally, it has to be remarked that the 2DEG channel is typically sparsely populated, i.e. the charge carrier density $n_s$ is low directly after cooling down the sample to cryogenic temperatures. This issue can be resolved by external illumination, which generates additional free charge carriers due to optical excitation of deep donor states (DX centers) in the Si-doped region of the (Al,Ga)As layer (persistent photo effect) [144–146].
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3.3 Device geometry and fabrication

Device geometry

In the following, the basic device geometry of standard samples is schematically described. All devices investigated within the scope of this thesis are based on the SC heterostructure presented in Chapter 3.2. A standard spin injection device geometry is shown in Fig. 3.4. It basically consists of a conducting channel, also referred to as mesa (gray), an injecting and at least one detecting contact (yellow), reference pads (yellow, large), as well as probes for magneto-transport measurements. In between the contacts the top layers of the heterostructure are removed (\(d_{\text{etch}}\)) in order to ensure that transport takes place only in the 2DEG channel (red). It has to be remarked that the reference pads consist of the identical layer sequence as the spin contacts, thus these pads are also ferromagnetic. In order to make sure that the spin injection experiments are not affected, the distance between the reference pads and the spin contacts is required to be sufficiently

\[
\text{Figure 3.4. (a) Schematic sketch of a standard spin injection device (not to scale), consisting of a transport channel (mesa), spin injection and detection contacts (yellow), large reference pads, and probes for magneto-transport measurements. (b) Side-view of the device structure shown in (a). The top layers of the heterostructure are removed up to a depth of } d_{\text{etch}} \text{ in order to avoid electrical conduction in the layers above the 2DEG (red). (c) SEM image of the spin injection and detection contacts. Scale: } w_{c} = 20 \mu\text{m.}
\]
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large, i.e. much larger than the corresponding spin diffusion length [5, 11, 142, 147]. Thus, the injected spin accumulation is completely dephased when arriving at the reference pads, such that no additional electromotive force builds up at these reference contacts due to spin charge coupling. For the presented sample the distance between spin contact and reference pad is about 300 µm, which is much larger than a typical spin diffusion length of λ_s ≈ 5 µm. A typical channel width of a standard spin injection device is w_c = 20 µm, while the width of the spin injection and detection contacts ranges from 300 nm to 800 nm. The varying widths of the spin contacts give rise to differing coercive fields due to the different degrees of lithographically induced lattice relaxation. This is an important requirement for the spin injection experiments described in Chapter 3.4. The optimal etching depth ensuring the formation of an ideally developed 2DEG channel lies between 70 nm and 75 nm.

Fabrication

Fabricating the device structure described above (Fig. 3.4) involves standard semiconductor (SC) fabrication techniques. In the following, the fabrication steps are briefly summarized, without going into technical details. Further information can be found in Refs. [148, 149], for instance. It has to be emphasized, however, that sample fabrication and process optimization has to be considered one of the major challenges of this thesis. The basic fabrication steps are schematically depicted in Fig. 3.5. First, the conductive channel (mesa) is patterned lithographically by electron beam lithography (EBL). There, a negative EBL resist (AR-N 7500.18) is utilized. After developing the resist, the pattern is transferred to the heterostructure by physical ion beam etching (IBE) with argon, which, compared to wet chemical etching approaches, yields a homogeneous, vertical etching profile, and highly reproducible etching rates (Fig. 3.5a). The remaining resist is removed afterwards with acetone. The reference pads and spin contacts are also defined by EBL, yet with multilayer PMMA (positive) as a resist, followed by evaporation of 10 nm of titanium (Ti) and 100 nm of gold (Au) (Fig. 3.5b). There, the Ti layer ensures the adhesion of the subsequently evaporated Au film. Immediately before the evaporation process the sample is immersed into an HCl:H_2O solution, which
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Figure 3.5. (a) Physical etching of the mesa channel with argon based ion beam etching. The structure is defined by lithographically patterned resist. (b) Evaporation of the Au/Ti spin contacts and reference pads. (c) Top-etching step, in which the conductive layers other than the 2DEG channel are removed. (d) Additional gate electrode, consisting of an oxide layer and a metal film.

removes native oxides, thus considerably enhancing the contact quality between the metal layer and the semiconductor heterostructure. After lift-off, the parts of the metal film which are on top of the resist are removed along with the resist itself. Subsequently, the top layers of the heterostructure have to be removed in between the contacts in order to avoid electrical conduction in the layers above the 2DEG channel (Fig. 3.5c). For that purpose, wet chemical etching with an acetic acid based solution \((5\text{C}_2\text{H}_4\text{O}_2:\text{H}_2\text{O}_2:5\text{H}_2\text{O})\) is implemented. There, the gold layer acts as an etching mask. In this step the top 70 nm to 75 nm are removed. Etching too deep leads to a complete depletion of the 2DEG at cryogenic temperatures, which cannot be counteracted by external illumination. Removing not enough material from the top layers, on the other hand, leads to an undesirable parallel conduction channel above the 2DEG, which can be observed in magneto-transport measurements as an additional parabolic magnetic field dependent signature on top of the Shubnikov-de Haas oscillations in the longitudinal resistance. As the etching depth \(d_{etch}\) is critical, etching is conducted iteratively in multiple short steps. After each etching step \(d_{etch}\) is determined by atomic force microscopy (AFM). For device geometries which require a gate electrode, additional fabrication steps are necessary (Fig. 3.5d). There, EBL patterned multilayer PMMA is used as a mask. Subsequently, an oxide layer is grown, which consists of a 10 nm
PECVD\textsuperscript{1}-grown SiO\textsubscript{2} layer at a process temperature of 80 °C, followed by 100 nm of ALD\textsuperscript{2}-grown Al\textsubscript{2}O\textsubscript{3} at 120 °C. There, the SiO\textsubscript{2} seed layer ensures the homogeneous growth of the Al\textsubscript{2}O\textsubscript{3}. Without a further lithographic step, 2 nm Ti and 20 nm Au are evaporated, followed by a lift-off process. The thickness of the metal electrode is chosen such, that it forms a homogeneous layer, yet is still transparent enough to allow external illumination, which is required in order to fully populate the 2DEG channel at cryogenic temperatures. Finally, the metallic gate layer has to be electrically connected, which requires an additional EBL patterning step with multilayer PMMA, followed by evaporation of Ti/Au (10 nm/100 nm). After these micro-fabrication steps the spin contacts, reference pads and gate electrode have to be electrically connected to a chip-carrier by conventional wire bonding. There, the large reference pads can be directly bonded, while the spin contacts are electrically accessed via larger pads, which are directly fabricated in the corresponding fabrication step, i.e. in the same step as the spin contacts. A depiction of an exemplary actual sample geometry is shown in Fig. 3.6, where all Au/Ti areas are fabricated in the same step.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{device_geometry.png}
\caption{An entire device geometry, including the large Au/Ti pads, some of which directly contact the mesa, while others are connected to the spin injection and detection contacts (zoomed in on the right). These pads allow electrical access via wire bonding at the exemplarily marked position (red circle).}
\end{figure}

\textsuperscript{1}plasma enhanced chemical vapor deposition  
\textsuperscript{2}atomic layer deposition
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Fabricational challenges

The fabrication process required extensive optimization in order to eliminate severe shortcomings of previously conducted fabrication routines. One major obstacle arose from wet chemical etching of the mesa structure, which is not reproducible concerning etching depth and profile, and is accompanied by significant underetching of the resist mask. In particular, this can lead to a distinct undercut profile of the mesa sidewall (Fig. 3.7a), such that in the following evaporation step the metal film on top of the mesa is not connected to the part on the substrate. Indeed, this used to be a common problem of previous approaches, resulting in a low stochastic yield of properly functioning spin contacts. Additionally, due to severe underetching of the resist and lacking reproducibility of the etching profile, devices with narrow channels ($\lesssim 4 \mu m$) could not be realized. Therefore, a dry

![Figure 3.7](image)

**Figure 3.7.** Depiction of shortcomings of previous sample fabrication approaches. Wet chemical etching typically leads to an undercut profile of the mesa sidewall, preventing electrical connection of the Au/Ti layer across the mesa edge (a). This can be resolved by physical dry etching with IBE, which results in sloped mesa sidewalls (b). Especially for low resist thicknesses the resist at the side of the mesa is too thin (c). For small resist thicknesses, however, the evaporated metal film can overlap (d), which could damage the metal layer during the lift-off process. This can be resolved by implementing resist combinations with a significantly larger thickness (e).
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etching technique was established, with the aim of a stable process and the possibility of fabricating narrow channels ($w_c \sim 500 \text{ nm}$). Process development and optimization required extensive testing of a variety of resist combinations (CSAR (positive), multilayer PMMA (positive), double layer AR-N 7500.18 (negative)). Double layer AR-N 7500.18 was found to yield the best results in terms of withstanding dry etching processes, while CSAR resist has a better resolution, yet could not be completely removed after etching, even by applying a high-power oxygen plasma. PMMA resist, on the other hand, is strongly attacked during the dry etching process and is therefore not applicable for this type of etching. Also, different dry etching techniques were implemented, including reactive ion etching (RIE) and ion beam etching (IBE) with argon ions. In case of the RIE process a variety of gases, primarily SiCl$_4$ alone, but also SiCl$_4$ in combination with methane for an increased etching rate of the (In,Ga)As layer, or a mixture with argon for an additional physical etching component, were tested. Additionally, the gas flow rate and process power were varied, but also trials with short periodic etching intervals were conducted in order to remove residues of the wafer material in the plasma, thus trying to stabilize the etching rates. However, even after extensive testing no stable process could be established, which can be assumed to be due to the RIE system itself. Ion beam etching with argon ions in combination with the AR-N 7500.18 negative resist, on the other hand, yields a reproducible etching rate and highly anisotropic etching profiles, giving rise to slightly sloped mesa sidewalls, which allows ideal connection of the evaporated metal layer across the mesa edge (Fig. 3.7b).

The spin injection and detection contacts typically used to be patterned with double layer PMMA resist ($200k9\% + 950k2\%$), yielding a layer thickness of roughly 400 nm. However, at the sides of the mesa for instance, the resist thickness can be assumed to be much thinner (Fig. 3.7c). In areas on the sample, in which the resist is thinner, the evaporated metal layer can overlap (Fig. 3.7d), such that the parts of the metal, which are supposed to stay on the substrate, could be ripped off during the lift-off process. This shortcoming could be resolved by introducing a triple layer PMMA resist ($2 \times 200k9\% + 950k2\%$) with a thickness of about 800 nm, which additionally involved adjusting EBL dose and development time.
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The increased thickness of the resist prevents an overlap of the metal layers, thus significantly facilitating the lift-off process (Fig. 3.7e). Concerning the top-etching step, different solutions were tested, including phosphoric, citric, and acetic acid. The most reproducible results concerning etching rate and spatial homogeneity could be achieved with an acetic acid based solution (5C_2H_4O_2\cdot H_2O_2\cdot 5H_2O).

3.4 Experimental methods

Non-local device geometry

The non-local device geometry, which allows electrical injection and detection of spins, was first introduced and experimentally realized by M. Johnson and R. Silsbee [42]. This measurement setup is the basis of the experiments conducted within the scope of this thesis (Chapter 4). The non-local setup is schematically sketched in Fig. 3.8a. It consists of a non-magnetic conduction channel (NM), a ferromagnetic injecting contact FM\textsubscript{1}, at least one detecting contact FM\textsubscript{2}, and reference contacts at the far end of the channel (R\textsubscript{1}, R\textsubscript{2}). The FM/NM junction consists of the Esaki-diode structure described in Chapter 3.1, while the NM channel is an (In,Ga)As QW. The entire layer sequence of the heterostructure is presented in Chapter 3.2. Spin injection is achieved by passing a charge current \( I_{inj} \) through the FM\textsubscript{1}/NM interface to the reference contact R\textsubscript{1}, which generates a non-equilibrium spin accumulation \( s \) in the NM channel underneath the injecting contact FM\textsubscript{1}. In this non-local setup no charge current flows between the ferromagnets, and spin transport can be considered purely diffusive in this region. The diffusive spread of the injected spin accumulation \( s \) is accompanied by spin relaxation, which gives rise to an exponential decay of \( s \propto \exp(-x/\lambda_s) \). A sufficiently large spin diffusion length \( \lambda_s \) in the NM channel, however, can result in a non-equilibrium spin distribution underneath the detecting contact FM\textsubscript{2}, the magnitude of which can be measured as a non-local voltage drop \( V_{nl} \). The magnitude of this non-local voltage signal can be determined by regarding the spatial distribution of the quasi-chemical potential \( \mu \), which is introduced in Chapter 2.2 (Fig. 3.8b). There, a gradient of \( \mu = 1/2(\mu_\uparrow + \mu_\downarrow) \) (green) in the injection circuit between
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FM\textsubscript{1} and R\textsubscript{1} \((x < 0)\), gives rise to a charge current \( j = j_\uparrow + j_\downarrow \), which generates a non-equilibrium spin accumulation \( \mu_\sigma(0) = 1/2(\mu_\uparrow(0) - \mu_\downarrow(0)) \) in the NM channel (spin injection). This spin accumulation decays exponentially with the distance.

**Figure 3.8.** (a) Device geometry of the non-local spin injection setup. A charge current \( j \) is passed from the ferromagnetic spin injection contact FM\textsubscript{1} to the reference contact R\textsubscript{1}. The thus injected spins diffuse in each direction \((j_\uparrow, j_\downarrow)\), so that underneath the detecting contact FM\textsubscript{2} a finite spin accumulation is present, which can be measured as a non-local voltage drop \( V_{nl} \). (b) Spatial profile of the quasi-chemical potentials for spin-up \( \mu_\uparrow \) (red) and spin-down \( \mu_\downarrow \) (blue) electrons, along with the total quasi-chemical potential \( \mu \) (green). The non-local voltage drop at the position of the detector is related to the difference between \( \mu_\uparrow \) and \( \mu_\downarrow \). (c) SV measurement for a magnetic down-sweep. The step-like signal characteristic results from a change of the magnetization orientation of injecting and detecting contact (arrows). (d) Experimental non-local SV signal for magnetic up- and down-sweep. Adapted from [5].
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from the injector \((x = 0)\). In Fig. 3.8b \(\mu_s\) is shown for majority (red) and minority (blue) spins. The non-local voltage drop \(V_{nl}\) at the detector is related to \(\mu_s\) and given by [5, 19]

\[
V_{nl}(d) = \pm P_{det}\mu_s(d) = \pm \frac{P_{inj}P_{det}I_{inj}R_s\lambda_s}{2w_c} \exp\left(-\frac{d}{\lambda_s}\right),
\]

(3.1)

with the injection current \(I_{inj}\), the injection and detection efficiencies \(P_{inj}\) and \(P_{det}\), the sheet resistance \(R_s\) of the channel, the spin diffusion length \(\lambda_s\), and the channel width \(w_c\).

**Non-local SV measurement**

A common method of probing a non-equilibrium spin accumulation relies on the so-called non-local spin valve (SV) effect. Spin valve measurements can be conducted with non-local devices, as shown in Fig. 3.8a, by additionally applying an external in-plane magnetic field \(\vec{B}_{ext}\), which is oriented parallel to the easy magnetic axis of the injecting/detecting contact. The non-local voltage drop \(V_{nl}\) is then measured as a function of \(B_{ext}\). A typical non-local SV signal is schematically sketched in Fig. 3.8c. For large magnetic fields the magnetization of both ferromagnetic spin contacts is aligned parallel to \(\vec{B}_{ext}\). This configuration does not change until the magnetic field direction is reversed and one of the contacts, either the injecting or the detecting one, eventually switches its magnetization by 180°. In this situation the magnetization of the contacts is antiparallel relative to each other. Thus, also the spin orientation underneath the detector is antiparallel relative to its magnetization direction, and \(V_{nl}\) changes sign. At larger reversed magnetic fields, also the other contacts switches, so that again the parallel configuration is established, which again gives rise to a change of sign of \(V_{nl}\). The change from P to the AP level and back to P yields the typical rectangular SV signal shown in Fig. 3.8c. The height of the SV signal \(\Delta V_{nl}\) is related to the non-local voltage drop (Eq. 3.1):

\[
\Delta V_{nl}(d) = 2|V_{nl}(d)| = \frac{P_{inj}P_{det}I_{inj}R_s\lambda_s}{w_c} \exp\left(-\frac{d}{\lambda_s}\right),
\]

(3.2)
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with the injector-detector distance $d$. It has to be remarked that the clear formation of the AP configuration requires different coercive fields of injecting and detecting contact. This can be realized by different widths of the contacts, thus inducing different degrees of lattice strain relaxation. Additionally, experimentally obtained spin valve signals are typically shifted by an offset voltage (Fig. 3.8d). This can be related to inhomogeneities of the FM/NM junction, like a non-uniform tunnel barrier thickness along the spin contacts, or pinholes, which give rise to a spatially varying injection and detection distribution along the contacts [150]. Also thermoelectric contributions, like Seebeck voltages resulting from Peltier or Joule heating, can lead to a significant voltage offset [151]. As the quantitative evaluation of the SV signal relies on the difference between the P and the AP level ($\Delta V_{nl}$), however, the offset contribution cancels out. This offset voltage can be corrected by defining the 0-spin-signal (0-SG), for which no spin dependent voltage drops at the detector. It can be determined as sketched in Fig. 3.8c from SV measurements and basically lies in the middle between the parallel and the antiparallel level of the SV signal. Extracting the SV signal height $\Delta V_{nl}$ from experiment for various injector-detector distances $d$, allows determining important spin related quantities, like the spin diffusion length $\lambda_s$, or the injection/detection efficiency $P_{\text{inj/det}}$. 
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The experimental part of this thesis is divided into three main topics. Their order sketches the conceptual approach towards the aim of this thesis, which is the realization of devices that allow the manipulation of the spin signal by means of an external gate voltage. In the first experimental part (Chapter 4.1), a device geometry is introduced, which allows realizing transport channels with widths down to $w_c = 400\,\text{nm}$, while still achieving large spin injection efficiencies. There, the expected suppression of spin relaxation upon decreasing the channel width is experimentally confirmed by investigating the channel width dependence of the spin diffusion length. In these narrow transport channels the motion of spins is restricted mainly to one principle axis. Therefore, the SO-field for $\vec{k}$ along the direction of the channel can be considered to be the main source of spin precession, which facilitates the qualitative interpretation of the measured spin signals. Signatures of this effective magnetic field can be observed in non-local spin transport measurements, which are presented in Chapter 4.2. In combination with qualitative finite element simulations, it is thus possible to relate magnetic field dependent characteristics of the non-local spin signal to SOC. Additionally, crystallographic orientation dependent investigations show a distinct anisotropy of the SO-field strength. In the subsequent chapter (Chapter 4.3), devices with an additional gate electrode are investigated. There, the gate dependence of charge transport properties is examined first, followed by a detailed analysis of the influence of the electric field on spin related quantities, like the spin diffusion length, and the spin injection efficiency. Subsequently, the tunability of the SOC related signal features is confirmed. There, it is possible to extract gate dependent spin signal oscillations from non-local SV measurements, which can be related to spin precession due to a change of SOC strength. In previous publications similar spin
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precession signatures could only be observed in InAs QW structures in the ballistic transport limit, i.e. for small injector-detector distances [20–25]. In the presented devices, on the other hand, an In$_{0.09}$Ga$_{0.91}$As QW structure provides the conducting channel, in which a relatively low SOC strength on the order of $10^{-13}$ eV m is expected. Additionally, in these devices spin transport is not ballistic, instead it takes place in an intermediate regime, which is still diffusive, yet approaches the quasi-1D limit. Despite the low SOC strength and the diffusion dominated spin transport, gate induced spin precession oscillations can be observed, which is indeed a remarkable finding and has to be considered the central result of this thesis.

4.1 Spin transport in narrow channels

As discussed in Chapter 2.4.2, Dyakonov-Perel spin relaxation can be strongly suppressed by introducing lateral confinement, which can be realized by decreasing the width of the transport channel, thus approaching the 1-dimensional limit. In contrast to reports which confirm the increase of the spin relaxation time $\tau_s$ for out-of-plane spins in narrow transport channels [90, 102, 106–108], in this chapter an all-semiconductor electrical spin injection and detection device is investigated in which spins are injected in-plane.

4.1.1 Device geometry and measurement setup

In the following, two different device geometries are examined, both based on the heterostructure presented in Chapter 3.2. The standard spin valve (SV) device geometry shown in Fig 4.1a, is described in detail in Chapter 3.4. It basically consists of a 2DEG transport channel (In$_{0.09}$Ga$_{0.91}$As QW), which is in this case oriented along the [010] crystallographic direction, and two ferromagnetic (Ga,Mn)As contacts allowing electrical spin injection and detection. Note that injecting and detecting contacts are oriented along one of the magnetic easy axes of the (Ga,Mn)As layer, i.e. along ⟨100⟩. In the following, the distance between these contacts is denoted $d$ (center-center), while $w_c$ refers to the width of the
4.1 Spin transport in narrow channels
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**Figure 4.1.** (a) Standard SV geometry and non-local measurement setup. (b) SEM image of a standard SV device, which is divided into region 1 and region 2 (between the contacts). The corresponding widths of region 1 and 2 are denoted $w_1$ and $w_2$. The spin contacts are 300 nm and 500 nm in width ($w_s$). (c) SEM image of a device geometry with an array of $N$ narrow channels between injecting and detecting contact (region 2). The width of a single channel is $w_c$, while the effective width of region 2 is given by the sum of the narrow channels $w_2 = Nw_c$. Scale: $w_1 = 20\mu m$, $w_c = 1\mu m$.

channel (Fig. 4.1a). Spin transport is probed by means of non-local SV measurements, which are described in Chapter 3.4. For the standard device geometry the investigation of the suppression of Dyakonov-Perel (DP) spin relaxation due to a reduced channel width, is experimentally limited mainly by the aspect ratio of the injecting and detecting contact (contact width $w_s$/channel width $w_c$). For disadvantageous aspect ratios, i.e. $w_c \lesssim w_s$, the effect of lithographically induced lattice relaxation is reduced, thus no dominating magnetically easy axis along the contact is formed. In this case, no clear AP signal level can be observed in SV experiments, which is already noticeable for channel widths below about $4\mu m$ (aspect ratio $\gtrsim 0.125$). Thus, for the realization of devices with narrow channel
widths below about 4 µm, it is necessary to introduce a new sample design, which is shown in Fig. 4.1c. In this array geometry the contacts lie on the wide part of the channel \( w_1 = 20 \mu m \), while the diffusive path between the contacts consists of an array of narrow channels. In the following, the part of the channel between injecting and detecting contact is labeled as region 2 with an effective width \( w_2 \), while region 1 denotes the remaining sections of the channel, i.e. the part between a spin contact and the closest reference pad (Fig. 4.1b). In case of the array geometry with \( N \) narrow channels, each with a width \( w_c \), the effective width of region 2 is given by \( w_2 = N \cdot w_c \). The width of region 1 is labeled \( w_1 \), which in case of the standard geometry is equal to that of region 2 \( (w_1 = w_2 = w_c) \). With the array geometry it is possible to realize spin transport in channels with considerable lateral confinement, approaching the ballistic 1-dimensional limit, yet, at the same time, the advantageous aspect ratio of the contacts allows ideal magnetic switching characteristics, in particular regarding the formation of the AP magnetization configuration in SV experiments. Another main advantage of this device setup is the larger injection efficiency \( P_{inj} \) in the array geometry, compared to a standard sample with only one narrow channel. This is related to the voltage drop \( V_{int} \) at the spin injection contact, which is inversely proportional to the channel width \( w_c \) for a given injection current. A smaller channel width results in a larger voltage drop \( V_{int} \) at the interface, which in turn yields a smaller spin injection efficiency \( P_{inj} \) in (Ga,Mn)As/GaAs Esaki-diode structures [18, 63, 152]. The array geometry therefore allows combining the advantages of narrow spin transport channels, i.e. the partial suppression of spin relaxation, with the larger spin injection efficiency of device geometries with wider channels.

4.1.2 Experimental results

In Fig. 4.2 non-local spin signals are exemplarily shown for a standard device with a channel width of 20 µm (a), and a sample with an array of 400 nm wide channel segments between injecting and detecting contact (b). Different injector-detector distances \( d \) are investigated, while all measurements are conducted at a cryogenic temperature of 1.4 K. The most notable feature is the almost textbook-like magnetic switching characteristic of the signal and the clear formation of the
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Figure 4.2. Exemplary distance dependence of non-local SV signals for a standard device with a 20 µm wide channel (a), and a device with an array of 400 nm wide channels ($N = 18$) between injector and detector (b). Both measurements were conducted at a temperature of 1.4 K with an injection current $I_{\text{inj}} = -50 \mu$A (DC).

AP configuration. Such clearly defined SV signals could not be achieved in the standard geometry with channel widths below about 1 µm. The decaying behavior of the spin signal height with distance already provides qualitative information about the spin diffusion length $\lambda_s$. It is obvious from a qualitative point of view that the decay of the SV signal with distance $d$ is significantly decreased for the sample with an array of 400 nm wide stripes between the contacts, compared to the 20 µm wide standard sample. This becomes most apparent when regarding the signal of the array sample in a distance of $d = 35 \mu$m from the injector,
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which is still clearly visible ($\Delta V_{nl} \approx 1.8 \mu V$). This is remarkable, as for the standard device geometry no spin signal can be observed for such a large injector-detector distance. The significant increase of the spin diffusion length for the narrow channel geometry is quantitatively analyzed in the following.

4.1.3 Evaluation and discussion

From the distance dependence of the non-local SV signal height (Fig. 4.2) the spin diffusion length $\lambda_s$ can be extracted, which quantifies the decay of the injected spin accumulation. For the standard geometry, the magnitude of the non-local SV signal $\Delta V_{nl}$ is related to the non-local voltage drop at the detector, thus it is expected to decay exponentially with the distance $d$ from the injecting contact:

$$\Delta V_{nl}(d) = \frac{P_{inj} P_{det} I_{inj} R_s}{w_2} \exp \left( -\frac{d}{\lambda_s} \right),$$  \hspace{1cm} (4.1)

with the injection current $I_{inj}$, the width of the channel $w_2$ in region 2 (Fig. 4.1b), the sheet resistance $R_s$ of the channel, and the spin injection and detection efficiencies $P_{inj}$ and $P_{det}$. For small injection currents, $P_{inj}$ and $P_{det}$ can be assumed to be equal [5], such that $P \equiv P_{inj} = P_{det}$. For the following discussion, the

channel section between the contacts is labeled as region 2, while the part of the channel between the spin injection/detection contact and the closest reference contact is referred to as region 1, as shown in Fig. 4.1b and Fig. 4.3. In case of region 1 and 2 having the same width, which corresponds to the standard spin injection geometry, Eq. 4.1 describes the exponentially decaying distance depen-

Figure 4.3. Splitting of the injected spin current $j_{s,inj}$ ($x = 0$) into two, not necessarily equal, components $j_s(0-)$ and $j_s(0+)$. As there is no current through the detector $j_{s,det} \approx 0 (x = d)$, $j_s(d-) \approx j_s(d+)$. Adapted from [118].
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dence of the non-local SV signal. In the array geometry, however, the effective channel width of region 2 \((w_2 = Nw_c)\) is smaller than the width of region 1 \((w_1)\), giving rise to a larger channel resistance of region 2 compared to region 1. This in turn leads to unequal values of the spin resistances \(r_N \propto \rho_N \lambda_s\) in these two regions, where \(\rho_N\) denotes the resistivity of the channel. As a result, the injected spin current \(j_{s,inj}\) splits into two unequal components \(j_s(0-)\) and \(j_s(0+)\), as indicated in Fig. 4.3, which leads to a modification of Eq. 4.1. The basic idea of the derivation is sketched in the following, while a detailed description can be found in the supplemental material of Ref. [118]. As illustrated in Fig. 4.3, passing a charge current \(I_{inj}\) through the injecting FM contact into the channel leads to the generation of a spin accumulation in the NM. The accompanied splitting of the spin quasi-chemical potential is given by \(\mu_s = 1/2 (\mu_\uparrow - \mu_\downarrow)\). Assuming spin injection in the tunneling regime and limiting the discussion to one dimension, i.e. the thickness of the channel is much smaller compared to the spin diffusion length \(\lambda_s\), the spatial distribution of this spin accumulation \(\mu_s\) is given by the spin diffusion equation:

\[
\nabla^2 \mu_s(x) = \frac{\mu_s}{\lambda_s},
\]

(4.2)

The differing channel resistivities of region 1 and 2 \((\rho_{N,1} \text{ and } \rho_{N,2})\) give rise to different spin diffusion lengths \(\lambda_s\) in each section \((\lambda_1 \text{ and } \lambda_2)\). Solving the spin diffusion equation with appropriate boundary conditions yields an expression for \(\mu_s(x)\), which depends on \(\mu_s(0)\) (injected spin accumulation) and \(\mu_s(d)\) (spin accumulation at the detector). In order to obtain expressions for \(\mu_s(0)\) and \(\mu_s(d)\), the continuity of the spin currents \(j_s(x)\) at the contacts is implemented, where \(j_s(x) = \lambda_s/r_N \nabla \mu_s(x)\). There, the injected spin current density splits into two unequal components, \(j_s(0-)\) and \(j_s(0+)\), while at the detector no charge current flows through the contact, such that \(j_{s,\text{det}} \approx 0 \text{ and } j_s(d-) \approx j_s(d+)\) (Fig. 4.3). Continuity therefore implies:

\[
\begin{align*}
  j_{s,inj} &= j_s(0+) + j_s(0-) \quad \text{(injector)} \\
  j_s(d-) &\approx j_s(d+) \quad \text{(detector).}
\end{align*}
\]

(4.3)
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This yields a set of two equations, which allows calculating $\mu_s(0)$ and $\mu_s(d)$. In the tunneling regime the latter can be related to the non-local voltage signal at the detector:

$$V_{nl}^s(d) = -P\mu_s(d), \hspace{1cm} (4.4)$$

where $P$ is the spin detection efficiency, which is assumed to be equal to the injection efficiency. Additionally, the spin current density $j_s$ can be related to the injection current $I_{inj}$, and the spin resistance $r_N$ to the sheet resistance $R_s$ of the channel:

$$j_s = \frac{I_{inj}}{w_1 w_s} \hspace{1cm} \text{and} \hspace{1cm} r_N = R_{s,1/2} \lambda_{1/2} w_s,$$

with the effective widths of region 1 and 2 ($w_{1/2}$), the spin diffusion lengths in the corresponding region $\lambda_{1/2}$, and the spatial extent of the injecting spin contact along the channel direction $w_s$. Ultimately, the following expression for the non-local voltage at the position of the detector for the array geometry is obtained:

$$V_{nl}^s(d) = \pm \frac{2 P^2 I_{inj} R_{s,2} \lambda_2}{w_2} \frac{1}{(1 + A)^2 \exp \left( \frac{d}{\lambda_2} \right) + (1 - A)^2 \exp \left( - \frac{d}{\lambda_2} \right)}, \hspace{1cm} (4.6)$$

with

$$A = \frac{R_{s,2} \lambda_2 w_1}{R_{s,1} \lambda_1 w_2}.$$

A more detailed derivation of this formula can be found in the supplemental material of Ref. [118]. In case of the standard geometry, the sheet resistances ($R_{s,1} = R_{s,2}$), the spin diffusion lengths ($\lambda_1 = \lambda_2$), and the effective widths of the channel sections ($w_1 = w_2$) are equal for both regions, which allows simplifying Eq. 4.6, resulting in the previously discussed expression (Eq. 4.1).

Assuming the ratio of the effective spin resistances in region 2 and region 1 to be larger than 1 ($A = R_{s,2} \lambda_2 w_1 / R_{s,1} \lambda_1 w_2 \gtrsim 1$), and $d/\lambda_2 \gtrsim 1$, allows reducing Eq. 4.6 to a simple exponential decay, which is determined by the spin diffusion
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length $\lambda_2$ of region 2:

$$V_{nl}^*(d) \approx \pm \frac{2P^2I_{inj}R_{s,2}2\lambda_2}{w_2} \frac{1}{[1 + R_{s,2}\lambda_2 w_1 / R_{s,1}\lambda_1 w_2]^2} \exp \left( -\frac{d}{\lambda_2} \right). \quad (4.7)$$

**Spin diffusion length**

The approximation for the non-local spin signal $V_{nl}^*(d)$ (Eq. 4.7) can be implemented for the evaluation of the experimentally obtained SV signals, as the spin resistance of the array section of the channel (region 2) is larger compared to region 1, and the smallest used injector-detector distance is on the order of the longest measured spin diffusion length $\lambda_2$. This allows extracting $\lambda_2$ directly from the distance dependence of the SV signal height by linearly fitting the semi-logarithmically plotted distance dependence of $\Delta V_{nl}(d) = 2|V_{nl}^*(d)|$, which is exemplarily shown in Fig. 4.4a. For the standard sample with a 20 $\mu$m wide channel, a spin diffusion length of around 4 $\mu$m can thus be extracted, while for the array geometry with 400 nm wide transport channels, $\lambda_s$ is significantly larger with values around 9.2 $\mu$m. This corresponds to a major increase by a factor of 2.3. The change of $\lambda_s$ in dependence of the channel width $w_c$ is shown in Fig. 4.4b. For channel widths larger than $w_c \geq 7.5 \mu$m, $\lambda_s$ is nearly constant at a value of about $\lambda_s \approx 4 \mu$m. By decreasing the channel width, especially for $w_c \lesssim 1 \mu$m, the spin diffusion length increases significantly up to 9.2 $\mu$m for $w_c = 400$ nm. This large increase of $\lambda_s$ can be explained by the suppression of the DP spin relaxation mechanism for narrow channels, as described in Chapter 2.4.2. Depending on the channel width $w_c$ in comparison to the spin orbit length $L_{SO}$ and/or the mean free path $L_p$, three regimes of spin relaxation can be defined. For wide channels, i.e. for channels wider than the spin orbit length ($w_c > L_{SO}$), spin relaxation is dominated by the DP mechanism. The corresponding spin relaxation rate is given by (Chapter 2.4.1, Eq. 2.43)

$$\frac{1}{\tau_{2D}} = \frac{4Dm^*}{\hbar^4} \left[ \frac{\tau_1}{\tau_p} \alpha^2 + \frac{\tau_1}{\tau_p} (\beta_1 - \beta_3)^2 + \frac{\tau_3}{\tau_p} \beta_3^2 \right], \quad (4.8)$$

for spins oriented along [100]. In the quasi-1D limit, on the other hand, where $w_c$ is smaller than the corresponding mean free path $L_p$, spin relaxation is strongly
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suppressed and only due to the cubic Dresselhaus contribution $\beta_3$, such that

$$\frac{1}{\tau_{1D}} \propto \beta_3^2.$$  \hfill (4.9)

In the intermediate regime between the 2-dimensional case and the quasi-1D limit, the spin relaxation time is found to be inversely proportional to the squared channel width ($\tau_s \propto 1/w_c^2$). Thus, the spin diffusion length is expected to scale with $1/w_c$ ($\lambda_s \propto \sqrt{\tau_s}$):

$$\tau_{IM} \propto \frac{1}{w_c^2}. \hfill (4.10)$$

Figure 4.4. (a) Semi-logarithmically plotted distance dependence of the non-local SV signal height for a standard device with a channel width of 20 µm (red), and a device with an array of narrow channels ($w_c = 400$ nm) (blue). The spin diffusion length $\lambda_s$ is obtained from the slope of the linear fit. (b) Double-logarithmically plotted channel width dependence of $\lambda_s$ (determined as shown in (a), averaged over various injection currents). $\lambda_s$ clearly increases with decreasing $w_c$, whereby three regions are distinguished: 2D limit with DP spin relaxation dominating ($\lambda_{s,2D}$); quasi-1D limit in which linear-in-k contributions of SOC are suppressed, so that DP spin relaxation is only due to the cubic Dresselhaus term ($\lambda_{s,q1D}$); intermediate regime in which $\lambda_{s,IM}$ is expected to be inversely proportional to $w_c$. 
Note that the spin diffusion length $\lambda_s$ is linked to the spin relaxation time $\tau_s$ via the diffusion constant $D$:

$$\lambda_s = \sqrt{D\tau_s}. \quad (4.11)$$

In Fig. 4.4b the 2D limit for large channel widths $w_c \gtrsim 7.5\,\mu m$ can be clearly identified. In this regime $\lambda_s$ hardly depends on the channel width. For decreasing $w_c$ the spin diffusion length significantly increases and slowly begins saturating for the smallest width of 400 nm, thus entering the quasi-1D limit. The width dependence of $\lambda_s$ is phenomenologically highlighted in Fig. 4.4b by the green line. Due to the smooth transition between the three regimes, the $1/w_c$ dependence in the intermediate regime is not clearly distinguishable. As a tendency, the increase of $\lambda_s$ is slower than expected from theory ($\propto 1/w_c$), which could be related to a decrease of the momentum relaxation time $\tau_p$ for decreasing channel widths, which was already observed by A. Holleitner et al. [107]. This counteracts the enhancement of $\tau_s$, thus suppressing the increase of $\lambda_s \propto \sqrt{\tau_p\tau_s}$. The decrease of $\tau_p = \mu_e e/m^*$ [153] for narrower channels can be confirmed by experimentally determining the channel width dependence of the electron mobility $\mu_e$ from magneto-transport measurements (Fig. 4.5). There, a decreased value of $\tau_p$ for smaller channel widths gives rise to a lower mobility, which can be measured as an increased sheet resistance $R_s$

![Figure 4.5](image)

**Figure 4.5.** (a) Exemplary magneto-transport measurements for channel widths of 20 $\mu m$ (blue) and 200 nm (green). (b) Extracted electron mobility $\mu_e$ in dependence of the channel width.
for narrower channels ($\mu_e = 1/(en_sR_s)$ [153]). The channel resistivity for narrow channels can increase due to diffuse boundary scattering at a non-smooth confining potential (boundary roughness), for instance, which is especially relevant for ion beam etched channels [153, 154]. These size effects become important for channel widths smaller than, or similar to the corresponding mean free path $L_p$. In experiment, $L_p$ lies around $1\mu$m for channel widths larger than $1\mu$m, while for the narrowest channel ($w_c = 200$ nm) $L_p \approx 0.5 \mu$m (Tab. I). Thus, size effects are expected to be relevant for $w_c \lesssim 1\mu$m, which is reflected in the width dependence of $\mu_e$ (Fig. 4.5b). The parameter values extracted from the magneto-transport measurements in dependence of the channel width, are summarized in Tab. I. It is important to note that the mean free path is on the order of the channel width for the narrow channels, so that transport is neither fully diffusive nor ballistic, but rather takes place in a crossover regime. Additionally, it has to be remarked that the magneto-transport devices are fabricated separately. Due to fabricational variations the channel widths can therefore slightly vary, such that, depending on EBL dose or development time for instance, the channels can be slightly wider/narrower than intended. Thus, the channels widths of the magneto-transport devices slightly differ from the samples which spin transport is investigated on. Interpolation allows relating charge and spin transport measurements.
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<table>
<thead>
<tr>
<th>(w_c) ((\mu m))</th>
<th>(N)</th>
<th>(R_s) ((\Omega))</th>
<th>(n_s) ((10^{11}) cm(^2))</th>
<th>(\mu_e) (cm(^2)/V s)</th>
<th>(L_p) ((\mu m))</th>
<th>(D_c) (m(^2)/s)</th>
<th>sample geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>16</td>
<td>216</td>
<td>7.7</td>
<td>37790</td>
<td>0.47</td>
<td>0.11</td>
<td>array</td>
</tr>
<tr>
<td>0.45</td>
<td>15</td>
<td>142</td>
<td>9.1</td>
<td>48430</td>
<td>0.76</td>
<td>0.17</td>
<td>array</td>
</tr>
<tr>
<td>0.8</td>
<td>13</td>
<td>121</td>
<td>8.9</td>
<td>58004</td>
<td>0.90</td>
<td>0.19</td>
<td>array</td>
</tr>
<tr>
<td>1.3</td>
<td>10</td>
<td>108</td>
<td>8.7</td>
<td>66514</td>
<td>1.0</td>
<td>0.22</td>
<td>array</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>119</td>
<td>7.8</td>
<td>67033</td>
<td>0.98</td>
<td>0.20</td>
<td>single</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>111</td>
<td>7.8</td>
<td>72297</td>
<td>1.1</td>
<td>0.21</td>
<td>single</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>111</td>
<td>7.8</td>
<td>71527</td>
<td>1.0</td>
<td>0.21</td>
<td>single</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>98</td>
<td>8.4</td>
<td>75733</td>
<td>1.1</td>
<td>0.24</td>
<td>single</td>
</tr>
</tbody>
</table>

Table I. Summary of the values derived from magento-transport measurements in dependence of the channel width \(w_c\). \(N\): number of channels in region 2; \(R_s\): sheet resistance; \(n_s\): charge carrier density; \(\mu_e\): electron mobility; \(L_p\): mean free path; \(D_c\): charge diffusion constant; sample geometry: either standard geometry with a uniform channel width, or array geometry.

Spin relaxation time

In order to obtain the channel width dependence of the spin relaxation time \(\tau_s(w_c) = \lambda_s^2(w_c)/D\) from \(\lambda_s(w_c)\) (Fig. 4.4b), the diffusion constant \(D\) has to be determined. In particular, \(D\) is the spin diffusion constant in this case, which is denoted \(D_s\) in the following. Often, \(D_s\) is not distinguished from the charge diffusion constant \(D_c\), which is determined by the electron mobility \(\mu_e\) and the charge carrier density \(n_s\):

\[
D_c = \frac{\pi \hbar^2 \mu_e n_s}{m^* e} \geq D_s. \tag{4.12}
\]

However, \(D_s\) and \(D_c\) are not necessarily equal. Instead, \(D_s\) is in general smaller compared to \(D_c\) in 2DEG structures, due to electron-electron interactions, which do not conserve the spin current, thus implying an additional damping of spin diffusion (Coulomb drag) [102, 155–157]. Yet, \(D_s\) is not accessible experimentally in the investigated devices, as no Hanle signal is observable, which would allow
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the direct experimental determination of $\tau_s$ [5]. Thus, $\tau_s$ has to be approximated on the basis of the charge diffusion constant $D_c$:

$$\tau_s(w_c) = \frac{\lambda_s^2(w_c)}{D_c} \leq \frac{\lambda_s^2(w_c)}{D_s}.$$  \hspace{1cm} (4.13)

As $D_s \leq D_c$, the thus evaluated values of $\tau_s$ have to be regarded as a lower limit. The charge diffusion constant $D_c$ is calculated based on Eq. 4.12 with the experimentally obtained values of $\mu_e$ and $n_s$ (Tab. I). As $n_s$ hardly changes as a function of the channel width, averaging about $n_s \approx 8.3 \times 10^{11} \text{cm}^{-2}$, $D_c$ consequently follows a similar trend as the width dependence of the electron mobility $\mu_e$ (Fig. 4.5b). The values of the spin relaxation time $\tau_s$ calculated from Eq. 4.13 are plotted in Fig. 4.6a. For devices with narrow channels, $\tau_s$ is found to be larger by nearly an order of magnitude, compared to wider channel widths. Similar to the width dependence of $\lambda_s$ (Fig. 4.4b), the increase of $\tau_s$ with decreasing channel width is slower compared to the expected $w_c^{-2}$ dependence. The decrease in momentum relaxation time $\tau_p$ for narrower channels, which is discussed above, is
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Figure 4.6. (a) Extracted channel width dependence of the spin relaxation time $\tau_s = \lambda_s^2/D_c$. (b) $\tau_s$ as a function of $w_c$ for out-of-plane oriented spins, experimentally determined by P. Altmann et al. [102] for different channel orientations $(x \parallel [110], y \parallel [110])$. 
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already taken into account via the charge diffusion constant, however. Thus, the slower increase of \( \tau_s \) compared to theory is presumably due to an overlap of the 1D and 2D regime. The channel width dependence of \( \tau_s \) resembles the results of the optical spin injection experiments conducted by P. Altmann et al. [102], shown in Fig. 4.6b. In this case, however, the injected spins are oriented out-of-plane, yet \( \tau_s \) is also found to increase by an order of magnitude for narrow channels (\( w_c \lesssim 1\, \mu m \)), while the increase of \( \tau_s \) in the intermediate regime between 2-dimensional spin transport and the quasi-1-dimensional case is also slower compared to theory (\( \propto 1/w_c^2 \)).

**Spin injection efficiency**

Before evaluating the spin injection efficiency, the channel width dependence of the non-local spin valve signal magnitude \( \Delta V_{nl} \) is discussed for a given injector-detector distance \( d \). In case of the standard geometry with a uniform channel width (\( w_1 = w_2 = w_c \)) the signal height is given by Eq. 4.1:

\[
\Delta V_{nl}(d) = \frac{P^2 I_{inj} R_s \lambda_s}{w_c} \exp \left( -\frac{d}{\lambda_s} \right),
\]

(4.14)

while in case of a geometry with an array of \( N \) narrow channels between injecting and detecting contact with an individual width \( w_c \) (\( w_2 = N w_c \)), the signal height is described according to Eq. 4.7:

\[
\Delta V_{nl}^s(d) \approx \frac{4P^2 I_{inj} R_{s,2} \lambda_2}{w_2} \frac{1}{\left[ 1 + R_{s,2} \lambda_2 w_1 / R_{s,1} \lambda_1 w_2 \right]^2} \exp \left( -\frac{d}{\lambda_2} \right).
\]

(4.15)

In Fig. 4.7a the SV signal height \( \Delta V_{nl} \) is plotted as a function of the effective channel width of region 2, i.e. the part of the channel between injecting and detecting contact. For exemplary visualization, an injection current of \( I_{inj} = -20\, \mu A \) (DC), and an injector-detector distance of \( d = 12\, \mu m \) are regarded. For the standard geometry with a uniform channel width (\( w_1 = w_2 = w_c \)) the signal height (gray squares) clearly follows a \( 1/w_c \) dependence, as expected from Eq. 4.14 for the standard geometry (gray line). There, the injection efficiency is assumed to be \( P = 0.48 \), while \( R_s = 100\, \Omega \) and \( \lambda_s = 4.25\, \mu m \) are obtained experimentally. Ac-
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Figure 4.7. (a) SV signal height $\Delta V_{nl}$ in dependence of the effective channel width $w_2 = Nw_c$. Symbols: experimental data for standard geometry (gray squares) and array device (circles). The signal height of the standard geometry can be described according to Eq. 4.14 (gray line). For the array geometry Eq. 4.15 yields a decreasing signal height for narrower channel widths $w_2$ (red line). (b) Number of channels $N$ and corresponding effective channel width $w_2$ for the array samples. (c) Sketch of the device geometry, which is divided into region 1 and region 2.

According to Eq. 4.14 the SV signal height thus increases for narrower channels in the standard geometry. In the array geometry, on the other hand, a decrease of the effective channel width $w_2$ leads to a decrease of the signal height, due to an increasing value of $w_1/w_2$ (Eq. 4.15). Fig. 4.7a shows this decrease of $\Delta V_{nl}$ (red), based on Eq. 4.15 for a generic injection efficiency $P = 0.48$, and experimentally determined values for $R_s = R_s(w_c)$, and $\lambda_s = \lambda_s(w_c)$ (Tab. I and Fig. 4.4). Thus, with only one narrow channel between injector and detector the array geometry is in general inferior to the standard device setup in terms of the SV signal height. It is therefore preferable to implement a large number $N$ of narrow channels, such that $w_2 = Nw_c$ is close to $w_1$. This allows achieving larger spin signals, close to that of the standard geometry, while at the same time spin relaxation can be significantly suppressed due to the spatial confinement perpendicular to the channel in region 2. In Fig. 4.7a the experimental values of the signal height for the array geometry with multiple narrow channels between injector and detector are shown.
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The obtained signal heights lie indeed close to that of the standard geometry. The corresponding number of channels $N$ and the effective widths $w_2$ are summarized in Fig. 4.7b.

The spin injection efficiency $P$ for the array geometry (Fig. 4.7c) can be determined by rearranging Eq. 4.15:

$$P^2 = \Delta V_{nl}^s(d) \frac{w_2 R_e}{4 V_{int} R_{s,2} \lambda_2} \left[1 + R_{s,2} \lambda_2 w_1/R_{s,1} \lambda_1 w_2\right]^2 \exp\left(\frac{d}{\lambda_2}\right). \quad (4.16)$$

There, the injection current $I_{inj}$ is replaced by $I_{inj} = V_{int}/R_e$, where $R_e$ is the contact resistance and $V_{int}$ is the voltage drop at the interface of the injecting contact. For the standard geometry ($w_1 = w_2 \equiv w_c$), in which case $R_{s,1} = R_{s,2} \equiv R_s$, and $\lambda_1 = \lambda_2 \equiv \lambda_s$, Eq. 4.16 simplifies:

$$P^2 = \Delta V_{nl}^s(d) \frac{w_c R_e}{V_{int} R_s \lambda_2} \exp\left(\frac{d}{\lambda_s}\right). \quad (4.17)$$

There, the values of the sheet resistances of region 1 and 2 ($R_{s1}$ and $R_{s2}$) can be derived from transport measurements (Tab. I), the injection current $I_{inj} = V_{int}/R_e$ and the dimensions of the device are known, and the corresponding spin diffusion lengths can be extracted from the distance dependence of the magnitude of the spin signal (Fig. 4.4b). In Fig. 4.8 the calculated spin injection efficiency $P$ for an exemplary injection current of $I_{inj} = -20 \mu A$ and an injector-detector separation of $d = 12 \mu m$ is plotted as a function of the voltage drop at the injector $V_{int}$, for different channel widths. For comparison, the values of $P$ obtained from the injection current dependence for a standard sample with $w_1 = w_2 = 40 \mu m$ are additionally shown (gray line). There, another major disadvantage of the standard geometry with a single narrow channel becomes apparent. For a narrower channel the contact area of the injecting contact is smaller, which results in a larger voltage drop $|V_{int}|$ at the injector for a given current. This, in turn, leads to a reduction of the injection efficiency, which is found to decrease with increasing $V_{int}$ in (Ga,Mn)As/GaAs Esaki-diode structures [18, 63, 152]. In the array geometry, on the other hand, the channel width $w_c$ in region 2 can be reduced, while the
contact area is still large enough to achieve a small interfacial voltage drop \( V_{\text{int}} \), as the spin contacts lie on the wide part of the channel, i.e. in region 1 (Fig. 4.7c). Thus, the voltage drop at the interface is roughly the same as in case of the 20\( \mu \)m wide standard sample (unfilled squares). The obtained injection efficiencies are slightly lower than for the standard device with \( w_1 = w_2 = 20 \mu m \), yet still larger compared to the standard device with a narrow 4\( \mu m \) wide channel. Thus, in the array geometry larger injection efficiencies can be achieved compared to a standard sample with a single narrow channel of width \( w_c \). At the same time, spin transport between the injecting and detecting contact approaches the quasi-1-dimensional limit in the narrow channel segments (region 2), thus giving rise to a significant suppression of DP spin relaxation.

For the previous discussion, spin injection is assumed to take place in tunneling regime, i.e. the spin resistance of the channel \( R_{\text{ch}} = R_s \lambda_s / w_c \) is assumed to be much smaller than the spin resistance of the tunnel contact \( R_c^* = R_c / (1 - P^2) \). A typical value of \( R_{\text{ch}}^* \) for a standard device with a channel width of 20\( \mu m \) is \( R_{\text{ch}}^* \approx 20 \Omega \) (\( R_s \approx 100 \Omega \), \( \lambda_s \approx 4 \mu m \)), while for a device with an array of 400\( \mu m \) wide channels \( R_{\text{ch}}^* \approx 190 \Omega \) (\( R_s \approx 150 \Omega \), \( \lambda_s \approx 9 \mu m \), \( w_2 = 18 \cdot 0.4 \mu m \)). Both values are significantly smaller than the spin resistance of the contact \( R_c^* \approx 9.3 \text{k}\Omega \) for an injection efficiency of \( P \approx 0.5 \). Thus, the tunneling condition is fulfilled in the devices under investigation. An additional remark concerns the effect of lateral
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Confinement in the array geometry. There, albeit spin transport in the presented devices can be considered to take place in a crossover between the 2D and the quasi-1D regime, the effect of the Sharvin resistance $R_{sh}$ (Chapter 2.2) has to be discussed, which yields an additional contribution to the channel resistance in the ballistic limit (Chapter 2.2):

$$R_{sh} = \frac{2\pi h}{e^2 k_F^2 A},$$

(4.18)

where $A$ is the contact area, and $k_F$ denotes the Fermi wave-vector. For the narrowest investigated channel width ($w_c = 400$ nm), a Sharvin resistance of $R_{sh} \approx 390 \Omega$ is obtained for a single channel of the array, with $n_s \approx 8.3 \times 10^{11} \text{cm}^{-2}$, and $A = 400 \text{nm} \cdot 20 \text{nm}$. For $N = 18$ channels in parallel, $R_{sh}$ is consequently around $22 \Omega$. This total contribution of the Sharvin resistance is much smaller than the contact resistance $R_c^* \approx 9 \text{k} \Omega \gg R_{sh}$, so that the condition for efficient spin injection is not compromised. This is true, independent of the channel width, as both $R_c^*$ and $R_{sh}$ scale with $1/w_c$. Compared to the channel resistance $R_{ch}^* \approx 190 \Omega$, $R_{sh}$ is only slightly smaller. Taking into account $R_{sh}$ modifies the channel resistance $R_{ch}^* = R_s \lambda_s / w_c$, such that $R_{ch}^* \to R_{ch}^* + R_{sh}$, which consequently enters the evaluation of the injection efficiency. Note that in the calculated values shown in Fig. 4.8 the Sharvin resistance is already taken into account. Neglecting $R_{sh}$ yields values of $P$ which are about $20\%$ larger, yet follow the similar trend.

4.1.4 Conclusion

In this chapter the effect of narrowing the channel width on spin transport properties was investigated. In particular, for narrower channels the Dyakonov-Perel spin relaxation mechanism is expected to be strongly suppressed by introducing a lateral confinement, as discussed in Chapter 2.4.2. One of the main issues regarding devices with narrower channels, however, is the disadvantageous aspect ratio of the injecting and detecting contacts. There, for narrower channels the spatial extent of the contact along the channel becomes comparable to the channel width, such that no clearly defined magnetically easy axis along the contact is formed. Thus, in non-local SV measurements the AP magnetization level is typically not resolved, such that the magnitude of the spin signal cannot be determined. There-
fore, a new device geometry was introduced in this chapter, which consists of an array of narrow channel segments between the injecting and the detecting contact, while the contacts themselves lie on the wide part of the channel. With this array geometry it is possible to realize spin transport in channels with considerable lateral confinement, approaching the ballistic 1-dimensional limit, yet, at the same time, the advantageous aspect ratio of the contacts allows ideal magnetic switching characteristics. A detailed investigation of this device geometry confirmed a significant increase of the spin diffusion length $\lambda_s$ for narrow transport channels. There, in the 2-dimensional limit $\lambda_{2D} \approx 4 \mu m$, while for the narrowest channel ($w_c = 400 \text{ nm}$) the spin diffusion length is considerably larger $\lambda_{400\text{nm}} \approx 9.2 \mu m$. Regarding the width dependence of $\lambda_s$, the suppression of DP spin relaxation due to lateral confinement could be confirmed. An additional crucial advantage of the array geometry is the larger spin injection efficiency compared to a standard sample with only one narrow channel, which is related to the lower voltage drop $V_{\text{int}}$ at the injecting contact for a given current [18, 63, 152]. This could also be confirmed experimentally.

4.2 Signatures of spin orbit coupling in spin transport measurements

In the previous chapter, it could be shown that an array of narrow channels between injecting and detecting contact results in a significant increase of the spin diffusion length $\lambda_s$. At the same time, large spin injection efficiencies and sharp magnetic switching of the contacts along their symmetry axis could be achieved. In the following chapter, SOC related effects are investigated. Due to the considerable lateral confinement in these narrow channel segments, spin transport can be regarded as being restricted to one principle axis. Therefore, the SO-field for $\vec{k}$ along the direction of the channel can be considered to be the main source of spin precession, which facilitates the qualitative interpretation of the measured spin signals. In this chapter, the SOC related signal characteristics are identified in non-local spin transport measurements and qualitatively modeled.
4.2 Signatures of spin orbit coupling in spin transport measurements

with the extended spin diffusion equation presented in Chapter 2.6. Additionally, a distinct anisotropy of the SOC strength with regard to the crystallographic orientation is observed.

4.2.1 Device geometry and measurement setup

Sample design and measurement setup, which are based on the heterostructure system described in Chapter 3.2, are schematically sketched in Fig. 4.9. The device structure itself consists of a 20 µm wide conductive channel and two ferromagnetic (Ga,Mn)As contacts, allowing electrical injection and detection of spins. In between these contacts an array of 1 µm wide channels imposes a spatial confinement, such that spin transport between injector and detector approaches the quasi-1-dimensional limit, resulting in a partial suppression of spin relaxation (Chapter 4.1). At the same time, spin transport is restricted mainly to one axis, such that the SO-field for \( \mathbf{k} \) along the direction of the channel can be considered to be the main source of spin precession. In order to probe the spin accumulation in a given distance \( d \) from the injecting contact, non-local spin injection experiments are conducted at a cryogenic temperature of 1.4 K (Fig. 4.9). For spin injection, a current of \( I_{\text{inj}} = 4 \mu \text{A} \) (AC) is passed through one of the ferromagnetic contacts to a reference contact, while the other contact allows the detection of the spin accumulation by measuring the non-local voltage drop \( V_{\text{nl}} \). The spin transport between the two spin contacts is therefore not affected by drift, as the charge current only flows between the injector and the left reference contact. More details on this non-local SV setup can be found in Chapter 3.4. In addition to standard

![Diagram of device geometry for non-local SV measurements](image)

**Figure 4.9.** Device geometry for non-local SV measurements (array geometry) for different orientations of the external magnetic field \( B_{\text{ext}} \) (notation, i.e. angle and color, is kept consistent regarding subsequent measurements).
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spin valve (SV) experiments, where the magnetic field is oriented parallel to the spin contacts (0°, Fig. 4.9), magnetic field sweeps are also performed along the main crystallographic directions, as indicated in Fig. 4.9 (45°, 90°, and 135°). In these configurations already small magnetic fields on the order of 100 mT are sufficiently large to magnetize the ferromagnetic contacts parallel to the external field, thus setting the orientation of the injected spins. The notation describing the external magnetic field direction relative to the channel orientation is based on the angles shown in Fig. 4.9 and is consistently used in the following chapters. There, 0° refers to the external magnetic field being swept parallel to the contact (standard SV measurement), while in case of 90° the magnetic field points along the channel.

4.2.2 Experimental results and discussion

In the following, channels oriented along [110] and [110] are investigated, as along these directions the largest and smallest SOC is expected, in case of Rashba and Dresselhaus contribution being similar in strength. Additionally, the effective SO-field is oriented perpendicular to the $k$-vector direction in these cases (Chapter 2.3). Although spin transport is not strictly 1-dimensional in the presented devices, the discussion of SOC related effects is limited to the $k$-vector direction along the channel orientation, due to the strong lateral confinement in these narrow channels. Fig. 4.10a and Fig. 4.10b exemplarily show the spin signal for these two crystallographic directions for an injector-detector distance of $d = 7 \mu m$. For each orientation, magnetic field sweeps are performed along different directions, which are specified in Fig. 4.10c. It is important to remark that the presented data is background and offset corrected. Detailed information on this phenomenological signal correction approach can be found in the appendix (App. A.1). Additionally, the 0° and 90° signals are symmetrized with respect to $\vec{B} = 0$ T, which is justified, as in these configurations the absolute angle between the SO-field $\vec{B}_{SO}$ and the external magnetic field $\vec{B}_{ext}$ does not change upon reversing the direction of $\vec{B}_{ext}$, as illustrated in Fig. 4.10d. In particular, for the 0° signal no spin precession is expected, as $\vec{B}_{SO}$ is parallel to $\vec{B}_{ext}$. Additionally keep in mind that the orientation of the injected spin is parallel to $\vec{B}_{ext}$.
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Figure 4.10. (a) Background and offset corrected non-local spin signal for a channel oriented along [110], for different orientations of the external magnetic field $\vec{B}_{ext}$, which are specified in (c). Injection current $I_{inj} = 4 \mu A$ (AC), injector-detector distance $d = 7 \mu m$, and measurement temperature $T = 1.4$ K. (b) Similar measurement as in (a), but for a channel along [110]. (c) Definition of the external magnetic field orientations, which correspond to the orientation of the injected spin. For channels along [110] and [110] the SO-field $\vec{B}_{SO}$ is oriented perpendicular to the orientation of the channel. (d) Visualization of the effective magnetic field $\vec{B}_{eff}$, resulting from the sum of external field and SO-field ($\vec{B}_{eff} = \vec{B}_{ext} + \vec{B}_{SO}$), for the 45°, 135°, and 90° configuration.

As expected, the spin signal for a channel orientation along [110] (Fig. 4.10a) does not show a magnetic field dependence when $\vec{B}_{ext}$ is swept parallel to the contact (0°, blue), as the SO-field is parallel to the external field in this case. Therefore,
also the orientation of the injected spins is parallel to $\vec{B}_{SO}$, so that no spin precession occurs in this configuration. In case of the external magnetic field being oriented perpendicular to the contact ($90^\circ$, red), i.e. parallel to the channel, a distinct dip-feature can be observed. This feature could be related to SOC induced spin precession, as the orientation of the injected spins does not align with the direction of the effective magnetic field $\vec{B}_{eff} = \vec{B}_{ext} + \vec{B}_{SO}$ (Fig. 4.10d). It is important to point out, that the observed dip-like spin signal characteristic of the $90^\circ$ signal changes sign. As the signal shown in Fig. 4.10a is already shifted to 0-spin-signal, negative values indicate a spin component which arrives AP at the detector, relative to the magnetization of the detecting contact. This can only be the case if the spins precess in between the contacts, due to the presence of a SO-field. That this magnetic field dependence of the spin signal is indeed related to SOC, is further discussed in Chapter 4.2.3. Another striking characteristic is the large difference in signal magnitude at high magnetic fields between the $0^\circ$ and the $90^\circ$ signal, which is labeled $\Delta V_k$ in Fig 4.10a. It is shown in the following qualitative analysis (Chapter 4.2.3), that this is a result of the spin relaxation anisotropy $k$. As discussed in Chapter 2.4.1, the spin relaxation times can depend on the spin orientation in the DP spin relaxation regime. The spin relaxation anisotropy $k = \tau_x/\tau_y$ is then defined as the ratio of the spin relaxation time $\tau_x$ for spins oriented along [110], to the relaxation time $\tau_y$ for spins along [110]. Moreover, also for spins injected at an angle of $45^\circ$ and $135^\circ$ relative to the channel orientation spin precession is expected, as the injected spin has a component which is perpendicular to the effective magnetic field $\vec{B}_{eff}$ (Fig. 4.10d). In these configurations an asymmetric signal with respect to $B_{ext} = 0$ is obtained, which can be understood by regarding the angle between the effective magnetic field $\vec{B}_{eff}$ and the orientation of the injected spin, which corresponds to the direction of the external magnetic field $\vec{B}_{ext}$ (Fig. 4.10d). There, direction and magnitude of $\vec{B}_{eff}$ change upon reversing the sign of $\vec{B}_{ext}$, which leads to a different spin precession frequency and precession axis for $B_{ext} < 0$ and $B_{ext} > 0$, thus giving rise to the asymmetry. Moreover, the $45^\circ$ signal is mirror-symmetric to the $135^\circ$ signal at $B_{ext} = 0$. There, the relative orientation and magnitude of $B_{eff}$ is the same for the $45^\circ$ signal for $B_{ext} < 0$, and the $135^\circ$ signal for $B_{ext} > 0$ (Fig. 4.10d). Similarly,
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Figure 4.11. Background and offset corrected non-local spin signal for various directions of the external magnetic field (Fig. 4.10), and an injector-detector distance of \( d = 11 \mu \text{m} \). Channel orientations along [110] (a), and along [\(1\bar{1}0\)] (b) are investigated.

The 45\(^\circ\) signal for \( B_{\text{ext}} > 0 \) corresponds to the 135\(^\circ\) signal for \( B_{\text{ext}} < 0 \). This gives rise to the mirror-symmetry at \( B_{\text{ext}} = 0 \text{ T} \) between the 45\(^\circ\) signal and the 135\(^\circ\) signal.

An entirely different signal constellation is obtained for spins moving along the [\(1\bar{1}0\)] direction (Fig. 4.10b). In this case, neither the 0\(^\circ\) nor the 90\(^\circ\) signal exhibit a relevant magnetic field dependence. One explanation could be, that the SOC strength is much weaker in this direction compared to the [110] orientation, such that no measurable spin precession is induced, even for spins oriented perpendicular to the SO-field. Furthermore, the 45\(^\circ\) and 135\(^\circ\) signals do not show the clear asymmetry observed in case of the channel being oriented along the [110] direction. Moreover, contrary to the [110] direction, the magnitude of the 0\(^\circ\) signal at high magnetic fields is smaller than that of the 90\(^\circ\) signal, while the magnitude of the absolute difference is similar. These observations are analyzed in more detail in Chapter 4.2.3.

Similar measurements are also conducted for another set of devices with a larger injector-detector distance \( d \). In Fig. 4.11 the non-local spin signal is shown for
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d = 11 \mu m and channels oriented along [110] (a) and [\bar{1}10] (b), which can be compared to the previously presented measurements for \( d = 7 \mu m \) (Fig. 4.10). Most features are similar, including the magnetic field independence of the 0° signal, and the dip-shape of the 90° signal for a channel along [110], while the 90° curve for a channel orientation along [\bar{1}10] does not depend on the magnetic field. The magnitude of the signal, on the other side, is in general smaller for the larger distance \( d \), due to spin relaxation. The obvious deviation of the 45° and 135°, which are almost symmetric with respect to \( B = 0 \) T for \( d = 11 \mu m \), is also discussed in more detail in Chapter 4.2.3.

4.2.3 Qualitative analysis

Summary of the extended spin diffusion model

In the following, the most relevant features of the measurements presented in the previous chapter are discussed qualitatively, based on the expanded diffusion model, which is introduced in Chapter 2.6. There, the diffusion equation, which contains SOC, is given by:

\[
d d \frac{\partial u}{\partial t} = \nabla \cdot (\tilde{c} \nabla u) - \tilde{\beta} \cdot \nabla u - \tilde{a} u,
\]

(4.19)

with the 3×3 unit matrix \( d = I_3 \). The matrix \( \tilde{c} \) contains the diffusion constant \( D \) (isotropic diffusion):

\[
\tilde{c} = \begin{pmatrix}
D & 0 & 0 \\
0 & D & 0 \\
0 & 0 & D
\end{pmatrix},
\]

(4.20)
while the SOC is introduced to the model by $\tilde{\beta}$, which is given by ($x \parallel [1\bar{1}0], y \parallel [110]$):

$$\tilde{\beta} = -\sqrt{2k_F L_p} \frac{1}{2h} \left( \begin{array}{ccc} 0 & 0 & (0 - (\alpha - \beta + \beta_3)) \\ 0 & 0 & 0 \\ (\alpha - \beta + \beta_3) & (\alpha - \beta + \beta_3) & 0 \end{array} \right),$$

(4.21)

where $L_p$ is the mean free path, and $k_F$ refers to the Fermi wave-vector. It is important to remark, that only the SOC terms along the channel direction are relevant for the result of the simulation, i.e. for a channel oriented along the $y$-direction only the contributions containing $(-\alpha - \beta + \beta_3)$ have to be taken into account, for instance. The matrix $\tilde{a}$ contains spin relaxation and introduces an external magnetic field $\vec{B}_{ext} = (B_x, B_y, 0)^T$ in the $x$-$y$-plane:

$$\tilde{a} = \left( \begin{array}{ccc} \frac{1}{\tau_x} & 0 & \frac{ge}{2m_e} B_y \\ 0 & \frac{1}{\tau_y} & \frac{k}{\tau_x} - \frac{ge}{2m_e} B_x \\ -\frac{ge}{2m_e} B_y & \frac{ge}{2m_e} B_x & \frac{1}{\tau_z} = \frac{1 + k}{\tau_x} \end{array} \right).$$

(4.22)

An additional anisotropy in the spin relaxation rate is introduced by the parameter $k = \tau_x/\tau_y$, such that, depending of the spin orientation, the spin relaxation rates differ. As discussed in Chapter 2.4.1, $k$ is related to the SOC parameters in a DP dominated spin relaxation regime, and is in this case defined as the ratio of $\tau_x$ and $\tau_y$ ($x \parallel [1\bar{1}0], y \parallel [110]$):

$$k \equiv \frac{\tau_x}{\tau_y} = \frac{(\alpha + (\beta_1 - \beta_3))^2 + \frac{\tau_3}{\tau_1} \beta_3^2}{(\alpha - (\beta_1 - \beta_3))^2 + \frac{\tau_3}{\tau_1} \beta_3^2}.$$
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According to this expression, $k$ not only depends on the linear Rashba ($\alpha$) and Dresselhaus ($\beta = \beta_1 - \beta_3$) contributions, but also on the cubic Dresselhaus parameter $\beta_3$. The importance of the latter is determined not only by its absolute strength, but also by the factor $\tau_3/\tau_1$, which contains the effective momentum scattering times $\tau_1 = \tau_p$, and $\tau_3 < \tau_p$. There, $\tau_1$ is equal to the momentum scattering time $\tau_p$, while $\tau_3$ depends on the electron scattering mechanisms in the regarded structure. Considering DP spin relaxation in bulk III-V semiconductors, $\tau_3 \approx \tau_p/6$ for impurity dominated scattering [27]. The spin relaxation time $\tau_z$ for spins oriented out-of-plane ($z$-direction) is then determined by the in-plane spin relaxation times $\tau_x$ and $\tau_y$:

$$\frac{1}{\tau_z} = \frac{1}{\tau_x} + \frac{1}{\tau_y} = \frac{1 + k}{\tau_x}. \quad (4.24)$$

Qualitative analysis of the extended spin diffusion model

For the simulations presented in the following, the effect of varying SOC strengths and a finite spin relaxation anisotropy $k \neq 1$ on the spin signal is investigated in detail. The simplified device geometry consists of a single channel with a width of $w_c = 1\, \mu m$. In the model, the SOC term (Eq. 4.21) is sensitive only to the total SOC strength for spins moving along the channel direction. For a channel oriented along [110] the only relevant SOC contributions in Eq. 4.21 are therefore the components of the tensor, which contain $(-\alpha - \beta + \beta_3)$, while for [110] only the terms containing $(\alpha - \beta + \beta_3)$ have to be taken into account. Thus, from the simulation only the total SOC strength is obtained, while it is not directly possible to distinguish between $\alpha$, $\beta$, or $\beta_3$. The spin relaxation anisotropy $k$ is regarded as an independent parameter, although it could be directly connected to SOC related quantities by Eq. 4.23. However, it is more convenient and intuitive for the qualitative analysis to vary $k$ independently. Similar to the non-local spin injection experiments described in Chapter 4.2.1, an external in-plane magnetic field $\vec{B}_{ext}$ is applied in the simulation, which is introduced in Eq. 4.22. The injected spins are oriented parallel to $\vec{B}_{ext}$. The orientation of $\vec{B}_{ext}$ is either parallel to the channel ($90^\circ$ signal), or perpendicular thereto ($0^\circ$ signal). Note that for the considered channel orientations along [110] and [1\overline{1}0], the SO-field is perpen-
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**Figure 4.12.** (a) Simulated magnetic field dependence of the 90° spin signal for different values of SOC, but with isotropic spin relaxation $k = 1$. The channel is oriented along [110], and $d = 7 \mu m$. The dip-feature observed in experiment (Fig. 4.10a) occurs only in the presence of a finite SOC. The 0° signals coincide with the 90° curve for $SOC = 0 \text{eV m}$, and are independent of SOC strength. (b) Influence of the spin relaxation anisotropy $k$ on 0° and 90° signal, without SOC. Note that for $k = 1$ (no anisotropy), 0° and 90° signal coincide. ($\mu_e = 6.2 \text{m}^2/\text{V s (exp.)}, n_s = 8.7 \times 10^{15} \text{m}^{-2 (exp.)}, \tau_s = 86 \text{ps (assumed)}$).

...
0° signal, on the other hand, in which case injected spin, external magnetic field, and SO-field are all oriented perpendicular to the channel direction, no magnetic field dependence is observable. The resulting signal is equal to the 90° signal in the absence of SOC (Fig. 4.12a).

According to Eq. 4.22, a finite spin relaxation anisotropy $k \neq 1$ introduces different spin relaxation times, depending on the orientation of the spin. In Fig. 4.12b simulated spin signals (0° and 90°) for various values of $k$ are shown in the absence of SOC. Without SOC the effective total magnetic field only consists of $B_{\text{ext}}$, which is parallel to the injected spin. Thus, no spin precession is induced, and the non-local spin signal is independent of the external magnetic field. For isotropic spin relaxation ($k = 1$), i.e. $\tau_x = \tau_y = 2\tau_z$, 0° and 90° signal are identical, while introducing a finite spin relaxation anisotropy results in a shift of the non-local voltage level. In Fig. 4.12b this voltage shift, relative to the level obtained for $k = 1$, is labeled $\Delta V_k$. There, for the 90° signal an increasing value of $k$ results in a larger $\Delta V_k$, while the signal level in the 0° configuration does not change. According to Eq. 4.22, an increase in $k$ leads to a decreasing spin relaxation time $\tau_y$ for spins oriented along the channel (y-direction), which in turn results in a smaller spin signal for the same injector-detector distance. For spins oriented along the x-direction, on the other hand, the corresponding spin relaxation time $\tau_x$ does not change as a function of $k$, such that the 0° signal is not affected. This difference between $\tau_x$ and $\tau_y$ gives rise to the difference $\Delta V_k$ between the 0° and the 90° signal.

In the experimentally investigated structure, a finite SOC strength can be expected (Chapter 4.1.3), which, according to Eq. 4.23, also gives rise to a finite spin relaxation anisotropy $k$. Thus, both SOC and a finite value of $k$ have to be taken into account in the simulations. In Fig. 4.13a magnetic field sweeps for various values of $k$ and a fixed SOC strength are shown. There, the voltage level difference $\Delta V_k$ is found to increase for increasing $k$, but also the shape (width and amplitude) of the 90° signal is affected. The SOC strength dependence of the simulated spin signal for a fixed value of $k$ (Fig. 4.13b), on the other hand, shows that $\Delta V_k$ is independent of SOC. However, the shape of the 90° signal changes as a function of SOC. As a tendency, the dip-like magnetic field characteristic of the
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**Figure 4.13.** Simulated 0° and 90° spin signal. (a) Dependence of the spin signal on the spin relaxation anisotropy $k$, for a fixed SOC strength of $4.45 \times 10^{-13}$ eV m. (b) SOC strength dependence for a fixed spin relaxation anisotropy $k = 1.6$. ($\mu_e = 6.2 \text{ m}^2/\text{V s (exp.)}, n_s = 8.7 \times 10^{15} \text{ m}^{-2} \text{ (exp.)}, \tau_s = 86 \text{ ps (assumed)})$

90° configuration, which originates from SOC, increases in amplitude and width for an increased SOC strength. From these qualitative simulations, it becomes apparent that amplitude and width of the dip-shaped spin signal strongly vary as a function of SOC and spin relaxation anisotropy $k$. The interplay between SOC strength and $k$ thus limits the possibilities of a quantitative analysis, as discussed below in Chapter 4.2.4.

**Qualitative comparison to experiment for channel $|| [110]$**

A parameter range, in which the simulated spin signals qualitatively reproduce the angle dependence of the measured signal, can be approached manually. Fig. 4.14a and Fig. 4.14b show a comparison between experimental data and simulated spin signal, with a manually adjusted finite SOC strength and spin relaxation anisotropy $k$. The modeled 0° signal exhibits no magnetic field dependence (Fig. 4.14b), while a distinct dip-feature is observable for spins injected perpen-
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Figure 4.14. (a) Non-local spin signal for channel oriented along [110] for different orientations of the external magnetic field. (b) Simulated spin signal, which qualitatively reproduces the experiment (a) by adjusting SOC strength and $k$ in the model. ($k = 3.2$, $SOC = 4.2 \times 10^{-13} \text{eV m}$, $\tau_x = 265 \text{ps}$, $g = -0.3$)

Dicular to the contact orientation (90°), which results from a finite SOC. An important characteristic of the 90° signal is the change of sign, which indicates that a spin component arrives at the detector antiparallel to the magnetization of the detecting contact. As injecting and detecting contact are magnetized parallel by the external magnetic field, also the injected spin is oriented parallel to the magnetization of the detector. Thus, an antiparallel spin component at the detector can only be due to spin precession, causing the injected spin to precess by an angle between $\pi/2$ and $3/2 \pi$, or integer multiples thereof. Another important characteristic of the signal is the voltage difference $\Delta V_k$ between the 0° and 90° signal at large magnetic fields. This can be reproduced by introducing a spin relaxation anisotropy $k$, which is basically a result of the presence of a finite SOC according to Eq. 4.23. For a magnetic field angle of 45° and 135° relative to the...
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orientation of the contacts, the simulated signals are asymmetric with respect to $B_{\text{ext}} = 0$ T, with the 45° signal being mirror-symmetric at $B_{\text{ext}} = 0$ T to the 135° signal. The symmetry properties of the signal can be understood by regarding the direction of the effective magnetic field $B_{\text{eff}}$, as discussed above (Fig. 4.10d).

The simulated spin signal (Fig. 4.14b) agrees well with the experimentally obtained data (Fig. 4.14a), with all key features of the signal being qualitatively reproduced. This requires introducing a finite SOC strength, which also gives rise to an anisotropy of spin relaxation $k$. The dip-feature of the 90° signal can be attributed to the presence of SOC, while the non-local voltage difference $\Delta V_k$ is a result of the spin relaxation anisotropy $k$. Thus, a signature of SOC can be observed experimentally in the 90° signal, which is a central finding, especially, as SOC related spin precession is typically linked to ballistic spin transport. For the presented devices, however, spin transport is dominated by diffusion, which is apparent from the exponential decay of the spin signal with increasing injector-detector distance, but is also supported by the qualitative agreement with the purely diffusive model.

Additional remarks concern the features of the experimental non-local signals for $|B_{\text{ext}}| \lesssim 100$ mT. There, for large magnetic fields ($|B_{\text{ext}}| \gtrsim 100$ mT), injecting and detecting contact are magnetized parallel to $B_{\text{ext}}$, while in the low magnetic field range their magnetization can rotate, preferably towards one of the magnetically easy axes. Thus, for small external magnetic fields the magnetization of the contacts, especially their relative orientation, is not determined, such that an interpretation of the signal is not possible in this range. Additionally, it has to be remarked that the scale of the simulated curves is phenomenologically set in order to roughly match the experimental data. The main limitation of determining the scaling factor in the model is the lacking knowledge on the spin relaxation time $\tau_x$, which cannot be accessed experimentally in the presented structure and can only be estimated on the basis of the spin diffusion length $\lambda_s$. This, however, requires assuming the spin diffusion constant $D_s$ to be equal to the charge diffusion constant $D_c$, which is not necessarily the case. Instead, $D_s$ is in general smaller compared to $D_c$ in 2DEG structures, due to electron-electron interactions, which do not conserve the spin current, thus implying an additional damping of
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spin diffusion (Coulomb drag) [102, 155–157]. Furthermore, a minor inconsistency between experiment and simulation are the voltage levels at high magnetic fields. Especially for the 45° and 135° configuration these signal levels are closer to the 90° signal in experiment compared to the model. This is most likely related to an inaccurate experimental determination of the 0-spin-signal (0-SG). The 0-SG can be extracted from SV measurements and basically lies in the middle between the parallel and the antiparallel level of the SV signal. Inaccuracies can be due to imperfect magnetic switching of the ferromagnetic contacts, which can inhibit the formation of a clearly distinguishable antiparallel magnetization level, for instance. Also, it has to be kept in mind that the parallel and antiparallel levels of the SV signal typically form along the magnetically easy axes of the ferromagnet, i.e. along [100] or [010]. The thus determined 0-SG is therefore only valid for spins oriented along these directions, yet in experiment this 0-SG is used as a reference for all orientations, as it is not possible to determine the specific 0-SG levels for spins oriented along the [110] or [1\bar{1}0] direction. This could lead to a shift of the experimentally obtained spin signals relative to each other, which could explain the discrepancy with regard to the simulation.

Qualitative comparison to experiment for channel $\parallel [1\bar{1}0]$

For the measurements regarded above, the channel is oriented along the [110] direction. By comparison to finite element simulations, the dip-like signal characteristic of the 90° signal could be related to the presence of a finite SOC. For a channel orientation along the [1\bar{1}0] direction, on the other hand, the experimental 90° signal shows no magnetic field dependence, apart from irrelevant features in the low field range (Fig. 4.15a). This implies that the SOC which affects spins moving along the [110] direction, is much weaker compared to the previously investigated [110] orientation. This anisotropy can be understood by regarding the absolute values of the total SOC strength for channels along $\vec{k} \parallel [110]$ and
4.2 Signatures of spin orbit coupling in spin transport measurements

\[ \vec{k} \parallel [\overline{1}10], \] which are given by \((x \parallel [1\overline{1}0], y \parallel [110]):\]

\[
SOC_{k\parallel[110]} = | - \alpha + 2 \beta_3 - \beta_1 | \\
SOC_{k\parallel[1\overline{1}0]} = | \alpha + 2 \beta_3 - \beta_1 |. \tag{4.25}
\]

There, the linear Dresselhaus parameter \(\beta_1\) is related to the expectation value of \(\langle k^2_z \rangle\), and the bulk Dresselhaus parameter \(\gamma\) [26, 70, 71]:

\[
\beta_1 = -\gamma \langle k^2_z \rangle \approx 1.37 \times 10^{-13} \text{eV m}. \tag{4.26}
\]

For (In,Ga)As/GaAs quantum well structures with low In-contents of 10\% and 12\%, which is similar to the heterostructure investigated within the scope of this thesis (9\% In-content), and an identical QW width of 20 nm, a value of \(\gamma \approx -7.5 \text{eV Å}^3\) is reported by M. Studer et al. [77]. The expectation value of \(\langle k^2_z \rangle\) can be obtained from self-consistently solving the Schrödinger-Poisson equation, which allows determining the electron wave-function for the given heterostructure. Calculating the quantum mechanical average then yields \(\langle k^2_z \rangle \approx 1.83 \times 10^{16} \text{m}^{-2}\) for \(n_s = 8.3 \times 10^{11} \text{cm}^{-2}\). With these values for \(\gamma\) and \(\langle k^2_z \rangle\), \(\beta_1 \approx 1.37 \times 10^{-13} \text{eV m}\). The cubic Dresselhaus parameter \(\beta_3\), on the other hand, is determined by the charge carrier density \(n_s\) [26, 100, 158]:

\[
\beta_3 = -\gamma \frac{k_F^2}{4} = -\frac{\gamma \pi n_s}{2} \approx 9.78 \times 10^{-14} \text{eV m}. \tag{4.27}
\]

For \(n_s\) the experimentally determined value of \(n_s = 8.3 \times 10^{15} \text{m}^{-2}\) is taken.

The lacking dip-like characteristic in the 90° signal for a channel along [110] implies that the SOC strength for \(\vec{k} \parallel [1\overline{1}0]\) is much weaker compared to \(\vec{k} \parallel [110]\):

\[
SOC_{\vec{k}\parallel[110]} > SOC_{\vec{k}\parallel[1\overline{1}0]} \tag{4.28}
\]

Therefore,

\[
| - \alpha + 2 \beta_3 - \beta_1 | > | \alpha + 2 \beta_3 - \beta_1 | \\
| - \alpha + 5.9 \times 10^{-14} \text{eV m} | > | \alpha + 5.9 \times 10^{-14} \text{eV m} |, \tag{4.29}
\]
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which strongly suggests that

\[ \alpha < 0. \]  

(4.30)

A further analysis of the experimental data presented in Fig. 4.15a, shows that, unlike in case of the channel directed along [110], the signal level of the 0° signal is lower than that of the 90° signal. Another difference is the symmetry of the spin signal obtained for an external magnetic field orientation of 45° and 135°. In order to model the spin signal for a channel along [1\bar{1}0], the model geometry which is introduced in Chapter 2.6 has to be rotated by -90°, and the nomenclature of the external magnetic field direction has to be adjusted accordingly, such that \( \vec{B}_{\text{ext}} \) is again directed perpendicular to the channel for the 0° signal. The resulting simulations are shown in Fig. 4.15b. Qualitatively reproducing the measurements requires setting a small SOC strength, which is around an order of magnitude weaker compared to the [110] direction. The small SOC in the model results in a very weak modulation of the 90° signal and introduces a minor asymmetry of

![Figure 4.15](image-url)
the 45° and the 135° signal with respect to $B_{\text{ext}} = 0 \, \text{T}$. Without SOC the 90° signal is independent of the external magnetic field, and the 45° and 135° signals are identical. Comparison to experiment indicates the presence of a small SOC contribution due to the minor asymmetry of the 45° and the 135° signal. For the spin relaxation anisotropy $k$ the same value as for the previously conducted calculations for a channel orientation along [110] is taken. This is reasonable, as, according to Eq. 4.23, the spin relaxation anisotropy $k$ is given by the ratio of the spin relaxation times $\tau_x$ and $\tau_y$, which does not change for a channel along [110] compared to the [110] direction. Due to the same value of $k$, the voltage level difference $\Delta V_k$ is identical to the simulations for a channel orientation along [110], which is in good agreement with the experimental findings.

For the channel along [110] the external magnetic field is oriented along the $x$-direction for the 90° signal in the model, not along the $y$-direction as for the previously regarded channel along [110]. Thus, the relaxation of spins oriented along the channel (90°) is now determined by the spin relaxation time $\tau_x$, while for spins perpendicular to the channel (0°) spin relaxation is determined by $\tau_y$. Due to the finite spin relaxation anisotropy $k = \tau_x/\tau_y > 1$, $\tau_x$ is now larger than $\tau_y$. Thus, for the same injector-detector distance, the spin signal is larger for spins oriented along the channel (90°) compared the spins oriented perpendicular to the channel direction (0°). This gives rise to the reversal of the signal level magnitudes of the 0° and 90° signal compared to the [110] direction.

Furthermore, also the asymmetry of the 45° and 135° signal arises from the presence of a finite SOC strength. Without SOC the spin signals in these configurations are symmetric with respect to $B_{\text{ext}} = 0 \, \text{T}$, and the 45° and 135° signals are identical. Introducing a finite SOC leads to an asymmetry of the spin signal, which gets more pronounced for an increased SOC strength, as shown in Fig. 4.16. Note that the 135° signal is mirror-symmetric to the 45° signal at $B_{\text{ext}} = 0 \, \text{T}$. For a SOC strength of $4 \times 10^{-13} \, \text{eV m}$, the signal approaches that of the simulation for a channel along [110] (Fig. 4.14b).
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Figure 4.16. Dependence of 45° spin signal on SOC strength. In the absence of SOC the signal is symmetric (red), while a finite SOC strength introduces an asymmetry with respect to \(B_{\text{ext}} = 0\text{T}\). (\(k = 3.2\), \(\tau_x = 265\text{ps}\), \(g = -0.3\), \(\mu_e = 6.2\text{m}^2/\text{V} \cdot \text{s}\), \(n_s = 8.7 \times 10^{15}\text{m}^{-2}\))

4.2.4 Semi-quantitative evaluation

Quantitative evaluation and fitting is subject to restrictions, yet a rough estimation of the order of magnitude of some parameters, like spin relaxation anisotropy \(k\) and SOC strength, is possible. As there is a mutual dependence between many of the parameters in the model, however, some prerequisites and assumptions have to be made in order to extract conclusive values. First of all, the spin relaxation time \(\tau_x = \lambda_s^2/D_c\) has to be determined by the charge diffusion constant \(D_c\) and the spin diffusion length \(\lambda_s\). There, \(\lambda_s\) is obtained from the SV signal for an external magnetic field orientation parallel to the contact (0°). However, the switching between the parallel and antiparallel level of the SV signal takes place along one of the magnetically easy axes of the contacts, i.e. along [100] or [010]. Thus, the extracted spin diffusion length of \(\lambda_s = 7.4\mu\text{m}\) is valid for spins oriented along these directions. In the model, however, the \(x\)-direction is along [1\(\bar{1}\)0], so that the spin diffusion length, which is extracted for [100], or [010] respectively, can only be used as an approximation for the spin relaxation time \(\tau_x\). Additionally, the charge diffusion constant \(D_c\), which can be obtained from the experimental values of the charge carrier density \(n_s\) and the electron mobility \(\mu_e\), is implemented for calculating \(\tau_x\), instead of the spin diffusion constant \(D_s\). This approximation has to be used, as there is no direct experimental access to the spin relaxation time in this structure. In general, \(D_s\) can be smaller compared to \(D_c\) due to electron-
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electron interactions [102, 155–157]. Based on these approximations, a value of \( \tau_x = 265 \text{ ps} \) is obtained.

The fitting routine itself is based on two separate steps. First, the scaling factor in the model is determined in such a way that it matches the simulated signal height with the experimental one. For a given \( \tau_x \) and \( D_s = D_c \), a unique value of the scaling factor in the model can be determined from the level of the experimental 0° signal, which is magnetic field independent, and also does neither depend on the SOC strength, nor on the spin relaxation anisotropy \( k \). The dip-like feature of the 90° signal is then fitted with the thus extracted scaling factor. There, SOC strength, and spin relaxation anisotropy \( k \) are the main fitting parameters. In order to obtain matching fits, however, it is additionally found to be necessary to allow variations of the electron g-factor, which basically scales the magnetic field axis. The spin relaxation anisotropy \( k \) is the only parameter, which introduces a voltage difference \( \Delta V_k \) between the 0° and 90° signal at large magnetic fields. Therefore, \( k \) could be uniquely determined from the fitting routine. The dip- feature of the 90° signal, on the other hand, depends not only on the strength of SOC, but also on \( k \) and the g-factor. Although \( k \) is assumed to be given by the difference between the 0° and 90° data, it is therefore still not possible to obtain a unique value of the SOC strength.

The main sources of error come from a dependence of the shape of the 90° signal on the background removal procedure (App. A.1), as it affects the obtained values of SOC strength and g-factor. Significant inaccuracies may also arise from the erroneous determination of the 0-spin-signal (0-SG), which potentially gives rise to an additional artificial voltage offset. The 0-SG can only be determined from the SV signal (0°) and is then subtracted from all experimental curves, assuming it is the same for all external magnetic field directions. When this is not the case, there is an artificial shift between the considered curves, which affects the obtained values of the scaling factor and the spin relaxation anisotropy \( k \). As a different value of \( k \) not only affects the difference between the 0° and 90° signal (\( \Delta V_k \)), but also changes the shape of the 90° curve, also different values for the SOC strength and the g-factor are obtained. Thus, it has to be kept in mind that the parameter determination can only be understood as a semi-quantitative
approximation, yielding a rough order of magnitude of the extracted parameters. In Fig. 4.17a and Fig. 4.17b the internal fitting routine of the COMSOL software is applied to the experimental data obtained for two different injector-detector distances $d$. The magnetic field range for $|B| < 200\,\text{mT}$ is not taken into account in the fitting process. The $0^\circ$ signal is fitted separately in order to obtain a value for the scaling factor. Subsequently, the $90^\circ$ data is matched with $k$, SOC and g-factor as free parameters. As the $0^\circ$ signal shows no magnetic field dependence, both in experiment and simulation, the fit can be adjusted perfectly by setting the scaling factor (Fig. 4.17). The fit of the $90^\circ$ signal for a injector-detector distance of $d = 7\,\mu\text{m}$ shows some deviations from the experimental curves, which are most likely related to the limitations of the fitting routine, due to the before mentioned sources of inaccuracies. For a distance of $d = 11\,\mu\text{m}$, on the other hand, a significantly better fitting result is obtained.

![Figure 4.17](image_url)

**Figure 4.17.** Fitted $0^\circ$ and $90^\circ$ spin signals for a channel orientation along $[110]$, for two different injector-detector distances of $d = 7\,\mu\text{m}$ (a) and $d = 11\,\mu\text{m}$ (b). The resulting fitting curves are shown in green.

The extracted parameter values are summarized in Tab. II. There, a value for the spin relaxation anisotropy of around $k \approx 3$ can be estimated, and the strength of the total SOC lies in the lower $10^{-13}\,\text{eV m}$ range. For the electron g-factor a value of $g = -0.34$ for $d = 7\,\mu\text{m}$, and $g = -0.26$ for $d = 11\,\mu\text{m}$ is obtained from the fit. These values are in good agreement with the g-factor value of $g = -0.29$, which
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was experimentally determined by M. Studer et al. [159] in an In$_{0.1}$Ga$_{0.9}$As/GaAs QW structure with a similar indium concentration as the heterostructure under investigation.

| d (µm) | scale $f'$ | $k$ | $SOC_{k||[110]}$ ($10^{-13}$ eV m) | g-factor | $P_{inj}$ |
|-------|-----------|----|-------------------------------|---------|---------|
| 7     | 0.79      | 2.94 | 4.20                          | -0.34   | 0.41    |
| 11    | 0.78      | 3.11 | 3.29                          | -0.26   | 0.40    |

Table II. Summary of the parameter values obtained from the fitting routine, i.e. scaling factor $f'$, spin relaxation anisotropy $k$, total SOC strength $SOC_{k||[110]}$, and electron g-factor, for a channel orientation along [110]. The value of $P_{inj}$ is calculated separately.

Additionally, from the scaling factor $f'$, which results from the fitting approach, it is possible to obtain a value of the spin injection efficiency $P_{inj}$. The model simulates the spatial distribution of the spin density accumulation $s = n_\uparrow - n_\downarrow$. In this context, the scaling factor $f$ in the model can be related to $P_{inj}$ by the following expression (Chapter 2.6):

$$f = \frac{j P_{inj}}{e}. \quad (4.31)$$

However, in experiment the spin accumulation is measured as a non-local voltage drop $V_{nl}$ at the detector. Thus, the scaling factor obtained from the fitting routine cannot be connected to $P_{inj}$ based on this equation. Instead, an additional factor has to be taken into account, which connects $V_{nl}$ to the spin density $s$. Generally, the non-local voltage can be expressed in terms of the spin accumulation $\mu_s$:

$$V_{nl} = P_{det}\mu_s \approx P_{inj}\mu_s. \quad (4.32)$$

There, $P_{det}$ is assumed to be equal to the injection efficiency $P_{inj}$, which is valid for small injection currents [18]. The spin accumulation $\mu_s$ itself is related to the
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spin density $s$ by the following expression:

$$\mu_s = \frac{s}{e \text{DOS}}, \text{ with } \text{DOS} = \frac{m^*}{\pi \hbar^2},$$  \hspace{1cm} (4.33)

where DOS is the density of states of the 2-dimensional system. Thus, the non-local voltage drop $V_{nl}$ can be linked to the spin density $s$:

$$V_{nl} = \frac{P_{inj}}{eg} s,$$  \hspace{1cm} (4.34)

which requires taking into account an additional factor of $P_{inj}/eg$. The scaling factor $f'$, which results from fitting the non-local voltage signal, can therefore be related to $P_{inj}$ by the following formula:

$$f' = \frac{P_{inj}}{eg} f = \frac{P_{inj}^2 j}{e^2 g}.$$  \hspace{1cm} (4.35)

Rearranging yields:

$$P_{inj} = \sqrt[2]{\frac{f' e^2 g}{j}}.$$  \hspace{1cm} (4.36)

For a current density of $j = 4 \mu A/20 \mu m$, which assumes a 1-dimensional contact with no spatial extension along the channel, similar to the simplified geometry implemented in the simulation, a spin injection efficiency of $P_{inj} \approx 40\%$ is obtained for both distances. This value is in excellent agreement with the previously determined injection efficiencies for an array geometry with a channel width of $w_c = 1 \mu m$ (Chapter 4.1.3).

4.2.5 Conclusion

In this chapter, the array device geometry introduced in Chapter 4.1 was implemented in order to investigate SOC related phenomena. The transport channels were oriented along $[110]$ and $[\bar{1}10]$, such that the corresponding SO-fields are perpendicular to the channel. Thus, if the injected spin has a component which is perpendicular to this SO-field, spin precession is induced. There, an external
magnetic field allowed setting the orientation of the injected spins, which is con-
considered parallel to $B_{\text{ext}}$. For an orientation of the injected spins which is parallel
to the channel direction (90° signal), a distinct dip-feature was observable in the
magnetic field sweep for a channel along [110]. This signal characteristic could
be attributed to the presence of a finite SOC strength, which could be confirmed
qualitatively by simulations based on the extended spin diffusion model presented
in Chapter 2.6. A semi-quantitative approach additionally allowed fitting the ex-
perimental data. There, the total SOC was found to lie in the low $10^{-13}$ eV m
range. For a channel orientation along [110], on the other hand, no distinct SOC
related features could be observed in the 90° signal, which suggests that the SOC
strength along this direction is significantly smaller compared to [110]. This crys-
tallographic orientation dependence of the SO-fields gives rise to a dependence of
the spin relaxation time on the spin orientation, which is referred to as spin relax-
ation anisotropy $k$. A consequence of a finite $k$ could be observed in experiment
as a difference $\Delta V_k$ in the signal levels between the 0° and the 90° signal, at high
magnetic fields. This could also be confirmed qualitatively by the extended spin
diffusion model.

4.3 Gate control of spin precession

In the previous chapter, the presence of a finite SOC strength in the structure
under investigation could be confirmed. There, specific spin signal characteristics
could be assigned to SOC. In a next step, the gate tunability of the SOC re-
lated features is investigated. First, however, basic properties and general aspects
regarding gated devices are discussed, before focusing on gated spin transport
measurements, and on a qualitative comparison of the experimental data to sim-
ulations.

4.3.1 General aspects

In common semiconductor devices, gate electrodes allow modulating the proper-
ties of the transport channel, in particular the charge carrier density $n_s$ and the
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electron mobility $\mu_e$ [143, 160–162]. In most cases, gated structures consist of a thin metal layer which is electrically separated from the channel by an insulating oxide. For industrial applications, SiO$_2$ is commonly used as an oxide material, in particular for Si-based structures [163–165]. However, in order to reduce leakage currents between the gate electrode and the channel, it is advantageous to implement so-called high-k materials with a dielectric constant $k_{\text{diele}}$ larger than that of SiO$_2$ ($k_{\text{diele}} = 3.9$) [163, 164, 166, 167]. Due to the higher dielectric constant, these oxides can be grown thicker while the capacitive coupling remains the same compared to materials with lower values of $k_{\text{diele}}$. In the following experiments aluminium oxide (Al$_2$O$_3$) is implemented, the dielectric constant of which lies around $k_{\text{diele}} = 8 – 10$ [163, 164, 166]. This oxide can be fabricated in a good quality by atomic layer deposition (ALD). Additionally, the large bandgap of Al$_2$O$_3$ (7 eV to 9 eV) compared to other high-k materials effectively prevents charge transfer through the oxide [163, 166, 168]. The effect of an applied gate voltage on the conductive channel can be described in a simplified picture as a parallel plate capacitor, consisting of the gate electrode and a 2DEG with a dielectric layer in between [165]. In this approximation, the relation between the charge carrier density $n_s$ in the 2DEG and the gate voltage $V_g$ can be given by:

$$V_g = V_{\text{th}} + \frac{en_s}{C_g},$$

(4.37)

with the total capacitance $C_g$ per unit area of the layers between the gate electrode and the channel, and the threshold voltage $V_{\text{th}}$. The latter defines the gate voltage at which the channel starts becoming conductive, or gets pinched-off respectively. Above $V_{\text{th}}$ the charge carrier density changes linearly as a function of the gate voltage. It directly follows from Eq. 4.37 that applying a gate voltage allows tuning the charge carrier density $n_s$. A change in $n_s$, in turn, affects the electron mobility $\mu_e$, which therefore also indirectly depends on $V_g$ [143, 160–162, 169–173]. Determining the actual dependence of the electron mobility on carrier density requires distinguishing two cases. For densities below about $n_s = 2 \times 10^{12} \text{ cm}^{-2}$ the electron mobility increases with increasing $n_s$, which is ascribed to Coulomb scattering at charged dislocation lines or ionized impurities [160–162, 169]. For
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Figure 4.18. Experimental results of M. Manfra et al. [160], showing the dependence of electron mobility \( \mu_e \) on the electron density \( n_s \). There, two regions for low \( n_s \ll 2 \times 10^{12} \text{ cm}^{-2} \) and high \( n_s \gg 2 \times 10^{12} \text{ cm}^{-2} \) are distinguished. Adapted from [160].

higher densities interface roughness and alloy scattering dominate, which leads to a decrease of mobility with increasing \( n_s \) [160, 161, 169, 170]. In Fig. 4.18 a typical \( n_s \) dependence of the electron mobility is shown, which is based on the experimental results of M. Manfra et al. [160]. In general, an increase of \( n_s \) leads to a larger Fermi wave-vector \( k_F = \sqrt{2\pi n_s} \) [160, 174]. Considering only Coulomb scattering, which is the dominant scattering mechanism for low carrier concentrations, a larger \( k_F \) results in a smaller scattering angle for a given scattering wave-vector. Therefore, the electron mobility increases with increasing \( n_s \). In the low density regime, a power law dependence is found to describe the relation between \( \mu_e \) and \( n_s \) [160–162, 169, 171–173]:

\[
\mu_e \propto n_s^a.
\]  

Introducing Coulomb scattering at charged dislocation lines, D. Jena et al. [171] found a theoretical value of \( a = 1.5 \), while the experimentally observed values range from \( a = 0.6 \) to \( a = 2.1 \) [160–162, 169, 172, 173].

A common issue with dielectric layers grown on a SC structure is the presence of so-called trap states, which act as charge traps and limit the performance of the device. These trap states arise from defects at the interface between the dielectric layer and the SC, or within the oxide layer itself [143, 167, 175–184]. Defects in \( \text{Al}_2\text{O}_3 \) can originate from aluminium or oxygen vacancies, or from aluminium or oxygen interstitials [185]. W. Choi et al. [185] derived the defect type from calculating the corresponding energy levels of these states, finding that aluminium
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![Figure 4.19](image)

**Figure 4.19.** Visualization of the filling process of deep trap states, which are located at the interface between oxide and SC structure. (a) In the unbiased case the Fermi levels of the metal gate $E_{Fm}$ and the heterostructure $E_{Fs}$ are equal. The trap states are filled up to the Fermi level. (b) Applying a positive bias at the gate makes charge transfer from the 2DEG into the trap states possible, thus resulting in the population of more trap states. (c) Returning to the unbiased situation only leads to a partial depopulation of the trap states. Adapted from [178].

Vacancies and oxygen interstitials act as deep acceptor states, while aluminium interstitials act as deep donors. Oxygen vacancies, on the other hand, can form either acceptor or donor states, depending on the position of the Fermi level. Additional states within the bandgap can arise from dangling bonds at the interface between the dielectric layer and the SC. In Fig. 4.19 the trapping process is schematically depicted for a general heterostructure system with a 2DEG channel. In equilibrium, the Fermi level of the metal gate $E_{Fm}$ and that of the SC heterostructure $E_{Fs}$ are equal, and only the trap states below the Fermi energy are occupied (Fig. 4.19a). Applying a voltage at the gate electrode leads to a tilt of the bandstructure (Fig. 4.19b). If the applied voltage is large enough, a charge transfer from the 2DEG to the interface between oxide and SC is possible, which results in the population of additional trap states [177, 178, 181]. Subsequently decreasing the voltage at the gate leads to the emission of the trapped charges, especially those which populate energy levels close to the conduction band (shallow traps), while traps which lie deeper within the bandgap (deep traps) remain popu-
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lated (Fig. 4.19c). Due to the extremely long emission times of the deep trap states (up to $\sim 10^{20}$ s at room temperature [177]), their population can be considered permanent [177, 178, 181]. Depopulation by applying a large reverse gate voltage or by thermal emission, even at room temperature, is not possible. However, populated deep trap states can be ionized by optical excitation via external illumination [177]. As a result of the additional quasi-permanently trapped charges between the gate electrode and the channel, the capacitive effect of the gate on the 2DEG is screened. A consequence observed in experiment is the irreversible shift of the threshold voltage $V_{th}$ towards higher voltages once the applied gate voltage exceeds a critical value, a phenomenon which is commonly reported for gate-oxide-semiconductor structures [143, 167, 175–185]. Also the linear change of the charge carrier density $n_s$ with gate voltage (Eq. 4.37) is affected, such that $n_s$ can become independent of $V_g$. There, the additional electrons in the QW for an increased gate voltage can be partially transferred to the deep trap states instead of populating the transport channel, such that $n_s$ in the channel does not increase. Additionally, at even larger gate voltages, the populated trap states can completely screen the capacitive effect of gate electrode, so that $n_s$ does not change with $V_g$.

4.3.2 Gated charge transport measurements

Magneto-transport measurements are conducted on a separate set of devices, which consist only of a conductive transport channel, reference contacts, and voltage probes, allowing experimental access to the longitudinal voltage $V_{xx}$. The

![Figure 4.20. Gated magneto-transport measurement setup from the top (a) and from the side (b). For simplicity, the gate is not showed in (a).](image)
device geometry is schematically depicted in Fig. 4.20. The transport channel itself is 20\,\mu m wide, yet between the longitudinal voltage probes the channel is divided into an array of 1\,\mu m wide stripes, similar to the spin injection device geometry (Chapter 4.1.1). For reasons of simplicity, the gate itself is not shown in the top view (Fig. 4.20a), while on the actual sample the entire channel is covered by the gate electrode, separated from the heterostructure by 20\,nm of SiO$_2$ and 100\,nm of Al$_2$O$_3$ (Fig. 4.20b). On these devices no spin injection or detection contacts are fabricated, however, the same heterostructure system is used. Applying

![Figure 4.21](image_url)

**Figure 4.21.** (a) Longitudinal resistivity $\rho_{xx}$ in dependence of gate voltage $V_g$ and out-of-plane magnetic field $B$, showing clear Shubnikov-de Haas oscillations. Gate control of the oscillation period, which is related to $n_s$, is only possible up to a gate voltage of about 3 V. (b) Single exemplary magnetic field sweeps (horizontal cut-lines in (a)). (c) Gate dependence of electron mobility $\mu_e$, charge carrier density $n_s$, and sheet resistance $R_s = \rho_{xx}(B = 0\,T)$, extracted from the magneto-transport measurements shown in (a).
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A current (AC) across the channel in combination with an external out-of-plane magnetic field, gives rise to Shubnikov-de Haas oscillations in the longitudinal voltage $V_{xx}$ (magneto-transport measurement). From the period of these oscillations the charge carrier density $n_s$ can be extracted [153], so that it is possible to resolve the gate dependence of $n_s$. In Fig 4.21a the longitudinal resistivity $\rho_{xx}$ obtained from magnetic field sweeps for different gate voltages is summarized in a color-plot, along with exemplary single magnetic field sweeps in Fig 4.21b (horizontal cut-lines). There, clear Shubnikov-de Haas oscillations can be observed, especially for larger gate voltages, i.e. higher charge carrier densities. However, the period of these oscillations, thus also $n_s$, changes as a function of gate voltage only up to about $V_g \approx 3$ V, while the influence of the gate is significantly suppressed for larger voltages. The charge carrier density $n_s$ can be directly obtained from the period of the Shubnikov-de Haas oscillations (Fig. 4.21c). Additionally extracting the sheet resistance $R_s = \rho_{xx}(B = 0 \text{T})$ from the transport measurements allows calculating the electron mobility $\mu_e = 1/(en_sR_s)$ [153] (Fig. 4.21c). In the gate range below $V_g \approx 3$ V, both $n_s$ and $\mu_e$ change approximately linearly with $V_g$. According to Eq. 4.37, the linear change of $n_s$ with gate voltage is expected, while the loss of capacitive coupling for larger gate voltages can most likely be attributed to the population of trap states. There, either the additional charge carriers in the channel for higher $V_g$ directly populate these trap states, such that $n_s$ in the 2DEG does not increase with $V_g$, or the effect of the gate electrode is capacitively screened for even larger gate voltages, in which case most trap states are populated (Chapter 4.3.1). Similar gate dependent transport characteristics are also reported by M. Trottmann [143] for InAs QW heterostructures.

The linear change of the charge carrier density $n_s$ with a gate voltage is expected from Eq. 4.37. As according to Eq. 4.38 the electron mobility $\mu_e$ is related to $n_s$, the gate dependence of $\mu_e$ is a consequence of the dependence of $n_s$ on $V_g$. In Fig. 4.22 the experimentally determined dependence of $\mu_e$ on $n_s$ is shown, which can be compared to the experimental findings of M. Manfra et al. [160] (Fig. 4.18). As the maximum carrier density is below $1 \times 10^{12}$ cm$^{-2}$, the above mentioned power law dependence ($\mu_e \propto n_s^a$) is expected to describe the correlation between $\mu_e$ and $n_s$ (Eq. 4.38). Fitting this dependence to the experimental data yields a
value of \( a = 1.52 \), which agrees exceptionally well with theoretical consideration \((a_{\text{theor}} = 1.5 [171])\). This suggests that the gate dependent transport properties of the investigated samples are dominated by Coulomb scattering, which affects the mobility as a function of \( n_s \). For larger charge carrier densities \((n_s \gtrsim 8 \times 10^{11} \text{ cm}^{-2})\) the relation between \( \mu_e \) and \( n_s \) deviates from the \( n_s^{1.5} \) dependence, similar to the findings of M. Manfra et al. [160] (Fig. 4.18). The decrease of \( \mu_e \) with increasing \( n_s \) for higher densities is attributed to an increasing importance of interface roughness and alloy scattering [160, 161, 169, 170]. As \( \mu_e \) is linked to \( n_s \), the gate dependence of \( \mu_e \) is introduced by the dependence of \( n_s \) on the gate voltage. The observed increase of the electron mobility \( \mu_e \) with increasing gate voltage (Fig. 4.21c) is commonly observed in gated 2DEG structures in this charge carrier density range [143, 160–162, 169–173].

Another effect of the capacitive shielding of the gate electric field due to trapped charges can be observed as a shift of the threshold voltage \((V_{th})\). There, a constant voltage \( V_{\text{appl}} \) is applied to the channel and the current through the channel is measured as a function of the applied gate voltage \( V_g \) (Fig. 4.23c). At a certain threshold gate voltage \( V_{th} \) the channel is fully depleted and the conduction is suppressed accordingly (pinch-off), while for larger gate voltages electrical conduction is possible. The value of the threshold voltage hardly changes and shows no significant hysteretic behavior, when sweeping the gate only in a small voltage range up to about \( V_g = 2.5 \text{ V} \) (Fig. 4.23a). Applying large positive voltages to the gate

Figure 4.22. Electron mobility \( \mu_e \) in dependence on charge carrier density \( n_s \). For \( n_s \lesssim 2 \times 10^{12} \text{ cm}^{-2} \) \( \mu_e \) is expected to be proportional to \( n_s^{1.5} [171] \), which is in perfect agreement with the experimental findings.
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Figure 4.23. Current through the channel as a function of the applied gate voltage. There, a constant voltage $V_{\text{appl}} = 4\, \text{V (AC)}$ is applied across the channel with an additional $10\, \text{M\Omega}$ resistance in series, and the current through the channel is measured as a function of $V_g$ (c). Sweeping the gate in a small voltage range (a) causes no hysteresis, while applying a large gate voltage (b) leads to a significant shift of the threshold voltage $V_{\text{th}}$ towards higher values, which can only be reversed by external illumination.

leads to a shift of the pinch-off voltage towards a higher gate voltage (Fig. 4.23b). This effect cannot be reversed by applying a large negative bias at the gate. This shift of the threshold voltage is a common phenomenon observed in gated SC structures and is typically attributed to the population of deep trap states [143, 167, 175–185], as described in Chapter 4.3.1. The effect of charge trapping can only be reversed by external illumination, thus inducing optical emission of the trapped charges [177]. In the presented experiments an LED with a wavelength of about 645 nm ($1.9\, \text{eV}$) is used for this optical excitation. In order to illuminate the structure underneath the gate electrode, the gate itself is required to be sufficiently transparent, which can be achieved by choosing a small metal layer thickness of 20 nm of gold. This thickness is, on the other hand, large enough to ensure homogeneous evaporative deposition during fabrication.
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4.3.3 Gated spin transport measurements

In case of the well-known spinFET device proposed by S. Datta and B. Das [8], a gate electrode allows tuning the strength of the SOC, thus altering the spin precession frequency (Chapter 2.5). In previous publications spin precession signatures could be observed in InAs QW structures in the ballistic transport limit, i.e., for small injector-detector distances below the mean free path [20–25]. The main objective of this thesis is the experimental demonstration of gate induced spin precession in the all-semiconductor (In,Ga)As based 2DEG system described in Chapter 3.2. In the following, the general influence of the gate electric field on spin related properties, like the spin diffusion length, is discussed first, followed by gated spin precession experiments. There, gate dependent spin signal oscillations are presented, the origin of which is discussed and attributed to a gate voltage induced change of the SOC strength. The relative change of SOC with a gate voltage is evaluated and the oscillations are modeled qualitatively.

Device geometry and measurement setup

The device geometry is similar to the one described in Chapter 4.2.1, with an array of 1 µm wide stripes between the injecting and detecting contact, which themselves lie on the 20 µm wide part of the channel (Fig. 4.24). In addition, this structure is covered with an electric gate, consisting of 10 nm SiO$_2$ as an oxide seed layer, 100 nm of ALD-grown Al$_2$O$_3$, and 20 nm of gold on top. The thickness of the gold layer is chosen such that it is sufficiently transparent for external

![Figure 4.24. Gated device geometry and non-local measurement setup in sideview (a) and from the top (b). The notation of the external magnetic field orientations is shown on the right.](image)
illumination, while still allowing homogeneous deposition during fabrication. The gate structure covers the entire length of the channel. Separate samples with three different distances $d$ between injector and detector are investigated (7 $\mu$m, 11 $\mu$m, and 15 $\mu$m). The following gated measurements are conducted in the non-local configuration (Fig. 4.24), while a gate voltage is applied with respect to ground. The notation concerning the external magnetic field is kept consistent with regard to previous chapters: $0^\circ$ refers to the magnetic field parallel to the long axis of the contacts, while $90^\circ$ denotes the orientation parallel to the channel direction. Moreover, the following measurements are conducted at a cryogenic temperature of 1.4 K with an injection current of $I_{inj} = 4 \mu$A (AC).

**Gate dependence of spin transport properties**

First, the effect of the applied gate voltage on basic properties of spin transport is discussed. Therefore, the gate dependence of the standard non-local spin valve signal with an external magnetic field parallel to the long axis of the injection/detection contact ($0^\circ$ signal) is investigated. In Fig. 4.25a the SV signal for an injector-detector distance of $d = 7 \mu$m and for an exemplary gate voltage of $V_g = 2 \text{V}$ is shown. The channel is oriented along the [110] crystallographic direction. The spin contacts are consequently parallel to [110], so that for a large external magnetic field their magnetization is parallel to $B_{ext}$, i.e. both contacts are magnetized along [110] in this case. The magnetization configurations of the contacts are schematically shown as arrows in Fig. 4.25a. In the low magnetic field range, the contacts are still magnetized parallel, yet start to rotate towards one of the magnetically easy axes, i.e. towards [100] or [010]. Upon reversing the external magnetic field direction, one of the contacts eventually switches its magnetization by $180^\circ$, such that the antiparallel configuration is established. Notably, in the antiparallel configuration both contacts are also magnetized along [100], or [010] respectively. From these non-local SV measurements two important quantities can be extracted. First of all, the signal height $\Delta V_{nl,SV}$ of the standard SV signal can be obtained. In this case, injecting and detecting contact are magnetized along [100] or [010], i.e. at a $\pm 45^\circ$ angle with respect to the channel orientation. Another important value is the difference between the $0$-spin-signal ($0$-SG) and the spin
**Figure 4.25.** (a) Exemplary SV signal for $V_g = 2 \text{ V}$ and $d = 7 \mu\text{m}$. For large magnetic fields the contacts are magnetized parallel to their long axis ([1$ar{1}$0]), as indicated by the arrows. For smaller fields, the contacts rotate towards one of the magnetically easy axes ([100], or [010]), eventually switching to the antiparallel configuration (AP). From these SV measurements, two quantities can be extracted: the SV signal height $\Delta V_{nl,SV}$ (A), and the non-local voltage drop for spins oriented along [1$ar{1}$0], $1/2 \Delta V_{nl,[1\bar{1}0]}$ (B). (b) Gate dependence of SV signal height $\Delta V_{nl,SV}$, i.e. for spins oriented along [100], or [010] respectively. (c) Gate dependence of the spin signal $\Delta V_{nl,[1\bar{1}0]}$, in which case the spins are oriented along [1$ar{1}$0].

The signal level for high external magnetic fields. In this case, the contacts are magnetized parallel to their long axis ([1$ar{1}$0]). This quantity is denoted as $1/2 \Delta V_{nl,[1\bar{1}0]}$, as indicated in Fig. 4.25a. Notably, the 0-SG corresponds to the middle between the...
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parallel and antiparallel signal level of the SV signal for the contacts magnetized along [100], or [010] respectively. The signal height $\Delta V_{nl,[1\bar{1}0]}$ can be considered as an equivalent to the SV signal height with contacts oriented along [110], which is not directly observable in experiment, as the magnetic switching of the contacts is along the [100] or [010] direction instead ($\Delta V_{nl,SV}$). The gate dependence of the spin signal heights for all investigated injector-detector distances is summarized in Fig. 4.25b for $\Delta V_{nl,SV}$, and in Fig. 4.25c for $\Delta V_{nl,[1\bar{1}0]}$. In both cases, the spin signal height clearly decreases with increasing gate voltage. There, the decrease of the signal height for spins oriented along the contact ($\Delta V_{nl,[1\bar{1}0]}$) is significantly larger compared to $\Delta V_{nl,SV}$. In order to explain these observations, the general form of the SV signal height for the array geometry is regarded, which can be approximated by Eq. 4.7:

$$\Delta V_{nl}(d) \approx \frac{4P^2 I_{inj} R_{s,2} \lambda_2}{w_2} \frac{1}{[1 + R_{s,2} \lambda_2 w_1/R_{s,1} \lambda_1 w_2]^2} \exp \left( -\frac{d}{\lambda_2} \right),$$

(4.39)

which is discussed in detail in Chapter 4.1.3. The spin diffusion length of the channel segment between the contacts is denoted $\lambda_2$, while for the other regions of the transport channel it is referred to as $\lambda_1$. Note that this equation does not directly depend on the orientation of the injected spin, such that it holds for the spin signal height $\Delta V_{nl,SV}$, as well as for $\Delta V_{nl,[1\bar{1}0]}$. The decreasing trend of these two quantities with increasing gate voltage could be related to a gate dependence of the sheet resistance $R_s$, the spin diffusion length $\lambda_2$, and/or the injection efficiency $P$. Accordingly, differences between $\Delta V_{nl,SV}$ and $\Delta V_{nl,[1\bar{1}0]}$ could be due to differences in the spin diffusion length, and/or differing injection efficiencies for spins oriented along [100] compared to [110]. The sheet resistance $R_s$, on the other hand, is an electronic property and therefore does not depend on the spin orientation. Additionally, $R_{s,1}$ and $R_{s,2}$, as well as $\lambda_1$ and $\lambda_2$, are assumed to exhibit a similar gate dependence, such that the ratio of $R_{s,2} \lambda_2 / R_{s,1} \lambda_1$ in Eq. 4.39 is independent of the gate voltage.

In the following, the gate dependent parameters entering Eq. 4.39 are investigated in detail. First of all, based on the charge transport measurements presented in Chapter 4.3.2, the sheet resistance $R_s \equiv R_{s,2}$ is found to decrease with increasing
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Figure 4.26. (a) Gate dependence of spin diffusion length $\lambda_{[100]}$, for spins oriented along [100], or [010] respectively, and $\lambda_{[110]}$ for spins along [110]. Both values are determined experimentally from distance resolved SV measurements (Fig. 4.25).

(b) Gate dependence of injection efficiency $P_{\text{inj}} \equiv P$, for spins oriented along [100] or [010], and along [110]. Note that the error bars indicate the error of the fit.

gate voltage (Fig. 4.21), which partially contributes to the decreasing trend of $\Delta V_{nl}$ with increasing gate voltage (Fig. 4.25). Moreover, the spin diffusion length $\lambda_s \equiv \lambda_2$ can be obtained from the exponential decay of the spin signal with injector-detector distance $d$. As two different spin signals are investigated, i.e. $\Delta V_{nl,SV}$ and $\Delta V_{nl,[110]}$, the corresponding spin diffusion lengths $\lambda_{SV} \equiv \lambda_{[100]}$ and $\lambda_{[110]}$ are also determined separately. In Fig. 4.26a the gate resolved spin diffusion lengths are shown, which both exhibit a clear decreasing trend with increasing gate voltage, with a distinct change of slope at about $V_g \approx 2.7$ V, which coincides with the value at which screening effects reduce the influence of the gate on the channel, as already discussed in connection with the charge transport measurements in Chapter 4.3.1. The decrease of $\lambda_s$ with increasing gate voltage indicates a gate dependent change of the DP spin relaxation rates, which could result from a gate voltage dependence of the SOC strength. In particular, for spins oriented along [110] the DP related spin diffusion length $\lambda_{[110]}$ can be linked to the SO related
parameters by the following expression:

\[
\lambda_{[1\bar{1}0]}^2 = \frac{\hbar^4}{2m^*} \left[ (\alpha + (\beta_1 - \beta_3))^2 + \gamma_3^{-1}\beta_3^2 \right]^{-1}, \tag{4.40}
\]

as discussed in Chapter 2.4.1. For spins oriented along [100] or [010] the corresponding spin diffusion length \(\lambda_{[100]}\) is given by:

\[
\lambda_{[100]}^2 = \frac{\hbar^4}{4m^*} \left[ \alpha^2 + (\beta_1 - \beta_3)^2 + \gamma_3^{-1}\beta_3^2 \right]^{-1}. \tag{4.41}
\]

Thus, the difference in spin diffusion length between spins oriented along [1\bar{1}0] and [100], or [010] respectively, can be a result of the anisotropy of the SO-fields with respect to the crystallographic orientation.

Another quantity which can contribute to the gate dependence of the spin signal height \(\Delta V_{nl}\), is the spin injection efficiency \(P_{inj}\). It can be estimated by rearranging Eq. 4.39:

\[
P^2 = \Delta V_{nl}(d) \frac{w_2}{4I_{inj}R_{s,2}\lambda_2} \left[ 1 + \frac{R_{s,2}\lambda_2 w_1}{R_{s,1}\lambda_1 w_2} \right]^2 \exp \left( \frac{d}{\lambda_2} \right). \tag{4.42}
\]

There, the gate dependence of the spin diffusion length \(\lambda_s \equiv \lambda_2\) (Fig. 4.26a), as well as the experimentally obtained values of the sheet resistance \(R_{s,2}\) (Chapter 4.3.2), and the SV signal height \(\Delta V_{nl}\) (Fig. 4.25) are implemented. The injection current is \(I_{inj} = 4\ \mu\text{A}\), the effective width of channel segment between injecting and detecting contact is \(w_2 = (13 \cdot 1\ \mu\text{m})\), and the width of the channel in the remaining regions is \(w_1 = 20\ \mu\text{m}\). The ratio of \(R_{s,2}\lambda_2/R_{s,1}\lambda_1\) is regarded to be independent of the gate voltage, as \(R_{s,1}\) and \(R_{s,2}\), as well as \(\lambda_1\) and \(\lambda_2\), are assumed to exhibit a similar gate dependence. Therefore, the corresponding values of the un-gated devices (Chapter 4.1) are taken to calculate this ratio (\(R_{s,1} \approx 100\ \Omega\), \(R_{s,2} \approx 115\ \Omega\), \(\lambda_1 \approx 4\ \mu\text{m}\), and \(\lambda_2 \approx 7.5\ \mu\text{m}\)). The calculated spin injection efficiencies \(P_{inj}\) for spins oriented along [1\bar{1}0], and along [100], or [010] respectively, are shown in Fig. 4.26b. For both orientations \(P_{inj}\) shows a clear increasing trend with increasing gate voltage. Also a change of the gate dependence at about \(V_g \approx 2.7\ \text{V}\) is observable. This can be related to the changing gate response of the spin diffusion.
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length, which directly enters Eq. 4.42, and is itself a result of screening effects due to the population of deep trap states (Chapter 4.3.1). The difference between $P_{\text{inj},[100]}$ and $P_{\text{inj},[1\bar{1}0]}$ could be either related to measurement errors, or indicate a minor anisotropy of the injection efficiency with respect to the orientation of the injected spin, which is reported for similar structures [137, 186]. In the intermediate gate voltage region between $V_g = 2$ V and $V_g = 3$ V, in which the spin diffusion length $\lambda_s$, as well as the charge transport properties ($n_s$, $R_s$, and $\mu_e$) are comparable to the un-gated devices presented in Chapter 4.1, the obtained values of the spin injection efficiency $P$ lie in a range between 35% and 45%, similar to the value of $P$ for the un-gated samples.

**Gate induced spin signal oscillations**

For narrow channels along [110] and [1\bar{1}0] the SO-field is expected to be oriented perpendicular to the channel direction. Thus, in the standard SV configuration ($0^\circ$) the orientation of the injected spins aligns with the direction of the effective SO-field, so that no spin precession due to SOC is expected. This measurement setup therefore allows probing basic spin transport properties of the channel, like the spin diffusion length. SOC related effects, on the other hand, are expected to be most pronounced for spins oriented parallel to the channel, i.e. perpendicular to the SO-field. This configuration is established by setting the magnetization of the contacts by applying an external magnetic field perpendicular to the long axis of the contacts ($90^\circ$, Fig. 4.27). The gate dependent non-local spin signals for magnetic field sweeps along the $0^\circ$ and $90^\circ$ direction are shown in Fig. 4.27 for an exemplary injector-detector distance of $d = 7 \mu$m and a crystallographic orientation of the channel along [110]. There, the spin independent background is removed and the voltage offset is corrected (App. A.1). For the $90^\circ$ signals shown in Fig. 4.27a, a distinct dip-like feature is observable, which, concluding from the simulations presented in Chapter 4.2, can be attributed to the presence of SOC. The orientation of this dip-like signal characteristic changes, depending on the applied gate voltage. This is indeed a remarkable observation, as it hints at a gate tunability of the SOC strength, which is discussed in more detail in the following. The gate resolved $0^\circ$ signal, on the other hand, does not show a
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Figure 4.27. (a) Gate dependent 90° non-local spin signal for an injector-detector distance of \( d = 7 \mu m \) and a channel orientation along [110]. The focus is on the dip-like/peak-like magnetic field dependence of the signal, especially its change of orientation, thus the color-coded gate voltage values are not labeled. (b) Similar measurements as shown in (a) for a magnetic field orientation along the contact (0°). There, the signals are independent of the external magnetic field, apart from the low magnetic field range (SV signal).

dependence on the magnetic field (Fig. 4.27b), as the injected spins are oriented parallel to the SO-field. For both magnetic field orientations, a spread of the signal level at high magnetic fields can be observed, which is presumably related to the gate dependent change of injection efficiency \( P \), sheet resistance \( R_s \), and spin diffusion length \( \lambda_s \), according to Eq. 4.39. But also inaccuracies concerning the determination of the 0-SG could add an artificial signal offset. Notably, the features occurring in the low magnetic field range for \(|B| \lesssim 100 \text{ mT}\), which are observable for both magnetic field orientations, are not considered relevant for the interpretation of effects associated with spin precession. Instead, for low magnetic fields the magnetization of the contacts starts to rotate towards a magnetically
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Figure 4.28. (a) Gate dependent non-local spin signal for a magnetic field orientation along the channel (90° signal), for selected gate voltage values. (b) Gate dependent oscillations of the spin signal for a fixed external magnetic field of $B_{\text{ext}} = 200 \, \text{mT}$, extracted from the cut-line through the magnetic field sweeps shown in (a). The oscillations can be reproduced for different injector-detector distances $d$. The arrows highlight the minimum and maximum of the signal, showing a clear decrease of the oscillation period with increasing distance $d$.

easy axis ([100] or [010]), such that the relative magnetization of the contacts is not determinable, which prevents an interpretation of the spin signal.

The gate induced alteration in the shape of the 90° signal, which changes from a dip-like feature to a peak-like signal characteristic, strongly implies a tunability of SOC. In the following, this signature of spin precession observed in the 90° signal is further analyzed by regarding the spin signal at a fixed external magnetic field value, which corresponds to a cut-line through the magnetic field sweeps at a fixed value of $B_{\text{ext}}$, as indicated in Fig. 4.28a. There, for a sufficiently large magnetic field ($|B_{\text{ext}}| \gtrsim 100 \, \text{mT}$), the magnetization of injecting and detecting contact, and hence also the orientation of the injected spin, is parallel to $\vec{B}_{\text{ext}}$, which, in case of the 90° signal, is parallel to the channel orientation. For an exemplary cut-line along $B_{\text{ext}} = 0.2 \, \text{T}$, remarkably well-defined gate dependent spin signal oscillations are observable for all three investigated injector-detector distances (Fig. 4.28b). This observation agrees well with the expected behavior. There, the SOC strength is expected to change as a function of the applied gate voltage, which gives rise to
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a gate dependent variation of the SOC induced spin precession frequency. Thus, the angle at which the injected spins arrive at the detector depends on $V_g$, such that the measured spin signal is expected to oscillate between the P and the AP signal level as a function of $V_g$. Details can be found in Chapter 2.5.

![Figure 4.29](image)

**Figure 4.29.** (a) Unprocessed raw data ($0^\circ$ and $90^\circ$ signal) for a distance of $d = 7 \mu m$ and a gate voltage of $V_g = 1.2 V$, along with the difference between these signals ($90^\circ - 0^\circ$), i.e. using the $0^\circ$ signal as a reference. (b) From the spin signal difference (a) at a certain magnetic field ($B_{ext} = 200 mT$), gate dependent oscillations can be extracted for different distances $d$, which can be compared to the oscillatory signal obtained from the background and offset corrected $90^\circ$ signal shown in Fig. 4.28b.

The gate dependent spin signal oscillations presented in Fig. 4.28b are extracted from background and offset corrected magnetic field sweeps. In order to confirm that these oscillations are not artificial, the unprocessed raw data, i.e. the measured non-local voltage at the detector, can be further analyzed. By regarding the $0^\circ$ spin signal, in which case no spin precession is expected, as a reference, it is possible to extract similar gate dependent spin signal oscillations from the difference between the $90^\circ$ and the $0^\circ$ signal (Fig. 4.29). The thus obtained oscillations exhibit similar characteristics compared to the ones extracted from the magnetic field sweeps, especially concerning relative phase relation for different distances, position of extrema, and oscillation period. This strongly indicates that the os-
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cillating spin precession signal is not an artifact. The signal offset, however, is clearly differing compared to the one extracted from the offset and background corrected data, especially for the smallest injector-detector distance of \( d = 7 \mu m \). This could be a result of the dependence of the background signal on the direction of the external magnetic field. When the background is different for the 0° and the 90° signal, signatures of this background remain in the signal difference (90°−0°), which could also give rise to an additional offset contribution in the gate resolved representation (Fig. 4.29b). Therefore, for the following detailed analysis, the spin signal oscillations, which are extracted from the background and offset corrected magnetic field sweeps, are further investigated.

Reproducibility and dependence on crystallographic orientation

In order to additionally confirm the gate dependent spin signal oscillations, another set of samples is investigated. There, the same wafer which is described in Chapter 3.2, is used. Also the same device geometry with an array of 1 µm wide channels between injector and detector, as described above (Fig. 4.24), is utilized. For a channel orientation along [110] similar oscillations are observable, which are shown in Fig. 4.30a for injector-detector distances of \( d = 7 \mu m \) and \( d = 11 \mu m \). This oscillatory gate dependence of the spin signal can be compared to the previously presented experimental data (Fig. 4.28b), clearly showing similar signal characteristics, especially with regard to the oscillation period and the decreasing signal amplitude with increasing gate voltage. Compared to the previously presented measurements, however, the signal oscillations for \( d = 11 \mu m \) are even more pronounced with a full period being observable. This could be a result of a difference in the strength of the capacitive coupling between the gate and the 2DEG channel in both sets of devices, but could also be related to a different absolute value of the SOC strength. The latter is, besides other factors, determined by the shape of the electron wave-function and the asymmetry of the quantum well (Chapter 2.5), which could vary for different samples due to variations in the sample processing, for instance.

For this set of devices, additionally a channel along the [1\overline{1}0] crystallographic direction is investigated. As already qualitatively concluded in Chapter 4.2, the
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**Figure 4.30.** (a) Reproduction of the gated spin precession measurements discussed above. In particular, the observed gate dependent oscillations can be compared to Fig. 4.29b. The signals are directly extracted from the difference between the $0^\circ$ and $90^\circ$ signal for an external magnetic field of $B_{\text{ext}} = 200 \text{ mT}$. (b) Dependence of the oscillatory spin signal pattern on the crystallographic orientation of the transport channel for $d = 7 \mu m$. For a channel along [110] spin signal oscillations are observable (red), while for a channel orientation along [110] the extracted signal hardly changes with $V_g$ (green).

SOC strength for $\vec{k}$ along this direction is expected to be significantly smaller compared to $\vec{k} \parallel [110]$. Similar gate dependent non-local measurements with an external magnetic field along the channel confirm that no oscillating spin signal is observable for a channel oriented along [1[10]], as shown in Fig 4.30b. In particular, this indicates that the SO-field for spin transport along $\vec{k} \parallel [110]$ does not significantly depend on the gate voltage. The SO-field for $\vec{k} \parallel [110]$ is given by:

$$B_{k\parallel[110]} \propto |\alpha - (\beta_1 - \beta_3) + \beta_3|,$$

and can therefore be independent of $V_g$, if the gate dependence of $\beta_3$ counteracts the gate dependence of $\alpha$. This can be the case, if $\alpha$ and $\beta_3$ have opposite signs. As $\beta_3$ is expected to be positive for all gate voltages, this supports the assumption that $\alpha$ is negative. An additional contribution for the absence of oscillations for a channel orientation along [110] could also be that the SO-field for spin transport...
along [1\(\bar{1}0]\) is significantly weaker compared to [110], such that no measurable spin precession is induced. It has to be noted that the gate dependent oscillations shown in Fig. 4.30 are extracted from the difference between the 90° and 0° spin signal, as the 0-spin-signal for a channel orientation along [1\(\bar{1}0]\) cannot be determined without a substantial margin of error, due to inferior magnetic switching characteristics of the SV signals in the investigated devices.

**Evaluation of spin signal oscillations with ballistic model**

In the following, the gate dependent spin signal oscillations are further investigated based on the ballistic model of spin precession introduced by S. Datta and B. Das [8], which allows a simplified analysis and a rough approximation of the gate dependent contributions to SOC. It has to be kept in mind, however, that spin transport in the investigated devices takes place in an intermediate transport regime, which is dominated by diffusion, yet approaches the 1D limit due to the spatial confinement perpendicular to channel orientation (Chapter 4.1). Subsequently, the spin signal oscillations are investigated in more detail and the purely diffusive model is compared to the ballistic one.

In the spinFET proposal by S. Datta and B. Das [8], which is described in Chapter 2.5, spins are injected parallel to the channel orientation, traveling ballistically to the detecting contact. In the presence of SOC the injected spins precess on their way to the detecting contact with the precession angle \(\Theta\):

\[
\Theta = \frac{2m^*d}{\hbar^2} SOC(V_g).
\]

(4.44)

Applying a gate voltage allows tuning the SOC strength, in particular the Rashba and cubic Dresselhaus contributions, which gives rise to a gate dependent spin precession angle \(\Theta(V_g)\). Thus, depending on the gate voltage, the angle at which the spins arrive at the detector oscillates between the parallel and the antiparallel configuration. In the ballistic, 1-dimensional limit, i.e. without a wave-vector component perpendicular to the channel, this gate dependent oscillation can be
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described by a cosine function with a gate independent amplitude $A$ [8, 23]:

$$V_{det} = A \cos \left( \frac{2m^*d}{\hbar^2} \text{SOC}(V_g) + \phi \right) = A \cos (\Theta + \phi) .$$ (4.45)

The amplitude $A$ corresponds to the signal difference between the parallel and the antiparallel level of the 90° signal, while $\phi$ is an arbitrary phase shift, which, in the evaluation of H. Koo et al. [23], is adjusted phenomenologically. This phase shift can be related to the finite spatial extent of the injecting and detecting contacts, a variation of the SOC strength underneath the contacts, or by considering an additional Dresselhaus contribution, for instance [123]. In a very basic approximation, a gate dependence of the SOC strength can be assumed to be a linear function of gate voltage, such that

$$\text{SOC}(V_g) = \frac{\partial \text{SOC}}{\partial V_g} V_g + \text{SOC}_0 .$$ (4.46)

There, the gate independent contribution $\text{SOC}_0$ basically gives rise to an additional phase shift of the cosine function. Therefore, the gate independent contributions of SOC cannot be distinguished from an arbitrary phase shift $\phi$. In this linear approximation the change of SOC with gate voltage ($\partial \text{SOC}/\partial V_g$) can be directly calculated from the period $p$ of the spin signal oscillations:

$$\frac{\partial \text{SOC}}{\partial V_g} = \frac{\hbar^2}{2md^*} \frac{2\pi}{p} .$$ (4.47)

In Tab. III the extracted values of the oscillation period and the calculated slopes of the linear gate dependence of SOC are summarized for all investigated distances. As only half a period of the oscillations can be resolved in the gate sweep, these extracted values can be considered only rough estimates, however.
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<table>
<thead>
<tr>
<th>$d$ (µm)</th>
<th>$p$ (V)</th>
<th>$\omega = 2\pi/p$ (1/V)</th>
<th>$\partial SOC/\partial V_g$ ($10^{-13}$ eV m/V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>4.14</td>
<td>1.52</td>
<td>1.32</td>
</tr>
<tr>
<td>11</td>
<td>3.06</td>
<td>2.05</td>
<td>1.14</td>
</tr>
<tr>
<td>15</td>
<td>2.42</td>
<td>2.60</td>
<td>1.06</td>
</tr>
</tbody>
</table>

Table III. Period $p$ and frequency $\omega$ extracted from the gate dependent spin signal oscillations shown in Fig. 4.28b, for different injector-detector distances $d$. Based on $p$, or $\omega$ respectively, the gate dependent change of SOC ($\partial SOC/\partial V_g$) can be calculated according to Eq. 4.47. Averaging over all regarded distances $d$ yields a value of $\partial SOC/\partial V_g = 1.17 \times 10^{-13}$ eV m/V.

In Fig. 4.31 experimentally obtained spin signal oscillations are fitted with the basic ballistic model (Eq. 4.45). The SOC strength is assumed to change linearly as a function of $V_g$, according to Eq. 4.46. In particular, the gate dependent amplitude of the experimental data cannot be reproduced, which leads to deviations from the expected cosine functionality especially for larger gate voltages. The fitting parameters are summarized in the appendix (App. A.3).

![Figure 4.31. Gate dependent spin signal oscillations fitted with the ballistic model, according to Eq. 4.45. The fitting parameters are summarized in the appendix (App. A.3).](image)

As there are no comparable gate induced spin signal oscillations reported in literature for QW structures with low In-contents of 9%, the average gate tunability of SOC ($\partial SOC/\partial V_g = 1.17 \times 10^{-13}$ eV m/V) can only be compared to the values ob-
tained for high-In (In$_{0.53}$Ga$_{0.47}$As) and InAs quantum wells, in which ∂SOC/∂$V_g$ is found to be an order of magnitude larger $\sim 10^{-12}$ eV m/V [23, 76, 79]. However, in these structures also the absolute SOC strength is in general larger, lying in the $10^{-12}$ eV m range [79–84], which is on a similar order of magnitude as the corresponding gate dependent change ∂SOC/∂$V_g$. For low In-content heterostructures, similar to the one under investigation, the total SOC strength is found to be in the low $10^{-13}$ eV m range [77, 78], which is also on a similar order of magnitude compared to the experimentally determined value of ∂SOC/∂$V_g$. It is important to note, however, that the relative change of SOC with gate voltage also depends on the capacitive coupling, thus in particular on the specific oxide layer thickness of the gated structure itself, which prevents a direct comparison. Additionally, it has to be remarked, that from the evaluation of the oscillation period it is only possible to extract the change of SOC with gate voltage, while there is no direct access to the absolute value of the SOC strength SOC$_0$. In particular, the additional phase shift $\phi$ in the cosine function cannot be distinguished from SOC$_0$. Moreover, it is not possible to draw conclusions on the sign of ∂SOC/∂$V_g$ at this point.

Another estimation of ∂SOC/∂$V_g$ in this linear approximation can be obtained from the slope of the distance dependence of the precession frequency $\omega$ according to Eq. 4.47:

$$\omega = \frac{2\pi}{p} = \frac{2m^*}{\hbar^2} \frac{\partial SOC}{\partial V_g} d. \quad (4.48)$$

**Figure 4.32.** Precession frequency $\omega = 2\pi/p$ extracted from the oscillating spin signal (Fig. 4.28b) as a function of the injector-detector distance $d$ for $B_{ext} = 200$ mT (blue). The increase of the precession frequency with distance can be fitted linearly (red) according to Eq. 4.48.
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Fig. 4.32 shows the precession frequency $\omega$ as a function of the injector-detector distance $d$ for an external magnetic field strength of $B_{ext} = 200 \text{ mT}$, which clearly follows a linear trend. This additionally supports the assumption that the oscillatory spin signal is due to a gate induced change of SOC. From the slope a value of $\partial SOC / \partial V_g \approx 0.82 \times 10^{-13} \text{ eV m/V}$ can be estimated, which is smaller compared to the values directly calculated from the oscillation period (Tab. III), yet is on a similar order of magnitude, such that deviations may be due to an inaccurate extraction of the oscillation period.

Furthermore, it is important to point out, that the values of $\partial SOC / \partial V_g$ contain all gate dependent SOC contributions. In particular, the Rashba contribution $\alpha$ is expected to be a function of gate voltage, but also the cubic Dresselhaus parameter $\beta_3$ is found to depend on $V_g$. The linear Dresselhaus parameter $\beta_1$, on the other hand, is independent of $V_g$. It is related to the expectation value of $\langle k_z^2 \rangle$, and the bulk Dresselhaus parameter $\gamma$ [26, 70, 71]:

$$\beta_1 = -\gamma \langle k_z^2 \rangle \approx 1.37 \times 10^{-13} \text{ eV m.} \quad (4.49)$$

As discussed above, for $\gamma$ a value of $\gamma \approx -7.5 \text{ eVÅ}^3$ is implemented [77], while $\langle k_z^2 \rangle \approx 1.83 \times 10^{16} \text{ m}^{-2}$, which can be calculated from self-consistently solving the Schrödinger-Poisson equation. The cubic Dresselhaus parameter $\beta_3$, on the other hand, is determined by the charge carrier density $n_s$ [26, 100, 158]:

$$\beta_3 = -\gamma \frac{k_z^2}{2} \approx -\gamma \frac{\pi n_s}{2}. \quad (4.50)$$

As $n_s$ is found to change with the applied gate voltage $V_g$ in experiment (Chapter. 4.3.2), $\beta_3$ is therefore gate dependent. In Fig. 4.33 the calculated dependence of $\beta_3$ on the gate voltage $V_g$ is shown. As $\beta_3$ is proportional to $n_s$ according to Eq. 4.50, its gate voltage dependence directly follows the gate dependence of $n_s$. In particular, $\beta_3$ changes almost linearly with $V_g$ up to about $V_g \approx 2.7 \text{ V}$, while for larger gate voltages $\beta_3$ shows hardly any gate dependence. This is assumed to be due to the population of deep trap states at the interface between the oxide and the SC, or within the oxide layer itself, which leads to a capacitive screening of the gate. In the low gate voltage region below about $V_g \lesssim 2.7 \text{ V}$ the
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Figure 4.33. Calculated gate dependence of the linear and cubic Dresselhaus parameters, $\beta_1$ and $\beta_3$, for $\gamma = -7.5 \text{ eVÅ}^3$.

The total SOC strength for $\vec{k} \parallel [110]$, which is along the channel is this case, is given by:

$$SOC_{k||[110]} = -\alpha - \beta_1 + 2\beta_3,$$

(4.51)

for $x \parallel [1\bar{1}0]$, and $y \parallel [110]$. In the linear approximation, the gate dependent change of the total SOC is then given by:

$$\pm \frac{\partial SOC}{\partial V_g} = -\frac{\partial \alpha}{\partial V_g} + 2\frac{\partial \beta_3}{\partial V_g}.$$  

(4.52)

Rearranging allows estimating the gate tunability of the Rashba contribution:

$$\frac{\partial \alpha}{\partial V_g} = \mp \frac{\partial SOC}{\partial V_g} + 2 \frac{\partial \beta_3}{\partial V_g}.$$  

(4.53)

However, as the sign of $\partial SOC/\partial V_g$ cannot be determined based on the analysis of the oscillation period, it is also not possible to determine a unique value of $\partial \alpha/\partial V_g$. Instead, both signs of $\partial \alpha/\partial V_g$ are physically valid. Additionally, according to the gate dependence of $\beta_3$, two gate voltage regions have to be distinguished. For small gate voltages below $V_g \leq 2.7 \text{ V}$, $\beta_3$ changes approximately linearly with $V_g$ with
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∂β₃/∂V₉ ≈ 2.7 × 10⁻¹⁴ eV m/V. In this region, ∂SOC/∂V₉ contains contributions of α and β₃, such that ∂α/∂V₉ differs from ±∂SOC/∂V₉. The value for ∂α/∂V₉ in this low gate voltage can be determined from Eq. 4.53:

\[
\frac{\partial \alpha}{\partial V_g} = \mp \frac{\partial SOC}{\partial V_g} + 2 \frac{\partial \beta_3}{\partial V_g} = \begin{cases} 
+1.71 \times 10^{-13} \text{ eV m/V} \\
-0.63 \times 10^{-13} \text{ eV m/V},
\end{cases}
\]  

(4.54)

where ∂SOC/∂V₉ = ±1.17 × 10⁻¹³ eV m/V, which is calculated from the oscillation period. For the value of ∂SOC/∂V₉ = 0.82 × 10⁻¹³ eV m/V, which is obtained from linearly fitting the distance dependence of the oscillation frequency (Fig. 4.32), the obtained values of ∂α/∂V₉ are slightly smaller:

\[
\frac{\partial \alpha}{\partial V_g} = \mp \frac{\partial SOC}{\partial V_g} + 2 \frac{\partial \beta_3}{\partial V_g} = \begin{cases} 
+1.36 \times 10^{-13} \text{ eV m/V} \\
-0.28 \times 10^{-13} \text{ eV m/V},
\end{cases}
\]  

(4.55)

For V₉ ≥ 2.7 V, on the other hand, ∂β₃/∂V₉ = 0, so that

\[
\frac{\partial \alpha}{\partial V_g} = \mp \frac{\partial SOC}{\partial V_g}.
\]  

(4.56)

It has to be kept in mind that the derived values of ∂α/∂V₉ have to be considered as estimates, which only allow approximating the rough order of magnitude.

Gate dependence of spin signal in diffusive model

So far, the gate dependent spin signal oscillations were analyzed based on Eq. 4.45, which is valid in the ballistic, 1-dimensional limit. As spin transport in the samples under investigation takes place in an intermediate regime (Chapter 4.1), the gate dependence of the spin signal is now investigated based on the diffusive spin transport model introduced in Chapter 2.6. As a numerical solving software COMSOL is implemented. Setting up this model requires making assumptions on the gate dependence of various input parameters, however. There, first of all, charge carrier density nₛ and electron mobility μₑ are functions of V₉ (Fig. 4.34), which can both be determined experimentally from charge transport measurements (Chapter 4.3.2). The gate dependence of nₛ and μₑ gives rise to a gate
dependent diffusion constant $D$. Another contribution that changes with $V_g$ is the spin diffusion length $\lambda_x = \lambda_{[1\overline{1}0]}$ for injected spins oriented along the contact, which can also be extracted experimentally from spin transport measurements (Fig. 4.25). Further gate dependent contributions are spin injection efficiency $P_{inj}$, and sheet resistance $R_s$, which additionally affect the gate dependence of the SV signal height (Chapter 2.6). The gate dependence of these quantities is taken into account in the model via a gate dependent flux $f$ through the injecting contact. This factor $f$ can be determined from fitting the $0^\circ$ signal, in which case the magnetic field is directed along the contact. There, for given values of $n_s$, $\mu_e$, and $\lambda_x \equiv \lambda_{[1\overline{1}0]}$, this signal level is independent of SOC strength, external magnetic field, and spin relaxation anisotropy $k$, such that $f$ can be uniquely determined from the $0^\circ$ signal. In Fig. 4.35 an exemplary fit of the $0^\circ$ signal is shown, along with the thus extracted gate dependent values of the resulting factor $f$ for all investigated injector-detector distances. The actual simplified parametrization of all these gate dependent input parameters is summarized in the appendix (App. A.2).

For the gate dependence of the total SOC strength, on the other hand, an assumed gate voltage dependence is implemented, which is shown in Fig. 4.36a. There, the total SOC is assumed to change linearly in the low gate voltage range ($V_g < 3$ V), while for $V_g > 4$ V the SOC strength is expected to be independent of $V_g$, due to

![Figure 4.34](image_url)

**Figure 4.34.** Gate dependencies of the input parameters for the purely diffusive model: charge carrier density $n_s$ (a), electron mobility $\mu_e$ (b), and spin diffusion length $\lambda_{[1\overline{1}0]}$ for spins oriented along $[1\overline{1}0]$ (c). The red lines indicate the approximate parameterization, which is implemented in the model. Further details on this parametrization can be found in the appendix (App. A.2).
Figure 4.35. (a) $0^\circ$ and $90^\circ$ signal for an exemplary gate voltage of $V_g = 3 \text{ V}$. The $0^\circ$ signal is fitted for fixed values of $n_s$, $\mu_e$, and $\lambda_x \equiv \lambda_{[1\bar{1}0]}$, according to Fig. 4.34. As an only fitting parameter the scaling/flux factor $f$ is used, which is introduced in Chapter 2.6. (b) Gate dependence of the scaling/flux factor $f$, as exemplarily determined in (a).

screening effects, which can be assigned to the population of deep trap states. In between these two gate voltage regions, the slope of the SOC strength is assumed to transition smoothly. The slope of the linear region is assumed to be similar to the one derived from the ballistic spin precession model, in which case a value of $\partial \text{SOC}/\partial V_g \approx 1 \times 10^{-13} \text{ eV m/V}$ could be estimated from the period of the gate dependent spin signal oscillations. The intercept of the linearly approximated gate functionality of the SOC strength is set arbitrarily ($\text{SOC}_0 = 1.5 \times 10^{-13} \text{ eV m/V}$). Note that, assuming the same gate dependence of the absolute value of SOC, the simulation yields identical results for a positive and a negative sign of SOC.

Fig. 4.36b shows the gate resolved spin signal for similar injector-detector distances $d$ as investigated in experiment. The experimental counterpart is presented above (Fig. 4.28b). For the chosen set of parameters and their assumed gate dependencies, the simulated spin signals show gate dependent oscillations for all three distances, which are similar to experiment, yet less pronounced. Additionally, the oscillation pattern changes sign, indicating an antiparallel spin component at the detector, which can only be due to SOC induced spin precession in the model.
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Figure 4.36. (a) Assumed gate voltage dependence of the total SOC strength. For small gate voltages, the total SOC is assumed to change linearly with $V_g$ with a slope of $\partial SOC/\partial V_g \approx 1 \times 10^{-13}$ eV m/V, which is similar to the values previously extracted from the spin signal oscillation period. (b) Simulated gate sweeps for a fixed external magnetic field ($B_{ext} = 0.2$ T) and different injector-detector distances $d$, similar to experiment (Fig. 4.28b). The spin signal oscillations can only be conceptually reproduced with the purely diffusive model.

Figure 4.37. (a) Simulated gate dependent magnetic field sweeps (90° signal) for an injector-detector distance of $d = 7$ µm (a), and $d = 15$ µm (b). Only for larger distances $d$, the dip-like signal characteristic changes into a peak-like feature (b). However, the experimental data (Fig. 4.28) cannot be properly reproduced with the diffusive model.
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Also, the period of these oscillations decreases with increasing injector-detector distance, which also agrees with the experimental findings and the expected behavior for SOC related spin precession. Qualitatively, these oscillations conceptually agree with the experimental findings. Regarding the magnetic field sweep, however, clearly shows the limitations of the diffusive model (Fig. 4.37). Especially for small injector-detector distances (Fig. 4.37a), the reversal of the dip-feature with gate voltage, which is observed in experiment (Fig. 4.28a), cannot be resolved. Only for larger distances $d$ a peak-like feature emerges, which is highlighted in Fig. 4.37b. In summary, the qualitative validity of the diffusive model can be substantiated on a rudimentary level, yet it is not possible to gain quantitative insights, in particular due to the numerous assumptions, which have to be made for the values and gate dependencies of the input parameters.

Gate dependence of spin signal in expanded ballistic model

Compared to the purely diffusive model, the gate induced spin signal oscillations can be modeled more adequately with an extended ballistic model, which is considered by A. Zainuddin et al. [123]. There, the 1-dimensional spin precession equation (Eq. 4.45) is generalized to the 2-dimensional case, whereby spin transport is still assumed to be ballistic. In this model the SV signal height $\Delta V_x$, i.e. the difference between the parallel and the antiparallel signal level ($V_P - V_{AP}$), for spins oriented along the channel (90° signal) can be approximated by [123]:

$$\Delta V_x \simeq \frac{\Delta V_y}{2} + \frac{3\pi \Delta V_y}{2} \frac{1}{\sqrt{2\pi \Theta}} \cos \left(\Theta + \frac{\pi}{4}\right), \quad (4.57)$$

for the simplified case of point contacts. There, $\Delta V_y$ is the signal height of the standard SV signal, in which case the spins are oriented along the contact (0° signal). The spin precession angle $\Theta$ for $k \parallel [110]$ is given by:

$$\Theta(V_g) = \frac{2m^*d}{\hbar^2} \left(-\alpha + 2\beta_3 - \beta_1\right). \quad (4.58)$$

One of the major differences of Eq. 4.57 compared to the 1-dimensional limit (Eq. 4.45) is that the amplitude of the oscillation depends on the gate dependent
precession angle $\Theta$. The spin signal amplitude $\Delta V_y \equiv \Delta V_{nl, [1\bar{1}0]}$ for spins oriented perpendicular to the channel, i.e. along $[1\bar{1}0]$, can be obtained experimentally (Fig. 4.25c), which exhibits a clearly decreasing trend with increasing $V_g$. The decreasing oscillation amplitude with increasing gate voltage, which is observed in experiment, can therefore be related to the decreasing spin signal amplitude and a gate dependent change of $\Theta$. Note that an additional offset is added to the oscillatory signal (Eq. 4.57), which is a function of $\Delta V_y$ and is therefore also gate dependent. In order to replicate the experimentally observed oscillations, the gate dependent values of $\Delta V_{nl, [1\bar{1}0]}$ are substituted to the expression for $\Delta V_x$ (Eq. 4.57) and the Rashba contribution $\alpha$ is varied as a function of $V_g$. For the linear Dresselhaus SOC term a value of $\beta_1 = 1.37 \times 10^{-13} \text{eV m/V}$ is assumed, as discussed above, while the cubic contribution $\beta_3$ is derived from the gate dependent charge carrier density (Fig. 4.33). Fitting additionally requires introducing a scaling factor $SC$, and a signal offset $OFF$, in order to match the experimentally obtained oscillations, such that the fitting function is given by:

$$\Delta V_{[1\bar{1}0]} = \Delta V_x \cdot SC + OFF. \quad (4.59)$$

The precession angle $\Theta$ is given by Eq. 4.58, and contains the SOC contributions $\alpha(V_g)$, $\beta_1$, and $\beta_3(V_g)$. In the simplest case, the Rashba contribution to SOC is assumed to change linearly with $V_g$:

$$\alpha = \alpha_0 + \frac{\partial \alpha}{\partial V_g} V_g, \quad (4.60)$$

where $\alpha$ is expected to be negative, based on the considerations presented above.
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Figure 4.38. (a) Gate dependent spin signal oscillations fitted with the expanded ballistic model provided by A. Zainuddin et al. [123]. In particular, the decreasing signal amplitude with increasing gate voltage is reproduced well, only for larger gate voltages the model deviates from the experimental data. (b) Individual contributions of the total SOC. The linear Dresselhaus parameter can be determined from self-consistent Schrödinger-Poisson simulations ($\beta_1 = 1.37 \times 10^{-13} \text{ eV m}$), while the cubic Dresselhaus contribution is related to the gate dependent charge carrier density $n_s$ (Fig. 4.33). The gate dependence of the Rashba parameter $\alpha$ is assumed to change linearly with $V_g$ (Eq. 4.60) and is obtained from fitting the spin signal oscillations (a). There, the average over all three regarded distances is shown. The individual values of $\alpha_0$ and $\partial \alpha / \partial V_g$ are summarized in Tab. IV.

<table>
<thead>
<tr>
<th>$d$ (µm)</th>
<th>$\alpha_0$ $(10^{-13} \text{ eV m})$</th>
<th>$\partial \alpha / \partial V_g$ $(10^{-13} \text{ eV m/V})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>-3.78</td>
<td>-0.90</td>
</tr>
<tr>
<td>11</td>
<td>-5.34</td>
<td>-0.72</td>
</tr>
<tr>
<td>15</td>
<td>-6.01</td>
<td>-0.68</td>
</tr>
<tr>
<td>average</td>
<td>-5.07</td>
<td>-0.77</td>
</tr>
</tbody>
</table>

Table IV. Values of $\alpha_0$ and $\partial \alpha / \partial V_g$ (Eq. 4.60) obtained from fitting the gate dependent spin signal oscillations for different injector-detector distances $d$ (Fig. 4.38a).
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In Fig. 4.38 the fitted signals for all investigated injector-detector distances are shown, along with the gate dependencies of the individual SOC contributions. The values of $\alpha_0$ and $\partial \alpha / \partial V_g$, which are obtained from the fit, are summarized in Tab. IV, while the other fitting parameters, like scaling factor and signal offset, can be found in the appendix (App. A.4). As the cosine function, which gives rise to the oscillatory behavior, is identical to the 1-dimensional case (Eq. 4.45), a similar value of $\partial \alpha / \partial V_g = -0.77 \times 10^{-13} \text{ eV m}/V$ (averaged) is obtained from this fit. However, the values of the gate independent contribution $\alpha_0$ significantly spread, yet no clear functional connection is identifiable. As for each distance a separate device is investigated, it could be possible that fabricational inhomogeneities result in slightly varying gate independent SOC contributions, thus yielding an additional phase shift. Additional contributions resulting in a phase shift could be due to a finite spatial extent of the contacts, a variation of the SOC strength underneath the contacts, or a varying strength of the Dresselhaus SOC [123], which could also be slightly different for separate devices. Due to this spread of the gate independent SOC contributions and the lacking possibility of distinguishing these contributions from an additional phase shift, it is therefore not meaningful to determine $\alpha_0$ from the fit. However, despite the rather simplified assumption on the gate dependence of $\alpha$, the experimental data can be described well with the extended ballistic spin precession equation, as shown in Fig. 4.38a. In particular, the decreasing oscillation amplitude with increasing gate voltage is reproduced well. Only for larger gate voltages the fit deviates from the experimental values, which could be due to a change of capacitive coupling (deep trap states). This can either affect the gate response of $\alpha (\partial \alpha / \partial V_g)$, or completely screen the gate electrode, such that $\alpha$ becomes independent of $V_g$.

A significantly better fitting result can be achieved by dividing the gate voltage range into three separate sections: A, B, and C (Fig. 4.39b). In each region, $\alpha$ is assumed to change linearly with $V_g$, yet the slopes $\partial \alpha / \partial V_g$ may differ in each section. This allows a considerably improved replication of the experimental data, as shown in Fig. 4.39a.
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Figure 4.39. (a) Fitted spin signal oscillations based on the expanded ballistic model, showing an excellent agreement with the experimental data. (b) The gate voltage region is divided into three regions (A, B, and C). In each range, the gate dependence of the Rashba SOC can differ. There, the gate dependence of $\alpha$ is obtained from the fit, and averaged over all injector-detector distances. The slopes $\partial \alpha / \partial V_g$ in each region are summarized in Tab. V.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\partial \alpha / \partial V_g$</td>
<td>-0.73</td>
<td>-1.16</td>
<td>-0.07</td>
</tr>
<tr>
<td>$\partial \beta_3 / \partial V_g$</td>
<td>0.27</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\partial SOC / \partial V_g$</td>
<td>1.27</td>
<td>1.16</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Table V. Averaged values of the gate dependence of the SOC parameters for each gate voltage region, in units of $10^{-13}$ eV m/V. There, the slopes of $\alpha$ are obtained from the fit (averaged over all distances $d$), $\partial \beta_3 / \partial V_g$ is obtained from the gate dependence of the charge carrier density (Fig. 4.33), and $\partial SOC / \partial V_g$ can be determined based on Eq. 4.61.

The average slopes for each gate voltage region are summarized in Tab. V. All fitting parameters can be found in the appendix (App. A.4). Note that the gate
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dependent change of the total SOC strength for a channel along [110] is given by:

\[
\frac{\partial SOC}{\partial V_g} = -\frac{\partial \alpha}{\partial V_g} + 2 \frac{\partial \beta_3}{\partial V_g},
\]

(4.61)
in the linear approximation. In the gate voltage region A the values of \(\partial \alpha / \partial V_g\) are similar compared to the ones, which are extracted from the oscillation period based on the 1-dimensional model (Eq. 4.45), while in region B, \(\partial \alpha / \partial V_g\) is larger. For gate voltages larger than \(V_g \gtrsim 4\) V (region C), the effect of the gate electrode is completely screened, presumably due to trapped charges. Thus, neither the total SOC, nor \(\alpha\) changes as a function of \(V_g\).

In order to justify the subdivision of the gate voltage range into three separate regions, the total Rashba SOC contribution \(\alpha_{total}\) is assumed to contain two contributions. One of which scales linearly with the charge carrier density \(n_s (\alpha_{ns})\), or with the \(n_s\) related electric field respectively \((E \propto n_s [75, 114])\). The other contribution is assumed to be due to the electric field of the gate electrode itself \(\alpha_{el}\), and does neither have an influence on \(n_s\), nor is affected by a change of \(n_s\). The total Rashba SOC contribution is then given by:

\[
\alpha_{total} = \alpha_{ns} + \alpha_{el}.
\]

(4.62)
The linear relation between \(\alpha_{ns}\) and \(n_s\) is supported by experimental works [71, 111–113, 115, 116]. The electric field contribution of \(\alpha_{el}\), on the other hand, is expected to depend linearly on the gate electric field. The presence of this \(n_s\) independent contribution can be indirectly supported by reports, which show a gate tunability of \(\alpha\) for a constant charge carrier density [20, 23, 75]. However, it has to be kept in mind that the differentiation between two Rashba SOC contributions is purely phenomenological at this point, and requires further investigation. The separation of the three gate voltage regions can be discussed by regarding the gate dependence of \(\alpha_{total}\) in each gate voltage range. For low gate voltages up to about \(V_g = 2.7\) V, gate dependent charge transport measurements show that the charge carrier density \(n_s\) increases linearly with \(V_g\). Thus, \(\alpha_{ns}\) and \(\alpha_{el}\) are both expected to change with the applied gate voltage. In the intermediate gate voltage range
(2.7 V − 4 V) the electric field of the gate electrode is not completely screened, yet $n_s$ does not change with $V_g$, as additional charge carriers populate deep trap states at the interface between the oxide and the semiconductor, instead of the 2DEG channel. Thus, the charge carrier density related contributions $\alpha_{ns}$ does not change with $V_g$. Despite $n_s$ being independent of $V_g$ in this range, the gate is still assumed to be capacitively coupled to the 2DEG, such that the contribution $\alpha_{el}$ of the Rashba SOC, which directly depends on the gate electric field, is expected to be the only gate dependent contribution of SOC in the intermediate gate voltage region. For $V_g \gtrsim 4$ V, on the other hand, $\alpha_{total}$ is nearly gate independent, which can be presumed to be due to a complete capacitive screening of the gate as a result of the population of deep trap states. Thus, the gate has an influence neither on the charge carrier density, nor on SOC. In summary, in region A, the gate dependent contributions of the Rahba SOC consist of $\alpha_{ns}$ and $\alpha_{el}$, while in region B only $\alpha_{el}$ is gate dependent. In region C, on the other hand, the SOC does not depend on $V_g$. The total Rashba SOC contribution is thus given by:

\begin{align*}
\text{region A} & \quad \alpha^A_{total} = \alpha_{ns}(V_g) + \alpha_{el}(V_g) \\
\text{region B} & \quad \alpha^B_{total} = \alpha_{ns} + \alpha_{el}(V_g) \\
\text{region C} & \quad \alpha^C_{total} = \alpha_{ns} + \alpha_{el} \approx \text{constant}
\end{align*}

There, $\alpha_{total}$ is equal to the Rashba SOC $\alpha_{fit}$, which is obtained from fitting the gate dependent spin signal oscillations (Fig. 4.39a). Additionally, $\alpha_{el}(V_g)$ is assumed to be equal in region A and region B.

This 3-slope approximation can be further analyzed by conducting self-consistent Schrödinger-Poisson simulations, which allow calculating the $n_s$ dependent contribution of the Rashba SOC $\alpha_{ns}$. Further technical details can be found in the appendix (App. A.5). From these simulations $\alpha_{ns}$ can be calculated as a function of the charge carrier density $n_s$. A gate dependent representation can be obtained by matching $n_s$ to $V_g$, based on the experimentally determined gate dependence of $n_s$ (Chapter 4.3.2). In Fig. 4.40a the calculated values of $\alpha_{ns}$ are shown as a function of $V_g$. The obtained values are negative, yet the absolute value is decreasing, contrary to the total Rashba SOC $\alpha_{fit}$, which is obtained from fitting the gate
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Figure 4.40. (a) Charge carrier density dependent contribution of Rashba SOC ($\alpha_{ns}$), resulting from self-consistent Schrödinger-Poisson simulations. (b) From fitting the spin signal oscillations (Fig. 4.39a), the total Rashba SOC strength $\alpha_{total} \equiv \alpha_{fit}$ is obtained (green), which can be phenomenologically divided into an $n_s$ dependent contribution $\alpha_{ns}$ (blue) and an electric field related one $\alpha_{el}$ (gray). The charge carrier density only changes with $V_g$ in region A, such that only in this range both contributions of $\alpha$ have to be taken into account: $\alpha_{total} = \alpha_{el} + \alpha_{ns}$. There, $\alpha_{ns}$ is obtained from simulation (a), while $\alpha_{el}$ is linearly extrapolated from region B.

dependent oscillations (Fig. 4.39). Notably, $\alpha_{ns}$ only changes with $V_g$ in region A, due to the gate dependence of $n_s$ in this range. In gate voltage region B, $\alpha_{ns}$ is gate independent and the only contribution to the gate dependence of the Rashba SOC is $\alpha_{el}$. As this electric field contribution $\alpha_{el}$ is independent of the charge carrier density $n_s$, the value of $\alpha_{el}$ in region A is assumed to be equal to that in region B (Fig. 4.40). The total Rashba SOC in region A is thus given by the sum of $\alpha_{ns}$, which is obtained from the simulation, and $\alpha_{el}$, which is assumed to be equal to the value of region B. In Fig. 4.40 the values of $\alpha_{total}$ obtained for region A are shown as red dots. There, the calculated value $\alpha_{total}$ perfectly matches the total Rashba SOC $\alpha_{fit}$, which is obtained from fitting the gate dependent spin signal oscillations. This strongly suggests that the total Rashba SOC indeed contains two contributions $\alpha_{ns}$ and $\alpha_{el}$.

Finally, the total SOC strength can be calculated, with particular focus on its
dependence on the crystallographic orientation. According to Eq. 2.39 in Chapter 2.3, the total SOC strengths for channels along $\vec{k} \parallel [110]$ and $\vec{k} \parallel [1\bar{1}0]$ are given by $(x \parallel [1\bar{1}0], y \parallel [110]):$

\[
SOC_{k\parallel[110]} = |-\alpha + 2\beta_3 - \beta_1| \\
SOC_{k\parallel[1\bar{1}0]} = |\alpha + 2\beta_3 - \beta_1|.
\] (4.64)

The value of $\alpha$ is obtained from fitting the spin signal oscillations (Fig. 4.39), while $\beta_1 = 1.37 \times 10^{-13} \text{eV m}$, and $\beta_3 \propto n_s$ follows the gate dependence of $n_s$ (Chapter 4.3.2). The thus calculated total SOC strength for both channel orientations is plotted in Fig. 4.41. Note that $\alpha < 0$, and $\beta_1, \beta_3 > 0$. In the greater part of the gate voltage range, i.e. for $V_g \gtrsim 0.9 \text{V}$, the SOC for spins traveling along [110] is larger compared to the [110] direction. In this gate voltage range $\beta_1 < 2\beta_3$, while $\alpha < 0$ for all investigated $V_g$. Thus, according to Eq. 4.64, $SOC_{k\parallel[110]} > SOC_{k\parallel[1\bar{1}0]}$. Generally, the relation between the SOC strengths does not explain that no spin signal oscillations are observable for a channel orientation along [110], however. Explaining this requires taking a closer look at the change of the SOC strengths with gate voltage, which, for the linearly approximated SOC parameters, are given by:

\[
\frac{\partial SOC_{k\parallel[110]}}{\partial V_g} = -\frac{\partial\alpha}{\partial V_g} + 2\frac{\partial\beta_3}{\partial V_g} \\
\frac{\partial SOC_{k\parallel[1\bar{1}0]}}{\partial V_g} = \frac{\partial\alpha}{\partial V_g} + 2\frac{\partial\beta_3}{\partial V_g}.
\] (4.65)

As, according to the evaluation of the spin signal oscillations, $\partial\alpha/\partial V_g < 0$, and $\partial\beta_3/\partial V_g \geq 0$ it can be concluded, that

\[
\frac{\partial SOC_{k\parallel[110]}}{\partial V_g} \geq \frac{\partial SOC_{k\parallel[1\bar{1}0]}}{\partial V_g}.
\] (4.66)

Thus, the change of SOC with gate voltage is larger for a channel orientation along [110] compared to [110]. Therefore, the change of the spin precession angle with gate voltage for $\vec{k} \parallel [110]$ is more pronounced, which gives rise to the observed gate dependent spin signal oscillations. For $\vec{k} \parallel [1\bar{1}0]$, on the other hand, the
4.3 Gate control of spin precession

Figure 4.41. (a) Calculated total SOC strength for a channel orientation along $\vec{k} \parallel [110]$ (red) and $\vec{k} \parallel [1\bar{1}0]$ (blue). (b) Experimentally obtained gate sweeps for $B_{\text{ext}} = 0.2 \, \text{T}$ for two the different channel orientations shown in (a) (Fig. 4.30b).

change of SOC with $V_g$ is significantly smaller, resulting in a smaller change of the spin precession frequency. Hence, no spin signal oscillations are observable in experiment (Fig. 4.41b). Especially in the low gate voltage range $V_g \lesssim 2.7 \, \text{V}$, in which the charge carrier density $n_s$ changes with $V_g$, $SOC_{k\parallel [110]}$ is nearly gate independent. In this range, the gate dependence of $\beta_3$, which is increasing for larger $V_g$, counteracts the gate dependent change of $\alpha$, which is decreasing with $V_g$, while additionally $\alpha < 0$. In the intermediate gate voltage range ($2.7 \, \text{V} \lesssim V_g \lesssim 3.7 \, \text{V}$), $n_s$, and hence also $\beta_3$, are gate independent. Therefore, the only gate dependent contribution of the total SOC is $\alpha$, so that the change of SOC with $V_g$ does not depend on the crystallographic orientation ($\partial SOC_{k\parallel [110]}/\partial V_g = \partial SOC_{k\parallel [1\bar{1}0]}/\partial V_g$).

In the experimental spin signal, the intermediate gate voltage range is not clearly distinguishable, however, which might be due to fabricational variations between the different devices. There, the crystallographic orientation dependence is investigated on a separate set of samples, such that minor fabricational variations could result in different gate characteristics. In particular, the gate dependence of $n_s$, which defines the gate voltage regions considered above, may vary, so that the intermediate gate voltage range could possibly extend towards higher gate voltages. Finally, it has to be emphasized that the gate dependent spin signal oscillations
do not depend on the crystallographic orientation, if $\beta_3$ is neglected. The observed anisotropy of the spin signal oscillations is therefore due to the gate dependent cubic Dresselhaus contribution. For the presented case, in which $\partial\alpha/\partial V_g < 0$ and $\partial\beta_3/\partial V_g > 0$, the gate dependence of SOC is enhanced for a channel orientation along $\vec{k} \parallel [110]$, while for $\vec{k} \parallel [\bar{1}10]$ the increase of $\beta_3$ counteracts the decrease of $\alpha$, thus decreasing the gate dependence of the total SOC.

**spinFET-like functionality**

The oscillations of the previously presented gate dependent measurements are extracted from magnetic fields sweeps for different gate voltages. This approach yields a detailed understanding of spin precession related phenomena in these devices. For establishing a spinFET-like functionality, however, it is more advantageous to apply a fixed external magnetic field, which aligns the magnetization of the injecting and detecting contact along the channel orientation, and perform gate sweeps. Such gate sweeps with the external magnetic field along the channel (90°), and parallel to the long axis of the injecting/detecting contact (0°) are shown in Fig. 4.42a. From the difference between the 90° and 0° signal gate dependent spin signal oscillations can be extracted (Fig. 4.42b), which shows identical characteristics as the one extracted from the magnetic field sweeps (Fig. 4.30). A possible operation mode of a spinFET-like device can then be established by switching between the gate voltage at which the oscillation pattern shows a minimum, which corresponds to an antiparallel configuration regarding detector magnetization and orientation of the detected spin, and the gate voltage at which a maximum is observable, i.e. the parallel configuration. In case of the measurement shown in Fig. 4.42b, the device can switch between P and AP by changing the gate voltage roughly between 0.9 V and 1.9 V. It is important to point out that the gate operation is possible without hysteretic effects in a small voltage range of roughly 2.5 V. Larger changes of $V_g$ lead to an alteration of the population of deep trap states, which results in a shift of the threshold voltage, as discussed above (Chapter 4.3.2, Fig. 4.23). Thus, for measurements in a larger gate voltage range, as shown in Fig. 4.42, it is necessary to reset the population of these trap states by external illumination after each gate sweep. As the degree of occupation of these states
cannot be directly determined, different measurements can be slightly shifted as to the absolute value of the gate voltage. Matching of the curves is possible by aligning separate measurements with respect to the minimum of the signal trace (Fig. 4.42a).

Figure 4.42. (a) Gate sweep for a fixed external magnetic field $B_{ext} = 0.15 \, \text{T}$, which sets the orientation of the spin contacts either parallel to the channel direction ($90^\circ$) or perpendicular thereto ($0^\circ$). As the threshold gate voltage is considerably shifted after sweeping the gate in a large voltage range, both measurements ($0^\circ$ and $90^\circ$) are matched by aligning the minima of the curves. (b) Signal difference between $90^\circ$ and $0^\circ$ curves shown in (a), showing a gate dependent spin precession pattern. At the minimum of the oscillation ($V_g \approx 0.9 \, \text{V}$) the spins arrive antiparallel at the position of the detector with respect to its magnetization, while for the gate voltage at which the maximum of the oscillation is observable, the spins are parallel with respect to the detector magnetization ($V_g \approx 1.9 \, \text{V}$).

4.3.4 Conclusion

In this chapter the effect of a gate electric field on spin transport properties and SOC related quantities was investigated in detail. The charge transport properties
in dependence of the gate voltage $V_g$ were discussed first, which in particular yielded information on the gate dependence of the electron mobility $\mu_e$, and the charge carrier density $n_s$. Both quantities are a function of $V_g$ only up to a certain gate voltage, which is attributed to the population of deep trap states at the interface between the oxide and the SC structure, or within the oxide layer itself. In the main part of this chapter the dependence of a gate electric field on the spin transport properties was investigated. First, magnetic field sweeps with $B_{ext}$ oriented perpendicular to the channel ($0^\circ$ signal) were regarded for a channel orientation along [110]. Thus, the gate dependence of the spin diffusion lengths $\lambda_{[100]}$ and $\lambda_{[1\bar{1}0]}$ for spins oriented along [100] and [1\bar{1}0] could be extracted. The gate dependent change of the spin diffusion length, the injection efficiency $P_{inj}$, and the channel resistance $R_s$ gives rise to a gate dependence of the spin signal height. If the external magnetic field is oriented parallel to the channel ($90^\circ$ signal), on the other hand, the injected spins are oriented perpendicular to the SO-field, which gives rise to SOC induced spin precession. For a channel along [110] a distinct dip-like feature in these magnetic field sweeps could be identified as a signature of SOC, which was already discussed in Chapter 4.2. Gate dependent measurements showed a change of the dip-like signal characteristic to a peak-like feature, which implies a tunability of the SOC strength. From these gate resolved $90^\circ$ signals at a fixed magnetic field gate dependent spin signal oscillations were extracted, which is one of the major results of this thesis. With the purely diffusive model presented in Chapter 2.6, these signal oscillations could not be described adequately, however. Instead, an extended ballistic model introduced by A. Zainuddin et al. [123] allowed fitting the oscillations remarkably well, in particular with regard to the decreasing oscillation amplitude with increasing $V_g$. There, the Rashba SOC parameter $\alpha$, which is the main fitting parameter, was divided into a contribution which depends on the charge carrier density $n_s$, and one that is directly due to the gate electric field. This separation could be confirmed phenomenologically, and was additionally supported by simulations, which allowed deriving the $n_s$ dependent contribution of $\alpha$. For a channel orientation along [1\bar{1}0], on the other hand, no gate dependent spin signal oscillations could be observed, which implied that the change of SOC with $V_g$ is much smaller for $\vec{k} \parallel [110]$.
4.3 Gate control of spin precession

compared to a channel along [110]. In particular, it could be assumed that the
gate dependent change of the cubic Dresselhaus parameter $\beta_3$, which follows from
the gate dependence of $n_s$, counteracts the gate voltage dependence of the Rashba
contribution $\alpha$ for $k \parallel [1\bar{1}0]$. Thus, the gate induced change of the spin precession
frequency is smaller compared to the [110] channel orientation, which prevents the
observation of gate dependent spin signal oscillations.
4 Experimental results
5 Conclusion and Outlook

One of the major goals of spintronics remains the realization of semiconductor devices, which allow the manipulation of the spin signal. In this context, the most prominent, but as yet unrealized, device proposal is the spinFET, conceptually introduced by S. Datta and B. Das [8]. Besides efficient electrical spin injection and detection, it requires the SOC strength to be tunable by an external electric field, which gives rise to a modulation of the SOC induced spin precession frequency. Demonstrating the gate control of spin precession in electrical spin injection devices, thus paving the way for the realization of a spinFET device, was one of the main objectives of this thesis.

In the heterostructure system under investigation, efficient electrical spin injection could be achieved through an Esaki-diode structure into an (In,Ga)As QW channel. In order to probe SOC related phenomena, it is advantageous to investigate spin injection devices with a narrow transport channel, such that spin transport is restricted mainly to one principle axis. In this case, the SO-field for $\vec{k}$ along the direction of the channel can be considered to be the main source of spin precession, which significantly facilitates its subsequent control. This required developing a novel device geometry, which allowed realizing narrow transport channels with a width down to $w_c = 400 \text{ nm}$, approaching the 1-dimensional spin transport regime. For narrower transport channels, the Dyakonov-Perel spin relaxation mechanism is expected to be strongly suppressed by introducing a lateral confinement. This could be confirmed by non-local spin injection measurements for various channel widths, which showed a significant increase of the spin diffusion length $\lambda_s$ for narrower transport channels. There, in the 2-dimensional limit $\lambda_{2D} \approx 4 \mu\text{m}$, while for the narrowest channel ($w_c = 400 \text{ nm}$) the spin diffusion length was found to be
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considerably larger with $\lambda_{400\text{nm}} \approx 9.2\,\mu\text{m}$.

With this new device geometry, it was possible to identify SOC related characteristics in non-local spin injection measurements. There, the focus was on transport channels along the [110] and [1\bar{1}0] crystallographic orientation, as along these directions the SO-field is perpendicular to the channel orientation. If the injected spin has a component which is perpendicular to this SO-field, spin precession is expected, whereby the orientation of the injected spin can be set by an external magnetic field. For spins injected parallel to the channel orientation, a characteristic signal feature was observable in non-local spin transport measurements for a channel along [110], which could be related to SOC induced spin precession. This was qualitatively confirmed by finite element simulations, based on an extended spin diffusion model. The total SOC strength could be estimated to lie in the low $10^{-13}\text{eV}\,\text{m}$ range. For a channel orientation along [1\bar{1}0], on the other hand, no distinct SOC related features were observable, which suggested that the SOC strength along this direction is significantly weaker compared to the [110] direction. This crystallographic orientation dependence of the SO-fields could also be confirmed qualitatively based on the extended spin diffusion model.

Subsequently, the effect of an external electric field on the spin transport properties was investigated. From standard non-local spin valve (SV) measurements, in which case the external magnetic field is perpendicular to the channel orientation, the gate dependence of the spin diffusion length $\lambda_s$ could be extracted. In the DP spin relaxation regime, the spin diffusion length can be related to the SOC parameters, such that the gate dependence of $\lambda_s$ already implied a gate tunability of the SOC strength. Non-local measurements for an external magnetic field orientation parallel to the channel, on the other hand, allowed investigating spin precession related phenomena. There, the SOC related feature in the non-local spin transport measurements was observed to change by applying a gate voltage, consistent with the expected tunability of the SOC strength. From these measurements it was possible to extract gate dependent spin signal oscillations, which are characteristic for the expected spin signal modulation in a spinFET device. Similar spin precession signatures could only be observed before in InAs QW structures with a high SOC strength, in the limit of ballistic spin transport,
i.e. for small injector-detector distances \([20–25]\). In the presented devices, on the other hand, an In\(_{0.09}\)Ga\(_{0.91}\)As QW structure provided the conducting channel, in which a relatively low SOC strength on the order of \(10^{-13}\) eV m is expected. Additionally, in these devices spin transport is not ballistic, instead it takes place in an intermediate regime, which is still diffusive, yet approaches the quasi-1D limit. Despite of the low SOC strength and the partially diffusive spin transport, gate induced spin precession oscillations could be observed, which is indeed a remarkable finding and has to be considered as one of the central results of this thesis. Although spin transport takes place in an intermediate regime, it was not possible to adequately model the presented gate induced spin signal oscillations with the purely diffusive model, which is based on the extended spin diffusion equation. Instead, the oscillations could be fitted remarkably well by an extended ballistic model, which is provided by A. Zainuddin et al. \([123]\), with the Rashba SOC contribution \(\alpha\) as the main fitting parameter. For a channel orientation along \([1\bar{1}0]\), on the other hand, no gate dependent spin signal oscillations could be observed, which suggested that the gate dependent change of the total SOC is much smaller compared to a channel along \([110]\). It could be concluded that the gate dependence of the cubic Dresselhaus parameter \(\beta_3\) counteracts the change of \(\alpha\) with \(V_g\) for \(\vec{k} \parallel [1\bar{1}0]\). The change of the total SOC with gate voltage is therefore smaller compared to a channel along \([110]\), in which case cubic Dresselhaus and Rashba contribution add up.

One of the main obstacles for the realization of spin precession devices, like the spinFET proposal by S. Datta and B. Das \([8]\), is the strict prerequisite for ballistic spin transport. This requires the distance between injecting and detecting contact to be smaller than the corresponding electron’s mean free path. In this configuration, it is necessary to work with materials with a large SOC, such that the injected spin can be rotated by an angle larger than \(\pi\) on such a small distance. Within this work, it could be demonstrated that SOC induced spin precession can also be observed in diffusion dominated systems, which considerably relaxes the strict prerequisite of ballistic spin transport. Thus, spin precession devices with larger dimensions can be realized, but also spin precession in systems with
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lower SOC strengths can be investigated more intensively in the future, which significantly expands the material choice.
A Appendix

A.1 Signal correction

General spin signal correction

The spin signal presented in Chapter 4.2.2 is phenomenologically background and offset corrected. In the following, this signal correction routine is explained in detail.

The non-local spin injection measurements are conducted in a magnetic field range up to $B_{\text{ext}} = 5\,\text{T}$. In this range, however, an additional magneto-resistive background feature occurs (Fig. A.1a), the origin of which is unclear, as a systematic evaluation remains elusive. In Fig. A.1a non-local spin signals for two different external magnetic field orientations (blue: $0^\circ$, red: $90^\circ$) are shown. Both are significantly affected by a background signal. This background is not considered relevant for the evaluation of the spin signal, so that a phenomenological background removal routine is implemented, which allows extracting the spin related contribution of the signal (Fig. A.1b). In the following, the background removal approach is shortly described. First, magnetic up- and down-sweep are averaged. Subsequently, the result is averaged over opposite angles, which requires mirroring the signal of one of the angles at $B = 0\,\text{T}$, so that the average is taken over the same external magnetic field direction. Removing the background itself is achieved by phenomenologically fitting and subsequently subtracting a 4-th order polynomial function from the averaged signal. There, only the range $|B| > \pm 2\,\text{T}$ is considered to be dominated by the background signal, while at lower fields the magnitude of the spin signal and SOC related phenomena are assumed to prevail. Additional signal corrections concern the spin independent voltage offset. This
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Figure A.1. (a) Non-local spin signal for channel along [110]. The external magnetic field is either oriented along the contact (0°, blue) or perpendicular thereto (90°, red). For the regarded large magnetic field range a distinct background signal is observable, which can be fitted by a polynomial function (green). (b) Signal shown in (a) with background correction and shifted to 0-spin-signal (0-SG).

offset can be removed by determining the signal level at which no spin dependent voltage drops at the detector, which is referred to as 0-spin-signal (0-SG). This signal level can be determined from standard SV measurements (0°), as described in Chapter 3.4, and basically lies in the middle between the parallel and the antiparallel level of the SV signal.

It has to be kept in mind, however, that the background and offset correction is a phenomenological approach, which implies considerable restrictions concerning the quantitative analysis. This may include artificially introduced changes of the spin signal profile, for instance. Yet all relevant characteristics are clearly distinguishable in the raw data, so that a qualitative discussion of the spin signal is still possible. A considerable source of error can arise from the inaccurate determination of the 0-spin-signal (0-SG). There, depending on whether the magnetization switches from P to AP, or vice versa, slightly different levels of the 0-SG are obtained. Also, imperfect switching characteristics, especially concerning the formation of the AP level, complicate an accurate evaluation. Moreover, it is important to note that the parallel and antiparallel levels of the SV signal
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are expected to form along the magnetically easy axes of the ferromagnet, i.e. along [100] or [010] (Fig. A.2). The thus determined 0-SG is therefore only valid for spins oriented along these directions. For the offset correction, however, the obtained 0-SG is assumed to be equal for all orientations, which is not necessarily the case. The thus introduced uncertainty could potentially lead to an artificial shift of the spin signals relative to each other. An additional remark concerns the signal features appearing in the low magnetic field range for $|B| \lesssim 100$ mT, which are especially relevant for channels oriented along [110] and [110], in which case the spin injection and detection contacts are oriented along a magnetically hard axis of (Ga,Mn)As. These characteristics of the signal are related to the smooth rotation of the contact magnetization towards one of the magnetically easy axes at low magnetic fields, which is highlighted in Fig. A.2. There, for large magnetic fields the magnetization of the contacts is forced to orient parallel to the external magnetic field, i.e. both contacts are magnetized along [110] (arrows in Fig. A.2). Upon reducing the external magnetic field, the magnetization of the contacts is still parallel, yet starts to rotate continuously towards one of the easy axes ([100] or [010]), before switching to the antiparallel configuration. Notably, the AP configuration is also established along one of the easy axes. For the discussion of the presented measurements, it is important to note that the spin contacts are aligned parallel to the external magnetic field for $|B| \gtrsim 100$ mT, while effects occurring

![Figure A.2. Non-local SV signal ($0^\circ$) for a channel along [110]. For large magnetic fields the magnetization of the contacts is parallel to $B_{ext}$ (arrows), while upon reducing $B_{ext}$ the parallel configuration rotates towards one of the easy axes (blue), before switching to the AP configuration.](image-url)
at smaller magnetic field strengths are not considered relevant for the presented investigations.

**Spin signal correction for exemplary data**

In the following, the spin signal correction is applied to an exemplary data set. For descriptive purposes, the discussion is limited to the signals obtained for an injector-detector distance of \( d = 7 \mu m \), and a channel orientation along [110]. Additionally, only the external magnetic field directions along the channel (90°) and perpendicular to the channel orientation (0°) are regarded. The sample is physically rotated in the external magnetic field. The corresponding nomenclature for each measurement direction is shown in Fig. A.3a. There, the angle is defined between the positive external magnetic field orientation and the channel direction. Note that for each sample orientation the magnetic field is swept from positive to negative values, and vice versa. Thus, the positive magnetic field range of the 0° signal is in principle equal to the negative magnetic field range of the 180° signal, for instance. In Fig. A.3b exemplary non-local spin signals are shown for a magnetic field orientation along the channel (90°, 270°), and \( B_{ext} \) parallel to the contact orientation (0°, 180°). For each measurement up- and down-sweeps of the magnetic field are conducted. There, the distinct magnetic field dependent background is clearly observable, as well as the signal offset. In a first step, the magnetic up- and down-sweep are averaged for each sample orientation. Subsequently, the measurements for opposite sample orientations are averaged, which requires mirroring one orientation at \( B = 0 \) T. Thus, up- and down-sweep, as well as opposite angles are combined to one signal. In Fig. A.4a the original curves are shown before averaging, while in Fig. A.4b the corresponding average is presented. Note that the antiparallel signal level in the 0° and 180° signal occurs at difference magnetic field values, such that the AP signal level is not preserved by the averaging process. The background signal is then fitted with a polynomial of 4th order in the range of \( |B_{ext}| \geq 2 \) T, as shown in Fig. A.4b. This polynomial functionality has no physical background, however, and is only chosen phenomenologically. Yet, it is important to note that all features of the raw data are preserved by the background removal routine. In particular the dip-like signal characteristic of the
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Figure A.3. (a) Nomenclature of the magnetic field direction ($B_{\text{ext}} > 0$) relative to the orientation of the channel. For sake of clarity only magnetic field orientations along the channel (90°, 270°), and perpendicular thereto (0°, 180°) are shown. (b) Raw data for the corresponding magnetic field orientations shown in (a), for a channel orientation along [110] and $d = 7 \mu m$. For each measurement up- and down-sweeps (blue, red) of the magnetic field are performed.

90° signal is also clearly distinguishable in the original data. This phenomenological 4th order polynomial fit is subsequently subtracted from the averaged data. The thus corrected data is shown in Fig. A.5a. The 0° and 90° signals are then
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Figure A.4. (a) Opposite angels of the data shown in Fig. A.3 combined in one graph. For angles $\leq 180^\circ$, the magnetic field axis is reversed, such that the magnetic field orientations are comparable. (b) Measurements shown in (a), averaged over up- and down-sweep, as well as over opposite magnetic field orientations. The background is then fitted by a 4th order polynomial (red).

additionally symmetrized with respect to $B_{ext} = 0$ T (Fig. A.5b), which is valid due to the symmetry of the effective magnetic field ($\vec{B}_{eff} = \vec{B}_{SO} + \vec{B}_{ext}$) upon reversing $\vec{B}_{ext}$, as described in Chapter 4.2. Finally, the curves are shifted, such that the 0-spin-signal (0-SG) corresponds to a non-local voltage of $V_{nl} = 0$ V. There, the 0-SG is obtained from the SV signal, and basically lies in the middle between the P and the AP signal level. Note that the switching between P and AP
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Figure A.5. (a) Offset corrected data. There the polynomial fit shown in Fig. A.4 is subtracted from the averaged data. (b) The 0° and 90° can additionally be symmetrized with respect to $B_{ext} = 0$ T. For these orientations this is valid, as the effective magnetic field is symmetric with regard to a reversal of the external magnetic field (Chapter 4.2).

takes place along one of the magnetically easy axes (100] or [010]), such that the corresponding 0-SG is strictly speaking only valid for spins oriented along these directions. As there is no experimental access to the 0-SG for spins along the other crystallographic directions, however, this 0-SG for [100]/[010] has to be used as an approximation. In Fig. A.6 the background and offset corrected non-local spin signals are shown.
offset removed

Figure A.6. Finally, the curves shown in Fig. A.5b are additionally shifted relative to the 0-SG (offset correction).

A.2 Parameters for gate dependent diffusive model

Introducing the gate dependence to the diffusive model presented in Chapter 2.6 requires making assumptions on the gate dependence of various input parameters. The gate dependence of charge carrier density $n_s$, electron mobility $\mu_e$, and spin diffusion length $\lambda_{[1\bar{1}0]}$ can be determined experimentally. Additionally, the scaling factor $f$ in the model, which quantifies the flux through the injecting contact, can be obtained from fitting the $0^\circ$ signal (Chapter 4.3.3). All these gate dependent input parameters are summarized in Fig. A.7. For implementation in the COMSOL model, however, these quantities have to be parameterized as a function of $V_g$. In the following the approximate parametrizations are summarized:

- charge carrier density $n_s$ (unit: $10^{11}$ cm$^{-2}$)
  
  \[
  V_g = 0 \text{ V} \ldots 2.7 \text{ V} \quad n_s = 2.29 V_g + 3.78 \\
  V_g = 2.7 \text{ V} \ldots 5 \text{ V} \quad n_s = 9.97
  \]

- electron mobility $\mu_e$ (unit: $10^{-4}$ m$^2$/V s)

  \[
  V_g = 0 \text{ V} \ldots 2.63 \text{ V} \quad \mu_e = 9162.43 + 27453.69 V_g - 5217.54 V_g^2 \\
  V_g = 2.63 \text{ V} \ldots 5 \text{ V} \quad \mu_e = 45276.42
  \]

- spin diffusion length $\lambda_{[1\bar{1}0]}$ (unit: $10^{-6}$ m)
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Figure A.7. Gate dependencies of the input parameters for the purely diffusive model: charge carrier density $n_s$ (a), electron mobility $\mu_e$ (b), spin diffusion length $\lambda_{[1\bar{1}0]}$ for spins oriented along [1\bar{1}0] (c), and scaling/flux factor $f$ (d). The red lines indicate the approximate parameterization, which is implemented in the model. For the SOC strength an assumed gate voltage dependence is implemented (e).

For the SOC strength, on the other hand, an assumed gate voltage dependence is used, which is parametrized as follows (Fig. A.7e):

- scaling/flux factor $f$
  
  $V_g = 0 \text{ V} \ldots 1.5 \text{ V}$ \hspace{1em} $f = -0.03 + 0.35 \ V_g$
  
  $V_g = 1.5 \text{ V} \ldots 2.7 \text{ V}$ \hspace{1em} $f = -0.50 + 0.60 \ V_g$
  
  $V_g = 2.7 \text{ V} \ldots 5 \text{ V}$ \hspace{1em} $f = 1.27$

For the SOC strength, on the other hand, an assumed gate voltage dependence is used, which is parametrized as follows (Fig. A.7e):

- spin orbit coupling strength $SOC$ (unit: $10^{-13} \text{ eV m}$)
  
  $V_g = 0 \text{ V} \ldots 3 \text{ V}$ \hspace{1em} $SOC = 1.5 + V_g$
  
  $V_g = 3 \text{ V} \ldots 4 \text{ V}$ \hspace{1em} $SOC = -2.94 + 3.97 \ V_g - 0.50 \ V_g^2$
  
  $V_g = 4 \text{ V} \ldots 5 \text{ V}$ \hspace{1em} $SOC = 5$
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A.3 Fitting parameters obtained from simple ballistic model

In the spinFET proposal introduced by S. Datta and B. Das [8], the gate dependent spin signal oscillations are modeled by a simple cosine function:

\[ V_{\text{det}} = A \cos \left( \frac{2m^* L}{\hbar^2} \text{SOC}(V_g) + \phi \right) + \text{offset}. \]  

(A.1)

Assuming a linear dependence of the SOC strength on \( V_g \), such that

\[ \text{SOC}(V_g) = \frac{\partial \text{SOC}}{\partial V_g} V_g + \text{SOC}_0, \]  

(A.2)

allows modeling the experimentally obtained spin signal oscillations presented in Chapter 4.3.3. The parameters resulting from fitting these oscillations with this simple ballistic spin transport model are summarized in Tab. I.

<table>
<thead>
<tr>
<th>d (( \mu \text{m} ))</th>
<th>offset (( \mu \text{V} ))</th>
<th>A (( \mu \text{V} ))</th>
<th>( \text{SOC}_0 )</th>
<th>( \frac{\partial \text{SOC}}{\partial V_g} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>1.60</td>
<td>3.80</td>
<td>-4.25</td>
<td>-1.32</td>
</tr>
<tr>
<td>11</td>
<td>0.65</td>
<td>1.55</td>
<td>-2.20</td>
<td>-1.14</td>
</tr>
<tr>
<td>15</td>
<td>0.33</td>
<td>0.60</td>
<td>-1.10</td>
<td>-1.06</td>
</tr>
</tbody>
</table>

Table I. Values of offset voltage, amplitude \( A \), and Rashba SOC in the approximation of a linear gate dependence. The SOC related quantities are given in units of \( (10^{-13} \text{eV m}) \), or \( (10^{-13} \text{eV m}/\text{V}) \) respectively.

A.4 Fitting parameters obtained from extended ballistic model

In Chapter 4.3.3 the gate dependent spin signal oscillations are fitted with an extended ballistic model, which is described by A. Zainuddin et al. [123]. There,
the spin signal oscillations can be described according to Eq. 4.57 (Chapter 4.3.3):

\[
\Delta V \simeq \frac{\Delta V_{SV}}{2} + \frac{3\pi \Delta V_{SV}}{2 \sqrt{2\pi \Theta}} \cos \left( \Theta + \frac{\pi}{4} \right),
\]

(A.3)

where \( \Delta V_{SV} \) is the signal height of the standard SV signal, in which case the spins are oriented along the contact, and \( \Theta \) is the spin precession angle for \( k \parallel [110] \), which is given by

\[
\Theta(V_g) = \frac{2 m^* d}{\hbar^2} (-\alpha + 2\beta_3 - \beta_1).
\]

(A.4)

For fitting, additionally a signal offset \( OFF \) and a scaling factor \( SC \) have to be taken into account, such that

\[
\Delta V = \Delta V_x \cdot SC + OFF.
\]

(A.5)

The Rashba SOC contribution is assumed to change linearly with \( V_g \)

\[
\alpha = \alpha_0 + \frac{\partial \alpha}{\partial V_g} V_g.
\]

(A.6)

In the simplest case, \( \alpha \) can be approximated to change linearly in the entire gate voltage range (\( V_g = 0 \text{ V} \ldots 5 \text{ V} \)). In Tab. II the corresponding fitting parameters are summarized. In a more advanced fitting approach the gate voltage range is divided into three region (A, B, and C), in which \( \alpha \) is adjusted separately. The values, which are obtained from this fit, are summarized in Tab. III.

<table>
<thead>
<tr>
<th>( d ) (( \mu \text{m} ))</th>
<th>offset (( \mu \text{V} ))</th>
<th>scale (( \mu \text{V} ))</th>
<th>( \alpha_0 ) (( \mu \text{V} ))</th>
<th>( \partial \alpha / \partial V_g ) (( \mu \text{V/V} ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>-1.6</td>
<td>0.80</td>
<td>-3.78</td>
<td>-0.90</td>
</tr>
<tr>
<td>11</td>
<td>-0.8</td>
<td>0.70</td>
<td>-5.43</td>
<td>-0.72</td>
</tr>
<tr>
<td>15</td>
<td>-0.4</td>
<td>0.53</td>
<td>-6.01</td>
<td>-0.68</td>
</tr>
</tbody>
</table>

Table II. Values of offset voltage, scale, and Rashba SOC in the approximation of a linear gate dependence of \( \alpha \). The slope of \( \alpha \) is assumed to be equal in the entire gate voltage range (\( V_g = 0 \text{ V} \ldots 5 \text{ V} \)). The SOC related quantities are given in units of \((10^{-13} \text{ eV m})\), or \((10^{-13} \text{ eV m/V})\) respectively.
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<table>
<thead>
<tr>
<th>$d$</th>
<th>offset</th>
<th>scale</th>
<th>$\alpha_0$</th>
<th>$\partial \alpha / \partial V_g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(μm)</td>
<td>(μV)</td>
<td></td>
<td>(region A)</td>
<td>(region B)</td>
</tr>
<tr>
<td>7</td>
<td>-1.60</td>
<td>0.80</td>
<td>-3.78</td>
<td>-0.92</td>
</tr>
<tr>
<td>11</td>
<td>-0.82</td>
<td>0.70</td>
<td>-5.53</td>
<td>-0.66</td>
</tr>
<tr>
<td>15</td>
<td>-0.40</td>
<td>0.53</td>
<td>-6.16</td>
<td>-0.60</td>
</tr>
</tbody>
</table>

**Table III.** Values obtained from fitting the spin signal oscillations, in case of dividing the gate voltage range into three separate regions (A, B, and C). The SOC related quantities are given in units of $(10^{-13} \text{eV m})$, or $(10^{-13} \text{eV m/V})$ respectively.

### A.5 Schrödinger-Poisson simulations

From self-consistent Schrödinger-Poisson simulations, the band profiles of the investigated heterostructure (Chapter 3.2) can be obtained. The structure is shown in Fig. A.8, whereby only the part of the spin injection device, in which spin transport takes place, is relevant. Thus, the Esaki-diode structure is not taken into account. In Fig. A.9 two exemplary simulations are shown. There, a gate dependence is introduced by setting the conduction band energy at the surface of the structure (CB pinning). This mimics the bending of the energy bands when applying a gate voltage. Depending on this CB pinning energy, the charge carrier

---

**Figure A.8.** Schematic layer sequence of the heterostructure system, in which spin transport between injecting and detecting contact takes place. This structure is the basis for the self-consistent Schrödinger-Poisson simulations. The blue dots mark the δ-doping layer.
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Figure A.9. Simulated energy bands of the heterostructure shown in Fig. A.8: conduction band (gray), heavy/light hole valence band (red, Γ₈), split-off valence band (blue, Γ₇). Additionally, the probability of the electron wave-function (green) is shown. A gate voltage is indirectly simulated by setting the conduction band energy at the surface of the structure (CB pinning). In (a) the CB is pinned at 0.9 eV, which corresponds to a gate voltage of about \( V_g \approx 0.1 \) V. In (b) the CB is pinned at 0.2 eV \( (V_g \approx 2 \) V).

density \( n_s \), which can also be obtained from the simulations, changes. From the experimentally determined gate dependence of \( n_s \) (Chapter 4.3.2) it is thus possible to relate the CB pinning energies to gate voltage values. From these band energy calculations a value of the Rashba SOC contribution can be obtained. T. Schäpers et al. [71] present an equation, which, in a simplified case, is given by:

\[
\alpha = \frac{\hbar^2 E_p}{6m_0} e_z \langle \Psi_z | \left( \frac{1}{(E_{Γ₇}^{(A)})^2} - \frac{1}{(E_{Γ₈}^{(A)})^2} \right) \varphi'(z) | \Psi_z \rangle \\
+ \frac{\hbar^2 E_p}{8m_0} e_z \sum_n \left[ (E_{Γ₇}^{(B)} - E_{Γ₇}^{(A)}) \left( \frac{1}{(E_{Γ₇}^{(A)})^2} + \frac{1}{(E_{Γ₇}^{(B)})^2} \right) \\
- (E_{Γ₈}^{(B)} - E_{Γ₈}^{(A)}) \left( \frac{1}{(E_{Γ₈}^{(A)})^2} + \frac{1}{(E_{Γ₈}^{(B)})^2} \right) \right] s_n |Ψ(z_n)|^2.
\]

(A.7)
The first term in Eq. A.7 is related to the electric field $\varphi'(z)$ within the heterostructure. There, $\Psi_z$ is the electron wave-function, and $E_{T7}^{(A)}$ and $E_{T8}^{(A)}$ are the VB edges within the QW. For the interaction parameter $E_p$, a value of 26.26 eV for In$_{0.09}$Ga$_{0.91}$As is taken, which results from linearly interpolating the value of GaAs ($E_p = 28.8$ eV) and that of InAs ($E_p = 21.5$ eV) [187]. The second term in Eq. A.7 takes into account interface contributions. There, the values of the VB edge at the interface have to be extracted from the simulated band structure, which is exemplarily visualized in Fig. A.10 for the interface, that is closer to the bottom of the heterostructure. The parameter $s_n = -1$ for the left interface, which is closer to surface, and $s_n = +1$ for the other interface. It has to be remarked that contributions to the Rashba SOC, which are due to the electron wave-function leaking into the barrier, are found to be negligible, due to the strong confinement of the wave-function within the QW.

The thus calculated values of $\alpha$ consist of a contribution $\alpha_E$, which is due to the electric field within the structure, and two contributions, which originate from

---

**Figure A.10.** Band structure shown in Fig. A.9a, zoomed in to the CB (a) and the VB (b) in the vicinity of the QW. The parameters which are required to calculate the Rashba SOC contribution according to Eq. A.7, are marked by the dots. There, these quantities are labeled only for the right interface, while the designation for the other interface is analogous.
A.5 Schrödinger-Poisson simulations

Figure A.11. Individual contributions of the Rashba SOC, which are obtained from the self-consistent Schrödinger-Poisson simulations. There, the total Rashba SOC (green) consists of a contribution $\alpha_E$ (black), which depends on the electric field within the heterostructure, and the interface contributions of the upper interface $\alpha_{int,up}$ (red), and the lower one $\alpha_{int,low}$ (blue).

The two interfaces of the QW ($\alpha_{int}$). In Fig. A.11 the individual contributions are plotted as a function of gate voltage $V_g$. The total Rashba SOC is given by the sum of the individual contributions:

$$\alpha_{total} = \alpha_E + \alpha_{int,up} + \alpha_{int,low}, \quad (A.8)$$

where $\alpha_{int,up}$ is the contribution of the interface, which is closer to the surface of the structure, while $\alpha_{int,low}$ refers to the other interface. Keep in mind however, that these simulations do not directly model a gate electrode. Instead, the conduction band energy at the surface of the structure is adjusted, which gives rise to a bending of the energy bands, and a change of $n_s$. The change of $n_s$ is then related to a gate voltage by comparison to the measured gate dependence of $n_s$. Thus, in the discussion in Chapter 4.3.3 the value of $\alpha$, which is obtained from these simulations, is considered to be only the $n_s$ dependent contribution of the total Rashba SOC.
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