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ABSTRACT
Search engines often provide featured snippets, which are boxed
and placed above other results with the aim of directly answering
user queries. To learn about how users judge the credibility of such
results and how they influence search outcomes, a controlled web-
based user study (N = 96) was conducted. Using resources made
available by scholars in the community, we study featured snippets
in a medical context with participants being tasked with determin-
ing whether a named treatment is helpful for a specified medical
condition both before and after viewing the search results. Experi-
mental conditions varied the presence and credibility of featured
snippets. Our findings indicate that participants tend to overesti-
mate the credibility of information in featured snippets. Featured
snippets are, moreover, shown to often change users’ opinion about
a topic, especially if they are uncertain. Showing correct infor-
mation inside featured snippets helped participants make more
accurate decisions, whereas incorrect or contradicting information
led to more harmful outcomes.
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1 INTRODUCTION
Featured snippets are search results which are boxed and presented
above other results with the aim of answering user queries directly
[39] (see Figures 2 and 4 for examples). These snippets, which ap-
pear in 13% to 27% of searches [34], have been subject to much
research [2, 5, 39, 40, 50] and are known to draw more attention
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than regular snippets [50], reduce the time spent searching [50],
and increase user satisfaction [2, 50]. Other work has studied fea-
tured snippets in relation to the quality of information provided.
For example, we know that featured snippets also reduce user inter-
action times when poor information is shown [50] and that users
demonstrate a tendency to implicitly trust the information provided
by featured snippets [2]. These findings suggest that including fea-
tured snippets on the results page may have consequences for user
judgements, as well as search outcomes, but to date, our knowledge
of these aspects is limited.

User search behaviour can be biased in many ways [1] and mod-
ern web search engines can amplify such biases via the imbalance
of results returned [27, 47], the content contained within results
[7, 47] and how the content is presented [4, 52]. Moreover, users
have been shown to be both unreliable and uncertain when identify-
ing credible information on the web [18, 35], a situation not helped
by misconceptions about how rankings are created [16, 44]. Al-
though past research has studied biases and credibility assessments
in the context of SERPs, this work has tended to focus on vanilla
presentations of results (analogous to ‘10 blue links’) and does not
necessarily reflect that of modern search engines [5, 50]. Accord-
ingly, we build on past research to study how featured snippets
are assessed, the potential biases they may have on users’ search
behaviour, and what this means for the outcome of searches. In
particular we address the following research questions:

• RQ1: Are featured snippets more credible than regular snip-
pets?

• RQ2: Do featured snippets influence the credibility judge-
ments of regular result snippets?

• RQ3: How do featured snippets influence search outcomes?
To address these questions we perform a controlled study where

participants provide credibility judgements in the context of a med-
ical task. Before describing the study and results in detail, the fol-
lowing section summarises important related work.

2 RELATEDWORK
The presented work builds on and is influenced by a large body
of previous research. We summarise the most relevant in three
sections. The first reviews how featured snippets are used and how
they influence searches; the second summarises research relating
to user credibility judgements; finally, we review research on how
the search process, including user judgements, can be biased.

2.1 Direct Answers and Featured Snippets
As search engines have evolved, user expectations have progressed
from being satisfied with the provision of relevant web pages to
expecting answers to be supplied directly [38]. Providing users with
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direct answers can lead to the satisfaction of information needs
without the user clicking to review any of the presented results
[6, 48]. Therefore, much research has investigated which types of
answers to display [5, 49, 54] as well as how to best present these
[50, 54]. Providing direct answers, however, leads to a trade-off
"between convenience and user experience on the one hand, and
accuracy and retrievability on the other" [28] and some situations
are better suited to this solution than others. For example, factoid
questions lend themselves to the provision of direct answers [28]
and these have been studied in diverse contexts ranging from web-
search in desktop [2, 5, 50] and mobile [21, 49] settings to voice-
controlled assistants [28, 41].

Providing answers directly changes both how users interact with
the system and how they perceive the interaction. For example, they
have been shown to enhance the user’s perceived search experience
[2, 50], shorten the time to complete tasks [50] and reduce user
engagement with the SERP [5]. Moreover, eye-tracking studies have
revealed that featured snippets generally attractmore attention than
regular result snippets, which changes how users interact [50].

People can and do use direct answers in the form of featured snip-
pets for purposes beyond one-off question answering. For example,
answers can be monitored for changes (as is the case for weather
forecasts) and in such cases, the answers are often triggered by
identical query phrasing [5]. Queries leading to direct answers are
typically short (less than ten words) [39] and are often formulated
as a grammatically correct question. The answers to these queries
are typically sourced from prominent resources, such as Wikipedia
and are most often presented in the form of a paragraph [40].

Yet, the quality of presented answers has been shown to vary.
Person-related questions (e.g. "What kind of singer is Ice-T?") re-
sult in higher quality answers than other categories such as thing,
organisation or event [54]. Further, questions starting with the in-
terrogative word ‘where’ yield higher quality answers than those
with ‘who’, ‘what’ or ‘how’. This is worrying since identifying trust-
worthy information has been shown to be troublesome for users
and varying quality makes this process even more difficult.

2.2 Credibility Judgements
While there is a lot of useful information on the internet, there
are also many web pages that propagate misleading and erroneous
information. Past research has shown that users are often both
uncertain and inaccurate when judging which online content they
can trust [18, 35]. Many search engine users believe search engines
to be “a fair and unbiased source of information” [30] and have
been shown to treat result ranking as a credibility indicator [16, 44].

Credibility judgements are influenced by a slew of different fac-
tors, ranging from the site’s aesthetics and perceived professional-
ism [12] to the user’s reading skills [15] and propensity to risk [22].
Different users base their judgements on different credibility cues,
which can lead to wildly different judgements [18]. Moreover, even
the same cue can be interpreted differently by different users de-
pending on their experience, expertise and political views [18].

Thus, an ongoing research area is how to mitigate this issue and
help users in their decision-making. One approach is to automati-
cally estimate the credibility of web pages using machine learning
approaches, which can be used to alter the ranking or nudge user

choices in other ways [55]. Several predictive features have been
tested with varying success ranging from those derived from a
page’s in and out links [25, 37] or signs of commercial interest [53]
to the presentation [14, 25] or actual content of the text [23, 37].
For the latter, modern neural models have proved particularly ef-
fective [11].

A second approach is to give extra information about web pages
to help the user make choices. For example, providing informa-
tion about a page’s PageRank and popularity has been shown to
positively influence the accuracy of credibility judgements [35].
Creative presentation of such information, e.g. via a radar chart,
has been shown to help topically familiar users in particular [51].

2.3 Biases in Web Search
A growing body of research highlights the multitude of biases
influencing user search behaviour. A prime example is the ranking
of results since users typically only examine a few high ranking
listings [17]. Result lists, themselves, bias outcomes by typically
containing more positive results and results favouring a particular
view point [46], as well as being created in such a way that promotes
already popular results [7, 26].

The composition and presentation of results are a further source
of bias. For example, information scent theory and related empirical
work have shown that the listings influence user click behaviour [4]
and the properties of listings such as missing snippets, short snip-
pets, missing query terms in titles or snippets and complex URLs
negatively impact the probability of results being viewed [7].

Ranking and presentation biases are compounded by user biases,
including confirmation bias, where users tend toward and seek
information that confirms their prior beliefs and disregard contra-
dicting information [19, 24]. The way search queries are formulated
influences the results returned [20]. Lastly, anchoring bias has been
shown to affect user interactions with documents [36]. Anchoring
bias [43], in this context, is where users judge the credibility of
results with respect to their impression of the first result they see.

2.4 Summary
The reviewed literature has highlighted that credibility judgements
are challenging for users and biased in several ways. Direct answers
and featured snippets have become a pervasive means to present
results, yet the link between these aspects has not been studied.
The presented research examines exactly this, looking at how the
credibility of featured snippets are judged, what impact this has on
how other listings are viewed, as well as what effect this has on
overall search outcomes.

3 METHODOLOGY
To study the effect featured snippets have on users’ credibility
judgements, a controlled web-based experiment was conducted.
Biases in SERPs are introduced by changing correctness of the in-
formation in a SERP’s featured snippet. This resulted in one control
condition, where 10 regular results were shown and three exper-
imental conditions, where the featured snippet was manipulated
by either showing a correct, incorrect or a contradicting answer
(to the participants starting opinion) followed by 9 regular results.
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Table 1: Medical treatments used throughout the study.
Additionally, efficacy labels are provided based on the
Cochrane Review. Further, participants answer distribu-
tions with respect to the medical treatment are shown.

T Medical Treatment Efficacy Distribution of answers
Yes No Unsure

T1 Do antioxidants help fe-
male subfertility?

Unhelpful 14.3% 32.1% 53.6%

T5 Do sealants prevent den-
tal decay in the perma-
nent teeth?

Helpful 25.0% 14.3% 60.7%

T8 Does melatonin help
treat and prevent jet
lag?

Helpful 17.9% 21.4% 60.7%

T10 Does traction help low
back pain?

Unhelpful 25.0% 14.3% 60.7%

A within-groups design was employed with every participant be-
ing exposed to all conditions. A Graeco-Latin Square was used to
balance the order and combination of experimental conditions and
treatments, as well as mitigate learning-effects.

3.1 Documents
For our experiments we made use of a document collection in the
medical domainmade available by Zimmerman et al. [55].We utilise
these, since a large portion of the population uses the web to access
health-related information [13] and the quality of health informa-
tion may vary from site to site [9]. Different search engines such as
Bing, Yahoo and Google were used to collect relevant documents for
10 medical treatments. The documents were labelled as either cor-
rect or incorrect based on the treatments’ Cochrane review, which
is "a systematic review that synthesises the clinical evidence and in-
forms clinical decision making" [27]. A correct document contains
information in line with the truth, whereas an incorrect document
contradicts the truth or, in some cases, shows adverse side effects
or harms of the treatment.

3.2 Topic Selection
Apre-studywas conducted to identify controversial topics, i.e. those
where the correct answer was not common knowledge and par-
ticipants were uncertain about their answer. Using convenience
sampling, 28 participants were recruited through a University mail-
ing list. Topics related to whether a given treatments helped or
not for a specified ailment. Participants were asked about 10 topics
and could answer with either Yes, No or Unsure. Other than the
treatment in question form (see Table 1), no further information
was presented. 4 of the 10 topics were selected where the majority
of participants’ answers leaned towards Unsure. These topics along
with the participant responses are given in Table 1.

3.3 Experimental Conditions
With these topics selected, 4 different configurations of SERPs were
created:

Figure 1: Regular snippet as used in the study. It consists of
a URL on top, the page title below it in larger font size and
blue text colour and the snippet description inmedium grey
on the bottom.

• BASE: Ten regular search results, analogous to "10 blue
links".

• FS_COR: A correct featured snippet and 9 regular results.
• FS_INCOR: An incorrect featured snippet and 9 regular
results.

• FS_CONTR: A featured snippet contradicting the partici-
pant’s pre-task opinion and 9 regular results.

The last condition, in particular, examined the influence a con-
tradicting featured snippet might have on users’ decisions. For
example, if users answered "Yes" to the question "Does melatonin
help and prevent jet lag?" before seeing the SERP, the featured snip-
pet showed an answer which suggests it does not help. To prevent
bias in either direction, snippets were balanced to show 5 correct
and 5 incorrect snippets and the order was randomly assigned.

3.4 Snippet Creation
Snippets were generated from the raw HTML documents with all
non-text content, such as HTML tags (e.g. <script>, <style> or <div>)
being removed in a pre-processing stage. This was achieved with
Python1 and the Beautiful Soup library2. The final result listings
consisted of the page title (extracted using the HTML <title> tag),
its respective URL, and a short summary.

The summaries for the standard results were generated using
a text-to-text transformer [31], specifically the t5 − larдe model
with its summarisation pipeline3, on the pre-processed text for
each document (see Figure 1). The summaries for featured snip-
pets had to be generated in such a way that they answered the
question (see Figure 2). To achieve this we utilised BERT (Bidirec-
tional Encoder Representations from Transformers), specifically
the bert-large-uncased-whole-word-masking-finetuned-squad model
[10] available through the Hugging face community4. The specified
model is pre-trained on the English language and fine-tuned on
The Stanford Question Answering Dataset (SQuAD) [32], which
improves reading comprehension of models.

Extracting answers that provided incorrect information proved
to be especially difficult since some of the documents labelled as
incorrect did not always contain false information and, at times, in-
formation that did not directly support or oppose the truth [27]. To
remedy this issue, 2 correct and 2 incorrect answers were manually
selected for each topic. 4 independent judges rated each answer,
from a pool selected by the model in a previous step, based on

1https://www.python.org
2https://pypi.org/project/beautifulsoup4
3https://huggingface.co/t5-large
4https://huggingface.co/bert-large-uncased-whole-word-masking-finetuned-squad
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Figure 2: Featured snippet as used in the study. It consists
of the snippet description in medium grey on top, the URL
below it and the page title in larger font size and blue text
colour on the bottom. Most noticeably is also the medium
grey border around the snippet and theAbout featured snip-
pets and Feedback buttons below the box.

its usefulness with respect to answering the medical question. To
ensure that the medical treatment in question was fully understood,
definitions for both health issue and treatment were provided. These
were initially selected by [27] from sites like Merriam-Webster5 or
the Mayo Clinic’s6 medical dictionaries.

Judges were instructed to rate the usefulness of each snippet
independently from one another on a 7-point Likert scale ranging
fromUseless toUseful. A snippet would be rated useful if it contained
information that would answer the medical question. For each
answer, usefulness ratings were accumulated and those with the
highest average usefulness rating were selected for the final study.
This process resulted in 2 featured snippet summaries for each topic:
one correct and one incorrect.

3.5 Experimental System
The main study flow can be seen in Figure 3. Participants were
first provided with a pre-study questionnaire, where they com-
pleted an informed consent form and provided information on
their prior knowledge and use of featured snippets. The main study
included four topical search tasks. In a pre-task questionnaire, par-
ticipants answered questions related to the topic, such as what they
believed the answer to be and level of confidence in their belief.
During the main task, a SERP appropriate to the condition was
displayed where participants judged all results in terms of credibil-
ity (see Figure 4). Upon completion of the main task, a post-task
questionnaire was completed with the same questions used in the
pre-task questionnaire about answer beliefs and confidence in their
answer. After completion of the main study (four tasks), a post-
study questionnaire was used to capture participant demographics
and impressions of the study.

The SERPs were designed to be similar to those commercially
available e.g. Google or Bing (see Figure 4). In the baseline condition,
10 regular result snippets were shown. In the three experimental
conditions, a SERP with 1 featured snippet on top and 9 regular
snippets below was shown (see Figure 4), with the featured snippet
containing a correct or incorrect answer as appropriate. Below
each result listing, an 11-point Likert scale ranging from "Non-
credible" to "Very credible" allowed participants to submit their

5https://www.merriam-webster.com
6https://www.mayoclinic.org

1. PRE-STUDY  
QUESTIONNAIRE

5. POST-STUDY 

QUESTIONNAIRE

2. PRE-TASK QUESTIONNAIRE

4. POST-TASK QUESTIONNAIRE

3. SERP BROWSING

Figure 3: Main flow of the user study.

Figure 4: Search Engine Results Page used in the study.

judgement of the credibility of each SERP result. This allows the
participant to judge results intuitively and offers the opportunity to
split participants into smaller groups post-hoc during data analysis.
Inspired by the method applied by similar studies in the literature,
participants were providedwithmedical definitions of the key terms
(see [27] and [55]). These were placed in a dropdown field on the
top right-hand side of the screen. Thus, if users were not familiar
with specific medical terms, they were given the opportunity to
look them up in this small panel. However, if users did not wish to
see the panel, they could also hide it by clicking an arrow. To ensure
this information was accessible even when scrolling the results, the
definitions were made ’sticky’, i.e. they keep their position on the
screen as users scroll such that the search results themselves were
not obscured.

To distribute the study, the crowdsourcing platform Prolific was
used. An attention check was added to the study, as suggested by
[29], to ensure paid participants took participation seriously. Fur-
ther, a pre-test was run to determine the duration of the study and
thus compensate participants adequately 7. To ensure that language
barriers were not an issue and that the provided information would
be understood, only those living in the United Kingdom who are
fluent in English were eligible to partake in the study.

7Participants were paid 1.88 GBP for an expected duration of 15 minutes.
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3.6 Participants
A total of 96 participants, aged between 18 and 68 (M = 37.30, SD =
13.47) were acquired via the crowdsourcing platform Prolific8. To
ensure that neither instructions nor page contents were misun-
derstood, only participants from the UK, fluent in English, were
recruited for the study. 55 identified as male, 40 as female and 1 as
diverse. 34 participants had a bachelor’s degree and 10 a master’s
degree, 47 had obtained a high school diploma, 5 described them-
selves as having no high school diploma or had some other form of
education. 17 of the participants were students, while others had
wide ranging employment, from accountants to software engineers
and beyond (69). 10 reported being retired or currently unemployed.

Participants reported using search engines to look up health-
related information (M = 6.2, SD = 1.07), and tend to be more
trustworthy of the information shown inside featured snippets
(M = 4.57, SD = 1.15). These constructs were measured on a 7-
point Likert scale ranging from "Strongly disagree" to "Strongly
agree". They also stated that they know about featured snippets
in search engines (

∑
(Yes) = 90;

∑
(No) = 6). When asked about

their average featured snippet usage, 6 participants reported using
featured snippets multiple times per day, 5 use them once per day,
38 multiple times per week, 36 once per week and 11 mentioned
never using them.

Before seeing the Search Engine Result Page (SERP), participants
were asked how familiar they were with the presented topics. Mea-
surements were done using a 7-point Likert scale ranging from
"Not familiar" to "Very familiar". Generally, their prior knowledge
was rather low across all topics (T1:M = 1.78, SD = 1.34; T5:M =
2.56, SD = 1.68; T8:M = 3.0, SD = 1.85; T10:M = 2.49, SD = 1.6).

4 RESULTS
The following section describes the results obtained to answer
the outlined research questions. The data was analysed using the
statistical software R [42]. Statistical significance of results was
assumed at p = .05.

4.1 Credibility of Featured Snippets (RQ1)
To analyse to what extent featured snippets are perceived as more
credible than regular snippets, participants’ credibility judgements
of featured snippets were compared to those of regular snippets in
the same position (i.e. the first result on the SERP). Judgements were
recorded on an 11-point Likert scale ranging from Non-credible to
Very credible. Judgements above 7 were treated as Credible, judge-
ments below 5 as Non-Credible and in between as Unsure. Us-
ing this split, subjects classified 60.8% of the featured snippets
as Credible, 12.5% Non-Credible and 26.7% as Unsure. To com-
pare judgements of featured snippets with regular snippets in the
same position, judgements in the experimental conditions were
averaged over all conditions for each participant. This resulted in
two credibility values per user, one for the baseline snippet and
one for the featured snippets. Due to non-normality of data, a
Wilcoxon rank-sum test was conducted, with featured snippets
(M = 7.8, SD = 1.78) being judged significantly more credible than
regular snippets (M = 6.49, SD = 3.24) in the top-most position
(W = 5497,p = .021).
8https://www.prolific.co

Post-hoc analyses compared the credibility of featured snippets
containing correct answers (M = 6.83, SD = 2.59) to those contain-
ing incorrect and contradicting answers. In both cases, featured
snippets containing correct information were judged significantly
less credible than incorrect featured snippets (M = 8.53, SD =
2.47,W = 2783.5,p < .001) and contradicting featured snippets
(M = 8.03, SD = 2.41,W = 3357,p < .01).

4.2 Judgement Accuracy (RQ2)
Table 2 presents the relationship between participant credibility
judgements and ground-truth document assessments as in [18].
The accuracy of participant credibility judgements was analysed
for all four conditions. For consistency with the binary ground-
truth labels of the documents, participant credibility judgements
were converted to categorical labels. Judgements with a credibility
rating above 7 were labelled as Credible, judgements below 5 as
Non-Credible and judgements in between as Unsure. A judgement
is rated as correct if it aligns with the ground-truth. Accuracies
across conditions were relatively consistent (BASE: 33.8%, FS_COR:
32.8%, FS_INCOR: 32.8%, FS_CONTR: 32.4%). Removal of the judge-
ments labelled as Unsure increased accuracy, but was still rather low
(BASE: 47.6%, FS_COR: 48.6%, FS_INCOR: 47.7%, FS_CONTR: 47.8%).
Participants consistently rated snippets more credible (42.19%) than
non-credible (26.51%), with the remaining snippets rated as unsure
(31.30%).

These results contradict previous findings (see [27]) that bias-
ing search results towards correct or incorrect does impact user
judgements. This discrepancy motivated the following post-hoc
analyses.

4.2.1 Accuracy of Document Source. The documents can be grouped
into two categories, those with a credible or trustworthy source and
those without a credible source. For instance, documents from cred-
ible sources were taken from institutions like the "National Health
Service" or the "National Center for Biotechnology Information",
whereas documents from non-credible sources were from pages
such as "ebay.co.uk" or "canstockphoto.co.uk". A grand mean of
credibility judgements was calculated for each specific page across
all users.

Sources with an average credibility judgement of below 6.5 were
grouped in the non-credible category, whereas everything above
6.5 were assigned to the credible category.

Using this approach, credible source documents were consis-
tently rated as more credible regardless of its ground-truth cor-
rectness (Credible:M = 7.67, SD = 2.74; Non-Credible:M = 4.98,
SD = 2.86). Conducting a Welch’s test, this difference was found to
be statistically significant, t(3455.2) = −29.345, p < .001, d = −0.96.

4.2.2 User Confidence. Judgements were next analysed based on
participants’ confidence in their answer 9.

Participant judgements were split into two groups (confident /
unconfident) based upon a mid-point split of 7-point Likert scale
pre-task response for answer confidence.

9A general trend of how users’ pre-answer confidence influences the accuracy of users’
credibility judgements can be seen in Figure 5a, where user confidence is positively
linked to accuracy.
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Table 2: Relationship between participant judgements and objective judgements across conditions. Judgements above 7 were
treated as credible, judgements below 5 as non-credible and judgements in-between as unsure. Each cell provides the amount
of agreement between the ground-truth judgements and ones provided by participants, i.e. the cell in the second row of the
Baseline column shows that 23.12% non-credible snippets were judged as credible.

Ground truth Judgement BASE FS_COR FS_INCOR FS_CONTR Overall

Non-credible Non-credible 142 (14.79%) 133 (13.85%) 130 (13.54%) 134 (13.96%) 539 (14.04%)
Non-credible Credible 222 (23.12%) 216 (22.5%) 233 (24.27%) 223 (23.23%) 894 (23.28%)
Non-credible Unsure 116 (12.08%) 131 (13.65%) 117 (12.19%) 123 (12.81%) 487 (12.68%)
Credible Non-credible 134 (13.96%) 117 (12.19%) 112 (11.67%) 116 (12.08%) 479 (12.47%)
Credible Credible 182 (18.96%) 182 (18.96%) 185 (19.27%) 177 (18.44%) 726 (18.91%)
Credible Unsure 164 (17.08%) 181 (18.85%) 183 (19.06%) 187 (19.48%) 715 (18.62%)∑

960 960 960 960 3,840

Table 3: Accuracy of participants’ judgements of SERP snip-
pets based on the confidence of users’ answer certainty and
topical familiarity.

Group BASE FS_COR FS_INCOR FS_CONTR

Confident User 35.5% 37.7% 33.4% 34.0%
Non–confident User 34.0% 30.4% 32.4% 32.3%

Topically Familiar 32.5% 37.5% 30.0% 28.7%
Topically Unfamiliar 34.7% 33.1% 34.2% 33.2%

Accuracy for both groups was calculated and is depicted in Table
3. Judgements at the median value (i.e. unsure rating) were excluded
from the accuracy calculation. As the Table shows, accuracy in both
groups is relatively similar. Although confident users’ accuracy
follows the featured snippets direction (i.e. higher accuracy when
a correct answer is shown, lower when an incorrect is shown),
this difference between the two groups is not significant. Only the
difference in the FS_CORRECT condition was rendered significant
(χ2(1) = 4.12,p = .042).

4.2.3 Topic Familiarity. Accuracy as it relates to a participants’ sub-
jective topic familiarity prior to each search task was also explored.
A visual trend of how participants’ self-assessed topical knowledge
influences the accuracy of participants’ credibility judgements is
provided in Figure 5b, where self-reported topical knowledge is
negatively correlated with answer accuracy.

Similar to the previously seen analysis, two groups were formed
based on the median split of participants’ topic familiarity. People
with topic familiarity below 4 were grouped as unfamiliar and those
above 4 as familiar. Table 3 depicts the resulting accuracy for each
condition. While unfamiliar users generally outperform the familiar
group, a χ2-test found no statistically significant differences.

4.3 Search Outcome Accuracy (RQ3)
To understand the accuracy of users’ search outcomes, participants
were asked before and after seeing the SERP whether the provided
treatment helped or not. Given the categorical nature of the depen-
dant variable the McNemar Chi-square test was used for analyses,
with results provided in Table 4.When participants were presented

Table 4: Accuracy of Pre and Post-SERP answers (given as
percentage correct) across experimental conditions. Results
of McNemar Chi-square test and Cohen’s g effect sizes are
included.

Condition Pre Post χ2 p g

BASE 69.8% 65.6% 6.34 .01 -0.08
FS_COR 60.4% 75.0% 56.83 <.001 0.21
FS_INCOR 62.5% 32.3% 225.73 <.001 -0.39
FS_CONTR 60.4% 54.2% 6.69 <.01 -0.06

with a SERP that contained a correct featured snippet (FS_COR), ac-
curacy increased by 14.6%. However, showing participants featured
snippets with contradictory information (FS_CONTR) resulted in
a decrease of 6.2%. Incorrect featured snippets (FS_INCOR) pro-
duced a strong negative effect, with a 30.2% decrease in accuracy
of participant responses. Though the baseline SERP (BASE) had a
decrease in accuracy, the magnitude of this difference is minimal
compared to experimental variants. As the analyses are statistically
significant, featured snippets (most notably correct and incorrect
snippets) appear to impact how a user answers important medical
questions.

4.4 Additional Analyses
4.4.1 Answer Transition. Since the previously mentioned results
suggest that featured snippets influence participant decision mak-
ing, further analysis was conducted to determine how this change
occurred. To analyse this, participants were split into two groups
based on their pre-SERP answer certainty, which was measured
on a 7-point Likert scale, ranging from Not Confident to Confident.
Participants with a pre-answer certainty of less than 4 were treated
as non-confident and participants with a pre-answer certainty of
above 4 as confident users. Similar to the previous section, this
was also done based on participants’ topic familiarity. Change in
question-answer was determined by comparing their pre-SERP
answer with the post-SERP answer. If the post-SERP answer was
different from the pre-SERP one, the participant changed their opin-
ion. Table 5 shows changes in per cent. Across all conditions, users
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Figure 5: Judgement accuracy based on participants’ answer confidence (5a) and topic familiarity (5b).

Table 5: Fraction of changes comparing pre and post-SERP answers about the efficacy of a treatment.

Group Baseline Correct Incorrect Contradicting Overall

Confident participant 16.1% 19.4% 25.0% 42.9% 26.4%
Non-confident participant 36.2% 50.0% 49.0% 66.7% 50.5%

Topically Familiar 37.5% 18.8% 29.4% 40.0% 31.2%
Topically Unfamiliar 23.5% 40.8% 41.7% 57.3% 41.3%

Table 6: Fraction of harmful decisions comparing their post SERP answer with the Cochrane answer.

Group Baseline Correct Incorrect Contradicting Overall

Confident Participant 38.7% 29.0% 43.8% 48.6% 40.3%
Non-confident Participant 34.0% 21.7% 80.4% 45.8% 46.4%

Topically Familiar 50.0% 37.5% 47.1% 33.3% 42.2%
Topically Unfamiliar 32.4% 19.7% 75.0% 46.7% 43.7%

that had lower confidence in the prior answer, i.e. describing un-
confident users, changed their opinion more than confident users.
This difference is significant (χ2(1) = 185.52,p < .001). According
to Cramer [33], this effect was moderate (v = .24). The same is true
for topically unfamiliar users (χ2(1) = 21.52,p < .001) obtaining a
negligible effect (v = .08). They also change their answer more than
topically familiar users. However, changes in the baseline condition
were greater for topically familiar users.

Similar to [27] and [55], the proportion of harmful decisions
was analysed. A harmful decision is defined as a post-SERP an-
swer that contradicts the ground-truth Cochrane Answer. Results
are depicted in Table 6. Non-confident participants made more
harmful decisions, most noticeably when an incorrect featured
snippet was shown. This is also the case for topically unfamiliar
people. Generally, harmful decisions were higher when an incorrect
answer was shown. The opposite is true when a correct answer
was shown, which decreases the number of participants’ harm-
ful decisions. Comparing harmful decisions overall, the number
of harmful decisions differ significantly between confident and
non-confident participants (χ2(1) = 11.2,p < .001). This effect
was negligible (v = .06). However, harmful decisions do not dif-
fer significantly between topically familiar and unfamiliar users
(χ2(1) = 0.43,p < .51).

Table 7: Confidence in participant answer pre and post see-
ing the SERP for different conditions. Further, results of a
Wilcoxon signed-rank test are depicted. The last column de-
picts the calculated effect size using Cohen’s d [8].

Condition Pre Certainty Post Certainty V p dM SD M SD

BASE 3.61 1.67 4.41 1.57 177910 <.001 0.48
FS_COR 3.54 1.76 4.89 1.46 247660 <.001 0.83
FS_INCOR 3.36 1.88 4.89 1.38 240865 <.001 0.77
FS_CONTR 3.53 1.85 4.57 1.41 207515 <.001 0.55

4.4.2 Answer Confidence. Since the previous results suggest that
participant answers are influenced by the presented SERP and fea-
tured snippet, an analysis regarding participant confidence was
conducted. In this case, the participants’ pre-answer certainty was
compared to their post-answer certainty, meaning after being ex-
posed to different SERP conditions. Table 7 shows the results of
this analysis. Participant confidence after being exposed to SERPs
increased in all conditions, no matter whether a correct, incorrect
or contradicting snippet was shown. Wilcoxon signed-rank tests
confirm these results as significant.
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Figure 6: Relationship of task time and participants’ accu-
racy in judging the credibility of search results.

4.4.3 Task completion time. Considering that users spend less time
finding a suitable answer when a featured snippet is present [50],
the time (measured in seconds) to complete each search task was
also analysed. A one-way ANOVA was conducted to examine the
effect of different conditions on participant task completion time.
The results show that the task completion time did not differ signifi-
cantly between different types of conditions (BASE:M = 93.1, SD =
46.4; FS_COR: M = 96.5, SD = 59.9; FS_INCOR: M = 95.0, SD =
51.4; FS_CONTR:M = 97.5, SD = 51.8; F (3, 3836) = 1.27,p > .28.

Further analysis was done to identify if judgement accuracy was
influenced by how long participants took their time. Figure 6 shows
the time for each condition and the resulting accuracy. For con-
ditions BASE, FS_COR and FS_CONTR the graph shows a slight
positive slope indicating that the longer participants took to assess
the credibility of search results, the better their accuracy was. How-
ever, in the FS_INCOR condition, which showed a wrong answer,
the slope is negative and much steeper, indicating that participant
accuracy got worse the longer they took. Splitting participants into
two groups based on the median task time and comparing their
accuracy reveals no significant difference (χ2(1) = 0.26,p = .61).

5 DISCUSSION
In this section we summarise the findings and discuss these with
respect to our research questions and what the answers mean for
our community and the design of search engine result pages.

RQ1: Our findings suggest that the credibility of featured snip-
pets is judged differently to regular snippets. Overall, our partici-
pants seemed to believe what they read in featured snippets, with
participants rating these as credible in almost two thirds of cases.
Featured snippets were judged to be more credible on average than
regular snippets, even when comparing with the first (top) result in
the baseline condition. The trends uncovered are quite worrying. In
particular, featured snippets that provide inaccurate information -
even when they contradict the participant’s original opinion - were
judged on average to be more credible than correct results.

RQ2: We found little evidence to suggest that the featured snip-
pets, irrespective of the accuracy of the information they contain,
influenced the credibility judgements for regular snippets. No sta-
tistical difference was found in the accuracy of judgements across
the experimental conditions.

RQ3: Despite the lack of differences in credibility judgements
across conditions, our findings show significant differences in terms
of the outcome of searches. Whereas in the baseline condition

no great change of opinion was found between before and after
results were viewed - as would be expected with balanced results -
when a correct featured snippet was shown, participants jumped
from holding a correct view in 60.4% of cases, pre-task to 75% of
cases, post-task. An even larger effect, in the opposite direction,
was found when incorrect information was provided in featured
snippets. In this condition, participants held the correct opinion
62.5% of the time before reviewing results, but only in 32.3% of
cases after seeing the SERP with the incorrect featured snippet.
A further troubling finding with respect to search outcomes was
that participant confidence in their answer increased post-task,
irrespective of condition or whether or not they were correct.

We were able to provide findings that complement our original
research questions. For example, we discovered that regardless of
experimental condition, participants were biased toward rating
results as credible. This is again a troubling finding, which differs
from more cautious behaviour reported in the literature [18]. Our
results build on but can be distinguished from those by Pogacar et al.
[27]. Whereas in [27], bias was identified when a large proportion
of vanilla results were either correct or incorrect (i.e. in a 8/2 split),
in our study, participants’ judgements were shown to be biased
by a single prominent snippet. This demonstrates the importance
a featured snippet can have on users’ search outcomes due to its
salient position and separation from the rest of the results.

Moreover, participant confidence and topical familiarity seem
to have impacted the judgements provided. Confident participants
stuck to their original, pre-task opinions more often corroborat-
ing past findings [45]. Nevertheless, more than one third of these
participants, changed answers when presented with contradicting
information. A similar pattern could be observed for topic famil-
iarity. Non-confident or topically unfamiliar participants seem to
be strongly influenced by the answers presented in featured snip-
pets and, as a result, chose a harmful outcome in 80% and 75% of
the cases, respectively. This is, again, a worrying finding since the
overwhelming evidence suggests that people fail to identify correct
and incorrect information.

Our findings overall have clear implications for the use of fea-
tured snippets and direct answers in SERPs. Featured snippets seem
to be a powerful means to alter user viewpoints. Confirmation bias
is known to be a problem generally in information seeking [24]
and changing user opinion to the correct answers has been shown
to be difficult in the medical domain [45]. Nevertheless our find-
ings highlight strong risks with featured snippets since they can
shift user opinion, both positively and negatively. Consequently,
featured snippets should only be shown when the system can be
confident that the presented answer is factually correct.

If search engines are able to present a correct information in
feature snippets, not only would this increase the likelihood of
users ending searches with correct information, it could also help
improve the search process since past work has shown featured
snippets to reduce search time and increase user satisfaction [50].

Limitations:
Before presenting our conclusions, it is important to acknowl-

edge that this work has limitations. These include that participants
could only see search results as presented on SERPs and did not
have the chance to click on individual sites to gain more informa-
tion. The justification here was that our aim was to isolate possible
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effects originating from featured snippets. To achieve this and to
make the findings comparable with past results (e.g. those pre-
sented in [18, 27, 55]), the experimental design employed followed
the approaches in those credibility studies. A limitation associated
with all of these studies is that participants did not address their
own information needs or those associated with a simulated work
task [3], but were provided with a simple question and asked to
assess results on pre-determined results pages.

6 CONCLUSION AND FUTUREWORK
The presented study investigated how the use of direct answers in
SERP featured snippets may influence user credibility judgements
and bias answer outcomes. This was tested using a web-based
experiment, in which participants were presented with different
SERP variations. The SERP either displayed 10 regular search re-
sult snippets (as a baseline) or an experimental condition, where
the top-most snippet was a featured snippet with either a correct,
incorrect or contradicting answer. Participants were asked before
and after seeing the SERP whether a particular medical treatment
would be helpful or not for a given condition. The results show
that participants based their answers on the information found in
featured snippets and judge the information inside these snippets
to be significantly more credible than that found in the top-ranked
regular result. This finding is reinforced by how participants were
influenced by the type of answer presented in the featured snip-
pet. When a correct featured snippet was presented, participants
post-task viewpoint was much more likely to align with the cor-
rect answer and the opposite was true when incorrect information
was presented in the featured snippet. Showing contradicting in-
formation, i.e. opposing participant’s pre-task belief, was shown
to often change the participant’s view. This effect was particularly
prominent when participants were not confident in their initial
view or lacked topically familiarity. On the other hand, featured
snippets seem to have had a limited influence on the credibility
judgements participants applied to individual results on the SERP.
Participants who were confident in their answer or believe them-
selves to be topically familiar seem to be more influenced by the
information presented in the featured snippet. This could hint that
non-confident users or topically unfamiliar are more careful in their
judgements, whereas confident or topically familiar people are not.

Results show that users implicitly trust the information shown
inside featured snippets regardless of its correctness. This is very
worrying since, in important contexts, such as the medical one
studied here, correct information is vital and incorrect informa-
tion can be potentially very harmful. Therefore, future research
should aim to discover in which situations featured snippets may
be beneficial with little to no risk attached and in which situations
it would be better to show no featured snippet at all. Another pos-
sible direction is risk mitigation through phrasing answers in a less
absolute way, conveying uncertainty or through providing multiple
answers [50], which lets users compare results and helps them in
their decision-making process.
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