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Prof. Dr. Jascha Repp
Prof. Dr. Milena Grifoni
Prof. Dr. Jaroslav Fabian
PD Dr. Andreas K. Hüttel
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Abstract:

The topic of this work is the theoretical description of the tunneling current
across an interacting quantum dot. The quantum dot is tunnel-coupled to
metallic contacts at different chemical potentials – a bias voltage is applied
between the two contacts. The discrete energy levels of the quantum dot
are tuned by a gate voltage. We here use the term (energy) level both as a
short term for one-electron levels on the quantum dot, and for the difference
of energies of many-electron states of the quantum dot with neighbouring
particle-number, while we use the term chemical potential only for the con-
tacts. Within the method we apply, the density matrix of the quantum dot,
and, in a second step, the current across the quantum dot are calculated
making use of a quantum master equation. The integral kernel appearing in
the quantum master equation is a convergent power series in the parameter
characterizing the strength of the tunneling coupling between the quantum
dot and the leads, and the coefficients of each of the orders of this power
series have an expansion as a sum of contributions we refer to – and actually
depict – as diagrams, where each diagram represents a collection of tunnel-
ing events. In the general-theoretical part of this work, the transport theory,
we shall give a derivation of the quantum master equation, and we present
and explain the diagrammatic language, by the use of which we formulate
tunneling processes as graphic objects.

Within the present thesis we study the transport across a quantum dot
according to the single impurity Anderson model (SIAM), which consists of
one spin-degenerate one-electron level. The energy of the doubly occupied
many-electron state includes the Coulomb-repulsion between the two elec-
trons. The exact and complete sum of all diagrams of all orders has not been
calculated, nor has the transport problem been solved exactly by another
theory, but approximations are obtained by calculating the sums of all dia-
grams within diagram selections. In the second main part of this work, where
we apply the transport theory, one particular diagram selection is discussed:
the dressed-second-order (DSO) diagram selection. The DSO selection con-
tains diagrams to all orders in the tunneling coupling; its effect is to “dress”
the perturbative second order rates with a finite life time. Specifically, in the
DSO-diagrams, the tunneling of a single electron from one lead to the quan-
tum dot (or vice versa) is accompanied by spin- and charge-fluctuations. The
second order alone is a natural approximation scheme to describe sequential
tunneling across a single electron transistor (SET): An electron with fit en-
ergy tunnels from one lead onto the quantum dot; then, this electron tunnels
from the quantum dot into a non-occupied level with fit energy of the oppo-
site lead, which has lower chemical potential. These sequential processes are
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responsible for the current-voltage characteristics in the sequential tunneling
regime: A maximum of the differential conductance vs. the bias at that po-
sition, where one of the contacts’ chemical potentials meets the energy level
of the SET – in the main chapters of this work we shall refer to the latter
quantity as the energy difference between the occupied and the non-occupied
many-electron states of the quantum dot – is seen by the second order. The
width of this resonance, obtained by the second order, is given exclusively by
the thermal energy kBT . However, with decreased temperature, the width
of the resonance gets determined no more by the temperature, but rather
by the tunneling coupling. This behaviour is covered by the DSO-diagram
selection, but not by the un-dressed second order.

In addition, if applied to the SIAM, and if the degenerate level of the
SIAM lies below the Fermi level of the contacts, the DSO produces a reso-
nance at zero bias which is getting more and more pronounced with decreas-
ing temperature. We show that the DSO describes the onset of the Kondo
effect in quantum dots qualitatively correctly. We compare the results of
a numerical implementation of the DSO to the results of a closely related
theoretical approach – the resonant tunneling approximation – as well as to
the results of experiments.
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Chapter 1

Introduction

The tunneling of electrons across potential barriers has attracted the interest
of theoretical as well as experimental physicists since the phenomenon be-
came known. According to quantum mechanics, the dualism of particle and
wave implies that a particle can cross a forbidden region with high potential
energy, even if, classically, the particle’s energy does not suffice to ever be
present in the barrier-region. Exemplarily, one early experiment on the ef-
fect investigates the electric current through a thin insulating layer, Ref. [1].
An aluminum-oxide film around 50Å thick is sandwiched between aluminum
metal films in this experiment; the current starts to grow linearly with the
voltage between the Al-electrodes; at higher voltages, the current increases
exponentially with voltage. The measurements could be brought into line
with an adapted theory for tunneling through thin vacuum layers (cp. Fig.
1.1), while alternative transport-mechanisms, such as ionic conduction, as
well as electric current via small metal bridges, could be excluded.

Later experiments contain two metallic electrodes, and, within the oxide
which fills the space between these electrodes, a small amount of another
conducting material. In the experiment [2], layers of small tin-particles, em-
bedded in aluminum-oxide, are placed between two aluminum-electrodes –
the electron here tunnels from one Al-film to a Sn-particle, becomes local-
ized on the particle, and then in turn tunnels on to the other Al-film. The
dynamical resistance dV/dI vs. the voltage V displays a maximum at zero
bias in this experiment. In Ref. [2], the Al − Sn − Al tunneling-junction
is viewed as a sequence of two capacitors in series (cp. Fig. 1.2). Due
to large Coulomb-interaction on the small tin-particles (neglecting the level
spacing), the energy levels on the particle are in general not aligned with
the Fermi level of the electrodes; hence, an activation energy has to be paid
to allow current to flow. This causes the minimum of the differential con-
ductance dI/dV as function of the bias V at zero bias. On the other hand,

1
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Figure 1.1: Potential energy diagram for the analysis of tunneling through a thin
vacuum layer (cp. Fig. 5 in Ref. [1]). The quantity Φ is the work function, while
V is the voltage between two electrodes of the same metal.

a temperature-dependent maximum of the differential conductance at zero
bias has been observed in metal-insulator-metal junctions. This maximum
has been attributed to the scattering of the tunneling electrons by localized
magnetic impurities inside the insulating layer or near the insulator-metal
interface [3].

Modern experiments on tunneling across a metallic or semi-conducting
island include a gate-electrode which serves to shift the discrete energy lev-
els of the island up- and downward (Fig. 1.3). For example, the island –
which we refer to as “quantum dot” in this context – can be realized as a
tiny metallic particle, as a region within plane semi-conducting material, as
a carbon nanotube, as a molecule, etc.. The quantum dot is so small that,
in contrast to the contacts with their continuous density of electron levels,
the many-body energies necessary to add one more electron on the dot are
quantized. Plots of the differential conductance dI/dVb as function of the
bias- and the gate voltage – stability diagrams – reveal regions of Coulomb-
blockade, where sequential tunneling is excluded, since none of the quantum
dot’s discrete energy levels lies in the window between the electrodes’ chemi-
cal potentials; electric current is strongly suppressed within these “Coulomb
diamonds”. Resonant transport, on the other hand, sets in as soon as one
of the differences EN+1 −EN between ground state energies of the quantum
dot is pushed through the bias-window by the gate voltage. Note: We here
consider all contributions to the energy of a N -electron quantum dot state,
such as Coulomb-interaction, level spacing, gate-dependent part, exchange
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energy etc. to be per definition contained in the quantity EN ; thus, the latter
quantity corresponds to the energy Ea assigned to a many-electron state a
by the quantum dot Hamiltonian (Eq. (2.4)) within the main chapters of
this thesis.

Transport experiments with quantum dots encompass a variety of phe-
nomena (examples are taken from Ref. [4]): In carbon nanotubes, the
fourfold-periodicity in the successive occupation of one-electron levels is con-
firmed. Co-tunneling – a coherent tunneling process in which two electrons
are involved – is recovered in the stability diagram in the form of areas within
the Coulomb diamonds whose boundaries are lines of constant bias [5]. In
transport experiments with molecules, the effect of vibrations of the nuclei,
as well as of center-of-mass oscillations between the contacts, is visible in
the stability diagram as lines running parallel to the Coulomb diamonds’
boundaries [6, 7]. Finally, the Kondo effect in quantum dots gives rise to
a temperature-dependent peak of the differential conductance at zero bias
[8, 9].

The present work is theoretical, and it is based on a rich history of theo-
retical models designed – or transferred from related problems – to study the
tunneling current across interacting quantum dots. We work in the second
quantization formalism, thus starting out with many-electron states rather
than describing the tunneling of a single electron. The Hamilton operator
of the overall system, consisting of two leads (also referred to as contacts,
electrodes, source and drain, or reservoirs), and the quantum dot, contains
the Hamiltonian of each isolated sub-system as an additive contribution. An
extra term, the tunneling Hamiltonian, establishes the coupling between one-
electron levels on the leads, on the one hand, and on the quantum dot, on
the other hand. The contacts’ different chemical potentials enter into the
theory via their density matrix at thermal equilibrium [10], while the gate
electrode’s influence is incorporated in the energies assigned to the quantum
dot states.

The tunneling current across a single impurity Anderson model quantum
dot has been addressed by various methods. An overview of a selection of
these approaches is given in Ref. [11], where the authors compare the equa-
tions of motion method, the slave boson approximation, and the numerical
renormalization group technique. Within the equations of motion method,
time-derivatives of the quantum dot- and leads Green’s functions are taken
to generate a set of coupled equations of motion. The hierarchy of equations
is infinite, and one needs to truncate the equations by physical arguments
[11, 12]. In the slave boson approximation, on the other hand, the quantum
dot’s creation operator is rewritten by the use of bosonic auxiliary- or pseudo-
particle operators. The quantum dot Green’s function is expressed by the
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pseudo-particle Green’s functions, where the latter are calculated by a dia-
grammatic theory perturbative in the tunneling coupling [11, 13]. The terms
non- and one-crossing approximation refer to numbers of vertex corrections
taken into account within these approximations [11]. Finally, the numerical
renormalization group method involves a logarithmic discretization in energy
of the contacts’ non-interacting Hamiltonian [11, 14].

We here present a quantum master equation approach [15] to calculate
the tunneling current via the stationary reduced density matrix of the island,
and we shall assume the single impurity Anderson model for the quantum
dot, which possesses only one spin-degenerate level. By a diagrammatic
analysis, and, in particular, by a diagram selection first applied in Ref. [16],
we describe correctly resonant transport. At the same time, the diagram
selection is able to address the onset of the Kondo peak, as well as its splitting
in magnetic field.

The work is structured as follows: Chapter 2 contains the derivation of
the general transport theory, including the quantum master equation. The
stationary density matrix and current are determined by an integral kernel,
and we give a complete diagrammatic analysis of all contributions to this
kernel. In the following applied Chapter 3, being based on Ref. [17], on the
other hand, we choose a particular diagram selection, the dressed-second-
order, and test its performance compared to other theoretical approaches,
as well as to experimental results. In a number of appendices to this work,
we give mathematical background, and intermediate steps in sequences of
equations, too lengthy to be included in the main chapters. We summarize
the benefit of this work in the final conclusions.
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Figure 1.3: Basic setup of transport experiments with quantum dots. Two metal-
lic electrodes (source and drain) are tunnel-coupled to a nanoscopic device. Elec-
trons tunnel sequentially from source to quantum dot, then from quantum dot
to drain, or, else, several electrons may tunnel in one coherent process between
the electrodes and the quantum dot. The current is driven by a bias voltage Vb,
while a gate voltage Vg serves to tune the energy differences EN+1 −EN between
quantum dot states with neighbouring particle-number.



Chapter 2

Transport Theory

In this chapter we outline the general theory we apply to describe the electron-
transport across quantum dots. Central to this theory are the quantum
master equation for the dot reduced density operator, and a diagrammatic
language, by which we depict the tunneling of electrons between contacts and
quantum dot. At the level of the diagrams it is equivalent to the transport
theory developed in the 1990-s by J. König, H. Schoeller, and G. Schön [18].
Independently, an approach perturbative in the tunneling coupling has been
formulated by M. Leijnse, M. Wegewijs, M. Grifoni, and S. Koller [19]. The
theory of the present work, however, is exact, and contains this perturbative
approach.

2.1 Hamilton Operator

The system under consideration contains a quantum dot and two metallic
leads (also referred to as contacts or reservoirs); its Hamilton operator reads:

Ĥ = ĤR + Ĥ� + ĤT . (2.1)

ĤR and Ĥ� rule the time evolution of the reservoirs and of the quantum dot,
respectively, as long as these are separate. The connection between the two
sub-systems is established by the tunneling contribution ĤT . We assume:

ĤR =
∑

l∈L,σ∈S,k∈Kl

εlσkĉ
†
lσkĉlσk. (2.2)

Implicitly, the vector space of many-electron states, on which the Hamil-
tonian Ĥ, as well as its constituent parts, operate, is generated by a set of
one-electron levels (cp. Fig. (2.1)). In the formula for ĤR (2.2), the index
l ∈ L denotes the lead and takes all values within a set L of – within this

7
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work: always two – contacts, while the spin-index σ is taken from a two-
elementary set S = {↑, ↓}. Else, to study the theoretically relevant case of a
spinless quantum dot, S is assumed to consist of only one element, S = {σo}.
For any fixed value of l, Kl denotes a set of allowed wave vectors of electron
levels in lead l. To each electron level in one of the leads defined by the three
indices lσk, εlσk is the band energy assigned to this electron level. Finally,
ĉ

(†)
lσk is the annihilation (creation) operator of the level lσk. For simplicity,

we take into account only one band in each of the contacts, and assume the
set Kl of allowed wave vectors is finite.

The theoretical models of quantum dots considered within this work are
the spinless quantum dot with only one non-degenerate one-electron level,
on the one hand, and the single impurity Anderson model (SIAM), on the
other hand. The Hamiltonian of the spinless quantum dot reads:

Ĥ� = Eσo d̂
†
σo d̂σo , (2.3)

where d̂σo is the annihilation operator of the only one-electron level on the
quantum dot, and Eσo is the corresponding energy of the occupied state. The
Hamiltonian of the SIAM, on the other hand, is

Ĥ� =
∑

σ∈{↑,↓}

Eσd̂
†
σd̂σ + Ud̂†↑d̂↑d̂

†
↓d̂↓, (2.4)

with U ≥ 0 the energy due to Coulomb-repulsion. Implicitly, the state vector
space of the quantum dot in the case of the SIAM is spanned by four states:
An empty state, a doubly occupied state, and two singly occupied states with
spins ↑, and ↓.

Finally, the interaction between dot and leads is given by the tunneling
Hamiltonian:

ĤT =
∑

l∈L,σ∈S,k∈Kl

Tlσkĉ
†
lσkd̂σ + T ∗lσkd̂

†
σ ĉlσk. (2.5)

The coefficients Tlσk contain, via their magnitude, the strength of the tun-
neling coupling. Let T ∗lσk denote their complex conjugates.

2.2 Density matrix

The configuration of the total system containing the leads and the quantum
dot is described by a density operator or density matrix [10] ρ̂(t). We assume
there is an initial time t0, at which the sub-systems are independent, and at
which the contacts are in thermal equilibrium. The total density matrix ρ̂(t0)
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Figure 2.1: The structure of the vector space which the Hamiltonian (2.1) operates
on (cp. App. A (Product States)). All many-electron states are constructed from
a finite set Φ of one-electron levels. These one-electron levels here are depicted by
the little black squares. To each subset M ⊂ Φ, including the empty set ∅, there
is one normalized many-electron state π(M). While ĤR and Ĥ� are diagonal in
the states π(M), the tunneling Hamiltonian ĤT maps a state π(M) to a linear
combination of states π(M ′) with |M ′| = |M |, |M ′ ∩M | = |M |− 1. So, π(M ′) has
the same number of elements as π(M), but the two many-electron states differ by
one one-electron level.

is then a product of the density matrices of the reservoirs and the quantum
dot,

ρ̂(t0) = ρ̂R ⊗ ρ̂�(t0), (2.6)

where

ρ̂R = ⊗
l∈L
ρ̂l. (2.7)

One possible realization of the present product of vector spaces and operators
is given in App. A (Product States).

To each of the leads, the operator ρ̂l is the density matrix of lead l in ther-
mal equilibrium at temperature T , and at possibly spin-dependent chemical
potentials µlσ:

ρ̂l :=
1

Nl
exp

(
−1

kBT

∑
σ∈S,k∈Kl

(εlσk − µlσ)ĉ†lσkĉlσk

)∣∣∣∣∣
Vl

, (2.8)

(cp. Fig. 2.2) with Vl the state vector space of lead l, where the vertical bar
denotes the restriction of the map to the domain’s subset Vl, and where the
factor 1/Nl ensures the normalization of the density operator to unity trace,
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Figure 2.2: Energy scheme with contacts and central device. The density matrix
ρ̂l (2.8) of contact l at thermal equilibrium with chemical potential µl [for simplic-
ity we omit the spin-index “σ” in case the chemical potential is independent of the
spin] implies that the occupation-probability of a one-electron level in contact l
with energy ε is given by f ((ε− µl)/kBT ), with f the parameter-free Fermi-Dirac
distribution. The differences EN+1 − EN between the energies of quantum dot
states with neighbouring particle-number contain a gate-dependent contribution
αeVgate, with α a conversion factor, which is independent of N . Hence, by changing
the gate voltage the latter energy differences are uniformly shifted up- or down-
ward. Moreover, to add one more electron to the quantum dot, provided there is
already a number of N electrons on it, costs the energy NU , with U the energy
of Coulomb-repulsion between two electrons on the dot. While the energy EN
of a particular N -electron state depends on its specific structure, the differences
EN+1 − EN appear approximately equidistant – as far as the Coulomb-repulsion
yields the dominant contribution.

Nl =
∏

σ∈S,k∈Kl

{
1 + exp

(
−1

kBT
(εlσk − µlσ)

)}
. (2.9)

The operator ρ̂�(t0) is some initial density matrix of the quantum dot;
its shape is not relevant for the stationary reduced density matrix of the
quantum dot, nor for the stationary current flowing across it, and so, since
we shall determine and calculate only stationary quantities, we do not further
specify ρ̂�(t0).

After the time t0, the time evolution of the density matrix is ruled by the
total Hamiltonian according to the Liouville-von Neumann Equation:

i~ ˙̂ρ(t) = [Ĥ, ρ̂(t)]. (2.10)
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The total density matrix will then cease to have product form, but the reduced
density matrix (Ref. [10]) ρ̂�(t) of the quantum dot can be defined by tracing
out the degrees of freedom of the reservoirs:

ρ̂�(t) := TrR{ρ̂(t)}. (2.11)

The expectation value E(N̂l)(t) of the particle-counting operator of lead
l,

N̂l :=
∑

σ∈S,k∈Kl

ĉ†lσkĉlσk, (2.12)

at time t is obtained by taking the full trace of its product with the density
matrix [10],

E(N̂l)(t) := Tr
{
N̂lρ̂(t)

}
. (2.13)

Thus, applying the cyclicity of the trace, the particle current onto lead l at
time t is:

d

dt
E(N̂l)(t) = Tr

{
N̂l

˙̂ρ(t)
}

= − i
~
Tr
{
N̂l

[
Ĥ, ρ̂(t)

]}
= Tr

{
Îlρ̂(t)

}
=: E(Îl)(t), (2.14)

with Îl the operator of the particle-current onto lead l,

Îl :=
i

~
[Ĥ, N̂l] (2.15)

=
i

~
∑

σ∈S,k∈Kl

T ∗lσkd̂
†
σ ĉlσk − Tlσkĉ

†
lσkd̂σ.

In the applied part of this work we will determine the stationary current
Il according to the definition

Il := lim
λ→0+

λ

∫ ∞
t0

e−λ(t−t0)E(Îl)(t)dt. (2.16)

(Cp. Fig. 2.3.)
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Figure 2.3: Plots of the probability density dλ(x) = λ exp (−λx) in the cases
λ = 1, and λ = 0.5. The integral

∫∞
0 dxdλ(x) has the value 1 for all λ > 0.

However, with smaller and smaller value of λ, the probability is distributed more
and more evenly over the positive x-axis, and so we can form a long-term average-
or stationary value of a function f(x) by taking the limit limλ→0+

∫∞
0 dx f(x)dλ(x),

as it is done for the stationary current (2.16).

2.3 Quantum Master Equation

2.3.1 Time Evolution in the Interaction Picture

To focus on the effect of the tunneling, which establishes the interaction
between the sub-systems, we define

Ĥ0 := ĤR + Ĥ�, (2.17)

the non-interacting part of the complete Hamiltonian (2.1); to any operator
ẑ we define the transform

W(t)ẑ := exp

(
i

~
Ĥ0t

)
ẑ exp

(
− i
~
Ĥ0t

)
, (2.18)

and, analogously, for linear maps ŷ operating only on the sub-space V�
spanned by the many-electron states of the quantum dot:

W�(t)ŷ := exp

(
i

~
Ĥ�|V�t

)
ŷ exp

(
− i
~
Ĥ�|V�t

)
, (2.19)

where Ĥ�|V� is the restriction of Ĥ� to V�. We note the relation

TrR{W(t)ẑ} = W�(t)TrR{ẑ}. (2.20)
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Now, we consider the time evolution of the transformed density matrix

σ̂(t) := W(t)ρ̂(t0 + t), (2.21)

the density matrix in the interaction picture. In analogy to Eq. (2.11), we
define

σ̂�(t) := TrR{σ̂(t)}. (2.22)

The translation of the Liouville-von Neumann equation (2.10) into the in-
teraction picture yields the following kinetic equation for the total density
matrix in the interaction picture σ̂(t):

˙̂σ(t) = L(t)σ̂(t), (2.23)

where the Liouvillian appearing in this equation is given by

L(t)ẑ =
−i
~

[W(t)ĤT , ẑ]. (2.24)

We note the relation

W(s)L(t) = L(s+ t)W(s). (2.25)

The solution to Eq. (2.23) can be written as a series:

σ̂(t) = σ̂(0) +∫
0≤τ1≤t

L(τ1)σ̂(0) +∫ ∫
0≤τ1≤τ2≤t

L(τ2)L(τ1)σ̂(0) + (2.26)

... .

The n-th integral in this sum is taken over a set of measure tn/n!, since
there are n! possibilities to order a number of n real numbers; hence the sum
converges, and this ansatz for σ̂(t) indeed solves the equation (2.23).

Let

N̂R :=
∑
l∈L

N̂l (2.27)

be the particle-counting operator of the reservoirs, and for any N ∈ N0, let

eig
(
N̂R, N

)
:= ker

(
N̂R −N 1̂

)
(2.28)
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be the eigenspace of N̂R with eigenvalue N . The operators Ĥ0 and σ̂(0) =
ρ̂(t0), Eq. (2.6), do not change the particle-number, but ĤT maps elements

in eig
(
N̂R, N

)
to sums of elements in eig

(
N̂R, N + 1

)
and eig

(
N̂R, N − 1

)
.

Hence, the reduced operator of any of the integrals with an odd number of
Liouvillians vanishes:

σ̂�(t) = σ̂�(0) +∫ ∫
0≤τ1≤τ2≤t

A(2)(τ2, τ1)σ̂�(0) +∫
. . .

∫
0≤τ1≤···≤τ4≤t

A(4)(τ4, . . . , τ1)σ̂�(0) + (2.29)

... ,

where

A(2n)(τ2n, . . . , τ1)ŷ := TrR {L(τ2n) . . .L(τ1)(ρ̂R ⊗ ŷ)} (2.30)

for any linear map ŷ operating on the vector space of the quantum dot.

2.3.2 Memory Equation for the Reduced Density Ma-
trix and for the Current

The map A(2n+2) of the last definition has the decomposition

A(2n+2)(τ2n+2, . . . , τ1) = I(2n+2)(τ2n+2, . . . , τ1) + (2.31)

I(2n)(τ2n+2, . . . , τ3)A(2)(τ2, τ1) +
...

I(2)(τ2n+2, τ2n+1)A(2n)(τ2n, . . . , τ1),

with I(2n+2)(τ2n+2, . . . , τ1) being defined recursively by

I(2) := A(2), (2.32)

and by the condition that the above equality is satisfied:
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<τ τ11τ12τ14 τ13

< τ9 τ7 τ5τ10 τ8 τ6 τ3τ4 τ2 τ1τ τ11τ12τ14 τ13

-------

τ9 τ7 τ5τ10 τ8 τ6 τ3τ4 τ2 τ1<τ*

>

irreducible arbitrary

Figure 2.4: As we show in App. C (Decomposition of the Kernel), all the con-
tributions to A(2n+2)(τ2n+2, . . . , τ1) are characterized by what we shall refer to as
“pair formations”: Ways of grouping a number of 2n+2 ordered objects into pairs;
in the present example-figure, this is a number of 14 subsequent points on a time
axis, each connected to one further point by a bent line. The diagram is split into
two parts by a vertical cut which does not cut through any of the bent lines. After
the splitting, the leading component can be arbitrary, while the final component
is irreducible in the sense that no further splitting of this component is possible.

I(2n+2)(τ2n+2, . . . , τ1) := A(2n+2)(τ2n+2, . . . , τ1) − (2.33)

{ I(2n)(τ2n+2, . . . , τ3)A(2)(τ2, τ1) +

I(2n−2)(τ2n+2, . . . , τ5)A(4)(τ4, . . . , τ1) +
...

I(2)(τ2n+2, τ2n+1)A(2n)(τ2n, . . . , τ1)} .

As we shall see later, the present decomposition of A(2n+2) corresponds to a
splitting of “pair formations” into an arbitrary, possibly reducible, compo-
nent, and an irreducible component; within the map I(2n), we take the sum
over all irreducible pair formations, while, within the map A(2n), the sum
over all arbitrary pair formations is taken (cp. Fig. 2.4).

Applying this decomposition of A(2n+2) (2.31), we can rearrange the sum
(2.29):
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σ̂�(t) = σ̂�(0) + (2.34)

∫ ∫
0≤s1≤s2≤t

I(2)(s2, s1) {σ̂�(0)+∫ ∫
0≤τ1≤τ2≤s1 A

(2)(τ2, τ1)σ̂�(0)+∫
. . .
∫

0≤τ1≤···≤τ4≤s1

A(4)(τ4, . . . , τ1)σ̂�(0)+
... } +∫

. . .

∫
0≤s1≤···≤s4≤t

I(4)(s4, . . . , s1) {σ̂�(0)+∫ ∫
0≤τ1≤τ2≤s1 A

(2)(τ2, τ1)σ̂�(0)+∫
. . .
∫

0≤τ1≤···≤τ4≤s1

A(4)(τ4, . . . , τ1)σ̂�(0)+
... } +

... ,

so

σ̂�(t) = σ̂�(0) +

∫ t

0

ds κ(t, s)σ̂�(s), (2.35)

with the integral kernel

κ(t, s) :=

∫
s≤s2≤t

I(2)(s2, s) +∫ ∫ ∫
s≤s2≤s3≤s4≤t

I(4)(s4, s3, s2, s) +

... . (2.36)

Back-Transformation to the Schrödinger Picture

The back-transformation of this equation to the Schrödinger picture is per-
formed by going back to definition (2.21). By Eq. (2.20) we obtain
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ρ̂�(t0 + t) =W�(−t)σ̂�(0) +

∫ t

0

ds W�(−t)κ(t, s)σ̂�(s). (2.37)

Applying Eq. (2.25), we find that generally

W�(−τ)A(2n)(τ2n, . . . , τ1) (2.38)

= A(2n)(τ2n − τ, . . . , τ1 − τ)W�(−τ),

and hence

W�(−τ)I(2n)(τ2n, . . . , τ1) (2.39)

= I(2n)(τ2n − τ, . . . , τ1 − τ)W�(−τ).

As a consequence, the kernel (2.36) has the property

W�(−t)κ(t, s) = W� (−(t− s))W� (−s)κ(t, s)

= W� (−(t− s))κ(t− s, 0)W� (−s) , (2.40)

and we obtain the following equation for the reduced density matrix of the
quantum dot at time t:

ρ̂�(t) = W�(−(t− t0))ρ̂�(t0) +

∫ t

t0

ds K(t− s)ρ̂�(s), (2.41)

where
K(τ) := W�(−τ)κ(τ, 0). (2.42)

Differentiation of this Equation: Quantum Master Equation

Differentiating both sides of Eq. (2.41) with respect to the time t we obtain:

˙̂ρ�(t) =
d

dt
W� (−(t− t0)) ρ̂�(t0) (2.43)

+ lim
t′→t

1

t′ − t

{∫ t′

t0

dsK (t′ − s) ρ̂�(s)−
∫ t

t0

dsK (t− s) ρ̂�(s)

}
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= − i
~

[
Ĥ�|V� ,W� (−(t− t0)) ρ̂�(t0)

]
+

lim
t′→t

1

t′ − t

{∫ t

t0

ds
(
K(t′ − s)−K(t− s)

)
ρ̂�(s) +

∫ t′

t

dsK(t′ − s)ρ̂�(s)

}

= − i
~

[
Ĥ�|V� ,W� (−(t− t0)) ρ̂�(t0)

]
+

∫ t

t0

dsK̇(t− s)ρ̂�(s),

since K(0) = κ(0, 0) = 0. Moreover, with Defs. (2.36), (2.42) we obtain

d

dt
K(t)ŷ = − i

~

[
Ĥ�|V� ,W�(−t)κ(t, 0)ŷ

]
+W�(−t)∂κ

∂t
(t, 0)ŷ, (2.44)

and, inserting this into Eq. (2.43), we arrive at the quantum master equation:

˙̂ρ�(t) =
i

~
[ρ̂�(t), Ĥ�|V� ] +

∫ t

t0

ds K(t− s)ρ̂�(s). (2.45)

Orders of the Density Matrix Kernel

The integral kernel K(τ) :=W�(−τ)∂κ
∂τ

(τ, 0) is given by the sum

K(τ) =
∞∑
n=1

K(2n)(τ), (2.46)

with

K(2)(τ) = W�(−τ)I(2)(τ, 0), (2.47)

and for n ≥ 2:

K(2n)(τ) =

∫
. . .

∫
0≤s2≤···≤s2n−1≤τ

Iτ
(2n−1)
(2) (s2n−1, . . . , s2), (2.48)

where

Iτ
(2n−1)
(2) (s2n−1, . . . , s2) := W�(−τ)I(2n)(τ, s2n−1, . . . , s2, 0). � (2.49)
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We shall use the quantum master equation to determine the stationary re-
duced density matrix of the quantum dot by calculating a corresponding
transform of the integral kernel K. Analogously, we obtain the stationary
current by applying a transformation to the current as a function of time,
Eq. (2.16).

Current Kernel

In a way perfectly analogous to the way in which the present memory equa-
tion for the reduced density matrix of the quantum dot, Eq.(2.45), has been
derived, we obtain a memory equation for the current E(Îl)(t), Def. (2.14).
The shape of this equation is

TrR{Îlρ̂(t)} =

∫ t

t0

ds Kcurr,l(t− s)ρ̂�(s), (2.50)

where the kernel Kcurr,l(τ) is derived and given in App. B (Memory Equation
for the Current), Eq. (B.11). [We take the full trace on both sides of the
present equation to obtain the expectation value E(Îl)(t) of the particle-
current onto lead l at time t.]

2.4 Diagrammatic Expansion

The kernel K(τ) of the quantum master equation (2.45) has an expansion

K(τ) =
∑
D∈D

K(D)(τ), (2.51)

(Eq. D.97) where the objects within the set D can be nicely visualized as
diagrams. The kernel’s expansion is in this sense diagrammatic. We give the
detailed steps on the way to this expansion in Apps. C (Decomposition of the
Integral Kernel), and D (Diagrammatic Expansion), while in the present sec-
tion we only describe these steps, and show the actual depiction as diagrams
of the elements of the set D.

2.4.1 Steps in the Kernel’s Analysis

The kernel’s analysis is to a large extent a matter of finding appropriate ter-
minology and variables, clever re-indexing, recognizing the emerging math-
ematical objects, and applying useful manipulations. The analysis is too
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technical to fully enter into the main part of this work; at the same time, it
is an integral part. The present section is intended to form a bridge to the
appendices C, and D, where we carry out the steps in the kernel’s analysis.

The 2n-th order of the density matrix kernel is given by an integral (2.48)
into which the map I(2n)(τ2n, . . . , τ1) (2.33), being closely related to the map
A(2n)(τ2n, . . . , τ1) (2.30), enters. For the analysis of the contributions to the
density matrix kernel we write the tunneling Hamiltonian (2.5) in the form

ĤT =
∑
ν∈I

vνĈνD̂ν , (2.52)

with I (Def. (C.4)) a set of indices ν = ((l, σ,k), vν) consisting of the compo-
nents that define a particular electron level in the leads, and a sign vν . [The
explicit definition of the operators D̂ν , Ĉν is given in Eqs. (C.7), (C.9).] We
note that the coefficients of the tunneling Hamiltonian, Tlσk, are chosen to
be included in the operators D̂ν , while the Ĉν are pure creation- or annihila-
tion operators, without any pre-factor. The multi-commutator contained in
A(2n)(τ2n, . . . , τ1) (2.30) takes the form of a sum of terms

TrR

{
ĤT (τi1) . . . ĤT (τik) (ρ̂R ⊗ ŷ) ĤT (τik+1

) . . . ĤT (τi2n)
}
. (2.53)

Upon inserting (2.52) into the present expression, we decompose this reduced
operator into a product of an operator with domain V�, an exponential func-
tion into whose argument the times τij enter, and a scalar given by a full
trace

Tr
{

Ĉνi1
. . . Ĉνik

ρ̂R Ĉνik+1
. . . Ĉνi2n

}
= Tr

{
Ĉνik+1

. . . Ĉνi2n
Ĉνi1

. . . Ĉνik
ρ̂R

}
. (2.54)

Evaluation of Traces

According to App. C.2 (Evaluation of Traces), Eq. (C.87), a trace of the

form Tr
{

Ĉµ1 . . . Ĉµ2n ρ̂R

}
can be written as a linear combination of products

n∏
i=1

Tr
{

Ĉµpi
Ĉµqi

ρ̂R

}
, (2.55)

where the pairs (pi, qi), i = 1, . . . , n, satisfying pi < qi, are arbitrary, but cover
the set {1, . . . , 2n} completely, and represent in this sense a pair formation
P of this set, “P ∈ PF {1, . . . , 2n}” (Def. (C.81)). The sum runs over all
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such pair formations, and the contribution of each pair formation P takes a
sign sign(P) that can be deduced from a graphic representation (Fig. C.3).

The indices 2n ≥ i1 ≥ · · · ≥ ik ≥ 1 within the expression (2.53) appear in
decreasing order, while the complementary indices 1 ≤ ik+1 ≤ · · · ≤ i2n ≤ 2n
appear in increasing order; the number k can take all integer values be-
tween 0 and 2n. The sum we obtain by expanding the multi-commutator
within A(2n)(τ2n, . . . , τ1) (2.30) goes over all possibilities to choose the in-
dices i1, . . . , ik, ik+1, . . . , i2n in agreement with the latter order-condition. In
alternative formulation, this sum goes over all k ∈ {0, . . . , 2n}, and all sub-
sets S ⊂ {1, . . . , 2n}, with |S| = k: To each such set S we define then a
map ϕS by ϕS(j) := ij, where the indices i1, . . . , ik count the elements of S
in decreasing order, and where ik+1, . . . , i2n count the elements of the set’s
complement Sc = {1 . . . , 2n}\S in increasing order (Def. (C.13) within App.
C.1 (Expansion of Commutators)).

By the map ϕS, we rewrite Eq. (2.54):

Tr
{

Ĉνi1
. . . Ĉνik

ρ̂R Ĉνik+1
. . . Ĉνi2n

}
= Tr

{
ĈνϕS(1)

. . . ĈνϕS(k)
ρ̂R ĈνϕS(k+1)

. . . ĈνϕS(2n)

}
= Tr

{
ĈνϕS(k+1)

. . . ĈνϕS(2n)
ĈνϕS(1)

. . . ĈνϕS(k)
ρ̂R

}
, (2.56)

and so

Tr
{

Ĉνi1
. . . Ĉνik

ρ̂R Ĉνik+1
. . . Ĉνi2n

}
= Tr

{
Ĉν

ϕS(ζk
(+)

(1))
. . . Ĉν

ϕS(ζk
(+)

(2n))
ρ̂R

}
, (2.57)

where we have used the cyclic permutation

ζ(+)(j) :=

{
j + 1 (j < 2n)

1 (j = 2n).
(2.58)

Hence, in the expansion of the present trace into a linear combination of
contributions

n∏
i=1

Tr
{

Ĉνpi
Ĉνqi

ρ̂R

}
, (2.59)

the pairs (pi, qi) have to satisfy the demand

pi <ϕS◦ζk(+)
qi, (2.60)
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i.e., pi appears before qi within the list

ϕS ◦ ζk(+)(1), . . . , ϕS ◦ ζk(+)(2n), (2.61)

or else: {
ϕS ◦ ζk(+)

}−1
(pi) <

{
ϕS ◦ ζk(+)

}−1
(qi). (2.62)

In addition, as we noted above, the sum we obtain in the expansion of the
map A(2n)(τ2n, . . . , τ1) (2.30) goes over all pair formations, while the sum
we obtain in the expansion of I(2n)(τ2n, . . . , τ1) (2.33) goes only over the
irreducible pair formations. So, as a second condition, the pair formation

P = {{pi, qi} : i = 1, . . . , n} (2.63)

is required to be irreducible in the natural order, since the indices “ij” of the
νij within Eq. (2.54) are also the indices of the naturally ordered times τij
within (2.53).

Away from the Time-Order as Index-Number

However, to derive the diagrammatic language from the equation for
I(2n)(τ2n, . . . , τ1)ŷ, we apply a different formulation: We re-number the in-
dices

νij =: µj, (2.64)

so we write the trace (2.54) in the form

Tr
{

Ĉνi1
. . . Ĉνik

ρ̂R Ĉνik+1
. . . Ĉνi2n

}
= Tr

{
Ĉµ1 . . . Ĉµk ρ̂R Ĉµk+1

. . . Ĉµ2n

}
= Tr

{
Ĉµk+1

. . . Ĉµ2n Ĉµ1 . . . Ĉµk ρ̂R

}
. (2.65)

The latter trace we expand into a sum over pair formations to obtain

Tr
{

Ĉνi1
. . . Ĉνik

ρ̂R Ĉνik+1
. . . Ĉνi2n

}
=

∑
P ′={{p′ι,q′ι}:ι=1,...,n}

sign(P ′)
n∏
ι=1

Tr
{

Ĉµp′ι
Ĉµq′ι

ρ̂R

}
, (2.66)

where each of the pairs (p′ι, q
′
ι) satisfies one of the order-conditions
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
1 ≤ p′ι ≤ q′ι ≤ k,

k + 1 ≤ p′ι ≤ q′ι ≤ 2n, or
q′ι ≤ k, k + 1 ≤ p′ι.

 (2.67)

In addition, since

µj =̂ νij = νϕS(j), (2.68)

the pair (p′ι, q
′
ι) of indices of µ corresponds to the pair (ϕS(p′ι), ϕS(q′ι)) of

indices of ν. Hence, it is the image of the pair formation P ′ under the map
ϕS which is required to be irreducible in the natural order when we expand
the quantity I(2n)(τ2n, . . . , τ1):

ϕS(P ′) ∈ PFirr{1, . . . , 2n}. (2.69)

In other words, when we expand I(2n)(τ2n, . . . , τ1), the sum on the right-hand
side of Eq. (2.66) runs exclusively over all pair formations P ′ that satisfy

P ′ ∈ ϕ−1
S PFirr{1, . . . , 2n}. (2.70)

Remark: Physical Interpretation of Multiplicative Decomposition

The present manipulations are technical, so we want to point out one as-
pect accessible to interpretation: As it becomes clear within the proof of Eq.
(C.39) within App. C.2 (Evaluation of Traces), the generally valid multi-
plicative decomposition

Tr
{

Ĉλ1 . . . Ĉλ2n ρ̂R

}
=

∑
P∈PF{1,...,2n}

sign(P)
n∏
i=1

Tr
{

Ĉλpi
Ĉλqi

ρ̂R

}
(2.71)

(cp. Eq. (C.87)), which we exploited in the previous subsection, has the
following implication: The probability to find a certain selection of one-
electron levels (l, σ,k) (non-)occupied, provided the contacts are in thermal
equilibrium in the definition by the density matrix ρ̂R (Def. 2.7), is given by
the product of the probabilities to find each of the levels within the selection
(non-)occupied. Hence, it is the independence of occupation probabilities
which is contained in the present equation (2.71).

Expansion to the Level of Eq. (C.117)

Up to now, we have described the steps that lead us to the expansion of the
kernel in the form of Eq. (C.117). Within this equation, the elements that
determine a particular contribution to the kernel are:
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• A natural number n, k ∈ {0, . . . , 2n}, and a set S ⊂ {1, . . . , 2n} with
|S| = k.

• A pair formation P ′ ∈ ϕ−1
S PFirr{1, . . . , 2n}, and indices µ1, . . . , µ2n ∈

I.

• An exponential function exp
(
i
~
∑2n

j=1 τϕS(j)εµj

)
(cp. Eq. (C.32) – cre-

ation operator in the interaction picture), and the product of traces∏n
ι=1 Tr

{
Ĉµp′ι

Ĉµq′ι
ρ̂R

}
, where the pairs (p′ι, q

′
ι) are ordered according

to (2.67).

• An overall sign-factor (−1)n+ksign(P ′), and:

• A composition of operators

D̂µ1

(
τϕS(1)

)
. . . D̂µk

(
τϕS(k)

)
ŷ D̂µk+1

(
τϕS(k+1)

)
. . . D̂µ2n

(
τϕS(2n)

)
(2.72)

with domain V�.

Quantum Dot Operators as Matrices

We write each of the operators D̂µ(τ) within the product (2.72), as well as
ŷ, as a matrix in a basis B consisting of eigenvectors of the quantum dot’s
Hamiltonian:

D̂µ(τ) =
∑
a,b∈B

exp

(
i

~
τ (Ea − Eb)

)
〈a|D̂µ(b)〉 |a >< b| (2.73)

according to Eq. (D.2) within App. D (Complete Decomposition and Di-
agrammatic Expansion of the Kernel), where the energies Ea, Eb are the
eigenvalues of the quantum dot’s Hamiltonian. Since the operators appear
in a product, the sum with respect to the basis states can be reduced (cp.
Fig. 2.5). In this way, we obtain the representation of the product (2.72)
explicitly given in Eq. (D.4).

Kernel as Integral over Non-Ordered Times

The 2n-th order of the integrated integral kernel
∫ τ

0
dsK(s) can be written

as an integral with a number of 2n− 1 ordered integration variables

0 ≤ τ1 ≤ · · · ≤ τ2n−1 ≤ τ, (2.74)

or, alternatively (Fig. D.3), as an integral with 2n− 1 non-ordered positive
integration variables 0 ≤ τ 1, . . . , τ 2n−1 satisfying
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y(τ       )     ....
Sφ  (1)D

>
μ1

<

b2na
k+1 kb              ....1a

2a          .... b2n-1

-<

-<

-<

-<-< -<-<

-<

     (τ          )    ....
        S       φ  (k+1)D

>

μk+1
(τ       )

Sφ  (k)D

>

μk Sφ  (2n)D

>

μ2n
(τ        )

Figure 2.5: Representing all of the operators D̂µ(τ) as a linear combination of
maps |a >< b|, where a, b are eigenvectors of Ĥ� taken from an orthonormal ba-
sis, we obtain a corresponding representation of the product of operators in Eq.
(C.117). Since |ai >< bi| |ai+1 >< bi+1| = 0 if bi 6= ai+1, the sum can be reduced
to a sum over a1, . . . , ak+1, and bk, . . . , b2n.

τ 1 + · · ·+ τ 2n−1 ≤ τ. (2.75)

For the further analysis we choose the latter integration variables, and so we
note the equation for the 2n-th order of the integrated kernel as an integral
with respect to τ 1, . . . , τ 2n−1:∫ τ

0

dsK(2n)(s) =

∫
{S(2n−1)≤τ}

I
(2n−1)

(τ 2n−1, . . . , τ 1) , (2.76)

with

{
S(2n−1) ≤ τ

}
:=

{
(τ 2n−1, . . . , τ 1) : τ 1, . . . , τ 2n−1 ≥ 0,

2n−1∑
j=1

τ j ≤ τ

}
,

(2.77)

and with I
(2n−1)

defined in App. D (Diagrammatic Expansion) (Eq. (D.30)).
To obtain an equation for the non-integrated 2n-th order of the kernel

itself, we transform the right-hand side of Eq. (2.76) as described in Fig. 2.6:

∫ τ

0

dsK(2n)(s) =
1√

2n− 1

∫ τ

0

ds

∫
{S(2n−1)=s}

dF I
(2n−1)

(τ 2n−1, . . . , τ 1),

(2.78)
and so

K(2n)(s) =
1√

2n− 1

∫
{S(2n−1)=s}

dF I
(2n−1)

(τ 2n−1, . . . , τ 1). (2.79)
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-

-
<

<

0
0

-
-

>

τ1

τ2

--

dF
.
dxτ1 τ2+ = s{ }

τ1 τ2+ = s+ds{ }
>

Figure 2.6: An integral
∫∞

0 dτ1 . . .
∫∞

0 dτk g(τ1, . . . , τk) with a number of k pos-
itive integration variables can be transformed as indicated in the present figure
(in this case, k = 2). We take infinitesimal elements dF of surfaces

{
S(k) = s

}
of

constant value s of the sum-function S(k)(τ1, . . . , τk) = τ1+· · ·+τk. The elements’
size-measure dF is multiplied by their distance dx to the surface

{
S(k) = s+ ds

}
with infinitesimally increased function-value, and so the complete integration-area
is divided up into infinitesimal parts of size dFdx. The distance dx is in gen-
eral a function of the position (τ1, . . . , τk), and of ds. Since locally everywhere
∇S(k) ⊥

{
S(k) = s

}
, we note: dx

∣∣∇S(k)
∣∣ = ds, and so the transformed integral

reads
∫ ∫

dFdx g(τ1, . . . , τk) =
∫∞

0 ds
∫
{S(k)=s} dF

g

|∇S(k)|(τ1, . . . , τk). For the

sum-function S(k) we have:
∣∣∇S(k)

∣∣ = const =
√
k.
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Reduction of the Sum over µ1, . . . , µ2n ∈ I

Our next step in the kernel’s analysis is the reduction of the sum over
µ1, . . . , µ2n ∈ I within the right-hand side of Eq. (C.117) whose constituent

elements we itemized (p. 23 ff.): We note that, generally, Tr
{

ĈµĈν ρ̂R

}
=:〈

ĈµĈν

〉
= 0 if µ and ν are not complementary indices, µ 6= ν (D.16). Due

to the emergence of the product of traces

∏
M ′∈P

〈
Ĉµ

p

M′,<
ζk
(+)

Ĉµ
q

M′,<
ζk
(+)



〉
(2.80)

in (C.117), we assume without restriction that, to each two-elementary setM ′

within the previously chosen pair formation P , the indices µp(M ′) and µq(M ′)
are complementary. We note that p(M ′) (q(M ′)) is the minimum (maximum)

of the set M ′ in the natural order, while p
(
M ′, <ζk

(+)

)
and q

(
M ′, <ζk

(+)

)
are

the same two numbers, however ordered according to the condition (2.67).
Hence, we split the present product of traces into three products:

∏
M ′∈P:1≤p(M ′)≤q(M ′)≤k

〈
Ĉµp(M′)

Ĉµp(M′)

〉
∏

M ′∈P:k+1≤p(M ′)≤q(M ′)≤2n

〈
Ĉµp(M′)

Ĉµp(M′)

〉
(2.81)

∏
M ′∈P:p(M ′)≤k,k+1≤q(M ′)

〈
Ĉµp(M′)

Ĉµp(M′)

〉
.

The reduction of the number of indices µ1, . . . , µ2n is relevant also for the
product of operators (2.72), whose replacement by the right-hand side of Eq.
(D.4) we discussed. In the latter expression, the two products

k∏
j=1

〈
aj |D̂µj (aj+1)

〉 2n∏
j=k+1

〈
bj−1|D̂µj (bj)

〉
(2.82)

appear, and upon applying the complementarity µq(M ′) = µp(M ′), we rewrite
these in the form
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∏
M ′∈P:1≤p(M ′)≤q(M ′)≤k

〈
ap(M ′)|D̂µp(M′)(ap(M ′)+1)

〉〈
aq(M ′)|D̂µp(M′)(aq(M ′)+1)

〉
∏

M ′∈P:k+1≤p(M ′)≤q(M ′)≤2n

〈
bp(M ′)−1|D̂µp(M′)(bp(M ′))

〉〈
bq(M ′)−1|D̂µp(M′)(bq(M ′))

〉
∏

M ′∈P:p(M ′)≤k,k+1≤q(M ′)

〈
ap(M ′)|D̂µp(M′)(ap(M ′)+1)

〉〈
bq(M ′)−1|D̂µp(M′)(bq(M ′))

〉
.

(2.83)

We now group the first (second/third) line within (2.81) to the first (sec-
ond/third) line within (2.83); upon replacing “M ′” by “M”, and “µp(M)” by
“µM”, we obtain for the product of the two first lines:

∏
M∈P:1≤p(M)≤q(M)≤k

〈
ĈµM ĈµM

〉
〈
ap(M)|D̂µM (ap(M)+1)

〉〈
aq(M)|D̂µM (aq(M)+1)

〉
. (2.84)

We write any index µ within the set I (Def. (C.4)) in the form µ =
((l, σ,k)µ, vµ) = (ηµ, vµ), so we gather those three components of µ defining

a particular electron level of the leads in ηµ. Generally, the trace
〈

ĈµĈµ

〉
gives the occupation-probability (one minus this probability) of the level ηµ:〈

ĈµĈµ

〉
= Tr

{
ĈµĈµρ̂R

}
= f(βµ) (2.85)

(Eq. (C.79)), with f(x) the parameter-free Fermi-Dirac distribution, and
with

βµ = vµ
1

kBT
(εlσk − µlσ) (2.86)

(Defs. (C.71), (C.73); for brevity we here omit the index “µ” in the com-
ponents of ηµ). The operators D̂µ contain the coefficients of the tunneling

Hamiltonian – explicitly: D̂µ = D̂lσkv = T
(v)
lσkd̂

(v)

σ according to Eq. (D.18),

where d̂
(+1)

σ is the annihilator of the quantum dot level σ, and where d̂
(−1)

σ

is the creator. Upon applying the present replacement, and inserting the
right-hand side of Eq. (2.85) into (2.84), the product (2.84) reads:

∏
M∈P:1≤p(M)≤q(M)≤k

f(βµM )
∣∣∣T(lσk)µM

∣∣∣2
〈
ap(M)|d̂

(vµM )

σµM
(ap(M)+1)

〉〈
aq(M)|d̂

(−vµM )

σµM
(aq(M)+1)

〉
. (2.87)
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The second line within the present expression either vanishes, or it gives
a sign ±1. Within the first line, on the other hand, we emphasize at this
stage the expression’s dependence on the wave vector k, replacing it by a

function A
(vµM )

(lσ)µM
(kµM ) (Def. (D.32)). In summary, by the manipulations of

the present section we obtain the three products on the right-hand side of
Eq. (D.31) within App. D.

Dependence on the Non-Ordered Times τ 1, . . . , τ 2n−1

As we noted (p. 23 ff.), the dependence of the quantity I(2n)(τ2n, . . . , τ1)ŷ on
the set of ordered times τ1, . . . , τ2n is given by two factors:

1. exp
(
i
~
∑2n

j=1 τϕS(j)εµj

)
.

2. The term

exp

 i

~


 k∑
j=1

τϕS(j)

(
Eaj − Eaj+1

)+

 2n∑
j=k+1

τϕS(j)

(
Ebj−1

− Ebj
)

 ,

(2.88)

originating from the composition of operators (2.72), which we obtain
from the right-hand side of Eq. (D.4).

At this stage we implement the transformation to the non-ordered times
τ j explicitly shown in App. D, Eqs. (D.5) ff.. Within the map

I
(2n−1)

(τ 2n−1, . . . , τ 1), by whose integral the 2n-th order of the kernel is given

(Eq. (2.79)), we in addition apply the map W�
(
−
∑2n−1

j=1 τ j

)
(cp. Defs.

(D.30), (D.11)), so we arrive at that dependence of the contributions to the
integral kernel on the non-ordered times τ 1, . . . , τ 2n−1 explicitly given by the
exponential function within the right-hand side of Eq. (D.31). �

Finally, we replace the sums over the wave vector within Eq. (D.31)
by integrals (cp. Fig. D.5), which yields integrands step-wise constant as
function of the wave vector, and, in a second step, we insert continuous
integrands instead of these step-wise constant functions. Next, we replace
the integral over the wave vector by one over energy, and so we arrive at the
representation of the integral kernel in the form of Eq. (D.42), and finally in
the form of (D.64).
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a1 p(M) ap(M)+1 bq(M)bq(M)-1ak+1 bk+1 b2nka bk-...- - - ...- -...- [ ],- - - -
M=<

-a ...
-P

Figure 2.7: This first example-diagram of the present figure shows how we depict
a part of the elements of the diagram D (2.89): The sequences of quantum dot
states (aj)

k+1
j=1 , and (bj)

2n
j=k, appear listed according to the order of their indices

along one straight line. The states ak+1, and bk, are enclosed in square brackets,
and separated by a comma, while in the space between all other neighbouring
states we draw one horizontal line. The number of these horizontal lines is 2n, and
it is these horizontal lines, which, in the present transformed diagram, are grouped
into pairs by a pair formation P.

2.4.2 Graphic Representation of Diagrams

We gather the parameters that determine a particular contribution to the
density matrix kernel according to Eq. (D.64) in tuples

D =
(
n, k, J,P , (aj)k+1

j=1 , (bj)
2n
j=k , (lM , σM , vM)M∈P

)
, (2.89)

which we shall refer to as diagrams. There are two equivalent sets of di-
agrams, for which we shall use the notation “D”, and “D” (Defs. (D.92),
(D.89)). When we want to explicitly distinguish between the two diagram-
versions, we refer to the elements of the set D as transformed diagrams; the
transformation-map Tdiag is given in (D.88).

We first discuss how we depict the diagrams in the form of elements D of
the set D (Fig. 2.7), and, at this stage, we have to make a concrete choice
of the orthonormal basis B of the vector space V� of the quantum dot states
applied for a complete decomposition of the density matrix kernel (Fig. 2.5).
We choose

B := {0,σo}, (2.90)

where 0 is a normalized empty state, and σo := d̂
†
σo(0), in the case of the

spinless quantum dot (2.3), and

B := {0,↑,↓,2} (2.91)

in the case of the SIAM (2.4), where for σ ∈ {↑, ↓}:

σ := d̂
†
σ(0), (2.92)
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a1 ap(M) ap(M)+1 aq(M) aq(M)+1 ak+1 bk+1 b2nka bk- ...- - -...- -...- [ ],- - -...--
M=<

<
σM+-

<
σM+-

q(M)       k:      <=

Figure 2.8: In case q(M) ≤ k, we obtain the quantum dot state aq(M) from the
state aq(M)+1 by adding (or removing) one electron of the spin σM , while we obtain
the quantum dot state ap(M) from the state ap(M)+1 by removing (or adding) one
electron of the same spin σM , respectively.

with

d̂σ := d̂
(+1)

σ := d̂σ

∣∣∣
V�
, (2.93)

the annihilation operator adjoint to the creator d̂
†
σ (cp. Def. (D.20)), and

where

2 := d̂
†
↑d̂
†
↓(0). (2.94)

Tunneling Lines

We note that, for any sequences (aj)
k+1
j=1 and (bj)

2n
j=k of elements in B, as

contained in the tuple D ∈ D (2.89), the quantity

sg(1)
{
n, k,P , (aj)

k+1
j=1 , (bj)

2n
j=k, (σM , vM)M∈P

}
, (2.95)

defined in (D.39), appears as a factor in the expression by which we calculate
the contribution of a particular diagram to the density matrix kernel (D.67).
The quantity can take only the values 1,−1, and 0, where in the latter case
the diagram is excluded from the set D per definition (D.89). Due to the

presence of the scalar products 〈ap(M)|d̂
(vM )

σM
ap(M)+1〉, etc., the quantity’s value

is non-zero only if for any M = {p(M), q(M)} ∈ P :

q(M) ≤ k ⇒ (2.96)

ap(M) ∈ {±d̂
(vM )

σM

(
ap(M)+1

)
}, aq(M) ∈ {±d̂

(−vM )

σM

(
aq(M)+1

)
},
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a1 bp(M)bp(M)-1 bq(M)bq(M)-1ak+1 bk+1 b2nka bk-... - - -...- -...- [ ],- - -... -
M=<

<
σM+-

<
σM+-

p(M)       k+1:      <=

-

Figure 2.9: In case p(M) ≥ k+1, we obtain the quantum dot state bp(M) from the
state bp(M)−1 by adding (or removing) one electron of the spin σM , while we obtain
the quantum dot state bq(M) from the state bq(M)−1 by removing (or adding) one
electron of the same spin σM , respectively.

a1 p(M) ap(M)+1 bq(M)bq(M)-1ak+1 bk+1 b2nka bk-...- - - ...- -...- [ ],- - - -
M=<

<
σM+-

<
σM+-

-

p(M)       k, k+1       q(M):       <= <=

a ...

Figure 2.10: In case the “tunneling line” (the line representing the set M =
{p(M), q(M)} ⊂ {1, . . . , 2n}) stretches over the square brackets containing the
states ak+1, bk of the diagram’s initial matrix |ak+1 >< bk|, we obtain the quantum
dot state ap(M) from the state ap(M)+1 by adding (or removing) one electron of
the spin σM , and we obtain the quantum dot state bq(M) from the state bq(M)−1

by adding (or removing) one electron of the same spin σM , respectively.

k + 1 ≤ p(M) ⇒ (2.97)

bp(M)−1 ∈ {±d̂
(vM )

σM

(
bp(M)

)
}, bq(M)−1 ∈ {±d̂

(−vM )

σM

(
bq(M)

)
},

as well as

p(M) ≤ k, k + 1 ≤ q(M) ⇒ (2.98)

ap(M) ∈ {±d̂
(vM )

σM

(
ap(M)+1

)
}, bq(M)−1 ∈ {±d̂

(−vM )

σM

(
bq(M)

)
}.

Defining, to any σ ∈ S and c ∈ V�:

〈N̂σ〉(c) := 〈c|N̂σ(c)〉, (2.99)

with N̂σ = d̂
†
σd̂σ, the operator of the occupation-number of the level σ on the

quantum dot, we note the equality:
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a1 a3- - ......... -- [ ],- - - -2a .........- -- ---- ak ak+1 bk bk+1 b2n-1 b2n

Figure 2.11: A diagram containing the sequences of quantum dot states (aj)
k+1
j=1 ,

(bj)
2n
j=k, as well as – via the (bent) tunneling lines, each connecting two of the

horizontal lines filling the space between the quantum dot states – a pair formation
P ∈ PF{1, . . . , 2n}.

〈N̂σ〉(a1) − 〈N̂σ〉(ak+1) = 〈N̂σ〉(b2n) − 〈N̂σ〉(bk). (2.100)

The overall change of each spin-number is equal on both sides of the diagram,
since

∑
M : p(M)≤k,k+1≤q(M)

〈N̂σ〉
(
ap(M)

)
− 〈N̂σ〉

(
ap(M)+1

)
=

∑
M : p(M)≤k,k+1≤q(M)

〈N̂σ〉
(
bq(M)

)
− 〈N̂σ〉

(
bq(M)−1

)
. (2.101)

We depict the elements n, k, (aj)
k+1
j=1 , (bj)

2n
j=k, and P , of the diagram D,

Eq. (2.89), in the form of Fig. 2.11. The 2n horizontal lines are counted
from the left to the right, and thus, the bent lines, which we shall refer to as
tunneling lines, each connecting two of the horizontal lines, represent a pair
formation P ∈ PF{1, . . . , 2n}. The operator |ak+1 >< bk| shall be referred
to as the initial matrix of the diagram, while |a1 >< b2n| is its final matrix.

Inclusion of the Interval Sequence J

Within any tunneling process visualized by the present diagrams, the initial
matrix changes to the final matrix in a number of 2n steps. The concrete
order which these steps happen in is given by an additional element we did
not discuss so far: The diagram’s matrix after the j-th step is |amin(J(j)) ><
bmax(J(j))|, with J(1) ⊂ J(2)... ⊂ J(2n) = {1, . . . , 2n} a sequence of integer
intervals satisfying |J(j)| = j, where J(0) = {k}, or J(0) = {k + 1}.

To replace the general quantum dot states a1, . . . , ak+1, bk, . . . , b2n by con-
crete elements of the basis B = {0,↑,↓,2}, we define for a given spin
σ ∈ {↑, ↓}:

σ :=

{
↑ (σ =↓)
↓ (σ =↑). (2.102)
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[ ],-- -[ [[a1 a2 a3 b2 b3 b4- [ [[Alternative Interval Sequences:

[ ],-- -a1 a2 a3 b2 b3 b4-

Figure 2.12: The present two diagrams differ only in the horizontal square brack-
ets, which mark the sequences J(j)2n−1

j=1 . The diagrams’ common pair formation
is reducible with respect to the natural order, but it is irreducible in both of the
two orders given by the two different interval sequences. Via a number of, here,
four tunneling events, each represented by one of the horizontal lines in the space
between neighbouring states, the matrix turns from the initial matrix |a3 >< b2|
to the final matrix |a1 >< b4|. The order, in which these events happen, is fixed
by the interval sequence J(j)2n−1

j=1 .

The values of the elements σM , vM(M ∈ P) within a diagram

D =
(
n, k, J,P , (aj)k+1

j=1 , (bj)
2n
j=k , (lM , σM , vM)M∈P

)
∈ D (2.103)

(Def. (D.89)) are, according to the relations (2.96), (2.97), and (2.98), fixed
by the choice of the quantum dot states aj, bj′ ∈ {0,↑,↓,2}, so they don’t
need to be specified in the figure. To make the depiction of a diagram com-
plete, we include the sequence J = J(j)2n−1

j=1 ∈ J
(2n)
(k) (Def. (D.77)) of integer

intervals in it. We need to take into account all possible choices of J , with
respect to which a chosen pair formation P ∈ PF{1, . . . , 2n} is irreducible,
i.e.: to any j ∈ {1, . . . , 2n− 1} there is at least one M ∈ P , such, that

|M ∩ J(j)| = 1. (2.104)

Graphically, we represent J by a sequence of horizontal square brackets
appearing below the sequence of quantum dot states, and stretching from
amin(J(j)) to bmax(J(j)). The irreducibility of the pair formation P in (the
order given by the sequence) J is recovered in the diagram by the property,
that, to any of the horizontal square brackets, there is at least one (bent)
tunneling line, which connects a horizontal line within the square bracket to
a horizontal line outside of the square bracket (cp. Fig. 2.12).

In words, we might describe the tunneling process in the example of Fig.
2.13 as follows:

1. The initial matrix is |0 >< 0| (cp. vertical square brackets). An
electron of spin σ tunnels halfway from lead l onto the quantum dot;
the matrix turns into |σ >< 0| (cp. first horizontal square bracket).
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[ ],-σ σ002 σ--- -
l l' [ [[

Figure 2.13: By the irreducible tunneling process of the present diagram, an
electron of spin σ effectively tunnels onto the quantum dot. We include the lead-
index assigned to each pair within the pair formation of the diagram by attaching
it to the tunneling line representing that particular pair.

2. An electron of spin σ tunnels halfway from lead l′ onto the quantum
dot; the matrix is then |2 >< 0| (cp. second horizontal square bracket).

3. The electron of the previous step tunnels fully onto the quantum dot;
afterwards the matrix is |2 >< σ| (cp. third horizontal square bracket).

4. Finally, the electron of spin σ tunnels off the quantum dot again; the
final matrix is |σ >< σ| (horizontal square bracket omitted).

Diagram-Counting Scheme

The present transformed diagrams offer an efficient way to find and note
all diagrams of – in principle – any given order. For example, to find all
sixth order diagrams with initial matrix |σ >< σ|, and final matrix |0 ><
0|, applying the transformed version of the diagrams, we would proceed as
follows:

1. We note the value of the diagram’s parameter 2n = 6.

2. The value of the diagram’s second parameter k is odd, since the overall
change of the particle-number in the diagram is −1. Possible values
are k = 1, 3, 5.

3. To any fixed value k0 ∈ {1, 3, 5} of k, we note all sequences of quantum
dot states (aj)

k0+1
j=1 , (bj)

6
j=k0

satisfying the following demands:

• The initial matrix is |ak0+1 >< bk0 | = |σ >< σ|;
• The final matrix is |a1 >< b2n| = |0 >< 0|;
• All neighbouring states within the two sequences differ in their

particle-number by ±1.
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[ ],- σσ 00 σ--- -σ 2- -0 -
>

-
>

[ ],- σσ 00 σ--- -σ 2- -0 [ ],- σσ 00 σ--- -σ 2- -0

Figure 2.14: In the example of this particular sixth order diagram, there are two
ways of choosing a set of tunneling lines.

4. To any of the sequences of quantum dot states we have found in the pre-
vious step, we add all sets of tunneling lines, i.e., all pair formations of
the horizontal connecting-lines between the quantum dot states, which
satisfy the conditions according to Figs. 2.8 , 2.9, and 2.10; cp. also
Fig. 2.14.

5. To any of the diagrams, which we have attached a set of tunneling lines
to in the previous step, we finally add all interval sequences J(j)5

j=1

in the form of horizontal square brackets, which the pair formation
given by the diagram’s particular set of tunneling lines is irreducible
in. Because of mirror rule (2.111) we can restrict ourselves to those
diagrams whose final square bracket does not contain the very first
horizontal line from the left.

We do not apply the present diagram-counting scheme in this work, since
we shall take into account only diagrams within a special diagram selection.
However, we use the method when we want to find all sixth order diagrams
that don’t contain the doubly occupied state [20].

2.4.3 Graphic Representation of Conventional Diagrams

In the present section we discuss the depiction of the one form of diagrams
which is generally known in the context of irreducible tunneling processes,
i.e., from the formal point of view, the elements of the set

D =
(
n, k, S,Q, (aj)k+1

j=1 , (bj)
2n
j=k , (lN , σN , vN)N∈Q

)
∈ D (2.105)

(Def. (D.92)). Instead of the interval sequence J ∈ J (2n)
(k) , and the pair

formation P ∈ ϕ−1
(J)PFirr{1, . . . , 2n} (Def. (D.86)), the conventional dia-

grams D ∈ D rather take the parameters S ⊂ {1, . . . , 2n} with |S| = k, and
Q ∈ PFirr{1, . . . , 2n}. We depict them as graphic objects in the following
way:
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-
-P4(u)

Q = {{1,4},{2,3}}
S = {1,2,4}

->-
---------

--------

---------
--------

--------

--------

--------

--------

->-
--
a1 a2 a3

a4

b3b4
P3

(u) P2
(u) P1

(u)

P4
(l) P3

(l) P2
(l) P1

(l) P4

P3

P2 P1

Figure 2.15: The steps by which we construct a diagram D ∈ D from the data

contained in the tuple D =
(
n, k, S,Q, (aj)k+1

j=1 , (bj)
2n
j=k , (lN , σN , vN )N∈Q

)
. In

the present example, 2n = 4, |S| = k = 3.

1. We draw two horizontal lines – which we shall refer to as the upper
and lower contour of the diagram – arranged as opposite sides of a
rectangle.

2. We perform a number of 2n imaginary vertical cuts through both con-
tours; we count the cuts by convention from the right to the left,
and define (without actually marking them in the drawing) the points

P
(u)
1 , . . . , P

(u)
2n , and P

(l)
1 , . . . , P

(l)
2n , as the intersections of these vertical

cuts with the upper and lower contour, respectively.

3. For j ∈ {1, . . . , 2n} we define the point (without actually marking it in
the drawing)

Pj :=

{
P

(l)
j (j ∈ S)

P
(u)
j (j ∈ {1, . . . , 2n} \ S) .

(2.106)

4. To any N ∈ Q, with Q the given pair formation in PFirr{1, . . . , 2n}, we
connect the points Pp(N,<) and Pq(N,<) by a simple (bent) line running
through the area between the two contours, and, touching the contours
only at its ends (Fig. 2.15).

5. The points Pj, j ∈ S, which we shall refer to as the vertices of the lower
contour, divide the lower contour into a number of |S| + 1 segments;
to these segments we assign (and attach in the diagram) the quantum
dot states a1, . . . , ak+1, starting from the left end.

6. The points Pj, j ∈ {1, . . . , 2n} \ S, which we shall refer to as the ver-
tices on the upper contour, divide the upper contour into a number of
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[ ],-σ σ002 σ--- -[ [[ [ ],-σ σ002 σ--- -[ [[ 0- 0-2- -σ

[

]

,-σ

σ 0

02 σ---

- 0-0-
2-

-σ -
σ

0

02 σ--

-σ -

->>

->> ->>

Figure 2.16: The graphic transformation of the diagram in Fig. 2.13 into a
diagram of conventional form.

2n− |S|+ 1 segments; to these segments we assign (and attach in the
diagram) the quantum dot states b|S|, . . . , b2n, starting from the right
end.

7. The spins and signs (σN , vN)N∈Q contained in the tuple D are fixed by

the sequences of quantum dot states (aj)
|S|+1
j=1 , (bj)

2n
j=|S| in the sense that,

according to the relations (2.96), (2.97), (2.98), at most one choice of
these spins and signs yields a non-zero contribution of the diagram D
to the kernel; hence, we can omit them in the graphic representation.

8. The lead-indices lN , N ∈ Q, on the other hand, can be attached to the
tunneling lines; in general we take the sum over all leads to obtain all
contributions to the kernel; in this case we shall omit the attachement
of a lead-index to a tunneling line.

The two diagram versions D, and D = Tdiag(D), are equivalent; we show
their transformation (D.88) graphically by Fig. 2.16.

2.4.4 Diagrammatic Expansion of the Density Matrix
Kernel

We note the diagrammatic Expansion of the density matrix kernel shown in
App. D, Eq. (D.97)/Def. (D.95):
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->-
-
-a1 a2 a3

a4

b3b4 mir -
-
-a1

a2 a3 a4

b3b4

l l' l'l

Figure 2.17: Two diagrams mapped to each other by the mirror-map
(2.109). The parameters of the diagram D′ on the right-hand side, ex-
pressed by the parameters of its origin D under the map “mir”, are(
n′, k′, S′,Q′,

(
a′j

)k′+1

j=1
,
(
b′j

)2n

j=k′
, (l′N , σ

′
N , v

′
N )N∈Q

)
, where n′ = n, k′ = 2n −

k, S′ = {1, . . . , 2n} \ S,Q′ = Q, (l′N , σ′N , v′N ) = (lN , σN , vN ) , a′j = b2n+1−j , b
′
j =

a2n+1−j . In the present example, 2n = 4, k = 3, S = {1, 3, 4},Q = {{1, 3}{2, 4}}.

K(τ) =
∑
D∈D

K (D) (τ) =
∑
D∈D

K
(
D
)

(τ). (2.107)

[For simplicity we simultaneously use the terminology “K (D)”, and “K
(
D
)
”,

while, rigorously, we would have to distinguish between the two formally dif-
ferent assignments.] The contribution K (D) of a particular diagram to the
kernel is given in Eq. (D.95), and, in Sec. 2.6.3 (Deducing Analytical Ex-
pression from Figure), we shall show how we deduce the analytical expression
for K(D) from a graphic representation of the diagram D.

Mirror Rule

To any diagram

D =
(
n, k, S,Q, (aj)k+1

j=1 , (bj)
2n
j=k , (lN , σN , vN)N∈Q

)
∈ D (2.108)

we can find a partner-diagram by mirroring its graphic representation at a
horizontal line, Ref. [21] (cp. Fig. 2.17). At the level of the tuples, we define
the mirror-map of diagrams

mir : D → D (2.109)
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by

mir(D) := (n, 2n− k, Sc,Q, (b2n+1−j)
2n−k+1
j=1 , (a2n+1−j)

2n
j=2n−k ,

(lN , σN , vN)N∈Q ), (2.110)

where Sc := {1, . . . , 2n}\S, and note the following relation between the con-
tributions to the density matrix kernel (D.97) of a diagram and its mirrored
diagram:

K (mir(D)) (τ) ŷ = [K (D) (τ) ŷ]
†
. (2.111)

The present equation, which we shall refer to as mirror rule, holds for any
self-adjoint operator ŷ : V� → V�. We give a proof of mirror rule in App.
D.5 (Mirror Rule and Conjugate Diagrams).

2.5 Stationary Density Matrix and Station-

ary Current

2.5.1 Stationary Density Matrix

Analogously to the definition of the stationary current (cp. Fig. 2.3) we
define the stationary reduced density matrix of the quantum dot as

ρ̂ := lim
λ→0+

λ {Lρ̂�} (λ), (2.112)

where

{Lρ̂�} (λ) :=

∫ ∞
t0

dt e−λ(t−t0) ρ̂�(t), (2.113)

the Laplace transform of ρ̂�(t), t ≥ t0. [We omit the index “�” in the
variable-name for the stationary reduced density matrix, since we shall not
consider any other stationary density matrix, and, because, at a later stage,
we shall add further indices to the variable-letter of the present quantity ρ̂].
Upon multiplying by λ, and applying the Laplace transform to both sides of
the quantum master equation (2.45), we obtain:
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λ
{
L ˙̂ρ�

}
(λ) =

i

~

[
ρ̂(λ), Ĥ�

]
+ {LK} (λ)ρ̂(λ), (2.114)

where

ρ̂(λ) := λ {Lρ̂�} (λ), (2.115)

{LK} (λ) :=

∫ ∞
0

dτ e−λτ K(τ). (2.116)

For a proof of (2.114), we swap the order of the integrations in the integral

∫ ∞
t0

dt e−λ(t−t0)

∫ t

t0

ds K(t− s)ρ̂�(s)

=

∫ ∞
t0

ds

{∫ ∞
s

dt e−λ(t−s)K(t− s)
} [

e−λ(s−t0)ρ̂�(s)
]

= (LK) (λ) (Lρ̂�) (λ). � (2.117)

The quantity limλ→0 λ
{
L ˙̂ρ�

}
(λ) is the long-term average value of ˙̂ρ�(t),

and, for finite λ, the relation

λ
{
L ˙̂ρ�

}
(λ) = λ2 {Lρ̂�} (λ)− λρ̂�(t0) (2.118)

(integration by parts) holds, and so we conclude

lim
λ→0

λ
{
L ˙̂ρ�

}
(λ) = 0. (2.119)

With this, Eq. (2.114) reads in the stationary limit:

0 =
i

~

[
ρ̂, Ĥ�

]
+ Kρ̂, (2.120)

where

K := lim
λ→0+

{LK} (λ). (2.121)

In the applied part of this work we shall make use of Eq. (2.114) to
determine the stationary reduced density matrix ρ̂ of the quantum dot by
the approximative calculation of K. We shall consider only cases where, at
any time t, [

ρ̂�(t), Ĥ�

]
= 0, (2.122)
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so the Laplace-transformed quantum master equation in the stationary limit
reads

0 = Kρ̂. (2.123)

2.5.2 Current Kernel and Stationary Current

Upon taking the Laplace transform of both sides of the memory equation
for the particle-current onto a particular lead l ∈ L, Eq. (2.50)/(B.10),
multiplying with λ, and performing the full trace, as well as the limit λ→ 0,
we obtain the following equation for the stationary current in the definition
of Eq. (2.16):

Il = Tr {Kcurr,lρ̂} , (2.124)

where in analogy to Defs. (2.116), and (2.121):

{LKcurr,l} (λ) :=

∫ ∞
0

dτ e−λτ Kcurr,l(τ),

Kcurr,l := lim
λ→0+

{LKcurr,l} (λ). (2.125)

A diagrammatic analysis of the current kernel Kcurr,l(τ) (Def. (B.11)) is
performed analogously to the analysis of the density matrix kernel. By the
subsets of diagrams (cp. Fig. 2.18)

Dl := {
(
n, k, S,Q, (aj)k+1

j=1 , (bj)
2n
j=k , (lN , σN , vN)N∈Q

)
∈ D :

2n ∈ S, lN2n(Q) = l}, (2.126)

and

Dl := {
(
n, k, J,P , (aj)k+1

j=1 , (bj)
2n
j=k , (lM , σM , vM)M∈P

)
∈ D :

k ≥ 1, J(2n− 1) = {2, . . . , 2n}, lM1(P) = l}, (2.127)

where M1(P) ∈ P is the one pair M ∈ P with 1 ∈ M , and N2n(Q) ∈ Q is
the one N ∈ Q with 2n ∈ N , i.e., for any M ∈ P , N ∈ Q:
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- - -- [ , ] ...... -[J(2n-1)

--- ---l
l

=< --
Tdiag

...

...
a1

b2n bk

a2
ak+1

a1 b2nbka2 ak+1

Figure 2.18: Graphic sketch of the properties by which the subsets of diagrams
Dl, and Dl, respectively, are defined: The diagram on the right-hand side has its
final vertex on the lower contour, and the lead-index attached to that tunneling
line (representing the pair N2n(Q) (2.129)) which separates the states a1 and a2 is
l. The corresponding properties of the transformed diagram on the left-hand side
are, first, that the horizontal square bracket representing J(2n− 1) stretches from
a2 to b2n, and, second, that the one tunneling line (representing the pair M1(P)
(2.128)) which touches the horizontal bar between a1 and a2 has lead-index l.

M = M1(P) :⇔ 1 ∈M, (2.128)

N = N2n(Q) :⇔ 2n ∈ N, (2.129)

we obtain the following diagrammatic expansion of Kcurr,l:

Kcurr,l(τ) =
∑
D∈Dl

Kcurr,l (D) (τ) =
∑
D∈Dl

Kcurr,l

(
D
)

(τ),

(2.130)

analogously to the expansion of K(τ) (2.107). [For simplicity we use the
same name “Kcurr,l” for two formally different maps.] To any

D =
(
n, k, S,Q, (aj)k+1

j=1 , (bj)
2n
j=k , (lN , σN , vN)N∈Q

)
∈ Dl, (2.131)

and any transformed diagram

D =
(
n, k, J,P , (aj)k+1

j=1 , (bj)
2n
j=k , (lM , σM , vM)M∈P

)
∈ Dl (2.132)

we define
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---
-
-...

...

0 σ

N   (Q)2n=>
N    (Q)2n 

v      = +1

---
-
-...

...

2

=>

σ-
N   (Q)2n

N    (Q)2n 
v      = -1

Figure 2.19: The sign vN2n(Q) of a diagram D ∈ Dl is positive, if the particle-
number of the quantum dot states a1 and a2, separated by that tunneling line that
corresponds to the pair N2n(Q), increases from the left to the right; otherwise it
is negative.

Kcurr,l

(
D
)

:= vM1(P)K
(
D
)
, (2.133)

Kcurr,l (D) := vN2n(Q)K (D) , (2.134)

with K(D) the contribution of the diagram D to the density matrix kernel
(Def. (D.95)).

The Sign vN2n(Q):

Because of the emergence of the factor

〈a1| d
(vM1

(P))
σM1(P) a2〉 (2.135)

in sg(1)
(
D
)

(Def. (D.39)) we conclude that the relation

vM1(P) = 〈N̂�〉(a2) − 〈N̂�〉(a1) (2.136)

must hold, where N̂� is the particle-counting operator on the vector space of
the quantum dot states, and 〈N̂�〉(a) := 〈a| N̂�(a)〉, the particle-number of
a particular quantum dot state a (cp. Fig. 2.19).

2.5.3 Conjugate Diagrams

For each a ∈ B, the diagrams contributing to Tr {Kcurr,l|a >< a|} can be
grouped into pairs whose elements give complex conjugate contributions, cp.
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c

b2n-1

l
-...

---
--- ->Tcyc, - >

c-...--------

>

l

-...
--- ---

c-...bk

a2
ak+1

b2n-1 bk

a2 ak+1

a2

Figure 2.20: The effect of the map Tcyc,↑ on a diagram D ∈ Dl,0 with final matrix
|c >< c|: The final vertex is shifted from the lower to the upper contour, and the
final matrix changes to |a2 >< a2|.

Ref. [22]. At the same time, the contribution to the trace Tr {K|a >< a|}
of the diagrams within these pairs, together with their mirrored diagrams, is
zero. Upon defining

Dl := {
(
n, k, S,Q, (aj)k+1

j=1 , (bj)
2n
j=k , (lN , σN , vN)N∈Q

)
∈ D :

2n /∈ S, lN2n(Q) = l}
= mir (Dl) , (2.137)

the image of the diagram-set Dl under mirror-map (2.109), and

Dl,0 :=
{(
n, k, S,Q, (aj)k+1

j=1 , (bj)
2n
j=k , (lN , σN , vN)N∈Q

)
∈ Dl : a1 = b2n

}
,

Dl,0 := mir (Dl,0) ,

(2.138)

D0 := ∪l∈L Dl,0,
D0 := ∪l∈L Dl,0,

(2.139)

as well as the map (cp. Figs. 2.20, and 2.21)

Tcyc,↑ : D0 → D0, (2.140)

(
n, k, S,Q, (aj)k+1

j=1 , (bj)
2n
j=k , (lN , σN , vN)N∈Q

)
7→

(
n, k̃, S̃,Q, (ãj)k̃+1

j=1 ,
(
b̃j

)2n

j=k̃
, (lN , σN , ṽN)N∈Q

)
,

where
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c c[a     ,b  ]a2 k+1 k b2n-1
J(2n-1)

l [ - --- - -... ...
--- --- ---

-
> Tcyc, - >

c
J(2n-1)

[ -- -... ...
--- --- ---

-
l

a2 a2[a     ,b  ]k+1 k- - b2n-1

Figure 2.21: The effect of the map Tcyc,↑ on a diagram in Dl,0 in transformed
representation. The very first horizontal line appearing to the right of the quantum
dot state a1 = c is moved, together with the corresponding end of that tunneling
line which is connected to it, to the right of the state b2n = c. The quantum dot
state a1 within the sequence (aj)

k+1
j=1 is removed on the left side of the diagram, and

the state a2 is added on the right, while the rest of the figure remains unchanged.

k̃ := k − 1,

S̃ := S \ {2n},
ãj := aj+1 (j = 1, . . . , k), (2.141)

and

b̃j :=

{
bj+1 (j = k − 1, . . . , 2n− 1)

a2 (j = 2n),
(2.142)

ṽN :=

{
vN (N 6= N2n(Q))
−vN (N = N2n(Q)) ,

(2.143)

we note that the map Tcyc,↑ is bijective.
Upon defining

Dl,0,+ := {
(
n, k, S,Q, (aj)k+1

j=1 , (bj)
2n
j=k , (lN , σN , vN)N∈Q

)
∈ Dl,0 :

vN2n(Q) = +1},
Dl,0,− := Dl,0 \ Dl,0,+, (2.144)

and the composition of maps
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2

-
-
σ- σ

σ--σ-
2

l,σ
σ-

----------
< -
-σ-

σ

σ

-
σ-2

l,σ->Tconj
22

Figure 2.22: The map Tconj : The final vertex is shifted to the upper contour,
and, second, the diagram is mirrored at a horizontal axis. In the present example,
a diagram in Dl,0,+ is mapped to a diagram in Dl,0,− (cp. Fig. 2.19).

Tconj := mir ◦ Tcyc,↑ : D0 → D0, (2.145)

(cp. Fig. 2.22) with “mir” the mirror-map (2.109), we note that Tconj is
bijective, and

Tconj (Dl,0,+) = Dl,0,− , (2.146)

Tconj (Dl,0,−) = Dl,0,+ .

If we take into account any diagram D ∈ Dl,0,+ always together with its
conjugate diagram TconjD, and apply mirror rule (2.111), we arrive at the
expansion

Tr {Kcurr,l(τ)ŷ} =
∑

D∈Dl,0,+

2 Re(Tr{K (D) (τ)ŷ}), (2.147)

which holds for any self-adjoint operator ŷ : V� → V�, where Re(z) denotes
the real part of a complex quantity z.

Proof:

In App. D.5.2 (Contribution of Conjugate Diagrams to the Kernels) we show
that for any D ∈ Dl,0, and any linear map ŷ : V� → V�:

Tr{K (Tcyc,↑D) (τ) ŷ} = (−1) Tr{K (D) (τ) ŷ}. (2.148)
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Hence, mirror rule (2.111) implies, that for any self-adjoint ŷ : V� → V�:

Tr{K (TconjD) (τ)ŷ} = (−1) Tr{K (D) (τ)ŷ}∗, (2.149)

where the asterisk denotes the complex conjugate. With relation (2.146) and
the expansion (2.130) we arrive at Eq. (2.147). �

2.6 Summary: Application of the Theory

We here give a summary of the steps we shall take in the applied chapter
of this work in order to calculate the stationary reduced density matrix ρ̂ of
the quantum dot as well as the current which flows across it. In particular,
we show how we deduce the analytical expression for a particular diagram’s
contribution to the kernels directly from its graphic representation rather
than from Def. (D.67).

2.6.1 Density Matrix

We will consider only such cases where ρ̂ is diagonal in the basis B = {0,↑,↓
,2} (2.91) or, in the case of the spinless quantum dot (2.3), in a corresponding
basis B = {0,σo}. The quantum master equation in the stationary limit
reads in these cases:

0 = Kρ̂ = K

{∑
a∈B

ρaa|a >< a|

}
=

∑
a∈B

ρaaK (|a >< a|) , (2.150)

where the matrix elements ρaa are the eigenvalues

ρaa = 〈a|ρ̂(a)〉 (2.151)

satisfying

ρaa ≥ 0, (2.152)

as well as the normalization condition∑
a∈B

ρaa = 1. (2.153)
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The kernel K maps operators to operators, and so we conclude that for any
b ∈ B:

0 =
∑
a∈B

ρaa〈b |{K (|a >< a|)} (b)〉 , (2.154)

which amounts to a system of |B| equations for the same number of unknown
quantities ρaa. The density matrix kernel maps any operator of the form∑

a∈B ρaa|a >< a| to an operator with zero trace, so the dimension of the
image of K is reduced by one, thus ensuring there is a non-trivial solution
ρ̂ to Kρ̂ = 0. Correspondingly, the number of independent equations in the
present system of equations is |B|− 1, which fixes the solution up to a scalar
factor. Finally, the absolute values of the elements ρaa are determined by the
normalization condition (2.153).

To calculate the kernel elements 〈b |{K (|a >< a|)} (b)〉 , we apply the
diagrammatic expansion (D.97), taking into account all diagrams with initial
matrix |a >< a| and final matrix |b >< b|. We obtain:

〈b |{K (|a >< a|)} (b)〉 =
∑

D∈Da→b

2 Re {〈b |{K(D) (|a >< a|)} (b)〉} ,

(2.155)

with

Da→b := {
(
n, k, S,Q, (aj)k+1

j=1 , (bj)
2n
j=k , (lN , σN , vN)N∈Q

)
∈ D :

2n ∈ S, a1 = b2n = b, ak+1 = bk = a} (2.156)

(cp. Fig. 2.23).

2.6.2 Current

Once having determined the stationary density matrix ρ̂ from the kernel
elements of the density matrix kernel, we determine the stationary particle-
current Il onto lead l by inserting the expansion of the current kernel as a
sum over Dl,0,+ (2.147) into Eq. (2.124):
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-
----

b

b a
a b b-... [a , a] ...- --...=> [

J(2n-1)

---

Figure 2.23: Features of the diagrams within the set Da→b, for given quantum
dot states a, b ∈ B: The initial matrix of the diagram is |a >< a|, its final matrix
is |b >< b|. The final vertex is on the lower contour; in alternative representation,
the final interval of the sequence J(j)2n−1

j=1 is given by J(2n − 1) = {2, . . . , 2n}.
The contribution to the kernel element 〈b |{K (|a >< a|)} (b)〉 of those diagrams
with their final vertex on the upper contour, according to mirror rule (2.111), is
the complex conjugate of the contribution of the diagram-set Da→b.

Il =
∑

D∈Dl,0,+

2Re {Tr {K(D)ρ̂}} . (2.157)

The summands on the right-hand side of this equation, on the other hand,
are determined by the relation

Tr {K(D)ρ̂} =
∑
a,b∈B

ρaa〈b |{K(D) (|a >< a|)} (b)〉 , (2.158)

where the contributions 〈b |{K(D) (|a >< a|)} (b)〉 to the kernel elements of
the density matrix kernel have already been calculated at this stage.

2.6.3 Deducing Analytical Expression from Figure

We here show by an example-diagram (Fig. 2.24) how we obtain the ana-
lytical expression for a diagram’s contribution K(D) to the density matrix
kernel more directly from its graphic representation rather than by inserting
the parameters of the tuple D ∈ D (D.92) into Def. (D.67). At first, we shall
note the expression for the time-dependent quantity

K(D)(τ)ŷ. (2.159)
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[ ],-σ σ002 σ--- -[[ [ σ

0

02 σ--

-σ-
=>l l'

ll'

Figure 2.24: A fourth-order diagram representing a tunneling process during
which one electron from lead l′ effectively tunnels onto the quantum dot, while a
second electron fluctuates between the quantum dot and one of the leads.

[ ],-σ σ002 σ--- -
l  =l,σ  =   , v  = +1 σ-a a a l  =l' ,σ  =   , v  = -1 σb b b

Figure 2.25: Parts of the analytical expression for K(D) depend only on the
diagram’s sequence of quantum dot states and its pair formation, hence we here
focus on the upper part of the diagram. We distinguish the tunneling lines by the
indices “a”, “b”.

Parts Independent of the Interval Sequence J

We begin with those parts of the analytical expression that depend only on
the upper part of the diagram in Fig. 2.24 (or else: only the topology of the
corresponding conventional diagram), so for the moment we consider only
the reduced diagram of Fig. 2.25.

Operator-Part

First, we note the operator

|σ >< σ| 〈0|ŷ(0)〉, (2.160)

i.e., the diagram’s final matrix, multiplied by the scalar product 〈0|ŷ(0)〉 –
that one part into which ŷ enters.

Signs

We note the signs:

sign(P) = −1, (2.161)

since there is one intersection of tunneling lines in this diagram;

(−1)n+k = − 1, (2.162)
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since n = 2 (the number of tunneling lines), and k = 3 (the number of
quantum dot states left of the square bracket); and, the two products of
scalar products,

〈σ|d̂σ(2)〉 〈σ|d̂
†
σ(0)〉︸ ︷︷ ︸

tunneling line a)

〈2|d̂
†
σ(σ)〉 〈0|d̂σ(σ)〉︸ ︷︷ ︸
tunneling line b)

= − 1 (2.163)

(Defs. (2.92), (2.94)), corresponding to the two tunneling lines.

Participation of Occupied vs. Empty One-Electron Levels in the
Leads

Generally, the signs (vM)M∈P are determined by comparison of the particle-
number of subsequent quantum dot states (cp. Fig. 2.8, Eq. (2.96), and
following):

vM =

{
〈N̂�〉

(
ap(M)+1

)
− 〈N̂�〉

(
ap(M)

)
(p(M) ≤ k)

〈N̂�〉
(
bp(M)

)
− 〈N̂�〉

(
bp(M)−1

)
(k + 1 ≤ p(M))

}

=

 (−1)
[
〈N̂�〉

(
aq(M)+1

)
− 〈N̂�〉

(
aq(M)

)]
(q(M) ≤ k)

(−1)
[
〈N̂�〉

(
bq(M)

)
− 〈N̂�〉

(
bq(M)−1

)]
(k + 1 ≤ q(M))

 ,

(2.164)

with N̂� =
∑

σ N̂σ the particle-counting operator of the quantum dot, and

〈N̂�〉 (c) := 〈c|N̂�(c)〉 (cp. Def. (2.99)).
To every tunneling line, we have to note one of the functions of energy

α
(v)
lσ (ε) (D.66), which quadratically contain the tunneling coupling, as well

as either the Fermi function of contact l for spin σ in case v = +1, or one
minus this function in case v = −1. The function we obtain for a particular
tunneling line corresponding to an element M ∈ P is

α
(sg(2)(M,k)vM)
lMσM

, (2.165)

with sg(2) (M,k) = −1, if the corresponding tunneling line stretches over
the pair of square brackets that enclose the states of the diagram’s initial
matrix, and sg(2) (M,k) = +1 otherwise (Def. (D.40)). As a consequence,

we obtain the function α
(+1)
lMσM

, in case the tunneling line corresponds to an
electron that first tunnels halfway onto the quantum dot, and, otherwise,
the function α

(−1)
lMσM

, in case the tunneling line corresponds to an electron
that first tunnels halfway off the quantum dot (cp. Fig. 2.26). For the
example-diagram of Figs. 2.24/ 2.25 we note the functions
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[ ],-σ σ220 σ-- - 0 σ--
αl',σ

(-1) αl,σ
(-1)

αl'',σ
(-1)_

Figure 2.26: In the example of this particular diagram, the tunneling line stretch-
ing over the central square brackets represents an electron of spin σ which tunnels
in two steps off the quantum dot; the other two tunneling lines correspond to elec-
trons that first tunnel “halfway” off the quantum dot, and then return. The sign
sg(2) (M,k) vM is negative for all of the three tunneling lines in the present figure.

α
(+1)
lσ (ε), α

(+1)
l′σ (ε′). (2.166)

The product of the two functions (2.166) appears in an integral over the
variables ε, ε′.

Parts Depending on the Interval Sequence J

We now note those parts of the analytical expression for the diagram of Fig.
2.24 that actually depend on the time-ordering.

Time-Integral

We note the integral

1

~2n

1√
2n− 1

∫
{S(2n−1)=τ}

,

over the 2n − 2-dimensional surface
{
S(2n−1) = τ

}
(Fig. 2.6), where in the

present case 2n− 1 = 3, so

{
S(2n−1) = τ

}
=

{
(τ 1, τ 2, τ 3) : τ j ≥ 0(j = 1, 2, 3),

3∑
j=1

τ j = τ

}
.

(2.167)
The integrand of this time-integral has the general shape

exp { i

~

3∑
j=1

τ j [ − Ej +
∑

M∈P:|M∩J(j)|=1

wM εM ] }. (2.168)
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Values of the Energies Ej(j = 1, 2, 3)

The energies Ej are given by the differences of energies of quantum dot states,

Ej = Eamin(J(j))bmax(J(j))
= Eamin(J(j))

− Ebmax(J(j))
. (2.169)

The interval J(j) is represented by one of the horizontal square brackets in
Fig. 2.24, and the quantum dot state bmax(J(j)) is the right-most which is still
contained in the bracket, while amin(J(j)) is the left-most state contained in
the bracket. For the present example-diagram of Fig. 2.24 we obtain:

E1 = Eσ0,
E2 = E20,
E3 = Eσ0.

(2.170)

Values of the Signs wM

To each j ∈ {1, 2, 3}, the sum
∑

M∈P:|M∩J(j)|=1 wM εM goes over all tunnel-
ing lines which connect one of the horizontal lines within the space enclosed
by the square bracket representing J(j) to one of the horizontal lines outside
of this space. The signs

wM = sg(3) (M,J) vM (2.171)

(Eq. (D.67), Def. (D.41)) can be determined by the relation

sg(3) (M,J) vM = ∆N(j0)−∆N(j0 − 1), (2.172)

with

j0 = min {j ∈ {1, 2, 3} : J(j) ∩M 6= ∅} , (2.173)

and

∆N(j) := 〈N̂�〉
(
amin(J(j))

)
− 〈N̂�〉

(
bmax(J(j))

)
(j = 1, . . . , 2n− 1),

(2.174)
the difference between the overall particle-numbers of the quantum dot states
amin(J(j)), bmax(J(j)), or else, in case j = 0:

∆N(0) := 〈N̂�〉 (ak+1)− 〈N̂�〉 (bk) (2.175)

(cp. Fig. 2.27).
For the example-diagram of Fig. 2.24 we note:
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a1 p(M) ap(M)+1 bq(M)bq(M)-1ak+1 bk+1 b2nka bk-...- - - ...- -...- [ ],- - - -
M=<

-a ............ [J(j -1)0 [J(j )0

Figure 2.27: To determine the sign vM sg(3)(M,J), for a particular element M ∈
P, we distinguish between four cases (one case each for Figs. 2.8, and 2.9, as well
as two sub-cases for Fig. 2.10, where one of the latter sub-cases is sketched by
the present figure). In the diagram of the present figure, sg(3)(M,J) = +1, and
vM = 〈N̂�〉

(
ap(M)+1

)
−〈N̂�〉

(
ap(M)

)
= 〈N̂�〉

(
bq(M)−1

)
−〈N̂�〉

(
bq(M)

)
, and hence,

vM sg(3)(M,J) = ∆N(j0)−∆N(j0− 1), where the latter equation holds true in all
other cases as well.

∆N(0) = 0,
∆N(1) = 1,
∆N(2) = 2,

(2.176)

so, with Eq. (2.172), we obtain the two signs

wMa = sg(3) (Ma, J) vMa = +1 = sg(3) (Mb, J) vMb
= wMb

, (2.177)

where we distinguish between the two tunneling lines by the indices “a”, and
“b” as before (Fig. 2.25).

Complete Expression and Laplace Transform

The complete expression for K(D)(τ)ŷ reads

K(D)(τ)ŷ = (−1) |σ >< σ| 〈0|ŷ(0)〉
∫
dε

∫
dε′ α

(+1)
lσ (ε) α

(+1)
l′σ (ε′)

1

~4

1√
3

∫
{S(3)=τ}

exp( i

~
{ τ 1 [ε− Eσ0] + τ 2 [ε+ ε′ − E20] +

τ 3 [ε′ − Eσ0]} ) . (2.178)

In order to obtain the Laplace transform, we apply the transformation of
Fig. 2.6 in backward direction:
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∫ ∞
0

dτ e−λτ
1√
3

∫
{S(3)=τ}

exp

(
i

3∑
j=1

cjτ j

)
(2.179)

=
1√
3

∫ ∞
0

dτ

∫
{S(3)=τ}

exp

(
i

3∑
j=1

τ j [−λ+ icj]

)

=

∫ ∞
0

dτ 1

∫ ∞
0

dτ 2

∫ ∞
0

dτ 3

3∏
j=1

exp (τ j [−λ+ icj]) ,

for any set of real coefficients c1, c2, c3. With this, we arrive at the expression

K(D)ŷ =
−1

~
|σ >< σ| 〈0|ŷ(0)〉 lim

η→0+

∫ ∫
dεdε′ α

(+1)
lσ (ε) α

(+1)
l′σ (ε′)

1

η + i [Eσ0 − ε]
1

η + i [E20 − ε− ε′]
1

η + i [Eσ0 − ε′]
(2.180)

for the contribution of the example-diagram in Fig. 2.24 to the density matrix
kernel in the stationary limit.

Analytical Expression for a Sixth Order Diagram

The analytical expression for the sixth order example-diagram D of Fig.
2.28 contains n = 3 coupling functions, correspondingly three integrals, and
2n− 1 = 5 fractions. The complete expression is

K(D)ŷ =
+1

~
|1 >< 1|〈0|ŷ(0)〉 lim

η→0+

∫ ∫ ∫
dεdε′dε′′α+

l (ε)α+
l′ (ε
′)α+

l′′(ε
′′)

1

η + i [E01 + ε]

1

η + i [ε− ε′]
1

η + i [E01 + ε]

1

η + i [ε− ε′′]
1

η + i [E01 + ε]
.

(2.181)

We encounter the pre-factor 1/~ in all orders; the overall sign in the
present diagram’s expression is given exclusively by (−1)n+k = (−1)3+5 =



2.7. KERNEL ELEMENTS AND TRANSITION RATES 57

=>
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1

0

0-

-1
l

l'
010
l''

1
[ ],- 1000-- -[[ [l

11-0-1 l'' l' [[
Figure 2.28: A sixth order diagram which we give the analytical expression for in
Eq. (2.181) .

+1; the differences of energies of quantum dot states appearing in the de-
nominators are given by Eq. (2.169), while the signs of ε = εM , ε

′ = εM ′ ,
and ε′′ = εM ′′ , (we refer to the three tunneling lines by M,M ′, and M ′′) are
given by

(−1) [∆N(j0)−∆N(j0 − 1)] , (2.182)

with ∆N(j) defined correspondingly to Eq. (2.174); we here abbreviate

α
(±1)
l = α±l .

2.7 Relation between Kernel Elements and

Transition Rates

2.7.1 Transition Rates

At the present stage we interpret the transport theory as follows: For any
b ∈ B (Sec. 2.5.3 (Conjugate Diagrams)):

Tr {K (|b >< b|)} = 0. (2.183)

Hence, we can note the quantum master equation in the form of Eq. (2.154)
equivalently by the equality

ρbb
∑

a∈B:a6=b

Kaa
bb =

∑
a∈B:a6=b

ρaaK
bb
aa, (2.184)

holding for every single fixed state b ∈ B, where we use the abbreviation

Kbb
aa := 〈b |{K (|a >< a|)} (b)〉 . (2.185)

The quantities Kbb
aa actually have the unit 1/s, and we interpret them as

(relative) rates for the transition of the quantum dot from state a to state b
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in Eq. (2.184): The left-hand side takes into account the rate and probability
of all processes which have the initial state b and a final state a 6= b, while the
right-hand side takes into account the probability and rate of all processes
which have any initial state a 6= b, and the final state b. [Generally, we
distinguish between the relative rate Kbb

aa, and the absolute rate ρaaK
bb
aa.] In

the stationary configuration, these two contributions to the gain and loss [19]
of the probability with which we find the quantum dot in the state b must
be equal.

2.7.2 Change of Electron Number on the Leads by a
Particular Tunneling Process

For any given quantum dot state a ∈ B, and any particular lead l we consider
again

Tr {Kcurr,l|a >< a|} = Tr

∑
D∈Dl

Kcurr,l(D)|a >< a|

 (2.186)

= Tr

 ∑
D∈Dl,0

Kcurr,l(D)|a >< a|



= Tr

 ∑
D∈Dl,0,+

Kcurr,l(D)|a >< a| + Kcurr,l(TconjD)|a >< a|


= Tr

 ∑
D∈Dl,0,+

K(D)|a >< a| − K(TconjD)|a >< a|


=

1

2

∑
D∈Dl,0,+

Tr{K(D)|a >< a| + K(mir(D))|a >< a|}

− Tr{K(TconjD)|a >< a| + K (mir(TconjD)) |a >< a|},
according to (2.130) (diagrammatic expansion of the current kernel), (2.138),
(2.144) (definition of Dl,0, and Dl,0,+), (2.134) (definition of Kcurr,l(D)), and
according to mirror rule (2.111).

To any diagram

D =
(
n, k, J,P , (aj)k+1

j=1 , (bj)
2n
j=k , (lM , σM , vM)M∈P

)
∈ D (2.187)
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Figure 2.29: The initial and final matrix of the present diagram is | ↑><↑ |.
Altogether two electrons tunnel from lead l onto the quantum dot, and the same
number of electrons tunnel from the quantum dot onto the opposite lead l. Hence,
the integer Zl(D) equals 2 for this particular diagram, while Zl(D) = −2.

(Def. (D.89)) we define the integer

Zl(D) :=
∑

M∈P: lM=l,p(M)≤k,k+1≤q(M)

vM , (2.188)

the number of electrons that effectively tunnel onto lead l during the tun-
neling process represented by the diagram D (cp. Fig. 2.10, and the present
example-diagram of Fig. 2.29). In conventional diagrams, the number Zl(D)
is given by the number of those tunneling lines connecting the two contours
whose lead-index is l, and which represent electrons that tunnel onto this
lead minus the number of those tunneling lines connecting the two contours
whose lead-index is l, and which represent electrons that tunnel off this lead.

Applying the relation (2.149), we obtain for any D ∈ D0,+, with

D0,+ := ∪l∈L Dl,0,+, (2.189)

the equality

Tr{K(D)|a >< a| + K(mir(D))|a >< a|} (2.190)

= − Tr{K(TconjD)|a >< a| + K (mir(TconjD)) |a >< a|},
and hence:

Tr{K(D)|a >< a| + K(mir(D))|a >< a|} (2.191)

− Tr{K(TconjD)|a >< a| + K (mir(TconjD)) |a >< a|}

= 2Zl(D) Tr{K(D)|a >< a| + K(mir(D))|a >< a|}
+ 2Zl(TconjD) Tr{K(TconjD)|a >< a| + K (mir(TconjD)) |a >< a|}
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N N+1

l
-...

->Tcyc, - >
-...--------

> ...
N' N'+1 NN+1

l
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N' N'+1

- N+1

N

N N+1

l
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-...--------

> ...
N'N'+1

NN+1

l
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N'N'+1N+1

N

-... ...->Tcyc, - >

Figure 2.30: For any diagram D ∈ Dl,0,+, the tunneling line containing the final
vertex either connects the two different contours, thus representing an electron
that effectively tunnels from the quantum dot onto lead l (first line in the present
figure), or else it connects the final vertex to another vertex on the lower contour, in
which case the corresponding tunneling line in the transformed diagram TconjD =
mirTcyc,↑D represents an electron that effectively tunnels from the lead l onto the
quantum dot (second line). In both cases, Zl(D) = Zl(TconjD) + 1.

for any D ∈ Dl,0,+, since

Zl(D)− Zl(TconjD) = 1 (2.192)

(cp. Fig. 2.30). For D ∈ Dl,0,+, obviously Zl(D) − Zl(TconjD) = 0, and
hence we obtain by inserting (2.191) into Eq. (2.186):

Tr {Kcurr,l|a >< a|} (2.193)

=
∑

D∈D0,+

Zl(D) Tr{K(D)|a >< a| + K(mir(D))|a >< a|}

+Zl(TconjD)Tr{K(TconjD)|a >< a| + K (mir(TconjD)) |a >< a|}

=
∑
D∈D

Zl(D) Tr{K(D)|a >< a| },
so

Tr {Kcurr,l|a >< a|} =
∑
D∈D

Zl(D) Tr{K(D)|a >< a| }, (2.194)
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since every diagram D ∈ D with a non-zero contribution to the trace is
contained exactly one time in the previous sum. The present expansion of
the current kernel Kcurr,l, applying the effective number Zl(D) of electrons
that tunnel onto the lead l in the process represented by D, is analogous
to the decomposition (3.15) in Ref. [18], only here we refer to every single
diagram, while the contributions of diagrams with equal Zl(D) are gathered
in an extra sum in Ref. [18].

2.7.3 Kernels as Sums over Processes

Throughout this work we consider only cases in which the reduced density
matrix of the quantum dot is diagonal in the basis of the eigenstates of the
quantum dot’s Hamiltonian. Hence, only those diagrams

D =
(
n, k, S,Q, (aj)k+1

j=1 , (bj)
2n
j=k , (lN , σN , vN)N∈Q

)
(2.195)

with initial matrix

|ak+1 >< bk| = |a >< a|, (2.196)

as well as final matrix

|a1 >< b2n| = |b >< b|, (2.197)

i.e., only the diagrams within the subset D0 (2.139), and their mirrored
diagrams, are relevant. To any D ∈ D0 we define the initial and final states
of D as

si(D) := ak+1,
sf (D) := a1,

(2.198)

and we put D and its mirrored diagram mir(D) together to form one element
of the set of “processes”

Proc := {{D,mir(D)} : D ∈ D0} . (2.199)

We define for any P = {D,mir(D)} ∈ Proc:

K(P ) :=
∑
D′∈P

K(D′), (2.200)

si(P ) := si(D),
sf (P ) := sf (D),

(2.201)
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for any lead-index l:

Zl(P ) := Zl(D), (2.202)

as well as for any two states a, b ∈ B:

Proc{a→ b} := {P ∈ Proc : si(P ) = a, sf (P ) = b} . (2.203)

Noting that, according to mirror rule, for any P ∈ Proc{a→ b}, the quantity

K(P )bbaa := 〈b |{K(P ) (|a >< a|)} (b)〉 (2.204)

is real, we define the relative rate

Γ(P ) :=
∣∣K(P )bbaa

∣∣ . (2.205)

Additionally, we define

Proc≥0{a→ b} :=
{
P ∈ Proc{a→ b} : K(P )bbaa ≥ 0

}
, (2.206)

Proc<0{a→ b} :=
{
P ∈ Proc{a→ b} : K(P )bbaa < 0

}
, (2.207)

and note the diagrammatic expansion of the kernel element Kbb
aa in the form

Kbb
aa =

∑
P∈Proc≥0{a→b}

Γ(P ) −
∑

P∈Proc<0{a→b}

Γ(P ). (2.208)

With this, we can rewrite the system of equations (2.184), equivalent to the
quantum master equation in the stationary limit, in the form

∑
a∈B:a6=a0

 ∑
P∈Proc≥0{a0→a}

ρa0a0Γ(P )

+

 ∑
P∈Proc<0{a→a0}

ρaaΓ(P )


=

∑
a∈B:a6=a0

 ∑
P∈Proc≥0{a→a0}

ρaaΓ(P )

+

 ∑
P∈Proc<0{a0→a}

ρa0a0Γ(P )

 ,

(a0 ∈ B). (2.209)

Analogously, applying the expansion (2.194), we can express the traces
Tr {Kcurr,l|a >< a|} by process rates:
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Tr {Kcurr,l|a >< a|} = (2.210)

∑
b∈B

 ∑
P∈Proc≥0{a→b}

Zl(P )Γ(P )

−
 ∑
P∈Proc<0{a→b}

Zl(P )Γ(P )

 ,

and so we obtain the expression

Il =
∑
a,b∈B

 ∑
P∈Proc≥0{a→b}

Zl(P )ρaaΓ(P )

−
 ∑
P∈Proc<0{a→b}

Zl(P )ρaaΓ(P )


(2.211)

for the stationary particle-current Il = Tr {Kcurr,lρ̂} onto lead l.

Zero Net Current:

The sum of the currents
∑

l∈L Il, calculated by performing the sum over l on
the right-hand side of Eq. (2.211), is zero, since the quantity

Z(P ) :=
∑
l∈L

Zl(P ) (2.212)

satisfies

Z(P ) = 〈N̂�〉(si(P ))− 〈N̂�〉(sf (P )). (2.213)

Upon multiplying every single one of the equations (2.209) by the particle-
number 〈N̂�〉(a0) of the quantum dot state a0, and performing the sum over
a0, we get an equation equivalent to

∑
l∈L Il = 0, where we insert the right-

hand side of (2.211) for Il.

2.7.4 Processes with Inversed Time-Direction

To any process P = {D,mir(D)}, D ∈ D0, there is a conjugate process P conj,
given by the conjugate diagram TconjD (Sec. 2.5.3 (Conjugate Diagrams)),
and the mirrored diagram of the latter. If P ∈ Proc{a → b}, then P conj ∈
Proc{a→ c} with c 6= b, and

K(P )bbaa = −K(P conj)ccaa (2.214)
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(Eq. (2.149)). Hence, the set Proc<0{a → c}, with a, c ∈ B, is in gen-
eral not empty – the set of all processes with strictly negative contribution

K(P )
sf (P )sf (P )

si(P )si(P ) to the kernel is just as rich as the set of all processes with
strictly positive contribution.

In Eq. (2.209), we interpret the terms ρa0a0Γ(P ) with
P ∈ Proc≥0{a0 → a}, a 6= a0, as the contributions to the decrease of ρa0a0

caused by processes starting in the state a0, and ending in the state a – oc-
curring with an absolute rate ρa0a0Γ(P ); in the same way, we interpret the
terms ρaaΓ(P ) with P ∈ Proc≥0{a → a0}, a 6= a0, as the contributions to
the increase of ρa0a0 caused by processes starting in the state a, and ending
in the state a0 – occurring with an absolute rate ρaaΓ(P ). Correspondingly,
in Eq. (2.211), the absolute rate ρaaΓ(P ) of a process P ∈ Proc≥0{a → b}
is multiplied by the number Zl(P ) of electrons effectively transferred onto
the lead l during this process to take into account the contribution of this
process to the particle-current onto lead l.

Analogously, we might conceive that the terms ρaaΓ(P ) with
P ∈ Proc<0{a → a0}, a 6= a0, on the left-hand side of Eq. (2.209) are
the absolute rates of processes with logical initial state si(P ) = a and log-
ical final state sf (P ) = a0, however, evolving in inversed time-direction.
Hence, although Γ(P ) is multiplied by ρaa, the process contributes to the
increase of the probability ρaa and a corresponding decrease of the proba-
bility ρa0a0 . In the same way, we might interpret the terms ρa0a0Γ(P ) with
P ∈ Proc<0{a0 → a} on the right-hand side of Eq. (2.209) as the absolute
rate of processes with logical initial state a0, and logical final state a, evolving
in inversed time-direction – thus representing a contribution to the increase
of the probability ρa0a0 . Within this interpretation, Eq. (2.209) corresponds
to the demand that, in spite of all processes contained in the set Proc, the
quantum dot’s density matrix remains stationary.

Finally, in Eq. (2.211), for all processes P ∈ Proc<0{a → b}, the ab-
solute rate ρaaΓ(P ) is multiplied by −Zl(P ), which is the effective number
of electrons transferred onto the lead l during the process P if, again, we
assume that it evolves in inversed time-direction.



Chapter 3

Application: The
Dressed-Second-Order Diagram
Selection

In the present applied chapter of this work, parts of which have been pub-
lished in Ref. [17], we describe linear and nonlinear transport across a single
impurity Anderson model (SIAM) quantum dot. If the tunnel-coupling is
large enough, sequential tunneling processes alone do not suffice to prop-
erly describe the transport characteristics. Taking into account all diagrams
within the dressed-second-order (DSO) diagram selection – the second order
diagrams are dressed by further tunneling lines within these diagrams – we
study the effect of subsequent charge- and spin-fluctuations on the tunneling
current. By the DSO we describe those resonances in the dynamic conduc-
tance versus applied bias, that are observed whenever one of the quantum
dot levels meets with one of the leads’ chemical potentials, qualitatively cor-
rectly - and even exactly in the case of the spinless quantum dot. Moreover,
in agreement with experimental reality, we find a zero bias anomaly of the
differential conductance, and an enhancement of the linear conductance with
decreasing temperature in case the SIAM’s degenerate level lies below the
Fermi level of the contacts. We show that the zero bias resonance-peak splits
in the expected way, if a magnetic field is applied. Finally, we consider the
case of finite Coulomb-interaction, point out the limitations of the DSO in
this case, and compare our data to an experiment.

65
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3.1 Second Order Approximation

Our approximation is an extension of the second order, so we start out with
the calculation of the second order diagrams.

Second Order Density Matrix

0σ

σ 0

l

Figure 3.1: The only second order diagram (up to a sum over l, and up to
mirrored diagrams) contributing to the kernel element Kσσ

00 is the one shown in
the present figure. The diagram’s initial matrix is |0 >< 0|, while its final matrix
is |σ >< σ|; an electron with spin σ tunnels in two steps (cp. Sec. 2.4.2 (Graphic
Representation of Diagrams)) onto the quantum dot in the present diagram.

According to Sec. 2.6.3 (Deducing Analytical Expression from Figure),
the contribution of the diagram D in Fig. 3.1 to the density matrix kernel is
given by

{LK(D)}(λ)ŷ =
〈0|ŷ(0)〉

~
|σ >< σ|

∫
dε

α+
lσ(ε)

~λ+ i(ε− Eσ0)
, (3.1)

where we let λ, the argument of the Laplace transform, still be finite. To
any two quantum dot states a, b ∈ B, the quantity Eba is defined as

Eba := Eb − Ea, (3.2)

the difference between the energies of these two quantum dot states. For
brevity we write α+

lσ := α
(+1)
lσ , etc. (cp. Def. (D.66)). To obtain the second

order matrix element Kσσ
00 , we perform the sum over l, insert ŷ = |0 >< 0|,

take the limit λ→ 0+ as in Eq. (E.123), and we take two times the real part
of the present operator’s coefficient:

Kσσ
00 =

2π

~
α+
σ (Eσ0), (3.3)

where

α±σ :=
∑
l

α±lσ. (3.4)
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Figure 3.2: Second order diagrams of the present form are conjugates (Sec. 2.5.3
– Conjugate Diagrams) of diagrams contributing to Kbb

aa, b 6= a, and hence, im-
plicitly, we already calculated them.

All remaining second order kernel elements Kbb
aa, with a 6= b, are obtained

from analogous second order diagrams; we note:

K00
σσ = 2π

~ α
−
σ (Eσ0),

K22
σσ = 2π

~ α
+
σ (E2σ),

Kσσ
22 = 2π

~ α
−
σ (E2σ).

(3.5)

Finally, the matrix elements K22
00, and K00

22, are zero within the second order.
We here assume that the situation is symmetric with respect to the two

spins – in the quantum dot, as well as in the leads – so we use the notation:

E10 := E↑0 = E↓0,
E21 := E2↑ = E2↓,

(3.6)

α±l := α±l↑ = α±l↓,

αl := αl↑ = αl↓
(3.7)

(cp. Def. (D.60)), and

α± :=
∑

l∈L α
±
l ,

α :=
∑

l∈L αl.
(3.8)

By the second order tunneling rates

Γ±l,01 := 2π
~ α
±
l (E10),

Γ±l,12 := 2π
~ α
±
l (E21),

(3.9)

Γ±01 := 2π
~ α
±(E10),

Γ±12 := 2π
~ α
±(E21),

(3.10)

and by the notation

Γ01 := Γ+
01 + Γ−01,

Γ12 := Γ+
12 + Γ−12,

(3.11)
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we formulate the stationary density matrix, as well as the current across
the quantum dot, in the spin-symmetric case: In this case, the quantum
master equation in the stationary limit turns into the following set of two
independent equations for the three independent variables ρ00, ρ22 and ρ↑↑ =
ρ↓↓:

0 = −ρ00Γ+
01 + ρσσΓ−01,

0 = +ρσσΓ+
12 − ρ22Γ−12

(3.12)

(cp. Eq. (2.154), and (2.184)). By the normalization condition

ρ00 + 2ρσσ + ρ22 = 1 (3.13)

we obtain the stationary reduced density matrix
ρ00

ρ↑↑
ρ↓↓
ρ22

 =
1

Γ−12Γ01 + Γ+
01Γ12


Γ−01Γ−12

Γ+
01Γ−12

Γ+
01Γ−12

Γ+
12Γ+

01

 . (3.14)

Second Order Current

We determine the stationary current across the quantum dot by Eq. (2.124),

Il = Tr {Kcurr,lρ̂} =
∑
a∈B

ρaaTr {Kcurr,l (|a >< a|)} , (3.15)

where we insert the second order current kernel for Kcurr,l. To determine
the traces Tr {Kcurr,l (|a >< a|)}, on the other hand, we apply the diagram-
matic expansion

Tr {Kcurr,l|a >< a|} =
∑

D∈Dl,0,+

2 Re(Tr{K (D) |a >< a|}) (3.16)

according to Eq. (2.147), where the sum goes over all second order diagrams
within the diagram-set Dl,0,+ (Def. (2.144), cp. Fig. 2.19). For the quantum
dot state a = 0, and to each spin σ ∈ S, there is one diagram contributing
to the sum on the right-hand side of the present equation. In the same way,
for the quantum dot state a = 2, there is, to each spin σ, one diagram
contributing to that sum (Fig. 3.3). Moreover, to each spin σ, there are two
second order diagrams contributing to Tr {Kcurr,l|σ >< σ|} (Fig. 3.4). In
summary, we obtain in the spin-symmetric case:
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0

σ 0

l
0

0

2σ

σ 2

σ-l

Figure 3.3: The two diagrams of the present figure give the traces
Tr {Kcurr,l|0 >< 0|}, and Tr {Kcurr,l|2 >< 2|}, respectively.

2

l
σ

σ
σ-σ

σ 0

l
σ

σ

0
σ

Figure 3.4: Within the diagram-set Dl,0,+ (Def. (2.144), cp. Fig. 2.19), we find
two diagrams contributing to Tr {Kcurr,l|σ >< σ|}.

Tr {Kcurr,l|0 >< 0|} = − 2Γ+
l,01,

T r {Kcurr,l|2 >< 2|} = 2Γ−l,12, (3.17)

Tr {Kcurr,l|σ >< σ|} = Γ−l,01 − Γ+
l,12.

Upon inserting the density matrix (3.14), and the tunneling rates (3.17),
into Eq. (3.15), we note the stationary second order particle-current onto
lead l:

Il =
2

1 +
Γ+

01Γ12

Γ01Γ−12

(
κlΓ

+

l,01
− κlΓ+

l,01

)
+

2

1 +
Γ01Γ−12

Γ+
01Γ12

(
κlΓ

−
l,12 − κlΓ

−
l,12

)
, (3.18)

where we assume proportional tunneling coupling of the two leads to the
quantum dot:

αl = κlα, (3.19)

with κl, l ∈ L, positive scalar factors satisfying
∑

l κl = 1. As for the spin,
we apply the bar over the lead-index l to refer to the one lead opposite to
lead l by “l”; The second order rates Γ±l,01 etc. are given in Eq. (3.9) and
following.
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The pre-factor of the second line within the right-hand side of Eq. (3.18)
is the stationary electron number on the quantum dot, as calculated from
the second order density matrix:

2

1 +
Γ01Γ−12

Γ+
01Γ12

= 0 · ρ00 +
∑
σ

1 · ρσσ + 2 · ρ22; (3.20)

the pre-factor of the first line of this equation’s right-hand side, on the other
hand, is two minus the latter stationary electron number on the quantum
dot.

Density Matrix and Current for the Spinless Quantum
Dot

The theoretically relevant spinless quantum dot has two states: the empty
state 0, and the occupied state 1; it is coupled to leads whose electrons, in
the same way, do not have a spin. Equivalently, for the purpose of a uniform
treatment of the SIAM on the one hand, and the spinless quantum dot on the
other hand, we can assume that the spin-index has only one possible value
σ0, as we do in Def. (2.3). By the notation

α
(±)
l := α

(±)
lσ0
,

α(±) := α
(±)
σ0 ,

(3.21)

we find – in the same way as in the previous section for the SIAM – the
second order matrix elements of the density matrix kernel:

K11
00 = 2π

~ α
+(E10),

K00
11 = 2π

~ α
−(E10),

(3.22)

with K00
00 = −K11

00, K11
11 = −K00

11, as well as the second order elements of
the current kernel:

Tr {Kcurr,l|0 >< 0|} = − 2π

~
α+
l (E10),

T r {Kcurr,l|1 >< 1|} =
2π

~
α−l (E10).

Hence, by the tunneling rates

Γ±l :=
2π

~
α±l (E10), (3.23)
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by

Γ± :=
∑
l

Γ±l , (3.24)

as well as by

Γ := Γ+ + Γ−, (3.25)

we can express the stationary density matrix:(
ρ00

ρ11

)
=

1

Γ

(
Γ−

Γ+

)
, (3.26)

and the stationary current onto lead l:

Il =
1

Γ

(
Γ−l Γ+

l
− Γ+

l Γ−
l

)
. (3.27)

3.2 Dressed-Second-Order Diagrams

3.2.1 Spinless Quantum Dot

We now want to increase the set of diagrams we take into account by “dress-
ing” the second order diagrams by bubbles which represent subsequent charge
fluctuations. We begin with the spinless quantum dot (2.3): The diagram
selection of the dressed-second-order (DSO) contains diagrams of all orders.
As an example, we show two fourth order DSO-diagrams in Fig. 3.5.

Referring to the two fourth order diagrams of Fig. 3.5 by D
(1)
1 (l′), and

D
(1)
2 (l′), respectively, we note the sum of their contributions to the density

matrix kernel:

2∑
j=1

{LK(D
(1)
j )(l′)}(λ)ŷ =

〈0|ŷ(0)〉
~

|1 >< 1|
∫
dε

α+
l (ε)

~λ+ i(ε− E10)

−1

~λ+ i(ε− E10)

∫
dε′

(α+
l′ + α−l′ )(ε

′)

~λ+ i(ε− ε′)
. (3.28)

We define the diagram-set

G(1)(DSO)(D) :=
{
D

(1)
j (l′) : j = 1, 2; l′ ∈ L

}
, (3.29)

so G(1)(DSO)(D) is the set of all diagrams within which the diagram D (in
the first line of Fig. 3.5) is dressed by one tunneling line in the form of a
bubble. Correspondingly, we define
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01

1 0
l

   l'

1001

1 0

l
   l'

10

01

1 0

l ->->

Figure 3.5: The second line of the present figure shows two example-diagrams
within which the second order diagram “D” in the first line is dressed by one
further tunneling line. In the fourth order DSO-diagram on the left-hand side of
the present figure, an electron from lead l′ tunnels halfway onto the dot and leaves
it again, while, in the diagram on the right-hand side, an electron tunnels halfway
from the quantum dot onto lead l′, and back.

K
(
G(1)(DSO)(D)

)
:=

∑
D′∈G(1)(DSO)(D)

K(D′), (3.30)

the sum of all contributions to the density matrix kernel of diagrams within
the set G(1)(DSO)(D). Upon replacing α+

l′ + α−l′ = αl′ , and performing the
sum over l′, α =

∑
l′ αl′ , in (3.28) we find

{LK(G(1)(DSO)(D))}(λ)ŷ =
〈0|ŷ(0)〉

~
|1 >< 1|

∫
dε

α+
l (ε)

~λ+ i(ε− E10)

−1

~λ+ i(ε− E10)

∫
dε′

α(ε′)

~λ+ i(ε− ε′)
. (3.31)

Analogously, we express the sum of the contributions to the density ma-
trix kernel of all sixth order diagrams “D

(2)
j (l′, l′′)”, j = 1, 2, 3, 4, in Fig.

3.6:
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01
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l
   l'
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l

   l'
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l   l'
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l''
l''

Figure 3.6: The 2 × 2 possibilities to dress the second order diagram in Fig. 3.5
by two subsequent bubbles, each positioned either on the upper or on the lower
contour.

4∑
j=1

{LK(D
(2)
j )(l′, l′′)}(λ)ŷ =

〈0|ŷ(0)〉
~

|1 >< 1|
∫
dε

α+
l (ε)

~λ+ i(ε− E10)

−1

~λ+ i(ε− E10)

∫
dε′

(α+
l′ + α−l′ )(ε

′)

~λ+ i(ε− ε′)
−1

~λ+ i(ε− E10)

∫
dε′′

(α+
l′′ + α−l′′)(ε

′′)

~λ+ i(ε− ε′′)
.

(3.32)

Upon defining

G(2)(DSO)(D) :=
{
D

(2)
j (l′, l′′) : j = 1, 2, 3, 4; l′, l′′ ∈ L

}
, (3.33)

and
K
(
G(2)(DSO)(D)

)
:=

∑
D′∈G(2)(DSO)(D)

K(D′), (3.34)

we note

{LK(G(2)(DSO)(D))}(λ)ŷ =
〈0|ŷ(0)〉

~
|1 >< 1|

∫
dε

α+
l (ε)

~λ+ i(ε− E10)(
−1

~λ+ i(ε− E10)

∫
dε′

α(ε′)

~λ+ i(ε− ε′)

)2

.

(3.35)

Generally, the number of possibilities to dress the diagram D within the
first line of Fig. 3.5 by a number of n− 1 further tunneling lines in the form
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of subsequent bubbles in the manner of Fig. 3.6 is 2n−1, since each bubble
can be positioned either on the upper or on the lower contour. We refer to
the set of these diagrams by “G(n−1)(DSO)(D)”, and note the sum of their
contributions to the kernel:

{LK(G(n−1)(DSO)(D))}(λ)ŷ =
〈0|ŷ(0)〉

~
|1 >< 1|

∫
dε

α+
l (ε)

~λ+ i(ε− E10)(
−1

~λ+ i(ε− E10)

∫
dε′

α(ε′)

~λ+ i(ε− ε′)

)n−1

.

(3.36)

In summary, we define G(DSO)(D) as the set of all diagrams within which
the diagram D is dressed by any number of subsequent bubbles:

G(DSO)(D) = ∪∞n=1 G(n−1)(DSO)(D), (3.37)

including

G(0)(DSO)(D) := {D} , (3.38)

and, upon applying the closed expression

∞∑
n=1

qn−1 =
1

1− q
(3.39)

for a geometric series, we note the sum of the contributions to the kernel of
all diagrams within G(DSO)(D):

{LK(G(DSO)(D))}(λ)ŷ =
〈0|ŷ(0)〉

~
|1 >< 1|∫

dε
α+
l (ε)

~λ+ i(ε− E10) +
∫
dε′ α(ε′)

~λ+i(ε−ε′)

.

(3.40)

In the same way as the diagram D (Fig. 3.5), we can dress any other
second order diagram contributing to the kernels by subsequent bubbles, e.g.,
Fig. 3.7. Per definition, any conventional diagram whose pair formation (cp.
Fig. 2.4) has the general form of Fig. 3.8 enters into the diagram selection
of the DSO. Taking into account all of these diagrams, we obtain the DSO
tunneling rates for the spinless quantum dot:
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Figure 3.7: Another example of a second order diagram for the spinless quantum
dot, and two ways of dressing this diagram by one further tunneling line.

...

Figure 3.8: The general property, by which we define the DSO-diagram selection.
If we project the ends of all tunneling lines in any conventional diagram onto the
lower contour, remove all labels and indices from the figure, then only a graphic
representation of an irreducible pair formation remains. Within an ordered set of
2n elements, a DSO-pair formation connects the first to the last element, while,
otherwise, only neighbouring elements are connected to each other.

Γ±l =
2π

~

∫
dε

(αα±l )(ε)

π2α(ε)2 + (ε+ π(Hα)(ε)− E10)2 . (3.41)

[We take the real part of the integral on the right-hand side of Eq. (3.40).
In order to perform the limit λ→ 0 of this real part, we determine the limit

lim
η→0+

∫
dε′

α(ε′)

η + i(ε− ε′)
(3.42)

analogously to Eq. (E.93), (E.94). We assume that the function α(ε) is
strictly positive around E10, and, in addition, that the term π(Hα)(ε) (def-
inition of the Hilbert transformation H in Eq. (E.49)) can be treated as a
small correction within (ε+ π(Hα)(ε)− E10)2. Under sensible conditions
concerning the functions α±l′ , the limit λ → 0 can be performed in the
straightforward way.]
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...

... ...

... ... ...

+

+

+ ...

Figure 3.9: The structure of the diagrams within the RTA-selection, illustrated
by one-contour diagrams with reduced information (cp. Fig. 3.8). The criterion
which RTA-diagrams are defined by is: Any imagined vertical line cutting the
diagram in two pieces has at most two intersections with tunneling lines. As a
consequence, an RTA-pair formation is a combination of an integer number of
DSO-pair formations in the sense of the present figure. In particular, the DSO-
diagram selection is contained in the RTA-selection.

The expressions for the density matrix (3.26), as well as the current (3.27),
in terms of the rates (3.41) are the same both for the DSO and for the un-
dressed second order. In the case of proportional coupling (3.19), we obtain
for the particle-current onto lead l the exact result:

Il =
4κlκl
h

∫
dε

π2 {α2(fl − fl)} (ε)

π2α(ε)2 + (ε+ π(Hα)(ε)− E10)2 . (3.43)

[Note that we here replace ~ by h/2π; moreover, the quantity 4κlκl takes
the maximum value 1 in the case of symmetric coupling.] In the case of
proportional coupling, the result of the DSO – for the tunneling current across
the spinless quantum dot – is actually the same as the exact [21] result of the
resonant tunneling approximation (RTA) (Fig. 3.9). We here note that in the
case of zero Coulomb-interaction, U = 0 in (2.4), the tunneling current across
the SIAM is two times the tunneling current across the spinless quantum dot.

If we consider the chemical potentials µl, µl entering into the Fermi-
functions (D.17) of the two contacts l, l to be a function of a bias voltage Vb
according to

µl(Vb) = EF + eVb,
µl(Vb) = EF ,

(3.44)
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multiply the particle-current onto lead l (3.43) by the negative electron charge
−e, and take the derivative with respect to the bias, we obtain the differential
or dynamic conductance:

dIl
dVb

= 4κlκl
e2

h

∫
dε l(ε) fT,µl(Vb)(ε), (3.45)

with

l(ε) :=
π2α2(ε)

π2α(ε)2 + (ε+ π(Hα)(ε)− E10)2 , (3.46)

fT,µl(ε) :=
−1

kBT
f ′
(
ε− µl
kBT

)
, (3.47)

f the parameter-free Fermi-Dirac distribution (C.78). As far as the coupling
function α(ε) is approximately constant, the function l(ε) is approximately
a lorentzian with width 2πα(EF ), centered around E10. The second factor
within the integral for the differential conductance (3.45), on the other hand,
is a strictly positive function with total weight 1 – the integral over the
complete real axis is one – and this weight is distributed around the chem-
ical potential µl with a width proportional to kBT . Hence, the differential
conductance, considered as a function

dIl
dVb

(µl) (3.48)

of µl with constant value of the parameter E10, displays a peak for µl = E10.
The order of magnitude of this peak’s width is determined by the sum of the
thermal energy kBT , and of the tunneling coupling 2πα(EF ). With these
qualitative statements about the transport across the spinless quantum dot
we conclude the discussion of the DSO-results in this case.

3.2.2 Dressed-Second-Order for the SIAM with Infi-
nite Coulomb-Interaction

In the case of infinitely large Coulomb-interaction U on the doubly occupied
SIAM (2.4), and symmetry with respect to the spin on the quantum dot
as well as in the leads, we assume the stationary reduced density matrix in
terms of the rates is given by ρ00

ρ↑↑
ρ↓↓

 =
1

Γ01 + Γ+
01

 Γ−01

Γ+
01

Γ+
01

 (3.49)
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(cp. Eq. (3.14)), with ρ00 +
∑

σ ρσσ = 1, while the second order stationary
current onto lead l (3.18) is reduced to

Il =
2

1 +
Γ+

01

Γ01

(
κlΓ

+

l,01
− κlΓ+

l,01

)
. (3.50)

We do not obtain the latter two formulas as mathematical limits in the case
of infinite interaction, but rather apply the following reasoning: For large
interaction, practically, any tunneling process, within which the doubly oc-
cupied state 2 appears, does not occur. The element ρ22 of the stationary
reduced density matrix is zero. Hence, we calculate only the relative transi-
tion rates between the states 0,↑, and ↓, taking into account only processes
within which exclusively these states appear, and, balancing the transitions,
we find the probabilities ρ00, ρ↑↑, and ρ↓↓, as well as the absolute values of
the transition rates in the stationary configuration, and thus the current.

Within the DSO-diagram selection, the inclusion of diagrams which con-
tain two opposite spins – as opposed to the DSO for the spinless quantum
dot – implies basically only one extension: For example, in any DSO-diagram
contributing to the kernel element Kσσ

00 there is one additional possible fluc-
tuation of an electron of opposite spin σ (cp. Fig. 3.10). The DSO thus
contains spin-fluctuations on the quantum dot in the sense that intermedi-
ate matrices within DSO-diagrams can have the form |σ >< σ|. Taking
into account the altogether three possibilities of fluctuations in any diagram
contributing to Kbb

aa, a, b ∈ {0,σ}, we obtain – perfectly analogously to the
way in which we derived the DSO tunneling rates for the spinless quantum
dot (3.41) – the following DSO tunneling rates for infinite interaction in the
spin-symmetric case:

Γ±l,01 =
2π

~

∫
dε

(γα±l )(ε)

π2γ(ε)2 + (ε+ π(Hγ)(ε)− E10)2 , (3.51)

with γ = α + α+.

The same approximation scheme for infinite U has been applied with the
RTA [18], taking into account all those diagrams with a pair formation ac-
cording to Fig. 3.9, which exclusively contain the states 0,↑,↓. We compare
the result of the DSO to that of the RTA at the level of the linear conductance
G – the differential conductance at zero bias. We note:
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Figure 3.10: A second order diagram with the states 0, and σ, and the altogether
three possibilities to add to this diagram one further tunneling line according to
the definition of DSO-diagrams (cp. Fig. 3.8) in such a way, that the quantum
dot state 2 does not appear. Compared to the spinless case (Fig. 3.5), there is
one additional possible fluctuation for the SIAM.

GRTA = 4κlκl
e2

h
2

∫
dε

π2α2(ε)

d(ε)
fT,EF (ε), (3.52)

GDSO = 4κlκl
e2

h

 2

1 +
Γ+

01

Γ01


∫
dε

π2 [α(α + α+)] (ε)

d(ε)
fT,EF (ε), (3.53)

where fT,EF (ε) is given by Def. (3.47), where the integrands’ common de-
nominator is

d(ε) := π2(α + α+)2(ε) + (ε+ πH(α + α+)(ε)− E10)2, (3.54)

with µl = µl = EF , and where we insert the DSO rates for infinite interaction
(3.51) for

Γ±01 =
∑
l

Γ±l,01. (3.55)

Finally,

Γ01 := Γ+
01 + Γ−01 (3.56)

as in Eq. (3.11).
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Figure 3.11: Behaviour of the function πH(α+)(ε) appearing in (3.54) around
the Fermi level EF . We write α(ε) = α(EF )b(ε), with a dimension-less function
b(ε) satisfying b(EF ) = 1, and, correspondingly, at zero bias (µl = µl = EF ),
α+(ε) = α(EF )b+(ε), with b+(ε) = b(ε)fl(ε), where fl is the Fermi function of
contact l. We note that πH(b+)(ε) = pb+(ε) :=

∫∞
0 dω(b+(ε+ω)−b+(ε−ω))/ω; the

graph of the function pb+(ε) displays a valley around EF , which becomes narrower
for smaller temperatures (lower part of the present figure). The valley’s minimum
diverges logarithmically with temperature. The shape of the valley, however, is
independent of temperature and universal as we show in App. F.

Numerical Comparison between RTA and DSO for Infinite U at
the Level of the Linear Conductance

The common factor fT,EF (ε) in the integrands on the right-hand side of
(3.52), and (3.53) sets the focus within the integrals that give the linear
conductance on a region of size ∼ kBT around EF . The function H(α+)(ε)
appearing in the denominator (3.54), on the other hand, has the property
that H(α+)(EF + xkBT ) − H(α+)(EF ) is convergent for T → 0, where the
limit

lim
T→0

{
H(α+)(EF + xkBT )−H(α+)(EF )

}
(3.57)

is proportional to α(EF ) , and otherwise parameter-free. Finally, the term
H(α+)(EF ) is a function of temperature, and it diverges logarithmically to
−∞ for T → 0 (cp. Fig. 3.11). We give a proof of the latter two statements
in App. F (Universality).
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Figure 3.12: Our choice of the shape of the dimension-less function b(ε) =
α(ε)/α(EF ) for the numerical implementation. We choose b(ε) to be symmet-
ric, and place the Fermi level EF in the center. The concrete values we take for
the parameters W , and w, of the present figure are W = 1eV,w = 0.9W . The
continuous cut-off at the edges (or, alternatively, a smooth decay) is necessary to
ensure the existence of the Hilbert transforms Hα,Hα+.

As a consequence, the shapes of the linear conductancesG(E10) for infinite
U as function of E10 within RTA and DSO are convergent for T → 0. With
decreased temperature, the peaks are shifted toward lower energies starting
from a value around the Fermi level EF (Fig. 3.13) – an effect due to the
presence of the spin within the SIAM, as opposed to the spinless quantum
dot, where the linear conductance does not display this feature (Eq. (3.45)).

Universality and Kondo Temperature in the Infinite U-Case

The DSO-conductance as function of the temperature displays universality
in the regime of strong coupling: For a given and fixed value of E10, the
linear conductance G becomes a function of the temperature. The function
G(T ) is expected to display universality in the following sense [23]: There
is a temperature TK such, that G/Gmax is a parameter-free function of the
ratio T/TK , where Gmax is the maximum value of the conductance. Both
GDSO and GRTA satisfy this demand for energies E10 � EF .

We derive the universal behaviour of GDSO(T ) (and GRTA(T )) in App. F.
For the temperature TK – defined by the condition that, at this temperature,
the conductance reaches one half of its maximum – we obtain within the DSO:

kBTK = 7W exp

(
E10 − EF
α(EF )

)
. (3.58)
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Figure 3.13: Linear conductance G within the DSO for infinite U as a function
of the energy difference E10 – which corresponds to a plot of G as function of the
gate voltage – for different temperatures. The dashed lines show the result for
the RTA. We choose the tunneling coupling to be α(EF ) = 0.042meV , and the
parameter W defining the width of the function b(ε) (Fig. 3.12) as W = 1eV .
The same choices we make for a later comparison with an experiment in Sec. 3.2.3
(Linear Conductance at Finite Coulomb-Interaction). For large temperatures, the
width of the peak is determined by the thermal energy, and its center is found
roughly around the Fermi level. For decreased temperatures, on the other hand,
the position of the maximum is shifted, and the width of the peak is proportional
to α(EF ). The transition happens at thermal energies kBT ≈ α(EF ). While the
logarithmic shift of the peak with the temperature does not stop, the shape of the
curve and its maximum value saturate.
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Figure 3.14: Comparison of the parameter-free function F (T/TK) which gives
G(T )/Gmax obtained within the DSO (and RTA) to an NRG-fit [23]: All three
functions take the value 0.5 at T = TK , and are normalized in such a way that the
maximum is one. One feature of the NRG-fit is that, within one power of ten, the
linear conductance increases from 50 % to about 95 % of its maximum, while the
functions obtained for RTA and DSO grow much less in this interval. As implicitly
shown by Fig. 3.13, and unlike the NRG-fit, the parameter-free functions for the
RTA and DSO decrease again for even smaller values of T/TK than shown in the
present figure. The equation for the NRG-fit is: G(T ) = Gmax

(
1/
[
(T/T ′K)2 + 1

])s
with T ′K = TK/(2

1/s − 1)1/2 so that G(TK) = Gmax/2; we choose s = 0.2.

The pre-factor, which is 7 in the present case, depends on the actual shape
of the function b (Fig. 3.12).

The results of App. F (Universality) are valid under the condition:{
kBT � α(EF )� W, and

1 � EF−E10

α(EF )

}
, (3.59)

in which case we obtain the expression

GDSO = 4κlκl
e2

h
FDSO

0

(
c1/2 + ln

T

TK

)
, (3.60)

where TK is given by Eq. (3.58), and where the parameter-free function
FDSO

0 – the function does not take any physical quantities as parameters –
is given in Eq. (F.34), App. F.

The DSO linear conductance becomes a universal function of T/TK in
the regime E10 � EF ; at T = TK , G(T ) reaches one half of its maximum. In
Fig. 3.14 we compare our result for the universal function G(T/TK)/Gmax

to a curve obtained by numerical renormalization group (NRG) calculations
[23]. Our method of analysis within App. F is applicable both to the DSO
and the RTA – the resulting formula for TK deviates only in the pre-factor.
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The relation between the quantities α(EF ), which we here use as coupling-
parameter, and “Γ”, by the use of which TK is more frequently expressed,
e.g. Ref. [18, 23], is

Γ = 2πα(EF ). (3.61)

[We note that Γ is the width of the lorentzian (3.46).]
In summary, the DSO clearly fails to describe the regime of low tem-

perature quantitatively correctly. However, it is remarkable that the linear
conductance obtained by the DSO displays a universality in a similar way as
it is predicted by perfectly different approaches.

Zero Bias Anomaly of the Differential Conductance

We consider now the differential conductance obtained within the DSO at
infinite Coulomb-interaction U . We notice that, in the same way as the RTA
[22], the approximation produces a zero bias maximum of the differential
conductance in case E10 lies below the Fermi level (shown in Fig. 3.15), which
is experimentally well confirmed, and, in addition, a minimum in case it lies
above or in the vicinity of the Fermi level (not shown); we know of only one
experimental observation of the latter minimum [24]. Finally, we study the
behaviour of the conductance-peak for smaller and smaller temperatures (Fig.
3.16): The peak splits into two parts, since, as we showed, the differential
conductance at zero bias goes to zero with T → 0.

Remark: We here note that the zero bias anomaly contained in the DSO-
selection starts to be seen at the sixth order (App. E (Perturbation Theory)).
However, upon taking into account all sixth order diagrams, the maximum
of the differential conductance is even increased, while the minimum in case
E10 > EF is no more in the same way as the maximum contained in the
complete sixth order [20].

We conclude that the DSO describes the onset of the Kondo peak as well
as its evolution for lower and lower temperature qualitatively correctly. Only
when the peak splits in two, the DSO starts to fail.

Splitting of the Anomaly in Magnetic Field

By a magnetic field, the SIAM’s degenerate level can be split. The appli-
cation of the DSO for infinite Coulomb-interaction U to the more general
case of possibly different energies E↑ 6= E↓ implies only slight changes in the
equations. As before, we take into account all possibilities to dress diagrams
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Figure 3.15: The differential conductance versus the bias. We set E
(0)
10 = EF −

1meV and choose α(EF ) = 0.042meV,W = 1eV as for Fig. 3.13. We fix the
position of one of the leads’ chemical potentials at the Fermi level, µl = EF , vary
only the chemical potential of the opposite lead l, and define eVbias = µl−EF . We
assume a capacitive coupling between the leads and the quantum dot in such a way

that E10(Vbias) = E
(0)
10 + 0.2eVbias. We see that a hill appears in the graph at zero

bias for small temperatures. The dashed lines show the result of the RTA. The zero
bias anomaly becomes more and more pronounced with decreasing temperature.
The shape of the curve does depend on the capacitive couplings, and on how the
window between the two chemical potentials is opened; however, the appearing of
the zero bias anomaly does not in principle depend on these choices as one can
conclude from the fact that they are irrelevant to the differential conductance at
zero bias (3.52), (3.53).
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Figure 3.16: Temperature-dependence of the peak in the differential conductance
vs. the bias. With decreasing temperature, the peak increases, and finally splits
into two parts. At exact zero bias, the conductance goes to zero. [We here choose

E
(0)
10 = EF − 0.5meV , α(EF ) = 0.024meV .]
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Figure 3.17: Differential conductance vs. the bias for spin-symmetric leads, but
not necessarily equal energies Eσ, Eσ. The zero bias resonance is split if E↑ 6= E↓.
We choose the temperature T = 100mK, and all remaining parameters as within

Fig. 3.15, apart from the spin-dependent energy, E
(0)
σ0 = EF − 1meV +Eσσ/2. We

show the graph of the differential conductance for E↑ = E↓, as well as for the two
asymmetric cases E↑↓ = 0.06meV, and E↑↓ = 0.12meV . The peak in the graph is
split in two, where the positions of the resulting peaks differ from zero bias by the
energy difference E↑↓.

by bubbles sketched in Fig. 3.10, and, by the same method as in Sec. 3.2.2
(Dressed-Second-Order for the SIAM with Infinite Coulomb-Interaction), we
obtain in the not necessarily spin-symmetric case the rates

Γ±lσ = (3.62)

2π

~

∫
dε

α±lσ(ε)
(
ασ(ε) + α+

σ (ε+ Eσσ)
)

π2
(
ασ(ε) + α+

σ (ε+ Eσσ)
)2

+
(
ε− Eσ0 + pασ(ε) + pα+

σ
(ε+ Eσσ)

)2 ,

where (Def. (3.2))

Eσσ = Eσ − Eσ, (3.63)

and where we apply the notation

H(g) =
1

π
pg, (3.64)

for the Hilbert transform of any function g (Def. (E.49)), as we did also for
Fig. 3.11. We see (Fig. 3.17), that the zero bias anomaly is split, and we
find two peaks in the graph of the differential conductance vs. the bias at
eVbias ≈ ±E↑↓, which is in agreement with other theories [22, 25, 26], and
observed in experiments [24, 27, 28].
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Figure 3.18: An asymmetry of the two different levels’ capacitive couplings to the
leads has the effect that the split anomaly becomes asymmetric; one of the peaks
starts to vanish, while the other one gets sharper. The black line in the present
figure has the same data as the graph of the differential conductance vs. the bias
for an energy difference of E↑↓ = 0.06meV in Fig. 3.17. For the red (grey) line we

change the capacitive couplings in such a way that E↑0(Vbias) = E
(0)
↑0 + 0.4eVbias,

E↓0(Vbias) = E
(0)
↓0 + 0.1eVbias.

Situations in which only One Peak is Expected

In Ref. [24] a maximum of the differential conductance vs. the bias, close
to zero bias, whose position changed slightly with the gate voltage, has been
reported. The dependence of the maximum’s position on the gate voltage
was explained by the conjecture that two different wave functions (not only
two different spins) might be involved, so that the assumption of different
capacitive couplings of these two levels to the gate electrode – with the ef-
fect that the energies of the two levels become gate-dependent – is justified.
In this case, analogously to the case where different energies E↑ 6= E↓ are
achieved by a magnetic field (Fig. 3.17), one would expect to see two hills in
the graph of the differential conductance located symmetrically around zero
bias. However, a second maximum was not observed.

We here assume in addition different capacitive couplings of these two
levels on the quantum dot to the leads and see that, with growing asymmetry
of the capacitive couplings to the leads, one of the hills in the differential
conductance changes position, becomes wider and much less pronounced (Fig.
3.18). The opposite hill, on the other hand, becomes even sharper, and its
position moves closer to zero bias. At the level of the transition rates, Eq.
(3.62), we can explain this numerical result as follows:

The integral, which Γ±lσ is given by, changes rapidly with the bias in areas



3.2. DRESSED-SECOND-ORDER DIAGRAMS 89

where

µl − µl ≈ Eσσ, (3.65)

since here, by changing the bias, the region of large values of pα+

lσ

(ε + Eσσ)

leaves or enters the interval ] − ∞, µl], over which the integral essentially
goes. This leads to the condition “eVbias ≈ ±E↑↓” for rapid change of the
current with the bias. In the case of different capacitive couplings of the
levels to the leads the energy differences Eσσ become a function of the bias.
With increasing bias, one of the differences decreases while the other one
increases. Thus, one of the peaks gets sharper, while the other one vanishes.
The positions are no longer symmetric around zero bias.

Moreover, we notice that also asymmetric tunnel coupling can have the
effect that one of the maxima in the graph of the differential conductance
is getting less pronounced. We can let the coupling functions αlσ(ε), Eq.
(D.60), be dependent on the spin as well as on the lead, and thus obtain
further independent parameters. We evaluated the differential conductance
also in this case (not shown), and we can qualitatively confirm the assumption
that different tunnel couplings of the levels to source and drain, too, can be
responsible for the observation of only one peak [24].

Finally, we consider another situation where the DSO yields, this time, in
principle only one peak in the graph of the differential conductance vs. the
bias: The energies E↑, E↓ are in general different, and there are four different,
separately variable, chemical potentials µlσ for each of the leads, and each of
the spins. The chemical potentials of the down-spin are kept constant and
equal, µl↓ = µl↓ =: µ↓; the up-spin chemical potential of one particular lead
l0, too, is kept constant, and only the chemical potential µl0↑ of the opposite
lead is varied. The current is then a function of eVbias = µl0↑ − µl0↑.

A consideration of the question under what condition the rates Γ±lσ (3.62)
change rapidly with the bias yields the condition

eVbias ≈ E∗↑↓ := E∗↑ − E∗↓ , (3.66)

where we use the definition E∗σ := Eσ0 − µl0σ for σ =↑, ↓. Indeed, the DSO
yields only one peak in the differential conductance as function of the bias
located (approximately) at this value of the bias (Fig. 3.19). Experiments
with a pseudo spin [29] might be interpreted by the use of the SIAM as we
do it here. In agreement with experiment, the DSO predicts the appearing
of only one resonance as far as only one of the voltages (only one of the
differences µlσ − µlσ, σ =↑, ↓ ) is varied.
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Figure 3.19: The differential conductance as function of the bias in the following
situation: The temperature is T = 100mK, the capacitive coupling is assumed to
be zero; moreover, we choose µ↓ = EF−0.5meV, µl0↑ = EF+0.5meV . The energies
Eσ0 are: Eσ0 = µl0σ − 1meV + E∗σσ/2. The differential conductance displays one
resonance located approximately at the value eVbias ≈ E∗↑↓.

3.2.3 Linear Conductance at Finite Coulomb-Interaction

We finally apply the DSO-diagram selection to the case of finite interaction,
so we include the doubly occupied state 2. We shall compare our results
to an experiment [23] at the level of the linear conductance. First of all, we
note the DSO tunneling rates Γ±l,01,Γ

±
l,12 for finite interaction, within which we

take into account all possibilities to dress a second order diagram contained
in Figs. 3.20, 3.21 . In the spin-symmetric case these rates read:

Γ±l,01 =
2π

~

∫
dε
α±l (ε) [(α+ α+)(ε) + α+(E20 − ε)]

d01(ε)
, (3.67)

Γ±l,12 =
2π

~

∫
dε
α±l (ε) [(α+ α−)(ε) + α−(E20 − ε)]

d12(ε)
, (3.68)

with the integrands’ denominators

d01(ε) := π2
[
(α + α+)(ε) + α+(E20 − ε)

]2
+ [ε+ pα+α+(ε)− pα+(E20 − ε)− E10]2 , (3.69)

and

d12(ε) := π2
[
(α + α−)(ε) + α−(E20 − ε)

]2
+ [ε+ pα+α−(ε)− pα−(E20 − ε)− E21]2 . (3.70)
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Figure 3.20: A second order diagram contributing to the transition from state 0 to
σ, and the altogether four ways to dress this diagram by one bubble representing
a charge fluctuation. Compared to the case of infinite interaction (Fig. 3.10), we
here take into account one additional diagram – the one within which the state 2
appears.

From the current at finite U as function of rates, Eq. (3.18), we obtain
the differential conductance at zero bias:

GDSO = 4κlκl
e2

h


2

1+
Γ+

01Γ12

Γ01Γ−12
2

1+
Γ01Γ−12

Γ+
01Γ12

 ·
( ∫

dεn01(ε)
d01(ε)

fT,EF (ε)∫
dεn12(ε)

d12(ε)
fT,EF (ε)

)
, (3.71)

with the integrands’ numerators:

n01(ε) := π2α(ε) [(α + α+)(ε) + α+(E20 − ε)] ,
n12(ε) := π2α(ε) [(α + α−)(ε) + α−(E20 − ε)] ,

(3.72)

and with fT,EF (ε) according to Eq. (3.47).

DSO-Conductance from Weak to Strong Coupling

We model the case of strong and weak tunnel coupling by large and small
factors α(EF ). The latter function-value at the Fermi level of the function
α(ε) serves as coupling paremeter (cp. Fig. 3.11). First, we consider the
graph of GDSO as function of the gate voltage for different values of the
tunnel coupling (Fig. 3.23): In the limit of weak coupling we reproduce the
result of the second order, while for larger couplings we observe three effects:
The peaks get higher, broader and the positions of the maxima approach
each other. For strong couplings the DSO-approximation produces a sharp
valley in the center of the present plot (particle-hole symmetric point) which
is not observed in experiment. This problem is present also in the RTA for
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Figure 3.21: A second order diagram which transfers the state σ into the state 2,
and all fourth order diagrams with one bubble dressing this diagram – symmetric
to Fig. 3.20. By taking into account only diagrams of the present shape, we
actually no more exclusively define the DSO-diagram selection by the demand
that the diagrams’ pair formations have the form of Fig. 3.8. We here do not take
into account any diagrams which include an intersection of tunneling lines (cp.
Fig. 3.22).
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- >

Pair Formation:

-
Figure 3.22: A fourth order diagram with an intersection of tunneling lines, how-
ever, satisfying the demand that its pair formation is included in the selection of
pair formations defined by Fig. 3.8. Upon rigorously applying the definition of
the DSO-selection by pair formations to the case of finite interaction, we would
obtain the exact result in the special case of zero interaction, U = 0, at the level
of the current – in the same way as the DSO produces the exact result at the level
of the current for the spinless quantum dot (Eq. (3.43)). However, to keep the
numerical effort lower, we apply the present definition of the DSO for finite U .
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Figure 3.23: Differential conductance at zero bias within the DSO, according to
Eq. (3.71), as a function of (E10 − EF )/U , with fixed values of U , and EF , for
different tunnel couplings. We choose the Coulomb-interaction to be U = 1meV ,
and the temperature T = 100mK. For weak coupling, we see peaks of small
height whose width is given by the temperature; the peak positions are quite
precisely defined by the resonance conditions E10 = EF (right peak), and E21 = EF
(left peak). Upon increasing the coupling, the corrections become more and more
important: The width of the hills in the graph increases with α(EF ), and the peak
position is shifted by the contributions pα±(ε) to the denominators ((3.69), (3.70)).

finite U [30, 31]; in addition, an approach by equations of motion displays un-
physical independence of temperature at the particle-hole symmetric point
[32].

From the Empty Orbital Regime to the Kondo Regime

We now qualitatively compare the DSO for finite U – at the level of the linear
conductance as function of the gate voltage and temperature – to an exper-
iment [23]. In this experiment, a small area (diameter ≈ 150nm) within a
two-dimensional electron gas was isolated by electrostatically generated tun-
neling barriers. In this way, a quantum dot which is tunnel-coupled to leads
was formed. Via a gate electrode it is possible to vary E10, and, simultane-
ously, E21 = E10 + U , where the Coulomb-interaction U remains unaffected
by the gate voltage. The linear conductance was measured as a function of
the gate voltage and the temperature, and the results were interpreted in
terms of the SIAM. The authors distinguish between three different regimes
of parameters, depending on whether the level position, i.e., E10, is far below
the Fermi energy (here the particle-number is one, Kondo regime), in the
vicinity of the Fermi level (mixed valence regime) or above the Fermi level
(empty orbital regime). Upon adjusting parameters, we here test the DSO
approximation under conditions similar to those in the experiment.
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Figure 3.24: Full widths at half maximum (FWHM) of the peaks in Fig. 3.25
as a function of the temperature; the value of α(EF ) is here 0.042meV . For
small temperatures the FWHM saturates at a value of about 0.39meV which is in
agreement with the value of the saturation width in the experiment [23]. For large
temperatures the FWHM increases linearly with T ; the graph of the FWHM vs.
the temperature in the present figure has positive curvature, since the two peaks in
Fig. 3.25 get mixed as we increase the temperature. Hence, we take the saturation
width at T → 0 as criterion to adjust the coupling strength to the experiment.

We fit the parameters to the experiment [23] in the following way: The
temperatures are given explicitly. The value of the Coulomb-interaction U ,
too, we take directly from the experiment. To fix the coupling-parameter
α(EF ), we plotted GDSO(E10) for various values of it (not shown). We de-
termine the coupling-parameter by the demand that the full width at half
maximum of the peaks in GDSO(E10) is close to the measured values (Fig.
3.24). In the end, we adjust also the scaling factor 4κlκl in Eq. (3.71), which
contains an asymmetry of the tunneling couplings to source and drain in the
case of proportional coupling (Eq. (3.19)), by the demand that the absolute
value of the maximum of the linear conductance is approximately equal in
theory and experiment.

In Fig. 3.25 we show the graph of the linear conductance GDSO as a
function of the gate voltage for different temperatures. We get qualitatively
very similar behaviour as in Ref. [23] (Fig. 2): With decreasing temperature,
the peaks move towards each other, they get higher, and their widths get
smaller and seem to finally saturate.

Finally, for a further comparison we show the dependence of GDSO on the
temperature for fixed values of E10. To this end, we express E10 by its position
relative to the Fermi level and divide it by the quantity Γ ≈ 0.3meV , which
is applied in Ref. [23] to characterize the strength of the tunnel coupling.
The linear conductance GDSO(T ) (Fig. 3.26) has the following properties:

• By the use of a logarithmic scale for the temperature T , the graph of
GDSO(T ) forms a hill.
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Figure 3.25: Linear conductance GDSO as a function of (E10 − EF )/U – where
the values of EF , and U , are fixed, and where we vary only E10, corresponding to
the functional dependence of the linear conductance on the gate voltage Vg – for
diverse temperatures . We choose the interaction to be U = 1.9meV , the coupling
α(EF ) = 0.042meV , and the temperatures in agreement with the experiment [23];
the asymmetry of the tunnel couplings to left and right lead, given by κl, and κl
(Eq. (3.19)), we choose as 4κlκl = 0.5, i.e., we assume an asymmetry of about
κl : κl = 0.17.

• Inside the empty orbital regime (ε̃0 > 0), Fig. 3.26 mainly shows the
left slope of that hill, while inside the Kondo regime (ε̃0 < −0.5) we
see the right slope.

• Within the range of values contained in Fig. 3.26, GDSO(T ) reaches
the highest absolute values for ε̃0 ≈ −0.6.

In summary, the behaviour of GDSO(T ) for various values of ε̃0 is basically
in agreement with experiment. A difference we observe in the mixed valence
regime, where – in experiment – the left slope of G(T ) becomes less steep
and even turns into a plateau (the curve for ε̃0 = −0.48 in Fig. 3, Ref. [23]),
while GDSO(T ) displays a pronounced peak.

With this qualitative comparison of the results of the DSO for finite
interaction to an experiment we conclude the present chapter.
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Figure 3.26: A plot of GDSO(T ) for different fixed values of the quantity ε̃0 :=
(E10 − EF )/Γ. [Note that, in this particular plot, we do not take exactly the
same but similar values for ε̃0 as in Ref. [23].] Within the empty orbital regime
(ε̃0 > 0) [the first three lines from below on the right-hand side] we see a decrease
of GDSO(T ) with decreasing T , at least over a finite interval of temperature-values.
Within the mixed valence-, and the Kondo regime, on the other hand, we observe
an increase of GDSO(T ) with decreasing T . Within the mixed valence regime this
latter increase stops at some point, while within the Kondo regime the increase
does not terminate within the temperature-range under consideration. However,
the increase is strongest, and the absolute values of GDSO(T ) are the largest, for
−0.8 . ε̃0 . −0.5.



Chapter 4

Conclusions

Within the general-theoretical part of this work, the transport theory, we
give an independent derivation of the quantum master equation (Sec. 2.3.2
(Memory Equation for the Reduced Density Matrix and the Current)): Upon
noting the time evolution of the density matrix in the interaction picture in
the form of a series of integrals (2.26), we define the integrands that give the
kernel recursively by multi-commutators, Eq. (2.33). Our method neither
depends on the superoperator formalism, nor does it require an integration
along the Keldysh-contour (Ref. [15]). Moreover, we rigorously derive and
formulate the kernel’s diagrammatic expansion. In Sec. 2.7.4 (Processes
with inversed Time-Direction) we substantiate the interpretation of tunneling
processes with a negative contribution to the kernel – assuming they evolve
in inversed time-direction. Finally, we present a novel technique to calculate
diagrams in App. E (Perturbation Theory).

In the applied Chapter 3, on the other hand, we perform the sum over all
diagrams within the dressed-second-order (DSO) diagram selection, first dis-
covered as an instructive selection in Ref. [16]. We show that the DSO is an
appropriate tool to address resonant tunneling: It yields the exact result for
the current across the spinless quantum dot – so it covers the transition from
temperature-broadened to tunnel-broadened conductance peaks. If applied
to the single impurity Anderson model, on the other hand, the DSO, as the
resonant tunneling approximation, contains in addition the experimentally
observed shift of the peak position in the the graph of the linear conductance
vs. the gate voltage (cp. Figs. 3.13, 3.25).

We find that, in spite of its austerity, the DSO-diagram selection cap-
tures the onset of the Kondo resonance, its logarithmic dependence on tem-
perature, its splitting in magnetic field, as well as its behaviour in special
experimental situations (Fig. 3.19). The selection’s applicability to com-
plex systems has been shown in Ref. [33], where transport across carbon
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nanotubes, contacted by ferromagnetic leads, is studied. In addition, the
DSO-selection has been extended in Ref. [34], aiming at an improved de-
scription of the Kondo resonance. In summary, the DSO-diagram selection
is a powerful, simple, and versatile theoretical approach to the tunneling
current across quantum dots.
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Appendix A

Product States

In the present appendix we discuss the product state of two many-electron
states, a corresponding product of vector spaces, as well as product opera-
tors. This product is implicitly used within this work when we assume that
at some initial time t0 the density matrix of the total system is factored ac-
cording to ρ̂(t0) = ρ̂R ⊗ ρ̂�(t0), Eq. (2.6). Finally, we represent creation-
and annihilation operators as product operators – this enables us to take the
reduced operator of compositions of the form of (2.53).

A.1 Convention

For simplicity, throughout this work, we consider all quantities to be real
or complex numbers, or abstract vectors – without any physical dimension.
Physical units, like eV , or constants like the Planck- or the Boltzmann-
constant ~, and kB, respectively, we treat like purely numerical constants,
whose actual value is not further specified, unless it is expressed by other
units, and constants. Correspondingly, we consider e.g. a one-electron wave
function to be a map

D := R3 × {↑, ↓} → C,

where the arrows denote the two spin-directions, and, within App. E.2.1
(Diagram Calculations – Theory), we study spaces of functions with the
property that sums, as well as products, and convolutions of two functions
within these spaces, again, are elements within these spaces.
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A.2 Antisymmetric Product of Wave Func-

tions

To any pair of a m- and a n-electron wave function

ψ : Dm → C, ϕ : Dn → C, (A.1)

we can find an antisymmetric product of wave functions [35]

ψ ⊗ ϕ : Dm+n → C. (A.2)

That product satisfies the relation

ψ ⊗ ϕ = (−1)mn ϕ⊗ ψ, (A.3)

and it is associative [ψ⊗ (ϕ⊗λ) = (ψ⊗ϕ)⊗λ for any further λ : Dl → C].
For a sequence of one-electron wave functions ψj : D → C(j = 1, . . . , N) the
antisymmetric product

ψ1 ⊗ · · · ⊗ ψN (A.4)

is the Slater determinant of these functions.

A.3 Vector Spaces constructed by Slater De-

terminants

Let Φ be a set of a finite number of quadratically integrable and orthonor-
mal one-electron wave functions. To any N ∈ {0, 1 . . . }, let VN (Φ) be the
set of all linear combinations of N -electron wave functions given by Slater
determinants of functions in Φ. We note that, up to scalar multiples, V|Φ| (Φ)
has only one element, and VN (Φ) = {0} for even greater particle-number
N > |Φ|. We define V (Φ) as the vector space of all many-electron states
constructed from one-electron wave functions contained in Φ, so

V (Φ) := {(ψN)∞N=0 : for all N ∈ N0 : ψN ∈ VN (Φ)} , (A.5)

the set of all sequences of functions (ψN)N∈N0 , where each ψN ∈ VN (Φ).
To each subset M ⊂ Φ we define a product state π(M) as the Slater

determinant of all one-electron wave functions ϕ ∈ M in one arbitrarily
chosen but fixed order. We note that the states π(M), M ⊂ Φ, form a basis
of V (Φ).
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Generally, we consider

VN (Φ) ⊂ V (Φ) (A.6)

by the inclusion

VN (Φ) → V (Φ) ,

ψN 7→

0, . . . , 0, ψN︸︷︷︸
site “N”

, 0, . . .

 . (A.7)

In this sense, for ψ = (ψN)N∈N0 ∈ V (Φ),

ψ =
∞∑
N=0

ψN . (A.8)

A.4 Product Vector Space and Product Op-

erators

If Φ is the disjoint union of subsets Φ1,Φ2 ⊂ Φ,

Φ = Φ1∪̇Φ2, (A.9)

then

V (Φ) = V (Φ1)⊗ V (Φ2), (A.10)

in the sense of a tensor product, since the elements π(M1) ⊗ π(M2), M1 ⊂
Φ1,M2 ⊂ Φ2, form an orthonormal basis of V (Φ).

For j = 1, 2 let

Âj : V (Φj)→ V (Φj) (A.11)

be a linear map; then, there is a unique operator

Â1 ⊗ Â2 : V (Φ)→ V (Φ) (A.12)

with the property, that for any ψ ∈ V (Φ1) , ϕ ∈ V (Φ2), the equality

Â1 ⊗ Â2 (ψ ⊗ ϕ) =
(
Â1ψ

)
⊗
(
Â2ϕ

)
(A.13)

is satisfied.
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If, for each j = 1, 2, and Mj ⊂ Φj, the operator Âj maps the state π(Mj)
to (zero or) a linear combination of states with the same particle-number
|Mj|, then, with Eq. (A.3), the operator product is commutative,

Â1 ⊗ Â2 = Â2 ⊗ Â1; (A.14)

in this case, the expression ⊗
j=1,2

Âj, analogous to Eq. (2.7), is well-defined.

A.5 Creation- and Annihilation Operators in

Product Space

For ϕ ∈ Φ, we can define the creation operator ĉ†ϕ of the one one-electron level
that corresponds to the one-electron wave function ϕ by the multiplication
by ϕ from the left,

ĉ†ϕ : V (Φ) → V (Φ) , (A.15)

α 7→ ϕ⊗ α,

and, correspondingly, we may define the annihilation operator ĉϕ of the same
level ϕ as the adjoint operator of ĉ†ϕ. Then, for ϕ1 ∈ Φ1, ϕ2 ∈ Φ2, the following

relations between the creation- and annihilation operators ĉ
(†)
ϕ1 , ĉ

(†)
ϕ2 , and their

restrictions

ĉ(†)
ϕ1

:= ĉ
(†)
ϕ1

∣∣∣
V (Φ1)

,

ĉ(†)
ϕ2

:= ĉ
(†)
ϕ2

∣∣∣
V (Φ2)

,
(A.16)

to the sub-spaces V (Φ1) , V (Φ2) , respectively, hold:

ĉ(†)
ϕ1

= ĉ(†)
ϕ1
⊗ 1̂Φ2 , (A.17)

ĉ(†)
ϕ2

= P̂Φ1 ⊗ ĉ(†)
ϕ2
, (A.18)

where the maps 1̂Φ2 , P̂Φ1 are defined as the identity-map on V (Φ2), and by

P̂Φ1 := exp
(
iπN̂Φ1

)
, (A.19)

with
N̂Φ1 :=

∑
ϕ∈Φ1

ĉ†ϕĉϕ, (A.20)

the particle-counting operator on V (Φ1), respectively.



Appendix B

Memory Equation for the
Current

We here derive the memory equation for the current (2.50) by a method
analogous to the way in which we derived the quantum master equation
(2.45): In the same way as the tunneling Hamiltonian, the current operator
(2.15) maps eigenstates of the particle-counting operator of the leads with
eigenvalue N to sums of eigenstates with eigenvalues N − 1, and N + 1. We
note that with Eq. (2.26) we obtain:

TrR{[W(t)Îl]σ̂(t)} =

∫
0≤τ1≤t

U (2)(t, τ1)σ̂�(0) + (B.1)∫ ∫ ∫
0≤τ1≤τ2≤τ3≤t

U (4)(t, τ3, τ2, τ1)σ̂�(0) +

... ,

where

U (2n)(τ2n, . . . , τ1)ŷ = TrR

{
[W(τ2n)Îl]L(τ2n−1) . . .L(τ1)(ρ̂R ⊗ ŷ)

}
, (B.2)

with W(t) the map for the transformation to the interaction picture (2.18),
and L(t) the Liouvillian (2.24).

In analogy to the recursion relation of Eq. (2.31) we define now

J (2) := U (2), (B.3)

and
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J (2n+2)(τ2n+2, . . . , τ1) := U (2n+2)(τ2n+2, . . . , τ1) − (B.4)

{ J (2n)(τ2n+2, . . . , τ3)A(2)(τ2, τ1) +

J (2n−2)(τ2n+2, . . . , τ5)A(4)(τ4, . . . , τ1) +
...

J (2)(τ2n+2, τ2n+1)A(2n)(τ2n, . . . , τ1)} ,
with A(2n)(τ2n, . . . , τ1) given in Eq. (2.30). We rearrange the sum (B.1)
analogously to the rearrangement of Eq. (2.34). Making use of Eq. (2.29)
[series-expansion of σ̂(t) with integrands A(2n)(τ2n, . . . , τ1)], we obtain

TrR{[W(t)Îl]σ̂(t)} =

∫ t

0

ds κcurr,l(t, s)σ̂�(s), (B.5)

where the integral kernel κcurr,l is given by

κcurr,l(t, s) := J (2)(t, s) + (B.6)∫ ∫
s≤s2≤s3≤t

J (4)(t, s3, s2, s) +∫ ∫ ∫ ∫
s≤s2≤s3≤s4≤s5≤t

J (6)(t, s5, s4, s3, s2, s) +

... .

Now, we perform the back-transformation to the Schrödinger picture ac-
cording to Eq. (2.21). Applying the relation (2.25), we find

W�(−τ)U (2n)(τ2n, . . . , τ1) (B.7)

= U (2n)(τ2n − τ, . . . , τ1 − τ)W�(−τ),

and hence

W�(−τ)J (2n)(τ2n, . . . , τ1) (B.8)

= J (2n)(τ2n − τ, . . . , τ1 − τ)W�(−τ).

As a consequence, the kernel κcurr,l has the property

W�(−s)κcurr,l(t, s) = κcurr,l(t− s, 0)W�(−s), (B.9)

and we obtain the following memory equation:
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TrR{Îlρ̂(t)} =

∫ t

t0

ds Kcurr,l(t− s)ρ̂�(s), (B.10)

where the integral kernel Kcurr,l is given by

Kcurr,l(τ) := W�(−τ)κcurr,l(τ, 0) =
∞∑
n=1

K
(2n)
curr,l(τ), (B.11)

with

K
(2)
curr,l(τ) := W�(−τ)J (2)(τ, 0), (B.12)

and for n ≥ 2:

K
(2n)
curr,l(τ) :=

∫
. . .

∫
0≤s2≤···≤s2n−1≤τ

Jτ
(2n−1)
(2) (s2n−1, . . . , s2), (B.13)

where

Jτ
(2n−1)
(2) (s2n−1, . . . , s2) := W�(−τ)J (2n)(τ, s2n−1, . . . , s2, 0) (B.14)

according to Eq. (B.6).



110 APPENDIX B. MEMORY EQUATION FOR THE CURRENT



Appendix C

Decomposition of the Integral
Kernel

C.1 Expansion of Commutators

We analyze now the kernels appearing in the quantum master equation and
in the memory equation for the current, Eq. (2.45) and (2.50), respectively.
Because the treatment of both kernels is analogous, we restrict ourselves
to the analysis of the density matrix kernel. To study the density ma-
trix kernel K(τ) (2.46), we go back to the recursive definition of the map
I(2n)(τ2n, . . . , τ1) (2.33) whose integral gives K(τ). Hence, we examine first
the map A(2(n−m))(τ2n, . . . , τ2m+1) (2.30). (For a technical reason, we shall
start out with this indexing rather than with “A(2n)(τ2n, . . . , τ1)”.) Note that
for any 0 ≤ m < n, any sequence of times 0 ≤ τ2m+1 · · · ≤ τ2n, and any linear
map ŷ operating on V�:

A(2(n−m)) (τ2n, . . . , τ2m+1) ŷ = (C.1)

= TrR{ L(τ2n) . . .L(τ2m+1)(ρ̂R ⊗ ŷ)}
=

(−1)n−m

~2(n−m)
TrR{ [ ĤT (τ2n), . . . [ĤT (τ2m+1), ρ̂R ⊗ ŷ] . . . ] } ,

where, for any linear map ẑ operating on the state vector space of the total
system, we use the abbreviation

ẑ(τ) := W(τ)ẑ, (C.2)

with W(τ) (2.18) the transformation applied to translate operators to the
interaction picture. To make the notation more compact, we write the tun-
neling Hamiltonian (2.5) in the following analysis as
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ĤT =
∑
ν∈I

vνĈνD̂ν , (C.3)

with the index set

I := {(η, v) : η ∈ Io, v ∈ {±1}} , (C.4)

where
Io := {(l, σ,k) : l ∈ L, σ ∈ S,k ∈ Kl} . (C.5)

For any ν = ((l, σ,k), v) =: (η, v) ∈ I we define:

vν := v, (C.6)

and

D̂η,+1 := Tηd̂σ, (C.7)

D̂η,−1 := T ∗η d̂
†
σ, (C.8)

Ĉη,+1 := ĉ†η, (C.9)

Ĉη,−1 := ĉη. (C.10)

Upon expanding the commutator in Eq. (C.1), we obtain:

A(2(n−m))(τ2n, . . . , τ2m+1)ŷ = (C.11)

(−1)n−m

~2(n−m)

∑
ν2m+1,...,ν2n∈I

∑
S:S⊂{2m+1,2m+2,...,2n}

(−1)|S| vν2m+1 . . . vν2n TrR{(
ĈνϕS(1)

D̂νϕS(1)

) (
τϕS(1)

)
...(

ĈνϕS(|S|)D̂νϕS(|S|)

) (
τϕS(|S|)

)
(ρ̂R ⊗ ŷ)(

ĈνϕS(|S|+1)
D̂νϕS(|S|+1)

) (
τϕS(|S|+1)

)
...(

ĈνϕS(2(n−m))
D̂νϕS(2(n−m))

) (
τϕS(2(n−m))

)} ,
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where we have applied the formula

[ẑN , [ẑN−1 . . . [ẑM+1, ẑ] . . . ]] = (C.12)

=
∑

S:S⊂{M+1,...,N}

(−1)N−M−|S|(
ẑϕS(1) . . . ẑϕS(|S|)

)
(ẑ)(
ẑϕS(|S|+1) . . . ẑϕS(N−M)

)
.

Definition of the Map ϕS:

For any subset S ⊂ {M + 1, . . . , N} with a number of |S| elements we define
the map

ϕS = ϕ
(N)
(M+1)S

: {1, . . . , N −M} → {M + 1, . . . , N} (C.13)

as the one which maps

ϕS {1, . . . , |S|} = S (C.14)

in decreasing order, and

ϕS {|S|+ 1, . . . , N −M} = Sc (C.15)

in increasing order, where Sc := {M + 1, . . . , N} \ S, so:

ϕS( 1 ) := max(S), if S 6= ∅, (C.16)

ϕS(j + 1) := max (S \ {ϕS(i) : i = 1, 2, . . . , j}) ,
for j ∈ {1, 2, . . . , |S| − 1},

and:

ϕS(|S| + 1) := min(Sc), if Sc 6= ∅, (C.17)

ϕS(|S|+ j + 1) := min (Sc \ {ϕS(|S|+ i) : i = 1, 2, . . . , j}) ,
for j ∈ {1, 2, . . . , |Sc| − 1}.

(For brevity we shall omit the number-indices in “ϕ
(N)
(M+1)S

”, and thus write

“ϕS” instead, as long as the value of the indices is unambiguous.)



114 APPENDIX C. DECOMPOSITION OF THE KERNEL

x1 .........x1
-

|S |cx-x|S|

max(S) min(S) min(S )c max(S )c

.........

= = = =
φ (1)

S
φ (|S|)

S
φ (N-M)

S
φ (|S|+1)

S

= = = =
  ...............

Figure C.1: Let x1, . . . , x|S| be a list of the elements of the set S ⊂
{M + 1, . . . , N} in decreasing order, and let x1, . . . , x|Sc| be a list of the
elements of the set’s complement Sc := {M + 1, . . . , N} \ S in increasing
order. The present figure then shows a complete list of the numbers in the
image-set of ϕS in the order in which they are “counted” by the map ϕS .

For the purpose of taking the reduced operator in Eq. (C.11), we define
to any ν ∈ I:

Ĉν := Ĉν |VR , (C.18)

D̂ν := D̂ν |V� , (C.19)

and write

Ĉν = Ĉν ⊗ 1̂�, (C.20)

D̂ν = P̂R ⊗ D̂ν , (C.21)

where we apply the concrete realization of the present product of operators,
as well as of creation- and annihilation operators in App. A (Product States),
Eqs. (A.12), (A.15), (A.17), (A.18).

We define the maps

P̂R : VR → VR, (C.22)

1̂� : V� → V� (C.23)

as

P̂R := eiπN̂R|VR , (C.24)

with N̂R the particle-counting operator of the reservoirs (2.27), and as the
identity on V�, respectively. In particular,
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P̂R(ψ) = (−1)Nψ, if N̂Rψ = Nψ. (C.25)

With the notation

x̂(τ) := WR(τ)x̂, (C.26)

ŷ(τ) := W�(τ)ŷ, (C.27)

for linear maps x̂ and ŷ operating on VR and on V�, respectively, where the
transform WR(τ)x̂ is defined analogous to the definition of W� (2.19), i.e.,

WR(τ)x̂ := e
i
~ ĤR|VRτ x̂ e−

i
~ ĤR|VRτ , (C.28)

we obtain:

(
ĈνD̂ν

)
(τ) =

[(
ĈνP̂R

)
(τ)
]
⊗
[
D̂ν(τ)

]
. (C.29)

By the anti-commutation relation

ĈνP̂R = −P̂RĈν (C.30)

we can rewrite the contributions to the sum within Eq. (C.11) as

(−1)|S| vν2m+1 . . . vν2n TrR{(
ĈνϕS(1)

D̂νϕS(1)

) (
τϕS(1)

)
. . .
(
ĈνϕS(|S|)D̂νϕS(|S|)

) (
τϕS(|S|)

)
(ρ̂R ⊗ ŷ)(

ĈνϕS(|S|+1)
D̂νϕS(|S|+1)

) (
τϕS(|S|+1)

)
. . .

(
ĈνϕS(2(n−m))

D̂νϕS(2(n−m))

) (
τϕS(2(n−m))

) }
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= (−1)|S| vν2m+1 . . . vν2n (−1)n−m

exp

(
i

~
(
τ2m+1εν2m+1 + · · ·+ τ2nεν2n

))
Tr{ĈνϕS(|S|+1)

. . . ĈνϕS(2(n−m))

ĈνϕS(1)
. . . ĈνϕS(|S|) ρ̂R}

D̂νϕS(1)

(
τϕS(1)

)
. . . D̂νϕS(|S|)

(
τϕS(|S|)

)
ŷ

D̂νϕS(|S|+1)

(
τϕS(|S|+1)

)
. . . D̂νϕS(2(n−m))

(
τϕS(2(n−m))

)
, (C.31)

where we use the cyclicity of the trace, and the relation

Ĉν(τ) = e
i
~ τεν Ĉν . (C.32)

For ν = ((l, σ,k), v) ∈ I (C.4) we define

εν := vεlσk, (C.33)

where εlσk are the energies assigned to the electron levels in the reservoirs,
Eq. (2.2).

Proof of Eq. (C.32):

Let an element ν0 = ((l0, σ,k0), v0) = (η0, v0) ∈ I, as well as a subset M of
the set Io (C.5) of all one-electron levels in the leads be fixed and given. Let
the many-electron state “π(M)” of the leads be defined by the condition that
all one-electron levels within M are occupied, while the rest is non-occupied
(Sec. A.3). We note:

Ĉν0(τ) (π(M)) = exp

(
i

~
τĤR|VR

)
Ĉν0 exp

(
− i
~
τĤR|VR

)
(π(M))

= exp

(
i

~
τĤR|VR

)
Ĉν0 (π(M)) exp

− i
~
τ
∑
η∈M

εη

 .

(C.34)

Distinguishing between the cases

(v0 = +1 and η0 ∈M) or (v0 = −1 and η0 /∈M), (C.35)
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and

(v0 = +1 and η0 /∈M) or (v0 = −1 and η0 ∈M), (C.36)

we obtain the equality

Ĉν0(τ) (π(M)) = exp

(
i

~
τεν0

)
Ĉν0 (π(M)) , (C.37)

and, thus, Eq. (C.32) is shown. �

C.2 Evaluation of Traces

To evaluate the trace appearing on the right-hand side of Eq. (C.31), we
make the present excursion with abstract terms and equations. For any
sequence of indices µ1, . . . , µm ∈ I (C.4) we abbreviate:

〈Ĉµ1 . . . Ĉµm〉 := Tr{Ĉµ1 . . . Ĉµm ρ̂R}. (C.38)

Independence of Occupation Probabilities

In the density matrix ρ̂R (2.7), the probabilities of finding one-electron levels
within an arbitrary selection occupied or non-occupied are independent; this
independence is contained in Eq. (C.87). We here first show the equality:

〈Ĉν1 . . . Ĉνn〉 =
n∑
j=2

(−1)j〈Ĉν1Ĉνj〉〈Ĉν2 . . . Ĉνj−1
Ĉνj+1

. . . Ĉνn〉, (C.39)

which holds for any selection of indices ν1, . . . , νn ∈ I.

Proof:

Let the left- and right-hand sides of Eq. (C.39) be denoted by F (ν1, . . . , νn)
and G(ν1, . . . , νn), respectively; to any index ν = ((l, σ,k), v) ∈ I we define
the complementary index:

ν := ((l, σ,k), (−1)v). (C.40)
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We note that, if for any i0 ∈ {2, . . . , n− 1} we have

νi0+1 6= νi0 , νi0 , (C.41)

then follows

F (ν1, . . . , νi0−1, νi0 , νi0+1, νi0+2, . . . , νn) = (C.42)

(−1) F (ν1, . . . , νi0−1, νi0+1, νi0 , νi0+2, . . . , νn),

as well as

G(ν1, . . . , νi0−1, νi0 , νi0+1, νi0+2, . . . , νn) = (C.43)

(−1) G(ν1, . . . , νi0−1, νi0+1, νi0 , νi0+2, . . . , νn).

Hence, we assume without loss of generality that the indices ν1, . . . , νn
are ordered (cp. Fig. C.2): There is k ≥ 1, and a sequence

1 < n1 < n2 < · · · < nk = n, (C.44)

such, that with

mr := nr−1 + 1 (for r ∈ {1, . . . , k},
where n0 := 0), (C.45)

and with
sr := nr −mr (C.46)

we have: {
For any r ∈ {1, . . . , k} :

νmr , νmr+1, . . . , νmr+sr ∈ {νmr , νmr},

}
(C.47){

and for any further r′ ∈ {1, . . . , k} :
r 6= r′ ⇒ {νmr , νmr} ∩ {νmr′ , νmr′} = ∅.

}
(C.48)

In case there is r ∈ {1, . . . , k}, such, that the number of operators

tr := sr + 1 is odd, (C.49)

we note that both sides of Eq. (C.39) are zero: For any

ν = ((l, σ,k), v) = (η, v) ∈ I (C.50)
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m1< ... n1< < mr< ... nr<<... < mk< ... nk<<...{ { {

t1 tr tk

Figure C.2: The numbers 1 = m1 < · · · < nk = n in increasing natural order.
By our first reduction-step within the proof of Eq. (C.39), we achieve a situation,
where the operators Ĉν1 . . . Ĉνn are grouped as follows: There are blocks of indices
mr,mr+1, . . . , nr such, that for any i, j within the same block, the indices νi, νj ∈ I
(Def. (C.4)) are either complementary or equal, i.e., νi ∈ {νj , νj}. By further
reduction-steps we can assume without restriction of generality, that the number
tr of operators within each block is even, and that, within each block, operators
of creation and annihilation appear in alternating order.

we define

N̂η := ĉ†lσkĉlσk|VR , (C.51)

and for λ ∈ R:

eig(N̂η, λ) := ker{N̂η − λ1̂R}, (C.52)

with 1̂R : VR → VR the identity-map on VR. The relations

Ĉη,+1

{
eig(N̂η, 0)

}
= eig(N̂η, 1), (C.53)

Ĉη,+1

{
eig(N̂η, 1)

}
= {0} ,

Ĉη,−1

{
eig(N̂η, 1)

}
= eig(N̂η, 0), (C.54)

Ĉη,−1

{
eig(N̂η, 0)

}
= {0} ,

imply, that for any odd number t of elements v1, . . . , vt ∈ {±1} and any
λ ∈ {0, 1}:

Ĉ(η,v1) . . . Ĉ(η,vt)

{
eig(N̂η, λ)

}
⊥ eig(N̂η, λ). (C.55)

For any η′ ∈ Io (C.5) with η′ 6= η, the operators Ĉη′,±1 map both of the

eigenspaces of N̂η to themselves, hence we obtain under the condition (C.49):

F (ν1, . . . , νn) = 0 = G(ν1, . . . , νn). (C.56)

Thus, we assume without loss of generality, that each of the numbers of
operators tr (C.49) is even. Note that, if for any i0 ∈ {2, . . . , n− 1} we have
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νi0+1 = νi0 , (C.57)

then

F (ν1, . . . , νn) = 0 = G(ν1, . . . , νn). (C.58)

Hence, we assume additionally without loss of generality, that for any r ∈
{1, . . . , k} and i ∈ {0, . . . , sr − 1} with

(r, i) 6= (1, 0), (C.59)

the relation

νmr+i+1 = νmr+i. (C.60)

is satisfied. Separately, consider the case that

ν2 = νm1+1 = νm1 = ν1. (C.61)

We note that then

(νm1 , νm1+1, . . . , νm1+s1) = (ν1, ν1, ν1, ν1, . . . , ν1, ν1), (C.62)

and hence

G(ν1, . . . , νn) =
〈

Ĉν1Ĉν1

〉〈
Ĉ
†
ν1
. . .
〉

(C.63)

−
〈

Ĉν1Ĉ
†
ν1

〉〈
Ĉν1Ĉν1 . . .

〉
+ . . .

− . . .

+
〈

Ĉν1Ĉν1

〉〈
Ĉν1Ĉ

†
ν1
. . .
〉

= 0 = F (ν1, . . . , νn).

Finally, the equality F (ν1, . . . , νn) = G(ν1, . . . , νn) remains to be shown
under the condition that the restrictions according to (C.47), (C.48) with
an even number tr of creation- or annihilation operators of each level, Eq.
(C.49), are valid, and that for any r ∈ {1, . . . , k}, and i ∈ {0, . . . , sr− 1} the
alternation-condition

νmr+i+1 = νmr+i. (C.64)

is satisfied. Note that, if we define to any η ∈ Io:



C.2. EVALUATION OF TRACES 121

Eη,+1 := eig(N̂η, 1), (C.65)

Eη,−1 := eig(N̂η, 0),

then follows for any ν = (η, v) ∈ I:

ĈνĈν = P̂r⊥(Eν), (C.66)

where P̂r⊥(Eν) is the orthogonal projector onto Eν . By the relation (C.75)
we obtain:

F (ν1, . . . , νn) = Tr
{

Ĉν1Ĉν1Pr⊥ (E) ρ̂R

}
, (C.67)

G(ν1, . . . , νn) = Tr
{

Ĉν1Ĉν1 ρ̂R

}
Tr
{

P̂r⊥ (E) ρ̂R

}
, (C.68)

with

E := Eνm2
∩ · · · ∩ Eνmk . (C.69)

Note that the density matrix ρ̂R of the reservoirs in thermal equilibrium,
given by (2.7), and (2.8), has the representation

ρ̂R =
1

N
∏
η∈Io

exp
(
−βηN̂η

)
, (C.70)

where for η = (l, σ,k) ∈ Io:

βη :=
1

kBT
(εlσk − µlσ) , (C.71)

and

N :=
∏
η∈Io

{1 + exp (−βη)} . (C.72)

With the notation

βν := vβη (C.73)

(for any ν = (l, σ,k, v) = (η, v) ∈ I) we note

ρ̂RĈν = e−βν Ĉν ρ̂R. (C.74)

By the cyclicity of the trace, and with the sum-rule
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Ĉν1Ĉν1 + Ĉν1Ĉν1 = 1̂R (C.75)

we get the equation

Tr
{

Ĉν1Ĉν1Pr⊥(E)ρ̂R

}
= e−βν1 [Tr

{
P̂r⊥(E)ρ̂R

}
(C.76)

− Tr
{

Ĉν1Ĉν1P̂r⊥(E)ρ̂R

}
],

hence

Tr
{

Ĉν1Ĉν1P̂r⊥(E)ρ̂R

}
= f(βν1) Tr

{
P̂r⊥(E)ρ̂R

}
, (C.77)

where

f(x) :=
1

1 + ex
(C.78)

is the parameter-free Fermi-Dirac distribution, and in particular for any ν ∈
I:

〈ĈνĈν〉 := Tr
{

ĈνĈν ρ̂R

}
= f(βν). (C.79)

Upon applying Eq. (C.67) and (C.68), we arrive at the equality

F (ν1, . . . , νn) = G(ν1, . . . , νn). �

Pair Formations

Let M be a set with an even number of elements, |M | = 2n. We define

P2(M) := {M ′ : M ′ ⊂M, |M ′| = 2}, (C.80)

as well as the set PF (M) of pair formations on M as the set of all selections
P ⊂ P2(M) with the property that M is the disjoint union of all sets in P ,

PF (M) := {P ⊂ P2(M) : |P| = n,∪M ′∈PM ′ = M} . (C.81)

Let < be a strict total order on the set M (as for example the natural
order on a set of real numbers); we define to each P ∈ PF (M), and M ′ ∈ P :

p(M ′, <) := min(M ′, <),
q(M ′, <) := max(M ′, <),

(C.82)
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......        ...
......

m                       m    m   m    m   m 5 32n 4 2 1

Figure C.3: All the 2n elements of the totally ordered set M are arranged
along one straight line, according to their order. For each of the elements
M ′ ∈ P within a particular pair formation P ∈ PF (M), a bent line connecting
p(M ′, <), and q(M ′, <), is drawn in one chosen half-plane of the paper plane.
The total number of intersections of these connecting-lines then differs from
the defined quantity N(P, <) by an even number, and so the pair formation’s
sign (C.84) can be deduced from a graphic representation.

the minimum and maximum of M ′ with respect to the order <; we define

N(P , <) := |{(M1,M2) : M1,M2 ∈ P , (C.83)

p(M1, <) < p(M2, <) < q(M1, <) < q(M2, <)}|,

the number of intersections of connecting lines in a graphic representation of
the pair formation according to Fig. C.3, and:

sign(P , <) := (−1)N(P,<). (C.84)

Analysis of Traces by Pair Formations

Let

m1,m2, . . . ,m2n (C.85)

be the list of all elements in M in strictly increasing order with respect to
<, and assume we have a sequence of elements

νm1 , . . . , νm2n ∈ I, (C.86)

with I the index set of Def. (C.4). Then, the equality

〈
Ĉνm1

. . . Ĉνm2n

〉
=

∑
P∈PF (M)

sign(P , <)
∏
M ′∈P

〈
Ĉνp(M′,<)

Ĉνq(M′,<)

〉
(C.87)
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holds.
For a proof of Eq. (C.87), we perform induction over n; for n = 2 the

equation is obviously true. Note that, if

|M | = 2n+ 2, (C.88)

then we obtain with Eq. (C.39), and the induction hypothesis:

〈
Ĉνm1

. . . Ĉνm2n+2

〉
=

2n+2∑
j=2

(−1)j
〈

Ĉνm1
Ĉνmj

〉
(C.89)〈

Ĉνm2
. . . Ĉνmj−1

Ĉνmj+1
. . . Ĉνm2n+2

〉

=

2n+2∑
j=2

(−1)j
〈

Ĉνm1
Ĉνmj

〉
∑

P∈PF (M\{m1,mj})

sign(P, <)
∏
M ′∈P

〈
Ĉνp(M′,<)

Ĉνq(M′,<)

〉

=
2n+2∑
j=2

∑
P∈PF (M\{m1,mj})

(−1)j sign(P, <)

∏
M ′∈Pj

〈
Ĉνp(M′,<)

Ĉνq(M′,<)

〉
,

where Pj := P ∪ {{m1,mj}} for any P ∈ PF (M \ {m1,mj}). With

N1(P) :=
∣∣{M ′ ∈ P : 1 < p(M ′, <) < j < q(M ′, <)}

∣∣ , (C.90)

N2(P) :=
∣∣{M ′ ∈ P : 1 < p(M ′, <) < q(M ′, <) < j}

∣∣ ,
the equality

j − 2 = N1(P) + 2N2(P) (C.91)

holds, and hence

(−1)j = (−1)N1(P), (C.92)

which implies, that

sign(Pj , <) = (−1)j sign(P, <). (C.93)

In summary, we obtain
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〈
Ĉνm1

. . . Ĉνm2n+2

〉
=

2n+2∑
j=2

∑
P∈PF (M\{m1,mj})

sign(Pj , <)

∏
M ′∈Pj

〈
Ĉνp(M′,<)

Ĉνq(M′,<)

〉
, (C.94)

which makes the induction step for the proof of Eq. (C.87) complete. �

C.3 Irreducibility of Contributions to the Ker-

nel

Within the present Section, we carry out the detailed steps and equations
which show that the contributions to the integral kernel are irreducible.

Expansion by Pair Formations

We start out with an expansion as sum over pair formations: The map
A(2(n−m))(τ2n, . . . , τ2m+1) (C.11, C.31) has a decomposition

A(2(n−m))(τ2n, . . . , τ2m+1) (C.95)

=
∑

P∈PF{2m+1,...,2n}

A
(2(n−m))
P (τ2n, . . . , τ2m+1),

where the sum goes over all pair formations on the set of natural numbers
between 2m+ 1 and 2n.

To show this, we apply the result of Eq. (C.87) to the trace on the
right-hand side of Eq. (C.31); we obtain:
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〈Ĉν
ϕ

(2n)
(2m+1)S

(|S|+1)
. . . Ĉν

ϕ
(2n)
(2m+1)S

(2(n−m))
(C.96)

Ĉν
ϕ

(2n)
(2m+1)S

(1)
. . . Ĉν

ϕ
(2n)
(2m+1)S

(|S|)
〉 =

〈
Ĉν

ψ
(2n)
(2m+1)S

(1)
. . . Ĉν

ψ
(2n)
(2m+1)S

(2(n−m))

〉
=

∑
P∈PF{2m+1,...,2n}

sign

(
P, <

ψ
(2n)
(2m+1)S

)
∏
M ′∈P

〈
Ĉν

p

M′,<
ψ

(2n)
(2m+1)S


Ĉν

q

M′,<
ψ

(2n)
(2m+1)S



〉
,

where for clarity we have now not omitted the indices in ϕ
(2n)
(2m+1)S

= ϕS
(C.13), and where the map

ψ
(2n)
(2m+1)S

: {1, . . . , 2(n−m)} → {2m+ 1, . . . , 2n} (C.97)

is defined as the composition of maps

ψ
(2n)
(2m+1)S

:= ϕ
(2n)
(2m+1)S

◦ ζ
|S|
(+), (C.98)

with ζ(+) the cyclic permutation

ζ(+) : {1, . . . , 2(n−m)} → {1, . . . , 2(n−m)}, (C.99)

j 7→
{

j + 1 (j < 2(n−m))
1 (j = 2(n−m)).

The order <
ψ

(2n)
(2m+1)S

on {2m+ 1, . . . , 2n} is defined through the condition

l <
ψ

(2n)
(2m+1)S

l′ :⇔ ψ
(2n)
(2m+1)

−1

S
(l) < ψ

(2n)
(2m+1)

−1

S
(l′), (C.100)

and for P ∈ PF{2m+ 1, . . . , 2n}, and M ′ ∈ P :

p

(
M ′, <

ψ
(2n)
(2m+1)S

)
:= min

(
M ′, <

ψ
(2n)
(2m+1)S

)
,

q

(
M ′, <

ψ
(2n)
(2m+1)S

)
:= max

(
M ′, <

ψ
(2n)
(2m+1)S

)
.

(C.101)
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x1 x|S |c x1<ψS
... <ψS

...{
S c S

{- x- |S|<ψS
<ψS

<ψS

Figure C.4: The order <ψS (for brevity we here omit the further indices in

ψ
(2n)
(2m+1)S

= ψS): For any subset S ⊂ {2m + 1, . . . , 2n}, let x1, . . . , x|Sc| be a

list of the elements of the set’s complement Sc := {2m+ 1, . . . , 2n} \ S in increas-
ing natural order, and let the elements of S be listed by x1, . . . , x|S| in decreasing
natural order. The order <ψS is then completely defined by the list shown in the
present figure.

Inserting the right-hand side of Eq. (C.96) into Eq. (C.31) and (C.11),
we obtain:

A(2(n−m))(τ2n, . . . , τ2m+1) (C.102)

=
∑

P∈PF{2m+1,...,2n}

A
(2(n−m))
P (τ2n, . . . , τ2m+1),

where

A
(2(n−m))
P (τ2n, . . . , τ2m+1)ŷ := (C.103)

(−1)n−m

~2(n−m)

∑
ν2m+1,...,ν2n∈I

∑
S:S⊂{2m+1,2m+2,...,2n}

(−1)|S| exp

(
i

~
(
τ2m+1εν2m+1 + · · ·+ τ2nεν2n

))

D̂ν
ϕ

(2n)
(2m+1)S

(1)

(
τ
ϕ

(2n)
(2m+1)S

(1)

)
. . . D̂ν

ϕ
(2n)
(2m+1)S

(|S|)

(
τ
ϕ

(2n)
(2m+1)S

(|S|)

)
ŷ

D̂ν
ϕ

(2n)
(2m+1)S

(|S|+1)

(
τ
ϕ

(2n)
(2m+1)S

(|S|+1)

)
. . . D̂ν

ϕ
(2n)
(2m+1)S

(2(n−m))

(
τ
ϕ

(2n)
(2m+1)S

(2(n−m))

)

sign

(
P, <

ψ
(2n)
(2m+1)S

) ∏
M ′∈P

〈
Ĉν

p

M′,<
ψ

(2n)
(2m+1)S


Ĉν

q

M′,<
ψ

(2n)
(2m+1)S



〉
. �

Factorization of A
(2(r−m))
P∪Q (τ2r, . . . , τ2m+1)

Furthermore, a multiplicativity according to
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A
(2(r−n))
Q (τ2r, . . . , τ2n+1)A

(2(n−m))
P (τ2n, . . . , τ2m+1)

= A
(2(r−m))
P∪Q (τ2r, . . . , τ2m+1) (C.104)

is satisfied: For any 0 ≤ m < n < r, for any P ∈ PF{2m + 1, . . . , 2n}, and
Q ∈ PF{2n + 1, . . . , 2r}, for any sequence of times τ2m+1 ≤ · · · ≤ τ2r, and
for any linear map ŷ operating on V� we note:

A
(2(r−n))
Q (τ2r, . . . , τ2n+1)A

(2(n−m))
P (τ2n, . . . , τ2m+1)ŷ = (C.105)

(−1)r−m

~2(r−m)

∑
ν2m+1,...,ν2r∈I

∑
S⊂{2m+1,2m+2,...,2n}

∑
T⊂{2n+1,2n+2,...,2r}

(−1)|S|+|T | exp

(
i

~
(
τ2m+1εν2m+1 + · · ·+ τ2rεν2r

))

D̂ν
ϕ

(2r)
(2n+1)T

(1)

(
τ
ϕ

(2r)
(2n+1)T

(1)

)
... D̂ν

ϕ
(2r)
(2n+1)T

(|T |)

(
τ
ϕ

(2r)
(2n+1)T

(|T |)

)
D̂ν

ϕ
(2n)
(2m+1)S

(1)

(
τ
ϕ

(2n)
(2m+1)S

(1)

)
... D̂ν

ϕ
(2n)
(2m+1)S

(|S|)

(
τ
ϕ

(2n)
(2m+1)S

(|S|)

)
ŷ

D̂ν
ϕ

(2n)
(2m+1)S

(|S|+1)

(
τ
ϕ

(2n)
(2m+1)S

(|S|+1)

)
... D̂ν

ϕ
(2n)
(2m+1)S

(2(n−m))

(
τ
ϕ

(2n)
(2m+1)S

(2(n−m))

)
D̂ν

ϕ
(2r)
(2n+1)T

(|T |+1)

(
τ
ϕ

(2r)
(2n+1)T

(|T |+1)

)
... D̂ν

ϕ
(2r)
(2n+1)T

(2(r−n))

(
τ
ϕ

(2r)
(2n+1)T

(2(r−n))

)

sign

(
P, <

ψ
(2n)
(2m+1)S

) ∏
M ′∈P

〈
Ĉν

p

M′,<
ψ

(2n)
(2m+1)S


Ĉν

q

M′,<
ψ

(2n)
(2m+1)S



〉

sign

(
Q, <

ψ
(2r)
(2n+1)T

) ∏
M ′∈Q

〈
Ĉν

p

M′,<
ψ

(2r)
(2n+1)T


Ĉν

q

M′,<
ψ

(2r)
(2n+1)T



〉
=



C.3. IRREDUCIBILITY OF CONTRIBUTIONS TO THE KERNEL 129

(−1)r−m

~2(r−m)

∑
ν2m+1,...,ν2r∈I

∑
S⊂{2m+1,2m+2,...,2n}

∑
T⊂{2n+1,2n+2,...,2r}

(−1)|S|+|T | exp

(
i

~
(
τ2m+1εν2m+1 + · · ·+ τ2rεν2r

))

D̂ν
ϕ

(2r)
(2m+1)S∪T

(1)

(
τ
ϕ

(2r)
(2m+1)S∪T

(1)

)
... D̂ν

ϕ
(2r)
(2m+1)S∪T

(|S∪T |)

(
τ
ϕ

(2r)
(2m+1)S∪T

(|S∪T |)

)
ŷ

D̂ν
ϕ

(2r)
(2m+1)S∪T

(|S∪T |+1)

(
τ
ϕ

(2r)
(2m+1)S∪T

(|S∪T |+1)

)
... D̂ν

ϕ
(2r)
(2m+1)S∪T

(2(r−m))

(
τ
ϕ

(2r)
(2m+1)S∪T

(2(r−m))

)

sign

(
P ∪Q, <

ψ
(2r)
(2m+1)S∪T

)
∏

M ′∈P∪Q

〈
Ĉν

p

M′,<
ψ

(2r)
(2m+1)S∪T


Ĉν

q

M′,<
ψ

(2r)
(2m+1)S∪T



〉
,

where the maps ϕ
(2n)
(2m+1)S

and ψ
(2n)
(2m+1)S

etc. appearing in the present expres-

sions are defined according to Eq. (C.16) and (C.98); cp. Fig. C.5.
With Def. (C.103) we arrive at the factorization

A
(2(r−n))
Q (τ2r, . . . , τ2n+1)A

(2(n−m))
P (τ2n, . . . , τ2m+1)

= A
(2(r−m))
P∪Q (τ2r, . . . , τ2m+1). � (C.106)

Irreducibility of Contributions

Definition (Irreducibility):
A pair formation P ∈ PF (M) on a completely ordered set M = {m1, . . . ,m2n}
as in Fig. (C.3) is irreducible, if to any pair of two subsequent elements x, y ∈M ,
with x < y, i.e.,

y = min
({
x′ ∈M : x < x′

}
, <
)
, (C.107)

there is at least one M ′ ∈ P with p(M ′, <) ≤ x, and y ≤ q(M ′, <). Otherwise, we
shall call the pair formation reducible. �
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... ...x1
-

|S |cx- x|S|
<ψ y1

-
|T |

cy-... <ψ y1 |T|y <ψ
...x1

P Q

Figure C.5: The order <ψS∪T (for brevity we here omit the further indices

in ψ
(2r)
(2m+1)S∪T

= ψS∪T ): For any two subsets S ⊂ {2m + 1, . . . , 2n}, T ⊂
{2n + 1, . . . , 2r}, let x1, . . . , x|Sc|, and y1, . . . , y|T c| be a list of the elements of
the sets’ complements Sc := {2m+ 1, . . . , 2n} \ S, and T c := {2n+ 1, . . . , 2r} \ T ,
respectively, in increasing natural order, and let the elements of S and T be listed
by x1, . . . , x|S|, and y1, . . . , y|T |, respectively, in decreasing natural order. The or-
der <ψS∪T is then completely defined by the list shown here. Moreover, for any
two pair formations P ∈ PF{2m+ 1, . . . , 2n},Q ∈ PF{2n+ 1, . . . , 2r}, we deduce
from the present figure: sign (P ∪Q, <ψS∪T ) = sign (P, <ψS ) sign (Q, <ψT ), since
the pair formation’s sign is obtained from the number of intersection points of
connecting lines in a graphic representation (Def. (C.84), Fig. C.3).

m3 m1m2m5m6 m4

---
---
---
---
--

Figure C.6: An example of a reducible pair formation on a set of altogether
six elements: We can perform a vertical cut between two subsequent elements
(here: m2 and m3) which has no intersection with any of the bent lines con-
necting the elements of the pairs within the pair formation.
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Defining PFirr{1, . . . , 2n} as the set of all pair formations on {1, . . . , 2n}
which are irreducible with respect to the natural order, as well as

A
(2n)
irr (τ2n, . . . , τ1) :=

∑
P∈PFirr{1,...,2n}

A
(2n)
P (τ2n, . . . , τ1) , (C.108)

we can verify by the multiplicativity (C.104) that the maps A
(2n)
irr satisfy the

recursion relation

A(2n+2)(τ2n+2, . . . , τ1) = A
(2n+2)
irr (τ2n+2, . . . , τ1) + (C.109)

A
(2n)
irr (τ2n+2, . . . , τ3)A(2)(τ2, τ1) +

...

A
(2)
irr(τ2n+2, τ2n+1)A(2n)(τ2n, . . . , τ1).

The equality is obtained by splitting any reducible pair formation R ∈
PF{1, . . . , 2n+ 2} into two parts, corresponding to a union

R = Q∪ P (C.110)

with Q ∈ PFirr{2m + 1, . . . , 2n + 2}, P ∈ PF{1, . . . , 2m}, 1 ≤ m ≤ n. The
very same recursion relation (C.109) is satisfied per definition (2.33) also by
the maps I(2n)(τ2n, . . . , τ1), whose integrals give the kernel entering into the
quantum master equation. Hence, we have

I(2n)(τ2n, . . . , τ1) = A
(2n)
irr (τ2n, . . . , τ1) (C.111)

for any n = 1, 2, . . . , and we conclude that, to any of the kernel’s constituent
parts, we can assign (a number n, and) an irreducible pair formation P ∈
PFirr{1, . . . , 2n}, and, vice versa, that any n, and P ∈ PFirr{1, . . . , 2n},
gives a set of contributions to the kernel.

Expansion over Irreducible Pair Formations

From Eq. (C.103) we obtain upon replacing the indices νϕS(j) = µj:

I(2n)(τ2n, . . . , τ1)ŷ = (C.112)
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(−1)n

~2n

2n∑
k=0

∑
S⊂{1,2,...,2n}:|S|=k

∑
µ1,...,µ2n∈I

(−1)k exp

 i

~

2n∑
j=1

τϕS(j)εµj


D̂µ1

(
τϕS(1)

)
. . . D̂µk

(
τϕS(k)

)
ŷ D̂µk+1

(
τϕS(k+1)

)
. . . D̂µ2n

(
τϕS(2n)

)
∑

Q∈PFirr{1,...,2n}

sign (Q, <ψS )
∏
M ′∈Q

〈
Ĉµ

ϕ−1
S (p(M′,<ψS ))

Ĉµ
ϕ−1
S (q(M′,<ψS ))

〉
,

where we abbreviate:

ϕS := ϕ
(2n)
(1) S

, (C.113)

ψS := ψ
(2n)
(1) S

.

For further analysis we define to any pair formation P ∈ PF{1, . . . , 2n}:

ϕSP := {ϕS(M ′) : M ′ ∈ P}, (C.114)

the image pair formation of P under the map ϕS. We note that

∑
Q∈PFirr{1,...,2n}

sign (Q, <ψS ) (C.115)

∏
M ′∈Q

〈
Ĉµ

ϕ−1
S (p(M′,<ψS ))

Ĉµ
ϕ−1
S (q(M′,<ψS ))

〉
=∑

P∈ϕ−1
S PFirr{1,...,2n}

sign (ϕSP, <ψS )

∏
M ′∈P

〈
Ĉµ

ϕ−1
S (p(ϕS(M′),<ψS ))

Ĉµ
ϕ−1
S (q(ϕS(M′),<ψS ))

〉
=

=
∑

P∈ϕ−1
S PFirr{1,...,2n}

sign
(
P, <ζk

(+)

) ∏
M ′∈P

〈
Ĉµ

p

M′,<
ζk
(+)

Ĉµ
q

M′,<
ζk
(+)



〉
,

where ϕ−1
S PFirr{1, . . . , 2n} is the set of all image pair formations of pair

formations within PFirr{1, . . . , 2n} under the bijection ϕ−1
S , where ζ(+) is

the cyclic permutation of {1, . . . , 2n} according to Def. (C.99), and where
we use relations deduced from Fig. C.7. For any P ∈ PF{1, . . . , 2n} we
note:
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= = = =

φ (1)
S

φ (|S|)
Sφ (2n)

S
φ (|S|+1)

S ...<ψ
S

-- φ (P)S

=
>

--

<
ζ
(+)
kk+1 2n 1 k

-- P --

...

... ...

ζ   (1)
(+)

k
ζ    (2n-k)

(+)

k
ζ    (2n-k+1)
(+)

k
ζ    (2n)
(+)

k... ...

<ψ
S

<ψ
S

<ψ
S

<ψ
S

<
ζ
(+)
k <

ζ
(+)
k <

ζ
(+)
k <

ζ
(+)
k

Figure C.7: The graphic representation of any pair formation P ∈
ϕ−1
S PFirr{1, . . . , 2n} in the order <ζk

(+)
has the same form as the graphic repre-

sentation of the image-pair formation ϕS(P) in the order <ψS . (Note that, within
the present figure, k = |S|; the map ϕS is defined by Fig. C.1, while the map
ψS and the order <ψS are given in Eq. (C.98) and (C.100), respectively.) From
the equality of the graphic representations we conclude that the corresponding
signs of the pair formations are equal, and, in addition, we obtain the equality

ϕS

(
p
(
M ′, <ζk

(+)

))
= p (ϕS(M ′), <ψS ) for any M ′ ∈ P.
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--
m 

2n
m

2n-1
m

1..      ...
-- --
->

--
m 

2n
m

2n-1
m

1..     ...
-- --ζ

(+)

Figure C.8: A permutation cyclic with respect to a particular order does not
change the sign of a pair formation in this order, since the number of intersection
points of connecting lines is the same before and after the cyclic permutation.

sign
(
P , <ζk

(+)

)
= sign (P , <) (C.116)

=: sign (P) ,

the sign of P with respect to the natural order (cp. Fig. C.8). By these
manipulations we arrive at

I(2n)(τ2n, . . . , τ1)ŷ = (C.117)

(−1)n

~2n

2n∑
k=0

∑
S⊂{1,2,...,2n}:|S|=k

∑
P∈ϕ−1

S PFirr{1,...,2n}

∑
µ1,...,µ2n∈I

sign (P) (−1)k exp

(
i

~

2n∑
j=1

τϕS(j)εµj

)

D̂µ1

(
τϕS(1)

)
. . . D̂µk

(
τϕS(k)

)
ŷ

D̂µk+1

(
τϕS(k+1)

)
. . . D̂µ2n

(
τϕS(2n)

)
∏
M ′∈P

〈
Ĉµ

p

M′,<
ζk
(+)

Ĉµ
q

M′,<
ζk
(+)



〉
.

We recall the definition of the objects appearing in the present equation:
For any subset S ⊂ {1, 2, . . . , 2n}, ϕS is the map defined in Eq. (C.13),
while ϕ−1

S PFirr{1, . . . , 2n} (cp. Fig. C.9) is the set of all pair formations
P on {1, . . . , 2n} whose image under ϕS, i.e., {ϕS(M ′) : M ′ ∈ P}, is irre-
ducible with respect to the natural order. The indices µ1, . . . , µ2n, specifying
the electron levels whose creation- and annihilation operators appear in the
following, are taken from the set I (C.4). The operators D̂µj

(
τϕS(j)

)
are de-

fined according to (C.19, C.27), while the order <ζk
(+)

on {1, . . . , 2n} is given
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S = {2,4}     {1,2,3,4}  (2n=4)--

1       2       3       4

4       2       1       3

-
>

[[ [ [ JS

P<<

φS

Figure C.9: The condition P ∈ ϕ−1
S PFirr{1, . . . , 2n} as a prop-

erty of graphic objects. In the present example of a pair for-
mation P ∈ ϕ−1

S PFirr{1, . . . , 2n}, we have 2n = 4, S = {2, 4} ⊂
{1, 2, 3, 4}, hence ϕS(1) = 4, ϕS(2) = 2, ϕS(3) = 1, and ϕS(4) = 3.
The pair formation P is chosen as P = {{1, 2}{3, 4}}; the condi-
tion “P ∈ ϕ−1

S PFirr{1, . . . , 2n}” is equivalent to the demand that,
to any j ∈ {1, . . . , 2n− 1}, there is at least one M ∈ P such, that
|JS(j) ∩M | = 1, where JS(j) := ϕ−1

S {1, . . . , j}. In the present
figure, the integer intervals JS(j) are depicted by the horizontal
square brackets, while the pair formation is indicated by the bent
lines, each connecting two numbers. For any of the square brack-
ets representing JS(j), with j = 1, 2, 3, there is at least one bent
line connecting a number within JS(j) to a number not contained
in JS(j).
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implicitly by Fig. C.7, and explicitly through the cyclic permutation ζ(+) by
the condition

l <ζk
(+)

l′ :⇔ ζk(+)

−1
(l) < ζk(+)

−1
(l′). (C.118)



Appendix D

Complete Decomposition and
Diagrammatic Expansion of the
Kernel

In this appendix, starting out from Eq. (C.117), we give the detailed steps
that lead to a diagrammatic expansion of the kernel: its decomposition into
an infinite sum of contributions which we graphically represent by diagrams.

D.1 K(2n)(τ ) as Integral over Non-Ordered

Times

Representation of the Map I
(2n)

(τ 2n−1, . . . , τ 0)

Let B be an orthonormal basis of the vector space V� of the many-electron
states of the quantum dot, which consists of eigenvectors of the quantum
dot’s Hamiltonian, Ĥ�, Defs. (2.3), (2.4), with corresponding eigenvalues
Ea, a ∈ B. Applying the scalar product “〈y|y′〉” of two elements y, y′ ∈ V�,
we write the operators

D̂µ(τ) = W�(τ)D̂µ (D.1)

= exp

(
i

~
Ĥ�t

)
D̂µ exp

(
− i
~

Ĥ�t

)
,

(Def. (C.27)/ (2.19), with Ĥ� := Ĥ�

∣∣∣
V�

) appearing in Eq. (C.117), as a

matrix in the basis B:

137
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D̂µ(τ) =
∑
a,b∈B

exp

(
i

~
τ (Ea − Eb)

)
〈a|D̂µ(b)〉 (D.2)

|a >< b|,

where the linear map |a >< b| : V� → V� is defined by:

|a >< b| (y) := 〈b|y〉a, (D.3)

(the vector a multiplied by the scalar 〈b|y〉) for any y ∈ V�. With this, we
can rewrite the lines 3− 5 of the right-hand side of Eq. (C.117):

D̂µ1

(
τϕS(1)

)
. . . D̂µk

(
τϕS(k)

)
(D.4)

ŷ

D̂µk+1

(
τϕS(k+1)

)
. . . D̂µ2n

(
τϕS(2n)

)
=

∑
a1,a2,...,ak+1∈B

∑
bk,bk+1,...,b2n∈B

〈ak+1|ŷ(bk)〉 |a1 >< b2n|

k∏
j=1

〈
aj|D̂µj(aj+1)

〉
exp

(
i

~
τϕS(j)

(
Eaj − Eaj+1

))
2n∏

j=k+1

〈
bj−1|D̂µj(bj)

〉
exp

(
i

~
τϕS(j)

(
Ebj−1

− Ebj
))

(cp. Fig. 2.5). Upon inserting expression (D.4) into Eq. (C.117), the
dependence of the summands on the right-hand side of this equation on
τ1, . . . , τ2n is contained in the factor

exp{ i
~
[
∑
j∈S

τj

(
εµ

ϕ−1
S

(j)
+ Ea

ϕ−1
S

(j)
− Ea

ϕ−1
S

(j)+1

)
+

∑
j∈Sc

τj

(
εµ

ϕ−1
S

(j)
+ Eb

ϕ−1
S

(j)−1
− Eb

ϕ−1
S

(j)

)
] } =

exp{ i
~
[
∑
j∈S

j−1∑
l=0

τ l

(
εµ

ϕ−1
S

(j)
+ Ea

ϕ−1
S

(j)
− Ea

ϕ−1
S

(j)+1

)
+

∑
j∈Sc

j−1∑
l=0

τ l

(
εµ

ϕ−1
S

(j)
+ Eb

ϕ−1
S

(j)−1
− Eb

ϕ−1
S

(j)

)
] }, (D.5)
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< - - -... -

0τj τ1τj+1τ
τ0-τj-

{{
Figure D.1: The relation between the ordered sequence of times τ1, . . . , τ2n, on
the one hand, and the sequence τ0, . . . , τ2n−1, on the other hand.

with

τ 0 := τ1, (D.6)

τ l := τl+1 − τl (l = 1, . . . , 2n− 1).

Upon swapping the sums with respect to j and l, we obtain the term

exp{ i
~

2n∑
l=1

τ l−1[
∑

j′∈ϕ−1
S (S∩{l,...,2n})

(
εµj′ + Eaj′ − Eaj′+1

)
+

∑
j′∈ϕ−1

S (Sc∩{l,...,2n})

(
εµj′ + Ebj′−1

− Ebj′
)
] }

= exp{ i
~

2n∑
l=1

τ l−1[Ea1 − EarS(l)+1
+

rS(l)∑
j=1

εµj +

EbtS(l)−1
− Eb2n +

2n∑
j=tS(l)

εµj ] } (D.7)

for the dependence of the summands on the right-hand side of Eq. (C.117)
on τ 0, . . . , τ 2n−1, where

rS(l) := max{ϕ−1
S ({l, . . . , 2n} ∩ S) ∪ {0}},

tS(l) := min{ϕ−1
S ({l, . . . , 2n} ∩ Sc) ∪ {2n+ 1}} (D.8)

for l ∈ {1, . . . , 2n}. We note that

ϕ−1
S (S ∩ {l, . . . , 2n}) = {1, . . . , |S ∩ {l, . . . , 2n}|}

= {1, . . . , rS(l)} , (D.9)
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and

ϕ−1
S (Sc ∩ {l, . . . , 2n}) = {2n− |Sc ∩ {l, . . . , 2n}|+ 1, . . . , 2n}

= {tS(l), . . . , 2n} (D.10)

(cp. Fig. C.1).

Letting

I
(2n)

(τ 2n−1, . . . , τ 0) := W�

(
−

2n∑
j=1

τ j−1

)
(D.11)

I(2n)

(
2n∑
j=1

τ j−1, . . . ,

2∑
j=1

τ j−1,

1∑
j=1

τ j−1

)
,

withW�(t) (2.19) the transformation applied for the interaction picture, and
upon inserting (D.4), as well as (D.7), into Eq. (C.117), we obtain:

I
(2n)

(τ2n−1, . . . , τ0)ŷ = (D.12)

1

~2n

2n∑
k=0

∑
S⊂{1,...,2n}:|S|=k

∑
P∈ϕ−1

S PFirr{1,...,2n}∑
µ1,...,µ2n∈I

∑
a1,...,ak+1∈B

∑
bk,...,b2n∈B

sign (P) (−1)n+k 〈ak+1 |ŷ(bk)〉 |a1 >< b2n|
k∏
j=1

〈
aj

∣∣∣D̂µj (aj+1)
〉 2n∏

j=k+1

〈
bj−1

∣∣∣D̂µj (bj)
〉

∏
M ′∈P

〈
Ĉµ

p

M′,<
ζk
(+)

Ĉµ
q

M′,<
ζk
(+)



〉

exp{ i
~

2n∑
j=1

τ j−1[− EarS(j)+1
+

rS(j)∑
i=1

εµi +

EbtS(j)−1
+

2n∑
i=tS(j)

εµi ] },
since
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W� (−τ) (|a1 >< b2n|) = exp

(
i

~
τ (Eb2n − Ea1)

)
(D.13)

|a1 >< b2n|

according to Def. (2.19).

Maximum and Minimum in the Order <ζk(+)

For P ∈ PF{1, . . . , 2n} and M ∈ P let

p(M) := p(M,<),
q(M) := q(M,<)

(D.14)

the minimum and maximum of M in the natural order “<”. We note that
for any M ∈ P , k ∈ {0, . . . , 2n}:

q(M) ≤ k ⇒ p
(
M,<ζk

(+)

)
= p(M),

k + 1 ≤ p(M) ⇒ p
(
M,<ζk

(+)

)
= p(M), (D.15)

p(M) ≤ k, k + 1 ≤ q(M) ⇒ p
(
M,<ζk

(+)

)
= q(M),

(cp. Fig. D.2).

Notation

According to Eq. (C.79) we have:

〈ĈµĈν〉 = f(βµ) δν,µ (D.16)

for any µ, ν ∈ I, with δν,µ the Kronecker-Delta, with βµ defined in (C.71),
(C.73), and with f the parameter-free Fermi-Dirac distribution (C.78). To
any lead-index l ∈ L, to any spin σ ∈ S, and to v ∈ {±1}, we define

f
(v)
lσ (ε) := f

(
v
ε− µlσ
kBT

)
, (D.17)

and for (l, σ,k, v) ∈ I we write

D̂lσkv = T
(v)
lσkd̂

(v)

σ , (D.18)

with
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----

1.) q(M)      k <= >=

----

2.) p(M)      k+1 <= >= p(M)

q (M)
=( )

p(M,       )

( )

----
3.) p(M)      k,
     q(M)      k+1 <=

>=
<=

<
ζ
(+)
kk+1 2n 1 k... ...<

ζ
(+)
k <

ζ
(+)
k <

ζ
(+)
k<

ζ
(+)
k

<
ζ
(+)
kk+1 2n 1 k... ...<

ζ
(+)
k <

ζ
(+)
k <

ζ
(+)
k<

ζ
(+)
k

<
ζ
(+)
kk+1 2n 1 k... ...<

ζ
(+)
k <

ζ
(+)
k <

ζ
(+)
k<

ζ
(+)
k

<
ζ
(+)
k

q(M,       )<
ζ
(+)
k

p(M)

q (M)
=( )

p(M,       )

( )
<

ζ
(+)
k

q(M,       )<
ζ
(+)
k

p(M)

q (M)
=( )

q(M,       )

( )
<

ζ
(+)
k

p(M,       )<
ζ
(+)
k

Figure D.2: In order to determine the minimum and maximum in the order <ζk
(+)

of a set M ⊂ {1, . . . , 2n} with two elements, |M | = 2, we distinguish between three
cases.
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( )
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............

...............
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1

1

1

1

1

1

0

0

0

0 1

Figure D.3: For any k ≥ 1, the sum-map s : Rk → Rk,
(t1, . . . , tk) 7→

(
t1,
∑2

j=1 tj , . . . ,
∑k

j=1 tj

)
has the constant derivative-matrix with

determinant 1 shown here; hence, we can transform integrals according to∫
dt1 . . .

∫
dtkf (s (t1, . . . , tk)) =

∫
ds1 . . .

∫
dskf (s1, . . . , sk).

T
(+1)
lσk := Tlσk,

T
(−1)
lσk := T ∗lσk,

(D.19)

and

d̂
(+1)

σ := d̂σ

∣∣∣
V�
,

d̂
(−1)

σ := d̂†σ

∣∣∣
V�
.

(D.20)

Replacement by Integral over Non-Ordered Times

We note that, for n ≥ 2, the 2n-th order of the density matrix kernel (2.48)
has the representation

K(2n)(τ) =

∫
. . .

∫
0≤s2≤···≤s2n−1≤τ

Iτ
(2n−1)
(2) (s2n−1, . . . , s2). (D.21)

Integrating the latter equation once more, we conclude:∫ s

0

dτK(2n)(τ) =

∫
. . .

∫
0≤s2≤···≤s2n≤s

L(s2n, . . . , s2), (D.22)

with

L(s2n, s2n−1, . . . , s2) := Is2n
(2n−1)
(2) (s2n−1, . . . , s2). (D.23)

Upon applying the integral transformations according to Figs. D.3, and
2.6, respectively, we obtain:
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∫ s

0

dτK(2n)(τ) =

∫
. . .

∫
τ1+···+τ2n−1≤s

L(τ 2n−1, . . . , τ 1) (D.24)

=

∫ s

0

dτ√
2n− 1

∫
. . .

∫
τ1+···+τ2n−1=τ

L(τ 2n−1, . . . , τ 1),

with

L(τ 2n−1, . . . , τ 1) := L

(
2n−1∑
j=1

τ j,

2n−2∑
j=1

τ j, . . . ,

1∑
j=1

τ j

)
, (D.25)

where the integrals go over the set

{
S(2n−1) ≤ s

}
:= {(τ 2n−1, . . . , τ 1) : τ j ≥ 0, τ 1 + · · ·+ τ 2n−1 ≤ s} , (D.26)

and the (2n− 2)-dimensional surface

{
S(2n−1) = τ

}
:= {(τ 2n−1, . . . , τ 1) : τ j ≥ 0, τ 1 + · · ·+ τ 2n−1 = τ} (D.27)

(cp. Fig. 2.6), respectively. We conclude:

K(2n)(τ) =
1√

2n− 1

∫
{S(2n−1)=τ}

L(τ 2n−1, . . . , τ 1). (D.28)

Inserting the present Defs. of the maps L, and L, as well as the definition
of Iτ

(2n−1)
(2) (Eq. (2.49)) into the latter equation, we arrive at the following

representation of the integral kernel as an integral over non-ordered times:

K(2n)(τ) =
1√

2n− 1

∫
{S(2n−1)=τ}

I
(2n−1)

(τ 2n−1, . . . , τ 1), (D.29)

where

I
(2n−1)

(τ 2n−1, . . . , τ 1) := I
(2n)

(τ 2n−1, . . . , τ 1, 0), (D.30)

with I
(2n)

taken from Def. (D.11), the one quantity we give an explicit
expression for in Eq. (D.12).
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Explicit Expression for K(2n)(τ )ŷ

Applying Eq. (D.16) (evaluation of 〈ĈµĈν〉), as well as the notation (D.14),

and (D.20), we obtain from the Eq. (D.12) for I
(2n)

(τ 2n−1, . . . , τ 0)ŷ [note
that here τ 0 = 0 (D.30)] in the case n ≥ 2:

K(2n)(τ)ŷ =
1√

2n− 1

∫
{S(2n−1)=τ}

(D.31)

1

~2n

2n∑
k=0

∑
S⊂{1,...,2n}:|S|=k

∑
P∈ϕ−1

S PFirr{1,...,2n}∑
a1,...,ak+1∈B

∑
bk,...,b2n∈B

∑
(νM=(lM ,σM ,kM ,vM ))M∈P ∈IP

sign (P) (−1)n+k 〈ak+1|ŷ(bk)〉 |a1 >< b2n|

∏
M∈P:q(M)≤k

〈ap(M)|d̂
(vM )

σM
ap(M)+1〉

〈aq(M)|d̂
(−vM )

σM
aq(M)+1〉 A

(vM )
lMσM

(kM )

∏
M∈P:k+1≤p(M)

〈bp(M)−1|d̂
(vM )

σM
bp(M)〉

〈bq(M)−1|d̂
(−vM )

σM
bq(M)〉 A

(vM )
lMσM

(kM )

∏
M∈P:p(M)≤k,k+1≤q(M)

〈ap(M)|d̂
(vM )

σM
ap(M)+1〉

〈bq(M)−1|d̂
(−vM )

σM
bq(M)〉 A

(−vM )
lMσM

(kM )

exp { i

~

2n−1∑
j=1

τ j [ EbtS(j+1)−1
− EarS(j+1)+1

+
∑

M∈P:p(M)/∈JS(j),q(M)∈JS(j)

vM εlMσMkM

−
∑

M∈P:p(M)∈JS(j),q(M)/∈JS(j)

vM εlMσMkM ] },

where for any ν = (l, σ,k, v) ∈ I:
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1, ..........................., k, k+1, ..........................,2n

J (j)
S

J (j+1)
S

{ {=   k+1 - |{1,..., j}   S|, ........, k + |{1,..., j}   S  | { }c-- --

Figure D.4: The sequence JS(j)2n
j=1 of intervals of integer numbers, defined

through (D.33), (C.13), and (D.8), starts out with JS(1) = {k} or JS(1) = {k + 1}
[k = |S|], grows by one number with every incrementation of j, and terminates
with JS(2n) = {1, . . . , 2n}. The direction of the growth of JS(j + 1) compared to
JS(j) depends on whether j + 1 ∈ S or j + 1 ∈ Sc.

A
(v)
lσ (k) := |Tlσk|2 f

(v)
l (εlσk) , (D.32)

with f
(v)
l taken from Eq. (D.17), and with

JS(j) := {rS(j + 1) + 1, . . . , tS(j + 1)− 1} (D.33)

= ϕ−1
S {1, . . . , j} ,

for any j ∈ {1, . . . , 2n}, with rS and tS defined in Eq. (D.8). We note that
JS(2n) = {1, . . . , 2n}, and

JS(1)=

{
|S| (1 ∈ S)
|S|+ 1 (1 ∈ Sc). (D.34)

Since

〈ĈµĈν〉 = 0 in case ν 6= µ, (D.35)

and because of the emergence of the trace〈
Ĉµ

p

M′,<
ζk
(+)

Ĉµ
q

M′,<
ζk
(+)



〉
(D.36)

in (D.12), we here could reduce the sum
∑

µ1,...,µ2n∈I to a sum
∑

(νM )M∈P ∈IP
,

within which only to each pair of numbers 1, . . . , 2n an index in I is assigned.
Correspondingly, we could reduce the sum

rS(j+1)∑
i=1

εµi +
2n∑

i=tS(j+1)

εµi = −
tS(j+1)−1∑
i=rS(j+1)+1

εµi = −
∑

i∈JS(j)

εµi (D.37)
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to a sum over only those pairs M ∈ P with |M ∩ JS(j)| = 1.
To cover and include the case n = 1 in Eq. (D.31), we define∫

{S(1)=τ}
F (τ 1) := F (τ) (D.38)

for an arbitrary integrand F (τ 1).

D.2 Replacement of Sums by Integrals

D.2.1 Compact Expression for K(2n)(τ )ŷ

By the abbreviations

sg(1)
{
n, k,P , (aj)

k+1
j=1 , (bj)

2n
j=k, (σM , vM)M∈P

}
:= (D.39)

sign(P) (−1)n+k

∏
M∈P:q(M)≤k

〈ap(M)|d̂
(vM )

σM
ap(M)+1〉 〈aq(M)|d̂

(−vM )

σM
aq(M)+1〉

∏
M∈P:k+1≤p(M)

〈bp(M)−1|d̂
(vM )

σM
bp(M)〉 〈bq(M)−1|d̂

(−vM )

σM
bq(M)〉

∏
M :p(M)≤k,k+1≤q(M)

〈ap(M)|d̂
(vM )

σM
ap(M)+1〉 〈bq(M)−1|d̂

(−vM )

σM
bq(M)〉,

sg(2) (M,k) :=

{
1 (if q(M) ≤ k or k + 1 ≤ p(M))
−1 (else),

(D.40)

and

sg(3) (M,JS) :=

{
1 (∃j ∈ {1, . . . , 2n− 1} : p(M) /∈ JS(j), q(M) ∈ JS(j))
−1 (∃j ∈ {1, . . . , 2n− 1} : p(M) ∈ JS(j), q(M) /∈ JS(j)) ,

(D.41)
(∃: exists) we can rewrite Eq. (D.31) in the more compact form

K(2n)(τ)ŷ =
1√

2n− 1

∫
{S(2n−1)=τ}

(D.42)
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1

~2n

2n∑
k=0

∑
S⊂{1,...,2n}:|S|=k

∑
P∈ϕ−1

S PFirr{1,...,2n}∑
a1,...,ak+1∈B

∑
bk,...,b2n∈B

∑
(νM=(lM ,σM ,kM ,vM ))M∈P ∈IP

sg(1)
{
n, k,P, (aj)

k+1
j=1 , (bj)

2n
j=k, (σM , vM )M∈P

}
〈ak+1|ŷ(bk)〉 |a1 >< b2n|

{ ∏
M∈P

A
(vMsg

(2)(M,k))
lMσM

(kM )

}
exp

 i

~

2n−1∑
j=1

τ j

[
EbtS(j+1)−1

− EarS(j+1)+1

]
exp

 i

~

2n−1∑
j=1

∑
M∈P:|M∩JS(j)|=1

vM sg(3) (M,JS) τ j εlMσMkM

 .

D.2.2 Replacement of Sum over Wave Vector

For any M ∈ P , and for any fixed values of all other appearing parameters,
we replace the sum with respect to the wave vector kM within the right-hand
side of the present equation (D.42), i.e., the sum

∑
kM∈KlM

|TlMσMkM |
2 f

(±1)
lMσM

(εlMσMkM ) (D.43)

exp

{
i

~
vMsg(3) (M,JS) εlMσMkM [SM (JS) (τ 2n−1, . . . , τ 1)]

}
,

where

SM (JS) (τ 2n−1, . . . , τ 1) :=
∑

j∈{1,...,2n−1}:|JS(j)∩M |=1

τ j, (D.44)

by an integral over a primitive unit cell of the reciprocal lattice of contact
lM (for brevity we shall omit the index “M” now): Let a1, a2, a3 be primitive
vectors of the direct lattice of contact l, and, with N ∈ N, let{

3∑
j=1

µjaj : µ1, µ2, µ3 ∈ {0, . . . , N − 1}

}
(D.45)
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be the lattice points of the real and finite lattice of contact l. Let b1, b2, b3

be the primitive vectors of the reciprocal lattice satisfying

aibj = 2π δij; (D.46)

we assume that the set Kl of allowed wave vectors is given by

Kl = {kµ1,µ2,µ3 : µ1, µ2, µ3 ∈ {0, . . . , N − 1}} , (D.47)

with

kµ1,µ2,µ3 :=
3∑
j=1

µj
1

N
bj, (D.48)

according to a periodic boundary condition, and consider a sum of the form∑
k∈Kl

A
(N)
lσ (k) F (εlσk) , (D.49)

where

A
(N)
lσ (k) :=

∣∣∣T (N)
lσk

∣∣∣2 , (D.50)

where T
(N)
lσk are the coefficients of the tunneling Hamiltonian for a finite lead

l with a number of N3 occupied primitive unit cells, and where F = F (ε) is
a continuous function of energy.

We want to replace the sum (D.49) by an integral; to this end, we define
the set

Cb1,b2,b3 :=

{
3∑
j=1

λj
1

N
bj : λj ∈ [0, N [

}
, (D.51)

and the map

κ(N) : Cb1,b2,b3 → Kl (D.52)

by the condition, that for any µj ∈ {0, . . . , N−1}, and λj ∈ [0, 1[, j = 1, 2, 3:

kµ1,µ2,µ3 +
3∑
j=1

λj
1

N
bj 7→ kµ1,µ2,µ3 (D.53)

(cp. Fig. D.5). We note the equality between sum and integral:
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1-N b1

1-N b2

2-N b1

2-N b2

-- --

--

--

--κ(N)

-- --

-
-

-
>

Figure D.5: In the present two-dimensional example, the intersection-points of
the black lines mark the elements of the set Kl according to Eq. (D.47), while
the blue arrow depicts the map κ(N). We may replace a sum

∑
k∈Kl g(k) by an

integral over Cb1,b2 , assuming that within each of the shaded cells the integrand
has the constant value g(κ(N)(k))/U , with U = 1

N2 |det (b1, b2)| the volume of one

cell; so,
∑

k∈Kl g(k) =
∫
Cb1,b2

dk g(κ(N)(k))/U .

∑
k∈Kl

A
(N)
lσ (k) F (εlσk) =

∫
Cb1,b2,b3

dk A
(N)
lσ

(
κ(N) (k)

)
F
(
εlσκ(N)(k)

)
1

|det (b1, b2, b3)| / (N3)

=

∫
Cb1,b2,b3

dk
V

(2π)3

∣∣∣T (N)

lσκ(N)(k)

∣∣∣2 F (εlσκ(N)(k)

)
,

(D.54)

with

V := N3 |det (a1, a2, a3)| , (D.55)

the volume of contact l.

We shall assume that, for the band energy εlσk, as well as for all other
contributions to the present integral’s integrand, the variation of their value
on a scale given by the distance between neighbouring elements in Kl is
relatively small. With this argument we approximate

V

(2π)3

∣∣∣T (N)

lσκ(N)(k)

∣∣∣2 ≈ alσ (k) , (D.56)

with alσ (k) a continuous function, and
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∫
Cb1,b2,b3

dk
V

(2π)3

∣∣∣T (N)

lσκ(N)(k)

∣∣∣2 F (εlσκ(N)(k)

)
≈
∫
Cb1,b2,b3

dk alσ (k)F (εlσk) .

(D.57)

In summary, we approximate and replace:

∑
k∈Kl

∣∣∣T (N)
lσk

∣∣∣2 F (εlσk) ≈
∫
Cb1,b2,b3

dk alσ (k)F (εlσk) (D.58)

for the sums (D.43), with alσ(k) given in Eq. (D.56).

D.2.3 Replacement by Integral over Energy

In a second step, we replace the integral over the primitive unit cell in the
reciprocal lattice by an integral with respect to energy, analogously to the
method outlined by Fig. 2.6:∫

Cb1,b2,b3

dk alσ (k)F (εlσk) =

∫
dε αlσ(ε)F (ε), (D.59)

where

αlσ(ε) :=

∫
{k∈Cb1,b2,b3 : εlσk=ε}

dS
alσ(k)

|∇εlσk|
. (D.60)

The distance dx between surfaces {εlσk = ε} and {εlσk = ε+ dε} of constant
values ε, and ε+ dε, of εlσk is locally different and satisfies

dx |∇εlσk| = dε, (D.61)

with ∇εlσk the gradient of εlσk considered as a function of k. Hence, for any
integrand g(k): ∫ ∫

dSdx g(k) =

∫
dε

∫
{εlσk=ε}

dS
g(k)

|∇εlσk|
. (D.62)

In summary, we obtain for the sum (D.43):
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∑
kM∈KlM

|TlMσMkM |
2 f

(±1)
lMσM

(εlMσMkM ) (D.63)

exp

{
i

~
vMsg(3) (M,JS) εlMσMkM [SM (JS) (τ 2n−1, . . . , τ 1)]

}

≈
∫
dε αlMσM (ε)f

(±1)
lMσM

(ε)

exp

{
i

~
vMsg(3) (M,JS) ε [SM (JS) (τ 2n−1, . . . , τ 1)]

}
,

where for any l ∈ L, and σ ∈ S, the function αlσ(ε) is defined by Eq. (D.60)
and the approximation (D.56).

D.3 Diagrammatic Expansion of K(τ )

Performing the replacement according to (D.63) within Eq. (D.42), we obtain
the following expansion of the density matrix kernel:

K(τ) =
∞∑
n=1

2n∑
k=0

∑
S⊂{1,...,2n}:|S|=k

∑
P∈ϕ−1

S PFirr{1,...,2n}

(D.64)

∑
a1,...,ak+1∈B

∑
bk,...,b2n∈B

∑
(lM ,σM ,vM )M∈P∈(L×S×{±1})P

K{n, k, JS,P , (aj)k+1
j=1 , (bj)

2n
j=k , (lM , σM , vM)M∈P ,(

α
(v)
lσ

)
l∈L,σ∈S,v∈{±1}

, (Eb − Ea)a,b∈B }(τ),

where B is a basis consisting of eigenvectors of the quantum dot’s Hamiltonian
H�, and, for each a ∈ B, the energy Ea is the corresponding eigenvalue.The
sequence JS(j)2n

j=1 (Def. D.33) of integer intervals is defined according to Fig.

D.4, and Fig. C.1, while ϕ−1
S PFirr{1, . . . , 2n} is the set of all pair formations

of the numbers {1, . . . , 2n} whose image under the map

ϕS : {1, . . . , 2n} → {1, . . . , 2n} (D.65)

(Def. (C.13)) is irreducible (cp. Fig. C.9). We define the functions α
(v)
lσ (ε)

by the product
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α
(v)
lσ (ε) := αlσ(ε)f

(v)
lσ (ε), (D.66)

where the factor αlσ (Def. (D.60), (D.56)) is proportional to the norm-square

of the tunneling coupling, and where f
(+1)
lσ

(
f

(−1)
lσ

)
(Def. (D.17)) is the Fermi

function of contact l and spin σ at chemical potential µlσ and temperature
T (one minus this function).

For any n ∈ N1, k ∈ {0, . . . , 2n}, S ⊂ {1, . . . , 2n} with |S| = k, P ∈
ϕ−1
S PFirr{1, . . . , 2n}, any sequences of states a1, . . . , ak+1, bk, . . . , b2n ∈ B, for

any family (lM , σM , vM)M∈P of elements in L × S × {±1}, for any family of

integrable functions
(
γ

(v)
lσ (ε)

)
l∈L,σ∈S,v∈{±1}

, any family of energies (Eba)a,b∈B,

and for any endomorphism ŷ : V� → V� we define:

K{n, k, JS,P , (aj)k+1
j=1 , (bj)

2n
j=k , (lM , σM , vM)M∈P , (D.67)(

γ
(v)
lσ

)
l∈L,σ∈S,v∈{±1}

, (Eba)a,b∈B }(τ) ŷ

:= 〈ak+1|ŷ(bk)〉 |a1 >< b2n|
sg(1)

{
n, k,P , (aj)k+1

j=1 , (bj)
2n
j=k, (σM , vM)M∈P

}
I {n, JS,P ,

(
Ebmax(JS(j))amin(JS(j))

)2n−1

j=1
,(

γ
(sg(2)(M,k)vM)
lMσM

)
M∈P

,
(
sg(3) (M,JS) vM

)
M∈P }(τ).

The maps sg(1), sg(2), sg(3) are given in Defs. (D.39), (D.40), and (D.41),
respectively; for any n ∈ N1, S ⊂ {1, . . . , 2n},P ∈ ϕ−1

S PFirr{1, . . . , 2n},
for any sequence of energies (Ej)

2n−1
j=1 , any familiy of integrable functions

(γM)M∈P , and for any family of signs (wM)M∈P we define the integral

I {n, JS,P , (Ej)
2n−1
j=1 , (γM)M∈P , (wM)M∈P }(τ) := (D.68)

1

~2n

1√
2n− 1

∫
{S(2n−1)=τ}

∫
RP
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(∏
M∈P

γM(εM)

)
exp { i

~

2n−1∑
j=1

τ j [ Ej

+
∑

M∈P:|M∩JS(j)|=1

wM εM ] }.

The set
{
S(2n−1) = τ

}
is defined in Eq. (D.27) (cp. Fig. 2.6), while RP is

the set of all maps P → R, or else

RP = {(εM)M∈P : for all M ∈ P : εM ∈ R arbitrary}. (D.69)

The present integral over RP is thus one over a number of n real integration
variables εM ,M ∈ P .

D.4 Diagram Versions and Equivalence

We shall collect the majority of the parameters that determine a particular
contribution to the density matrix kernel, Eq. (D.67), in a set “D”. We
refer to the elements of D as diagrams, and, in the main part of this work,
we indeed represent them in the form of drawings. There are two directly
related versions of diagrams; we here show their equivalence and give the
map that transforms them.

D.4.1 Diagram Transformation

Let n ∈ N1 and k ∈ {0, . . . , 2n} be fixed and given, let

P(2n)
(k) := {S ⊂ {1, . . . , 2n} : |S| = k} , (D.70)

the set of all subsets of {1, . . . , 2n} with a number of k elements; we consider
the assignment

S
(
∈ P(2n)

(k)

)
7→ JS, (D.71)

with JS =
(
ϕ−1
S {1, . . . , j}

)2n−1

j=1
the sequence of intervals of natural numbers

according to Def. (D.33), and Fig. D.4, and the map

ϕS : {1, . . . , 2n} → {1, . . . , 2n} (D.72)

given in Fig. C.1.



D.4. DIAGRAM VERSIONS AND EQUIVALENCE 155

Bijectivity of the Assignment S 7→ JS

For fixed and given values of n ∈ N1, and k ∈ {0, . . . , 2n}, we show that
the assignment (D.71) is injective, and we determine its image, as well as its
inverse assignment. We note first that JS ∈ J (2n), with

J (2n) := { (J(j))2n−1
j=1 : J(1), . . . , J(2n− 1) ∈ P {1, . . . , 2n} ,

|J(1)| = 1, ∀j ∈ {1, . . . , 2n− 2} :

J(j + 1) = J(j) ∪ {min J(j)− 1} or

J(j + 1) = J(j) ∪ {max J(j) + 1}}, (D.73)

that

JS(1) =

{
{k} (if 1 ∈ S)
{k + 1} (else) ,

(D.74)

and, that

S = {j ∈ {1, . . . , 2n} : JS(j) \ JS(j − 1) ⊂ {1, . . . , k}} , (D.75)

where we use the notation

JS(0) := ∅,
JS(2n) := {1, . . . , 2n} , (D.76)

since JS(j) \ JS(j− 1) = ϕ−1
S {j}, and ϕ−1

S (j) ≤ k ⇔ j ∈ S. By the notation

J (2n)
(k) := {J ∈ J (2n) : J(1) ∈ {{k} , {k + 1}}} (D.77)

we conclude that the assignment (D.71) is injective with an image contained

in J (2n)
(k) .

At the same time, if we define for a given interval sequence J ∈ J (2n)
(k) :

S := {j ∈ {1, . . . , 2n} : J(j) \ J(j − 1) ⊂ {1, . . . , k}} , (D.78)

where

J(0) := ∅, (D.79)

J(2n) := {1, . . . , 2n} ,
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P- (k)

(2n)J-(2n)

(k) >
>

|->J S    j  {1, ..., 2n}: J(j)  J(j-1)   {1, ..., k}  :={ - - -- }

|-> S JS 

Figure D.6: For any two fixed and given values of n ∈ N, and k ∈ {0, 1, . . . , 2n},
the assignments (D.71), and (D.78) are bijective, and they are inverse to each

other, since, for S ∈ P(2n)
(k) , the set S is recovered in JS by the relation S =

{j ∈ {1, . . . , 2n} : JS(j) \ JS(j − 1) ⊂ {1, . . . , k}}.

then |S| = k, and S ⊂ {1, . . . , 2n}, so

S ∈ P(2n)
(k) , (D.80)

and for all j ∈ {1, . . . , 2n}:

J(j) = {k + 1− |S ∩ {1, . . . , j}| , . . . , k + |Sc ∩ {1, . . . , j}|}, (D.81)

with

Sc := {1, . . . , 2n} \ S. (D.82)

Hence, the assignment J 7→ S of Def. (D.78), too, is injective. As a conse-
quence,

∣∣∣P(2n)
(k)

∣∣∣ ≤ ∣∣∣J (2n)
(k)

∣∣∣ ≤ ∣∣∣P(2n)
(k)

∣∣∣ , ⇒ ∣∣∣J (2n)
(k)

∣∣∣ =
∣∣∣P(2n)

(k)

∣∣∣ , (D.83)

and the assignment (D.71) is bijective with the inverse assignment (D.78).
�

Moreover, we conclude from the relation JS(j) = ϕ−1
S {1, . . . , j}(D.33),

that for arbitrary S, S ′ ⊂ {1, . . . , 2n} the equivalence

JS = JS′ ⇔ ϕS = ϕS′ (D.84)
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holds, hence the assignment

J
(
∈ J (2n)

)
7→ ϕ(J) := ϕS with S ⊂ {1, . . . , 2n}, JS = J (D.85)

is well-defined. We introduce sets D′, and D′, of (transformed) diagrams as
follows:

D′ := {
(
n, k, J,P , (aj)k+1

j=1 , (bj)
2n
j=k , (lM , σM , vM)M∈P

)
:

n ∈ N1, k ∈ {0, . . . , 2n}, J ∈ J (2n)
(k) ,

P ∈ ϕ−1
(J)PFirr{1, . . . , 2n},

(aj)
k+1
j=1 ∈ B{1,...,k+1}, (bj)

2n
j=k ∈ B

{k,...,2n},

(lM , σM , vM)M∈P ∈ (L × S × {±1})P }, (D.86)

and

D′ := {
(
n, k, S,Q, (aj)k+1

j=1 , (bj)
2n
j=k , (lN , σN , vN)N∈Q

)
:

n ∈ N1, k ∈ {0, . . . , 2n}, S ∈ P(2n)
(k) ,

Q ∈ PFirr{1, . . . , 2n},
(aj)

k+1
j=1 ∈ B{1,...,k+1}, (bj)

2n
j=k ∈ B

{k,...,2n},

(lN , σN , vN)N∈Q ∈ (L × S × {±1})Q}. (D.87)

We note the bijection

Tdiag : D′ → D′, (D.88)(
n, k, S,Q, (aj)k+1

j=1 , (bj)
2n
j=k , (lN , σN , vN)N∈Q

)
7→(

n, k, JS, ϕ
−1
S Q, (aj)

k+1
j=1 , (bj)

2n
j=k ,

(
lϕS(M), σϕS(M), vϕS(M)

)
M∈ϕ−1

S Q

)
,

and, to take into account only diagrams with a non-zero contribution to the
kernels, we define

D :=
{
D ∈ D′ : sg(1)(D) 6= 0

}
, (D.89)

with
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sg(1)(D) := sg(1)
{
n, k,P , (aj)k+1

j=1 , (bj)
2n
j=k , (σM , vM)M∈P

}
(D.90)

for

D =
(
n, k, J,P , (aj)k+1

j=1 , (bj)
2n
j=k , (lM , σM , vM)M∈P

)
(D.91)

(Def. (D.39)), and, correspondingly,

D := T−1
diag

(
D
)
. (D.92)

D.4.2 Kernel as Sum over Diagrams

Upon gathering most of the parameters that determine a particular contri-
bution to the sum (D.64) in the transformed diagram D, we can rewrite Eq.
(D.64):

K(τ) =
∑
D∈D

K{D,
(
α

(v)
lσ

)
l∈L,σ∈S,v∈{±1}

, (Eb − Ea)a,b∈B }(τ), (D.93)

where the summands on the right-hand side are defined in Eq. (D.67). In ad-

dition, we define to any D ∈ D, any family
(
γ

(v)
lσ

)
l∈L,σ∈S,v∈{±1}

of integrable

functions, and to any family of energies (Eba)a,b∈B:

K{D,
(
γ

(v)
lσ

)
l∈L,σ∈S,v∈{±1}

, (Eba)a,b∈B } :=

K{TdiagD,
(
γ

(v)
lσ

)
l∈L,σ∈S,v∈{±1}

, (Eba)a,b∈B }, (D.94)

where the right-hand side is given by Eq. (D.67). [For simplicity we use the
same name “K” for two formally different maps.]

In cases where we do not focus on the dependence on the energy differ-
ences Eb − Ea, or on the functions α

(v)
lσ , we shall omit these parameters in

the notation and abbreviate:

K(D) := K{D,
(
α

(v)
lσ

)
l∈L,σ∈S,v∈{±1}

, (Eb − Ea)a,b∈B }, (D.95)
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and analogously, for D ∈ D,

K(D) := K(T−1
diagD). (D.96)

In summary, we note the expansion of the density matrix kernel as sum
over (transformed) diagrams:

K(τ) =
∑
D∈D

K (D) (τ) =
∑
D∈D

K
(
D
)

(τ). (D.97)

D.5 Mirror Rule and Conjugate Diagrams

We here give a proof of mirror rule (2.111), and of the relation (2.148),
which holds between the contributions of conjugate diagrams (Fig. 2.22) to
the kernels.

D.5.1 Proof of Mirror Rule

We show the following general statement: For any family of integrable and
real functions γ

(v)
lσ , for any family of real energy values (Eba)a,b∈B that satisfies

Eba + Eab = 0, (a, b ∈ B) , (D.98)

and for any self-adjoint linear map ŷ : V� → V�, the equality

K{mir(D),
(
γ

(v)
lσ

)
l∈L,σ∈S,v∈{±1}

, (Eba)a,b∈B }(τ) ŷ =

[K{ D ,
(
γ

(v)
lσ

)
l∈L,σ∈S,v∈{±1}

, (Eba)a,b∈B }(τ) ŷ]
†

(D.99)

holds, with “mir” the mirror-map (2.109), and where the dagger on the right-
hand side denotes the adjoint operator (the Hermitian conjugate).

The equation is verified by inserting TdiagmirD into the definition of

K

{
D,
(
γ

(v)
lσ

)
l∈L,σ∈S,v∈{±1}

, (Eba)a,b∈B

}
(τ) ŷ (D.100)

(D.67), applying the relation
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c φSφSc mir{1,...,2n}=
Figure D.7: A list of the numbers 1, . . . , 2n, depicted as small circles arranged
along one straight line, is mirrored at a vertical axis in the first line of the present
figure. The elements of a subset S ⊂ {1, . . . , 2n} are marked in blue, while the
elements of its complement Sc = {1, . . . , 2n} \ S are marked in red. The second
line of circles, read from the left to the right, shows a list of the numbers 1, . . . , 2n
in the order ϕS(1), ϕS(2), . . . , ϕS(2n), while a list of the same numbers in the order
ϕSc(1), ϕSc(2), . . . , ϕSc(2n) is found in the last line; a comparison of the two lists
yields the relation ϕSc = ϕS ◦mir{1,...,2n}.

ϕ−1
Sc ◦ ϕS = mir{1,...,2n} (D.101)

(cp. Fig. D.7), where

mir{1,...,2n} : {1, . . . , 2n} → {1, . . . , 2n},
j 7→ 2n+ 1− j. (D.102)

We here do not present the lengthy sequence of equalities that explicitly
show Eq. (D.99), but rather only note the identities we apply within these
manipulations: In particular, we make use of the equalities

sign
(
mir{1,...,2n}P

)
= sign (P) , (D.103)

with P := ϕ−1
S Q (cp. Fig. C.3), and

JSc = mir{1,...,2n}JS, (D.104)

following from JS(j) = ϕ−1
S {1, . . . , j} (cp. Fig. D.4). �

D.5.2 Proof of Relation (2.148) (Contribution of Con-
jugate Diagrams to the Kernels)

From the relation
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ϕ−1

S̃
◦ ϕS = ζ(−1), (D.105)

with S̃ := S \ {2n} as in Eq. (2.141), where

ζ(−1) : {1, . . . , 2n} → {1, . . . , 2n}, (D.106)

j 7→
{
j − 1 (j ≥ 2)
2n (j = 1),

we conclude by inserting TdiagTcyc,↑D into Def. (D.67), that for any D ∈
Dl,0 (2.138), any linear map ŷ operating on V�, for any family of integrable

functions
(
γ

(v)
lσ

)
l∈L,σ∈S,v∈{±1}

, and any family of energies (Eba)a,b∈B:

Tr{K{Tcyc,↑D,
(
γ

(v)
lσ

)
l∈L,σ∈S,v∈{±1}

, (Eba)a,b∈B }(τ) ŷ}
= (−1)Tr{K{ D ,

(
γ

(v)
lσ

)
l∈L,σ∈S,v∈{±1}

, (Eba)a,b∈B }(τ) ŷ}. �
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Appendix E

Perturbation Theory

The present appendix deals with the perturbative application of the transport
theory: The integral kernel K(t) of the quantum master equation (2.45) has
the form K(t) =

∑∞
n=1K

(2n)(t) (Eq. (2.46)), where the summand K(2n)(t)

contains the tunneling Hamiltonian ĤT , and thus the tunneling coupling, 2n
times. We here show that

∑
D∈D

∫ ∞
0

dt |K(D)(t)| < ∞ (E.1)

for sufficiently small value of the coupling-parameter. This implies that the
Laplace-transformed kernel K, appearing in Eq. (2.120), is analytic in the
coupling-parameter around zero. Hence, the perturbative application of the
transport theory is justified for sufficiently small coupling.

In a second part we give the mathematical background for the direct cal-
culation of diagrams, and we determine the contribution of all DSO-diagrams
up to sixth order in the coupling, neglecting the doubly occupied state. We
analyze the results regarding the temperature-dependence of the linear con-
ductance, and thus find a zero bias anomaly of the dynamic conductance.

E.1 Analyticity of the Integral Kernel in the

Coupling-Parameter

E.1.1 Fourier Transforms in the Contributions to the
Kernel

For any given diagram

163
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D =
(
n, k, J,P , (aj)k+1

j=1 , (bj)
2n
j=k , (lM , σM , vM)M∈P

)
∈ D (E.2)

(D.89), we can write the diagram’s contribution to the integral kernel (D.67)
as follows:

K(D)(τ)ŷ = 〈ak+1|ŷ(bk)〉 |a1 >< b2n| sg(1)(D)

1

~2n

1√
2n− 1

∫
{S(2n−1)=τ}

∫
RP

exp

(
i

~

2n−1∑
j=1

τ jEj

)
∏
M∈P

(
γM(εM) exp

{
i

~
εMSM(J)(τ 2n−1, . . . , τ 1)wM

})
, (E.3)

with sg(1)(D) the sign defined in (D.39), with

Ej = Ebmax J(j)
− Eamin J(j)

, (E.4)

and with γM the function

γM = α
(sg(2)(M,k)vM )
lMσM

. (E.5)

The operator ŷ is an arbitrary linear map V� → V�, while the sign wM is
given by

wM = vMsg(3)(M,J), (E.6)

and SM(J)(τ 2n−1, . . . , τ 1) =
∑

j∈{1,...,2n−1}:|M∩J(j)|=1 τ j (Def. (D.44)).

Upon performing the integral over εM in (E.3), we obtain a Fourier trans-
form for each M ∈ P . Applying the definition

(Fγ)(τ) :=

∫
dε γ(ε)e−iτε, (E.7)

the integral over εM in Eq. (E.3) is

(FγM)

(
−1

~
wMSM(J)(τ 2n−1, . . . , τ 1)

)
. (E.8)

Applying the operator norm to K(D)(τ)ŷ, as well as to K(D)(τ), we
obtain the following estimate for the diagram’s contribution to the kernel:
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∣∣K(D)(τ)
∣∣ ≤ 1

~2n

1√
2n− 1

∫
{S(2n−1)=τ}

(E.9)

∏
M∈P

∣∣∣∣(FγM)

(
−1

~
wMSM(J)(τ 2n−1, . . . , τ 1)

)∣∣∣∣ .
E.1.2 Exponential Decay of Fourier Transforms (As-

sumption)

We assume now that the Fourier transforms of all of the functions α
(v)
lσ (D.66)

are bounded by an exponential decay, i.e.,∣∣∣(Fα(v)
lσ

)
(τ)
∣∣∣ ≤ a exp(−c|τ |), (E.10)

with a, c > 0 independent of τ . Upon inserting this estimate on the right-
hand side of Eq. (E.9), we obtain the inequality:

∣∣K(D)(τ)
∣∣ ≤ an

~2n

1√
2n− 1

∫
{S(2n−1)=τ}

exp

(
−c
~
∑
M∈P

SM(J)(τ 2n−1, . . . , τ 1)

)
.

(E.11)
We swap the order of the sums in the exponent:

∑
M∈P

SM(J)(τ 2n−1, . . . , τ 1) =
∑
M∈P

∑
j∈{1,...,2n−1}:|M∩J(j)|=1

τ j

=
2n−1∑
j=1

∑
M∈P:|M∩J(j)|=1

τ j

=
2n−1∑
j=1

NJ(j)(P)τ j, (E.12)

with

NJ(j)(P) := |{M ∈ P : |M ∩ J(j)| = 1}| , (E.13)

the number of pairs M ∈ P with the property that exactly one of the pair’s
elements is contained in the integer interval J(j).

We are interested in the Laplace transform
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(LK) (λ) =

∫ ∞
0

dτ e−λτK(τ), (E.14)

and in particular in the limit limλ→0+(LK)(λ), since the Laplace transform of
the kernel appears in the equation for the stationary reduced density matrix
(2.120). Hence, we consider the integral

∫∞
0
dτ
∣∣K(D)(τ)

∣∣: Upon applying
the integral transformation according to Fig. 2.6 in backward direction, we
obtain from (E.11) the estimate:

∫ ∞
0

dτ
∣∣K(D)(τ)

∣∣ ≤ 1

~
an

c2n−1

2n−1∏
j=1

1

NJ(j)(P)
. (E.15)

Taking the sum over all diagrams (D.89) of order 2n in the tunneling
coupling, we conclude that K(2n) satisfies the inequality

∫ ∞
0

dτ
∣∣K(2n)(τ)

∣∣ ≤ 2n∑
k=0

∑
a1,...,ak+1,bk,...b2n∈B

∑
J∈J (2n)

(k)

∑
P∈ϕ−1

(J)
PFirr{1,...,2n}∑

(lM )M∈P∈LP

∑
(σM )M∈P∈SP

∑
(vM )M∈P∈{±1}P

∫ ∞
0

dτ |K
(
n, k, J,P , (aj)k+1

j=1 , (bj)
2n
j=k , (lM , σM , vM)M∈P

)
︸ ︷︷ ︸

D

(τ)|

≤ 1

~
(2a)n

c2n−1

2n∑
k=0

∑
a1,...,ak+1,bk,...b2n∈B

∑
J∈J (2n)

(k)

∑
P∈ϕ−1

(J)
PFirr{1,...,2n}

2n−1∏
j=1

1

NJ(j)(P)
. (E.16)

In the second step we omit the sums over σM , and vM , since their choice is
fixed by the sequences of quantum dot states. The sum over l ∈ L, on the
other hand, is taken into account by the factor 2n, since we assume there are
two leads, so every lM ,M ∈ P , can take two values.
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E.1.3 Combinatorial Intermezzo

We here give an estimate for the sum

∑
P∈ϕ−1

(J)
PFirr{1,...,2n}

2n−1∏
j=1

1

NJ(j)(P)
. (E.17)

for a fixed and given interval sequence J ∈ J (2n)
(k) (Def. (D.77)). J is a

sequence of integer intervals J(1) ⊂ ... ⊂ J(2n − 1) ⊂ {1, . . . , 2n} with
|J(j)| = j. The map ϕ(J), on the other hand, is characterized by the condition

ϕ−1
(J){1, . . . , j} = J(j) (E.18)

(Def. (D.85)). Hence, the sum (E.17) goes over all pair formations P ∈
PF{1, . . . , 2n} which satisfy the condition, that, to any j ∈ {1, . . . , 2n− 1},
there is a pair M ∈ P with

|M ∩ J(j)| = 1. (E.19)

We now consider one particular pair formation P0 ∈ ϕ−1
(J)PFirr{1, . . . , 2n}

to be fixed and given, and determine the number of (alternative) P ∈ ϕ−1
(J)

PFirr{1, . . . , 2n}, which produce the same map NJ(j)(P), i.e., the number of
P-s with the property

∀j ∈ {1, . . . , 2n− 1} : NJ(j)(P) = NJ(j)(P0). (E.20)

To any j′ ∈ {1, . . . , 2n} we define

xj′ := ϕ−1
(J)(j

′); (E.21)

then, J(j) = {x1, . . . , xj}, and the pair formation P0 is irreducible in the
order given by the list x1, x2, . . . , x2n of the elements of {1, . . . , 2n} (cp. Fig.
E.1).

We consider NJ(j)(P0) to be a map

NJ(P0) : {1, . . . , 2n− 1} → {1, 2, . . . } ,
j 7→ NJ(j)(P0). (E.22)

This map has the property that, with every incrementation of the argu-
ment, the value of the function changes by ±1, and that NJ(P0)(2n − 1) =
NJ(P0)(1) = 1. All information about the map NJ(P0) is contained in the
subset

S+ := {1}∪{j ∈ {2, . . . , 2n− 1} : NJ(P0)(j) > NJ(P0)(j − 1)}. (E.23)
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x1 x2 xj xj+1 x2n....... ........}
J(j)

Figure E.1: The elements x1, . . . , x2n list the numbers 1, . . . , 2n in the order
given by the interval sequence J ; to each J(j), j ≤ 2n−1, there is at least one pair
M ∈ P0, which connects one element within J(j) to one element outside J(j), as
illustrated by the bent line. The map NJ(j)(P0), on the other hand, counts the
number of just these pairs M ∈ P0 which share exactly one element with J(j).

In addition, we define S− := {1, . . . , 2n} \ S+. For sure, |S+| = |S−| = n,
and

{1, . . . , 2n} = S+ ∪ S−.

We imagine that the elements x1, . . . , x2n are listed according to the order
of their indices from the left to the right as in Fig. E.1, and we consider an
arbitrary pair formation P which satisfies

NJ(P) = NJ(P0). (E.24)

For any j′ ∈ {1, . . . , 2n}, let pP(j′) ∈ {1, . . . , 2n} be defined by the condition

{xj′ , xpP (j′)} ∈ P , (E.25)

i.e., to any element xj′ , its partner xpP (j′) within the pair formation P is
assigned by the map pP via the indices “j′”, and “pP(j′)”, respectively.

We note that

S+ = { l ∈ {1, . . . , 2n} : l < pP(l)} , (E.26)

so the partner of any element xl, l ∈ S+, can always be found to the right of
xl, while the partner of any xl′ , l

′ ∈ S−, can always be found to the left of
xl′ . Thus, the map NJ(P) satisfies the relation

NJ(j)(P) =
∣∣S+ ∩ {1, . . . , j}

∣∣− ∣∣S− ∩ {1, . . . , j}∣∣ . (E.27)

We determine the number of alternative pair formations P which produce
the same map NJ(P) as P0 as follows: We count the elements of the set S−

by a sequence l1 < l2 < · · · < ln from the left to the right (Fig. E.2).
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x1 .... ................xl1 xl2 xln....
-- -- --

Figure E.2: The elements of the set S− are counted in increasing order by l1 <
· · · < ln. In the horizontally arranged list x1, . . . , x2n, the partner of any of the
elements xli , i ∈ {1, . . . , n}, is found to the left of xli .

Going through the elements of S− from the left to the right, we notice
that, for the first element l1, we have∣∣S+ ∩ {1, . . . , l1}

∣∣ = NJ(l1)(P0) + 1 (E.28)

possibilities to choose a partner within the set {1, . . . , l1−1}. For the second
element l2, we have, independently of the particular choice of the partner of
l1, ∣∣S+ ∩ {1, . . . , l2}

∣∣− 1 = NJ(l2)(P0) + 1 (E.29)

possibilities to choose a partner: The number |S+ ∩ {1, . . . , l2}| of all theo-
retically possible partners is reduced by one by the choice of the partner of
l1. Continuing this procedure of assigning partners to the elements li, we
notice that in general the number of choices of a partner for li is∣∣S+ ∩ {1, . . . , li}

∣∣− i+ 1 = NJ(li)(P0) + 1. (E.30)

Upon gathering all the possibilities to iteratively choose partners for
l1, l2, . . . , ln, we find that the number of pair formations P with NJ(P) =
NJ(P0) is given by the product

n−1∏
i=1

(
NJ(li)(P0) + 1

)
. (E.31)

We want to conclude the present combinatorial intermezzo with an estimate
for the sum (E.17). The sum goes over all pair formations P within the set
ϕ−1

(J)PFirr{1, . . . , 2n}. Hence, we choose a subset

S(J) ⊂ ϕ−1
(J)PFirr{1, . . . , 2n} (E.32)

of pair formations P0 with the property, that, to any P ∈ ϕ−1
(J)PFirr{1, . . . , 2n},

there is exactly one element P0 ∈ S(J), so that

NJ(P) = NJ(P0). (E.33)
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In addition, we define to any P0 ∈ S(J):

Z(P0) :=
∣∣∣{P ∈ ϕ−1

(J)PFirr{1, . . . , 2n} : NJ(P) = NJ(P0)}
∣∣∣ . (E.34)

We estimate:

∑
P∈ϕ−1

(J)
PFirr{1,...,2n}

2n−1∏
j=1

1

NJ(j)(P)
=

∑
P0∈S(J)

Z(P0)

2n−1∏
j=1

1

NJ(j)(P0)
(E.35)

=
∑
P0∈S(J)

(
n−1∏
i=1

(
NJ(li)(P0) + 1

))2n−1∏
j=1

1

NJ(j)(P0)


≤

∑
P0∈S(J)

(
n−1∏
i=1

(
NJ(li)(P0) + 1

))(n−1∏
i=1

1

NJ(li)(P0)

)
≤ 2n−1

∣∣S(J)

∣∣ . (E.36)

Any two different elements P0,P ′0 ∈ S(J) produce different mapsNJ(P0) 6=
NJ(P ′0), and, correspondingly, different sets

S+ 6= S+′ (E.37)

(Def. (E.23)). Hence, the number
∣∣S(J)

∣∣ of elements of the set S(J) is bounded
by the number of all subsets of {1, . . . , 2n}, which is 22n. In summary, we
note the following estimate for the sum (E.17):

∑
P∈ϕ−1

(J)
PFirr{1,...,2n}

2n−1∏
j=1

1

NJ(j)(P)
≤ 23n. (E.38)

E.1.4 Estimate for
∫∞

0 dτ
∣∣K(2n)(τ )

∣∣
We insert (E.38) into the inequality (E.16). Moreover, we note that, for a

fixed and given value of k, the number of possibilities to choose J ∈ J (2n)
(k)

is given by
∣∣∣P(2n)

(k)

∣∣∣, the number of all subsets of {1, . . . , 2n} with k elements,

since there is a bijective map P(2n)
(k) → J

(2n)
(k) (Fig. D.6). With this, we obtain

from (E.16):
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∫ ∞
0

dτ
∣∣K(2n)(τ)

∣∣ ≤ 1

~
(2a)n

c2n−1

2n∑
k=0

∑
a1,...,ak+1,bk,...b2n∈B

∣∣∣P(2n)
(k)

∣∣∣ 23n. (E.39)

We estimate the number of possibilities to choose quantum dot states aj, bj′ ∈
B by

|B|2n+2 ≤ 42n+2, (E.40)

while the sum
∑2n

k=0

∣∣∣P(2n)
(k)

∣∣∣ gives 22n, the number of all subsets of {1, . . . , 2n}.
In summary, we obtain∫ ∞

0

dτ
∣∣K(2n)(τ)

∣∣ ≤ c1

(
a

c2

)n
, (E.41)

and

∞∑
n=1

∫ ∞
0

dτ
∣∣K(2n)(τ)

∣∣ ≤ c1

∞∑
n=1

(a/c2)n , (E.42)

with

c1 =
42c

~
, (E.43)

c2 =
c2

210
. (E.44)

The constants a, c > 0 are the parameters of an exponentially decaying func-
tion, by which the Fourier transforms of the functions α

(±1)
lσ are bounded

(E.10). We consider the strength of the tunneling-coupling to be given by
a positive scalar which we multiply the tunneling Hamiltonian (2.5) by. We
use the square of this scalar as coupling-parameter. The coupling-parameter
appears linearly in the functions α

(±1)
lσ , and thus, the constant a within the

estimate (E.10) is proportional to the coupling-parameter.
The power-series on the right-hand side of (E.42) is absolutely conver-

gent for a sufficiently small positive value of the coupling-parameter. As a
consequence, for sufficiently small tunneling coupling, the Laplace transform
of the kernel,

(LK) (λ) =

∫ ∞
0

dτ e−λτK(τ) (E.45)
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exists, and in the limit λ→ 0 it is given by

K =

∫ ∞
0

dτ K(τ) =
∞∑
n=1

∫ ∞
0

dτ K(2n)(τ). (E.46)

Any truncation of the present series yields an approximation for K.

E.2 Diagram Calculations

E.2.1 Theory

Within this appendix we shall calculate diagrams up to sixth order in the
tunneling coupling, and the present section serves to provide some theoretical
background for this analytical calculation.

Notation:

• For any function f with domain R we define the mirrored map Sf of
f by

(Sf)(x) := f(−x). (E.47)

• For any function f with domain R, and x0 ∈ R, we define the transla-
tion Tx0f of f by x0 as the map

(Tx0f)(x) := f(x− x0). (E.48)

• For a smooth and quadratically integrable function f : R → C the
Hilbert transform of f is given by

Hf(x) :=
1

π

∫ ∞
0

dω
f(x+ ω)− f(x− ω)

ω
. (E.49)

• For x0 ∈ R, and a smooth function f : R → C, we define the map
δx0f : R→ C as the continuous continuation to R of the function

(δx0f)(x) :=
f(x)− f(x0)

x− x0

. (E.50)

In particular, let δ := δ0. Note that

δx0 = Tx0δT−x0 . (E.51)
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• For (measurable and) quadratically integrable functions f, g : R → C
we define the convolution f ∗ g of f with g by

(f ∗ g)(x) :=

∫
R
dy f(y)g(y − x). (E.52)

• For η > 0, and, for example, quadratically integrable f : R → C, let
the transform tηf of f be defined as

tηf := f ∗ lη, (E.53)

with lη the lorentzian

lη(x) :=
1

π

η

η2 + x2
. (E.54)

Remark (Translation and Fourier Transformation):

For any quadratically integrable function g, the relation

FTxg = µx(Fg), (E.55)

with µx the factor
µx(y) := e−ixy, (E.56)

holds.

Lemma (Dualism of Spaces):

We define the space of functions L as the set of all measurable functions
f : R→ C which decay exponentially. The latter property be defined by the
condition that there are a, b > 0 such, that for all x ∈ R:

|f(x)| ≤ ae−b|x|. (E.57)

On the other hand, we define the space of functions R as the set of all Fourier
transforms of functions in L. The explicit definition we use for the Fourier
transformation is

(Ff)(x) :=

∫
R
dy f(y)e−ixy. (E.58)

Examples of elements in L are, for arbitrary η > 0,

dη(t) := e−η|t| and rη(t) := dη(t)sign(t), (E.59)



174 APPENDIX E. PERTURBATION THEORY

lη

dη

Hlη

-->

-->

-- >

rη

H

F F -1

1-2π
1-2πi

Figure E.3: The image-map of the Hilbert transformation under Fourier trans-
formation is the multiplication by −i sign.

while the corresponding examples of elements in R are

Fdη = 2πlη and (Frη)(x) = −2i
x

η2 + x2
= 2πi(Hlη)(x).

(E.60)
In this particular example, the action of the Hilbert transformation H on a
function in R has, up to a factor, the same effect as the multiplication by the
sign of the corresponding exponentially decaying function (Fig. E.3). This
is true in general and well-known. Nevertheless, it makes sense to verify the
equality of maps in the present situation.

All functions in R are analytic and quadratically integrable. Moreover,
it is clear from the definition of the spaces that the latter are copies of each
other, as far as the zero-set equivalence is applied in L, the isomorphism is
the Fourier transformation. We shall refer to the inverse of the Fourier trans-
formation by F−1. It can be quickly verified that product and convolution
of two functions in L are functions in L. The same holds true for functions
in R:

Statement 1: If f, g ∈ R, then

(1a) fg = F
[
(F−1f) ∗ (SF−1g)

]
∈ R, (E.61)

(1b) f ∗ g = 2π F
[
(F−1f)(SF−1g)

]
∈ R. (E.62)

As a consequence, for any η > 0, the transformation tη maps elements in
R to elements in R. The image of the transformation tη under Fourier
transformation is the multiplication by dη; moreover,

tη1tη2 = tη1+η2 , (E.63)

and every function f ∈ R has the form f = tηf̃ with η > 0, f̃ ∈ R.
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Statement 2: The Hilbert transformation H is an endomorphism of R,
and the corresponding endomorphism of L is given by the multiplication with
the sign and −i, (

F−1HF
)

(α)(t) = −i sign(t)α(t). (E.64)

One consequence of this equality, together with the isometry of the Fourier
transformation, is, that the Hilbert transformation, too, is isometric with
respect to the scalar product of quadratically integrable functions. Generally,
for any two real or complex f, g ∈ R:∫

fg =

∫
(Hf)(Hg). (E.65)

Moreover,

H2 = − 1. (E.66)

As a further conclusion, we note the equality

H [fHg + gHf ] = HfHg − fg, (E.67)

which we verify by writing each of the products of functions f(Hg), (Hf)(Hg)
etc. as the Fourier transform of a convolution of functions according to Eq.
(E.61), and by showing the equality of the Fourier back-transforms of both
sides of the present equation.

Statement 3: The maps δx0 = Tx0δT−x0 , x0 ∈ R, are endomorphisms
of R. In particular, the endomorphism F−1δF of exponentially decaying
functions is given by

(F−1δF)(α)(t0) =


−i
∫∞
t0
dtα(t) for t0 > 0,

i
∫ t0
−∞ dtα(t) for t0 < 0.

(E.68)

Proof of Statement 1:

Statement (1a) is verified easily by the convolution theorem for Fourier trans-
forms. In order to show statement (1b), let

α := F−1f,
β := F−1g.

(E.69)

We define for arbitrary ε > 0:

Gε(t) :=
1

ε
√
π

e−(t/ε)2

, (E.70)
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choose a sequence εn → 0 (n→∞), let

αn := α ∗Gεn ,
βn := β ∗Gεn ,

(E.71)

and

fn := Fαn = fγn,
gn := Fβn = gγn

(E.72)

with γn(x) = exp
(
−1

4
(εnx)2

)
. For every single x ∈ R, the equation

f ∗ g(x) = lim
n→∞

fn ∗ gn(x) (E.73)

holds (Lebesgue). On the other hand, fn ∗ gn is integrable and quadratically
integrable, and hence

fn ∗ gn = 2π F(αnSβn) ∈ R. (E.74)

[Apply F−1 to the left-hand side.]
For every x ∈ R, the following equation holds:

fn ∗ gn(x) = 2π

∫
R
dy e−ixyαn(y)βn(−y). (E.75)

Now, we note that
fn = fγn → f,
gn = gγn → g

(E.76)

in ‖·‖2, the norm of the quadratically integrable functions. The isometry of
the Fourier transformation implies that also

αn → α,
βn → β

(E.77)

in this norm. As a consequence, we note the convergence of the product

αnSβn → αSβ (n→∞) (E.78)

in the norm ‖·‖1 of the absolutely integrable functions. This implies the
following convergence of the right-hand side of Eq. (E.75):

2π

∫
R
dy e−ixyαn(y)βn(−y) → 2π F(αSβ)(x) (n→∞).

(E.79)

With Eq. (E.73) and the definition of α, β follows, for every x ∈ R,

f ∗ g(x) = 2π F
[
(F−1f)(SF−1g)

]
(x), (E.80)

and thus the statement (1b).
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Proof of Statements 2,3:

Let g = Fβ be an arbitrary function in R. We consider the image of g under
the Hilbert transformation H, as well as under δ, and, on the other hand, we
consider the image of β under F−1HF , as well under F−1δF .

Statement (1b) implies that

g = tηf = f ∗ lη (E.81)

with η > 0, f ∈ R. Then,

Hg = − f ∗ (Hlη) ∈ R, (E.82)

δg =
1

−2i
{(flη) ∗ Frη + (f(Frη)) ∗ lη} ∈ R. (E.83)

Moreover, according to statement (1b):

β = F−1g = dη F−1f, ⇒ (E.84)

F−1HF β = − i rη F−1f = − i sign β. (E.85)

Finally, with statements (1a) and (1b):

(F−1δF)β =
−idη

2

{
sign

(
(F−1f) ∗ dη

)
+ (F−1f) ∗ (dηsign)

}
. (E.86)

For t0 > 0 we obtain:

{
(F−1δF)β

}
(t0) = − ie−ηt0

∫ ∞
t0

dt (F−1f)(t)e−η(t−t0)

= − i
∫ ∞
t0

dt β(t), (E.87)

the case t0 < 0 is analogous. �

Remarks:

• The convolution of two functions, each of which is bounded by a scalar
multiple of f0(x) := 1/(1 + |x|), is quadratically integrable, since an
explicit calculation shows that

∫
R
|f0 ∗ f0|2 < ∞. (E.88)
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• By the residue calculus we note, for arbitrary complex z̃, z1 . . . , zN ∈
{Im > 0} with strictly positive imaginary part, the equality:

∫
R

1

z + z̃

1

z − z1
. . .

1

z − zN
dz = 2πi(−1)N+1 1

z̃ + z1
. . .

1

z̃ + zN
.

(E.89)

Lemma (Extension of the Hilbert Transform):

Let g ∈ R, ε1, . . . , εN ∈ R, g = tηf with η > 0, and f ∈ R, be given. Then
the limit

(Hextg) (ε1, . . . , εN ) := lim
λN→0+

. . . lim
λ1→0+∫

R
dω g(ω)

1

λ1 + i(ω − ε1)
. . .

1

λN + i(ω − εN )
(E.90)

exists, and it has the representations

(Hextg)(ε1, . . . , εN ) = (−i)N−1π(1− iH)(δεN−1 . . . δε1g)(εN ) (E.91)

=

∫ ∞
0

. . .

∫ ∞
0

dt1 . . . dtN

Fg(t1 + · · ·+ tN ) exp i(ε1t1 + · · ·+ εN tN )

=

∫
R
dω f(ω)

1

η + i(ω − ε1)
. . .

1

η + i(ω − εN )
.

Proof:

For N = 1, indeed

lim
λ→0+

∫
R
dω

g(ω)

λ+ i(ω − ε)
= π(1− iH)(g)(ε). (E.92)

[We expand the fraction 1/[λ + i(ω − ε)] by the complex conjugate of its
denominator. For the real part, we obtain∫

R
dx

g(ε+ λx)

1 + x2
→ πg(ε) (λ→ 0), (E.93)

while the imaginary part gives

(−i)
∫ ∞

0
dω′

g(ε+ ω′)ω′ − g(ε− ω′)ω′

λ2 + ω′2
→ (−i)π (Hg)(ε) (E.94)

for λ→ 0.]
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In case N ≥ 2, we write

g(ω) = (δε1g)(ω)(ω − ε1) + g(ε1), (E.95)

and apply the convergence theorem (Lebesgue), as well as the residue calcu-
lus. Repeated use of these manipulations yields

(Hextg)(ε1, . . . , εN) = lim
λN→0+

. . . lim
λ1→0+

(E.96)

∫
dω δε1g(ω)

ω − ε1

λ1 + i(ω − ε1)

1

λ2 + i(ω − ε2)
. . .

1

λN + i(ω − εN )
= · · · =

1

iN−1
lim

λN→0+

∫
dω(δεN−1 . . . δε1g)(ω)

1

λN + i(ω − εN )

= (−i)N−1π(1− iH)(δεN−1
. . . δε1g)(εN).

For the proof of the second equality in (E.91), we apply γn(x) :=
exp

(
−1

4
(x/n)2

)
to define

gn := γng. (E.97)

We note that

Hextg(ε1, . . . , εN ) = lim
λN→0+

. . . lim
λ1→0+

lim
n→∞

(E.98)

∫
dω gn(ω)

1

λ1 + i(ω − ε1)
. . .

1

λN + i(ω − εN )

= [limits]

∫ ∞
0

. . .

∫ ∞
0

dt1 . . . dtN Fgn(t1 + · · ·+ tN )

e−λ1t1 . . . e−λN tN exp i(ε1t1 + · · ·+ εN tN ) (with Fubini)

= [limits]

∫ ∞
0

dt Fgn(t)

∫
{(t1,...,tN )∈RN :ti≥0,

∑
i ti=t}

1√
N

e−λ1t1 . . . e−λN tN exp i(ε1t1 + · · ·+ εN tN )

=: [limits]

∫ ∞
0

dt (Fgn)(t)µ(t) (cp. Fig. 2.6)

= lim
λN→0+

. . . lim
λ1→0+

∫ ∞
0

dt (Fg)(t)µ(t) (continuity in || · ||2)

= lim
λN→0+

. . . lim
λ1→0+

∫ ∞
0

. . .

∫ ∞
0

dt1 . . . dtN Fg(t1 + · · ·+ tN )
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->

->

->

H, 

F F -1

L

R

L

Rδ

Figure E.4: In our terminology, the Fourier transformation F maps
from L to R, while the Hilbert transformation, as well as the map δ,
are endomorphisms of R.

exp i(ε1t1 + · · ·+ εN tN ) e−λ1t1 . . . e−λN tN

=

∫ ∞
0

. . .

∫ ∞
0

dt1 . . . dtN Fg(t1 + · · ·+ tN ) exp i(ε1t1 + · · ·+ εN tN )

with Lebesgue.

We obtain the last representation of (Hextg)(ε1, . . . , εN) within Eq. (E.91)
upon inserting g = tηf into the definition. With Tonelli/Fubini we can swap
the order of the integrals; then, we apply Eq. (E.89) to calculate the inner
integral. �

Remark (Relation between H and δx0):

1. Inserting δxδyf(t) into Def. (E.50), we note the commutation relation

δxδy = δyδx. (E.99)

2. For any f ∈ R, and x0 ∈ R, δx0f is Riemann-integrable, and

lim
R→∞

∫ R

−R
δx0f = lim

R→∞

∫ x0+R

x0−R
δx0f = π (Hf)(x0). (E.100)

3. We note that δH = Hδ, since

Hδ = F
(
F−1HF

) (
F−1δF

)
F−1, (E.101)
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and since F−1HF commutes with F−1δF according to Eq. (E.64),
and (E.68). Because, for any x0 ∈ R, Tx0H = HTx0 , we conclude that
generally

Hδx0 = δx0H. (E.102)

4. For any f ∈ R, n ∈ N, x0 ∈ R, we note:

(
δnx0
f
)

(x0) =
1

n!
f (n)(x0), (E.103)

as well as, for any x 6= x0:

(
δnx0
f
)

(x) =
f(x)− p(f, x0)n−1(x)

(x− x0)n
, (E.104)

where p(f, x0)n−1 is the Taylor polynomial of f around x0 of degree
n− 1, in particular p(f, x0)−1 := 0.

5. As a consequence, the n-th derivative of the Hilbert transform of f ∈ R
has the representation

(Hf)(n)(x0) =
n!

π

∫ ∞
0

dω

ωn+1
{ (f − p(f, x0)n−1)(x0 + ω)

+ (−1)n+1(f − p(f, x0)n−1)(x0 − ω) }
=: H(n)f(x0). (E.105)

6. In particular:

H(0)f(x0) =
1

π

∫ ∞
0

dω

ω
{f(x0 + ω)− f(x0 − ω)} , (E.106)

H(1)f(x0) =
1

π

∫ ∞
0

dω

ω2
{f(x0 + ω) + f(x0 − ω)− 2f(x0)} ,

(E.107)

H(2)f(x0) =
2

π

∫ ∞
0

dω

ω3

{
f(x0 + ω)− f(x0 − ω)− 2ωf ′(x0)

}
.

(E.108)
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7. The integrand appearing in H(n)f(x0) (E.105) has the alternative rep-
resentation

1

ωn+1
{ (f − p(f, x0)n−1)(x0 + ω)

+ (−1)n+1(f − p(f, x0)n−1)(x0 − ω) }
=

1

ωn+1

∫
. . .

∫
0≤tn+1≤···≤t1≤ω

dt1 . . . dtn+1

( f (n+1)(x0 + tn+1) + f (n+1)(x0 − tn+1) ). (E.109)

Remark (The Integral IRTA(a, b, c)):

For any three functions a, b, c ∈ R we define

IRTA(a, b, c) :=

∫
R
dε a(ε)

∫
R
dε̃ (δεb)(ε̃)c(ε̃). (E.110)

This integral generally appears in the calculation of 6-th order RTA-diagrams
(not shown within this work), and in particular in the calculation of the DSO-
integral I(DSO)(6)(f, g, h), which we shall carry out within the next section.
We here show that the integral is well-defined, that it is symmetric in a and
c, and that it is trilinear (linear in each of the three arguments). In addition,
since we shall apply the result in the following section, we determine the real
part of

IRTA ([1 + iH] a, [1− iH] b, [1 + iH] c) , (E.111)

with H the Hilbert transformation, in case a, b, c are real.

Right-Hand Side of Eq. (E.110) Well-Defined:
To the function b ∈ R we assign the family of functions (δεb)ε∈R (also in R).
For any ε ∈ R, the inner integral∫

dε̃ (δεb)(ε̃)c(ε̃) (E.112)

exists in the absolute sense; to determine its value, we note:

(δεb)c = δε(bc) − b(ε) (δεc) . (E.113)

Thus, with (E.100), the inner integral is
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∫
(δεb)c =

∫
δε(bc) − b(ε)

∫
δεc

= π [H(bc)− b(Hc)] (ε). (E.114)

Since the right-hand side of the present equation is a function inR (evaluated
in ε), we conclude that the integral IRTA(a, b, c) (E.110) is well-defined.

Symmetry a↔ c: We obtain for the integral’s value:

IRTA(a, b, c) = π

[∫
aH(bc) − ab(Hc)

]
(E.115)

= π

[∫
(Ha) [HH(bc)] − ab(Hc)

]
(isometry of H (E.64))

= − π
[∫

(Ha)bc + ab(Hc)

]
(since HH = −1 (E.66)),

and from the last line’s representation we conclude that IRTA(a, b, c) is linear
in every argument and symmetric in a and c.

Real Part of (E.111):
For real a, b, c ∈ R we calculate:

Re
{
IRTA ([1 + iH] a, [1− iH] b, [1 + iH] c)

}
=

= IRTA (a, b, c) − IRTA (Ha, b,Hc)

+ IRTA (Ha,Hb, c) + IRTA (a,Hb,Hc) . (E.116)

Inserting the triple (a,Hb,Hc) into Def. (E.110), we obtain

IRTA(a,Hb,Hc) =

∫
R
dε a(ε)

∫
R
dε̃ (δε(Hb))(ε̃)(Hc)(ε̃)

=

∫
dε a(ε)

∫
(H(δεb))(Hc) (with (E.102))

=

∫
dε a(ε)

∫
(δεb)c (with (E.65))

= IRTA(a, b, c). (E.117)

By the symmetry we conclude:

IRTA(Ha,Hb, c) = IRTA(c,Hb,Ha) = IRTA(c, b, a)

= IRTA(a, b, c). (E.118)



184 APPENDIX E. PERTURBATION THEORY

Finally, upon inserting the triple (Ha, b,Hc) into the last line of Eq. (E.115), we
find:

−IRTA(Ha, b,Hc) = π

[∫
(HHa)b(Hc) + (Ha)b(HHc)

]
= −π

[∫
ab(Hc) + (Ha)bc

]
(with E.66)

= IRTA(a, b, c). (E.119)

In summary,

Re
{
IRTA ([1 + iH] a, [1− iH] b, [1 + iH] c)

}
= 4 IRTA (a, b, c) . � (E.120)

E.2.2 Practice

We here calculate all contributions to the kernels within a certain sub-
selection of diagrams up to sixth order in the tunneling coupling: Neglecting
the doubly occupied state, we take into account all DSO-diagrams up to
sixth order. This amounts to the calculation of three integrals – one for each
order 2n, n = 1, 2, 3. We refer to these integrals by the 2n-th order DSO pair
formation

PDSO = { {1, 2n}, {2, 3}, {4, 5}, . . . , {2n− 2, 2n− 1}} ∈ PF{1, . . . , 2n}
(E.121)

(cp. Fig. 3.8), or else by a graphic icon of this pair formation. Since imag-
inary parts cancel in the end, we restrict ourselves to the calculation of the
real part and apply the congruence

z1 ≡ z2 :⇔ Re(z1) = Re(z2). (E.122)

Second Order Diagram

Let f ∈ R be real and integrable; we calculate:

I(     )(f) :=-
= I(DSO)(2)(f) :=

= lim
η→0+

∫
R
dω f(ω)

1

η + iω
≡ lim

η→0+

∫
R
dω f(ω)

η

η2 + ω2

= lim
η→0+

∫
R
dω/η

f (η (ω/η))

1 + (ω/η)2
= lim

η→0+

∫
R
dx

f (ηx)

1 + x2
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= πf(0). (E.123)

Fourth Order DSO-Diagram

Let f, g ∈ R be real and absolutely integrable; the integral we encounter in
the fourth order DSO-diagrams is

I(        )(f,g) :=-

I(DSO)(4)(f, g) := (E.124)

= lim
λ→0+

∫ ∫
dωdω′ f(ω)g(ω′)

1

λ+ iω

1

λ+ i(ω − ω′)
1

λ+ iω

=

∫ ∞
0

∫ ∞
0

∫ ∞
0

dt1dt2dt3 (Ff)(t1 + t2 + t3)(Fg)(−t2)

= lim
η,η′→0+

∫ ∫
dωdω′ f(ω)g(ω′)

1

η + iω

1

η + η′ + i(ω − ω′)
1

η + iω

= lim
η,η′→0+

∫ ∫
dωdω′ f(ω)g(ω′)

(
1

η + iω

)2

1

2π

∫
dε

1

η + iω − iε
1

η′ − iω′ + iε
(with (E.89))

=
1

2π
lim

η,η′→0+

∫
dε

∫
dω f(ω)

(
1

η + iω

)2 1

η + iω − iε∫
dω′ g(ω′)

1

η′ − iω′ + iε
(with Tonelli/Fubini)

=
1

2π
lim

η,η′→0+

∫
dε Hext(tηf)(0, 0, ε)Hext(tη′g)(ε)∗ (with (E.91)).

At this stage we insert

f = tηf f̃

g = tηg g̃

}
with f̃ , g̃ ∈ R, ηf , ηg > 0, (E.125)

and with (E.63) we rewrite the last line of Eq. (E.124) in the form
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1

2π
lim

η,η′→0+

∫
dε Hext(tη+ηf f̃)(0, 0, ε)Hext(tη′+ηg g̃)(ε)∗

=
1

2π
lim

η,η′→0+

∫
dε

∫
dω f̃(ω)

(
1

η + ηf + iω

)2 1

η + ηf + iω − iε∫
dω′ g̃(ω′)

1

η′ + ηg − iω′ + iε
(with (E.91))

=
1

2π

∫
dε

∫
dω f̃(ω)

(
1

ηf + iω

)2 1

ηf + iω − iε∫
dω′ g̃(ω′)

1

ηg − iω′ + iε
(E.126)

with Lebesgue, since

∫ ∫ ∫
dεdωdω′

∣∣∣∣∣f̃(ω)g̃(ω′)

(
1

ηf + iω

)2 1

ηf + iω − iε
1

ηg − iω′ + iε

∣∣∣∣∣ <∞.
(E.127)

We verify the latter absolute integrability by first performing the integral over ε:

∫
dε

∣∣∣∣ 1

ηf + iω − iε
1

ηg − iω′ + iε

∣∣∣∣ (E.128)

=

∫
dε

∣∣∣∣ 1

ηf + i(ε− ω)

∣∣∣∣ ∣∣∣∣ 1

ηg + i(ε− ω + ω − ω′)

∣∣∣∣
=

∫
dε

∣∣∣∣ 1

ηf + iε

∣∣∣∣ ∣∣∣∣ 1

ηg + i(ε− (ω′ − ω))

∣∣∣∣
≤ cfcg

∫
dε f0(ε) f0(ε− (ω′ − ω)) = cfcg (f0 ∗ f0)(ω′ − ω),

with appropriate constants cf , cg > 0. The function f0 ∗ f0 is quadratically inte-
grable (E.88), and so, upon inserting the present estimate into the integral (E.127),
we obtain

∫ ∫ ∫
dεdωdω′

∣∣∣∣∣f̃(ω)g̃(ω′)

(
1

ηf + iω

)2 1

ηf + iω − iε
1

ηg − iω′ + iε

∣∣∣∣∣
≤ cfcg

∫ ∫
dωdω′

∣∣∣∣∣f̃(ω)g̃(ω′)

(
1

ηf + iω

)2
∣∣∣∣∣ (f0 ∗ f0)(ω′ − ω)

≤ cfcg ‖g̃‖2 ‖f0 ∗ f0‖2
∫
dω

∣∣∣∣∣f̃(ω)

(
1

ηf + iω

)2
∣∣∣∣∣ < ∞, (E.129)
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since f̃ , g̃ are quadratically integrable. We conclude from (E.126):

1

2π
lim

η,η′→0+

∫
dε Hext(tηf)(0, 0, ε)Hext(tη′g)(ε)∗

=
1

2π

∫
dε Hext(f)(0, 0, ε)Hext(g)(ε)∗, (E.130)

and so, going back to Eq. (E.124):

I(DSO)(4)(f, g) =
−π
2

∫
dε (1− iH)δδ(f)(ε) (1 + iH)(g)(ε)

(with (E.91))

≡ − π
∫
dε δδ(f)(ε)(g)(ε)

(we take the real part; isometry of H). (E.131)

Upon applying the equality

(δδf)g = δδ(fg) − f(0)δδg − (δf)(0)δg, (E.132)

as well as the Riemann-integrability (E.100), we obtain for the right-hand side of
Eq. (E.131):

−π
∫

(δδf)g = − π2{ H (δ(fg))− fH(δg)− (δf)Hg} (0). (E.133)

Finally, upon commuting H and δ (E.102), we arrive at

I(DSO)(4)(f, g) ≡ π2{ f(Hg)−H (fg)}’ (0). (E.134)

Sixth Order DSO-Diagram

We calculate, for arbitrary real-valued and integrable f, g, h ∈ R, the integral

( )I (f,g,h):=

I(DSO)(6)(f, g, h) := lim
η→0+

∫ ∫ ∫
f(ω)g(ω′)h(ω′′) (E.135)(

1

η + iω

)3 1

η + i(ω − ω′)
1

η + i(ω − ω′′)
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= lim
η,η′,η′′→0+

∫ ∫ ∫
f(ω)g(ω′)h(ω′′)(

1

η + iω

)3 1

η + η′ + i(ω − ω′)
1

η + η′′ + i(ω − ω′′)

=
1

(2π)2
lim

η,η′,η′′→0+

∫ ∫ ∫
dωdω′dω′′

∫ ∫
dεdε̃ f(ω)g(ω′)h(ω′′)(

1

η + iω

)3 1

η + iω − iε
1

η′ − iω′ + iε

1

η + iω − iε̃
1

η′′ − iω′′ + iε̃

=
limη,η′,η′′→0+

(2π)2

∫ ∫
dεdε̃ (Hexttηf)(0, 0, 0, ε, ε̃)(Hexttη′g)(ε)∗(Hexttη′′h)(ε̃)∗

At this stage we perform the limit with respect to η, η′, η′′; we write

f = tηf f̃

g = tηg g̃

h = tηh h̃

 with f̃ , g̃, h̃ ∈ R, ηf , ηg, ηh > 0, (E.136)

analogously to (E.125). Analogously to (E.127), we note that

∫ ∫ ∫
dωdω′dω′′

∫ ∫
dεdε̃

∣∣∣∣∣f̃(ω)g̃(ω′)h̃(ω′′)

(
1

ηf + iω

)3
∣∣∣∣∣∣∣∣∣ 1

ηf + iω − iε
1

ηg − iω′ + iε

1

ηf + iω − iε̃
1

ηh − iω′′ + iε̃

∣∣∣∣ < ∞,

(E.137)

and so, going back to Eq. (E.135), we conclude:

I(DSO)(6)(f, g, h)

=
1

(2π)2

∫ ∫
dεdε̃ (Hextf)(0, 0, 0, ε, ε̃)(Hextg)(ε)∗(Hexth)(ε̃)∗

=
π

4

∫ ∫
dεdε̃ δεδδδ(1− iH)f(ε̃) (1 + iH)g(ε) (1 + iH)h(ε̃)

=
π

4
IRTA((1 + iH)g, δδδ(1− iH)f, (1 + iH)h) (Def. (E.110))

≡ π IRTA(g, δδδf, h) (we take the real part; Eq. (E.120))

= π

∫
dε g(ε)

∫
(δεδδδf)h. (E.138)
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Upon applying the relation

(δωa)b = δω(ab)− a(ω)δωb, (E.139)

as well as the Riemann-integrability (E.100), we get for the inner integral:∫
(δεδδδf)h = π {H [(δδδf)h]− (δδδf)H [h]} (ε). (E.140)

As a consequence, with the isometry of the Hilbert transformation (E.65),

π I(RTA) (g, δδδf, h) = − π2

∫
(δδδf) [(Hg)h+ g(Hh)]︸ ︷︷ ︸

=: b

, (E.141)

and by the relation

(δδδf)b = δδδ(fb)− f(0)δδδb− (δf)(0)δδb− (δδf)(0)δb (E.142)

we obtain: ∫
(δδδf)b =

π

2
{H(fb) − f(Hb)}′′ (0). (E.143)

Inserting b = (Hg)h+ g(Hh), we note:

πI(RTA) (g, δδδf, h) =
π3

2
{fH [(Hg)h+ gHh]−H (f [(Hg)h+ g(Hh)])}′′ (0).

(E.144)

Upon applying relation (E.67), and going back to Eq. (E.138), we arrive
at the equality:

I(DSO)(6)(f, g, h) ≡ π3

2
{f (HgHh− gh) − H [f(hHg + gHh)]}′′(0).

(E.145)

E.3 Application: Sixth Order DSO with In-

finite U

In the present section we give the results for the density matrix and current
as obtained within the sixth order DSO, applied to the SIAM with infinite
Coulomb-interaction U . We calculated the emerging diagrams theoretically
in the previous section, and we here note the results in terms of the multilin-
ear forms of that section. Finally, we consider in particular the temperature-
dependence of the linear conductance (the differential conductance at zero
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bias) G. An analysis shows that G(T ) diverges logarithmically to +∞ with
T → 0 in case the Anderson model’s degenerate level lies below the Fermi
level of the contacts.

E.3.1 Sixth Order Rates

In the same way as within the complete dressed-second-order for infinite
Coulomb-interaction, Eqs. (3.49), and (3.50), we write the stationary density
matrix and current as function of rates Γ±l : ρ00

ρ↑↑
ρ↓↓

 =
1

Γ + Γ+

 Γ−

Γ+

Γ+

 , (E.146)

and

Il =
1

2
(Il − Il)

= ρ00(Γ+

l
− Γ+

l ) + ρσσ(Γ−l − Γ−
l

), (E.147)

where

Γ± =
∑
l

Γ±l , (E.148)

and Γ := Γ+ + Γ−. For simplicity we here assume symmetry with respect
to spin within the quantum dot as well as within the leads; moreover, we
assume equal coupling functions αl(ε) (Def. (D.60)) for both leads,

αl = αl. (E.149)

The rates Γ±l , on the other hand, are given by the sum of all contributions
of DSO-diagrams up to sixth order to

−1

2
Tr {Kcurr,l|0 >< 0|} , (E.150)

and to

Tr {Kcurr,l|σ >< σ|} , (E.151)

respectively. Hence, we shall insert

Γ±l = Γ±l (DSO, III), (E.152)
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where

Γ±l (DSO, III) := Γ±l (DSO, 2) + Γ±l (DSO, 4) + Γ±l (DSO, 6), (E.153)

and where, to each n = 1, 2, . . . , Γ±l (DSO, 2n) is the contribution of all
DSO-diagrams of order 2n to (E.150), and to (E.151), respectively.

The Rates Γ±l (DSO, 2n)(n = 1, 2, 3) :

With Fig. 3.1, and with Eq. (3.1), the second order contribution to the DSO
rate Γ±l (DSO) is

Γ±l (DSO, 2) =
2

~
Re lim

η→0

∫
dε

α±l (ε)

η + i(ε− E10)

=
2

~
Re lim

η→0

∫
dω

T−E10α
±
l (ω)

η + iω

=
2π

~
T−E10α

±
l (0) =

2π

~
α±l (E10), (E.154)

where we have applied the translation T−E10 (E.48), and the result of Eq.
(E.123). For the fourth order contribution to Γ±l (DSO) we obtain according
to Eq. (3.28), and with Figs. 3.5, 3.10:

Γ±l (DSO, 4) =
2

~
Re lim

η→0

∫
dε

α±l (ε)

η + i(ε− E10)

−1

η + i(ε− E10)

∫
dε′

γ(ε′)

η + i(ε− ε′)

=
2

~
Re lim

η→0

∫ ∫
dωdω′

(−1)(T−E10α
±
l )(ω)(T−E10γ)(ω′)

(η + iω)2(η + i(ω − ω′))

=
2π2

~
{
H
(
(T−E10α

±
l )(T−E10γ)

)
− (T−E10α

±
l )H(T−E10γ)

}′
(0)

=
2π2

~
{
H
(
α±l γ

)
− α±l (Hγ)

}′
(E10), (E.155)

where we use the notation γ := α + α+, and where we inserted the result
(E.134) of the integral calculation (E.124). Finally, with Eq. (3.36), with
Fig. 3.10, and upon applying the translation T−E10 to all of the appearing
functions, we obtain for the sixth order contribution to Γ±l (DSO):



192 APPENDIX E. PERTURBATION THEORY

Γ±l (DSO, 6) =
2

~
Re lim

η→0

∫
dε

α±l (ε)

η + i(ε− E10)(
−1

η + i(ε− E10)

∫
dε′

γ(ε′)

η + i(ε− ε′)

)2

=
2

~
I(DSO)(6)

(
T−E10α

±
l , T−E10γ, T−E10γ

)
(E.156)

with Def. (E.135). By the result (E.145) for the calculation of the general
integral I(DSO)(6)(f, g, h) we arrive at

Γ±l (DSO)(6) =
π3

~
{α±l

(
(Hγ)2 − γ2

)
− 2H

[
α±l γHγ

]}′′(E10). (E.157)

In summary, the sixth order rates within the DSO-selection are given by
Γ±l (DSO, III) = Γ±l (DSO, 2) + Γ±l (DSO, 4) + Γ±l (DSO, 6), where

Γ±l (DSO)(2) =
2

~
πα±l (E10), (E.158)

Γ±l (DSO)(4) =
2

~
π2
{
H(α±l (α+ α+)) − α±l H(α+ α+)

}′
(E10)

=
2

~
Bil(DSO)(α±l , α+ α+), (E.159)

and

Γ±l (DSO)(6) =
2

~
π3{ α±l H[(α+ α+)H(α+ α+)]

− H[α±l (α+ α+)H(α+ α+)] }′′(E10)

=
2

~
Tril(DSO)(α±l , α+ α+, α+ α+). (E.160)

The bilinear map Bil(DSO) : R×R → C is given by

Bil(DSO)(f, g) = π2 {H(fg) − f(Hg)}′ (E10), (E.161)

while the trilinear map Tril(DSO) : R×R×R → C is given by

Tril(DSO)(f, g, h) =
π3

2
{f(Hg)(Hh)− fgh

−H[fg(Hh) + f(Hg)h]}′′(E10).(E.162)

We implicitly assume that the functions α±l are contained in the set R (Sec.
E.2.1 (Diagram Calculations – Theory)), and we have applied relation (E.67)
for Eq. (E.160).
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E.3.2 Temperature-Dependence of Sixth Order Cur-
rent and Conductance – Theory

Next, we want to analyze the temperature-dependence of the sixth order
rates, and in particular of the conductance obtained from the sixth order
current (E.147). To this end we formulate and prove the following technical
remark and lemma:

Remark (T-Dependence of Derivatives of Fermi Function):

All of the derivatives of the parameter-free Fermi function f(x) = 1/(1 + ex)
decay exponentially: For all n ≥ 1 there is Kn > 0 such, that for all x ∈ R:

|f (n)(x)| ≤ Kne
−|x|. (E.163)

As a consequence, the following statement about the Fermi function at chem-
ical potential µl, and temperature T ,

fl(ε) := f

(
ε− µl
kBT

)
, (E.164)

holds: For arbtitrary fixed and given n ≥ 0, and r > 0, there is a constant
const(n, r) such, that for all ε ∈ R with |ε − µl| ≥ r, and, independently of
T > 0:

|f (n)
l (ε)| ≤ const(n, r). (E.165)

In particular, the limit limT→0 f
(n)
l (ε) exitsts for all n ≥ 0, and ε 6= µl.

Proof:

For n ≥ 1, f (n)(x) is a linear combination of terms of the form

(1 + ex)k+(1 + e−x)k− , (E.166)

with integers k+, k− ≤ −1. Hence, |f (n)(x)| ≤ Kne
−|x|, with Kn independent

of x. For any fixed ε 6= µl with |ε− µl| ≥ r:

∣∣∣f (n)
l (ε)

∣∣∣ =

∣∣∣∣ 1

(ε− µl)n
(
ε− µl
kBT

)n
f (n)

(
ε− µl
kBT

)∣∣∣∣
→ 0 (T → 0), and

≤ 1

rn
sup

{∣∣∣xnKne
−|x|
∣∣∣ : x ∈ R

}
=: const(n, r). (E.167)
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Lemma (T-Dependence of Γ±l (DSO, III) and G(DSO, III)):

Let γ ∈ R, m ∈ {1, 2, . . . }, µ1, . . . , µm ∈ R be arbitrarily given. For T > 0,
and j = 1, 2, . . . ,m, we define

fj(ε) := f

(
ε− µj
kBT

)
, (E.168)

where f is the parameter-free Fermi function, and consider any natural n ≥ 0
fixed and given. Then, the following statements hold:

i) For all ε ∈ R \ {µ1, . . . , µm} the limit

lim
T→0

H(n)(γf1 . . . fm)(ε) (E.169)

(Def. (E.105)) exists. Moreover, for arbitrary r > 0, there is a constant
c > 0 independent of T such, that for all ε ∈ R with

min{|ε− µj| : j = 1, . . . ,m} ≥ r (E.170)

the inequality
|H(n)(γf1 . . . fm)(ε)| ≤ c (E.171)

holds.

ii) Let κ ∈ {0, 1, . . . }, f ′1(ε) = df1

dε
(ε). Then, for all ε ∈ R \ µ1, the limit

lim
T→0

H(n)(γf ′1f
κ
1 )(ε) (E.172)

exists.

iii) Additional properties of regularity and decay imply that, for a function
α ∈ R, also αf0 ∈ R, where

f0(ε) := f

(
ε− µ0

kBT

)
, (E.173)

where f(x) = 1/(1+ex) is the parameter-free Fermi function, and where
temperature T and chemical potential µ0 are arbitrary (Ref. [20], App.
A). We consider natural numbers κ1, . . . , κm ∈ {0, 1, . . . } to be given.
Then, the limit

lim
T→0

H(n) [γfκ1
1 . . . fκmm H(αf0)] (ε) (E.174)

exists for all ε ∈ R \ {µ0, µ1, . . . , µm}.
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iv) In addition to the functions α, and f0, of the previous statement iii), let
κ ∈ {0, 1, . . . }, and T0 > 0 be arbitrarily given. Then, for all ε ∈ R\µ0:

H(n) [γ(−f ′0)fκ0 H(αf0)] (ε)

T→0≡ n!

π2

(αγ)(µ0)

κ+ 1

1

(µ0 − ε)n+1
ln

(
T

T0

)
, (E.175)

where we define the present congruence by the property that the dif-
ference between the two functions of the temperature on the left-,
and on the right-hand sides of the congruence-sign, respectively, is con-
vergent as T → 0; ln := exp−1.

Proof of Statement i):

Let r > 0 and ε ∈ R with

min{|ε− µj| : j = 1, . . . ,m} ≥ r

be given. By Eq. (E.109) we decompose

H(n)g(ε) = (E.176)

n!

π

∫ r/2

0

dω

ωn+1

∫
. . .

∫
0≤tn+1≤···≤t1≤ω{

g(n+1)(ε+ tn+1) + g(n+1)(ε− tn+1)
}

+
n!

π

∫ ∞
r/2

dω

ωn+1
{−p(g, ε)n−1(ε+ ω) + (−1)np(g, ε)n−1(ε− ω)}

+
n!

π

∫ ∞
r/2

dω

ωn+1

{
g(ε+ ω) + (−1)n+1g(ε− ω)

}
,

with

g := γf1 . . . fm. (E.177)

The integrand of the integral over [0, r/2] is pointwise convergent, which can be
seen from the alternative representation of this integrand (Eq. (E.109)). Moreover,
to every l ∈ {0, 1, . . . } there is cl > 0 such, that for all x ∈ R with

min{|x− µj | : j = 1, . . . ,m} ≥ r/2 (E.178)
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the inequality

|g(l)(x)| ≤ cl (E.179)

holds independently of the value of the temperature T (Eq. (E.165)). In particular,
the integrand of the integral over [0, r/2] within Eq. (E.176) is bounded by

2cn+1

(n+ 1)!
, (E.180)

so the integral is convergent for T → 0 with Lebesgue. Moreover, note that the
upper bound for its value,

cn+1

n+ 1

r

π
, (E.181)

does depend on r, but that it is independent of the temperature T , as well as of
the value of the initially given ε.

The numerator of the second contributing integral within Eq. (E.176), the
first integral over [r/2,∞[, is a polynomial in the integration variable ω of degree
smaller or equal n − 1. Its coefficients are obtained from the derivatives of g in
ε. Hence, they are convergent with T → 0, and upper bounds for their absolute
values are obtained from the constants cl(l = 0, . . . , n− 1) chosen above.

What remains to be shown is the convergence of the contribution

n!

π

∫ ∞
r/2

dω

ωn+1
{ g(ε+ ω) + (−1)n+1g(ε− ω)}

=
n!

π

∫
R

dω g(ε+ ω)
1R\Br/2(0)(ω)

ωn+1
(E.182)

with T → 0, and the existence of an upper bound which is independent of the
temperature T , and of ε. However, the integrand of the latter integral is pointwise
convergent, an integrable upper bound of the integrand is given by

|γ(ε+ ω)|
1R\Br/2(0)(ω)

|ω|n+1
, (E.183)

and so an upper bound for the integral independent of temperature and the value
of ε is obtained by the Cauchy-Schwarz inequality:∣∣∣∣∣n!

π

∫
R

dω g(ε+ ω)
1R\Br/2(0)(ω)

ωn+1

∣∣∣∣∣
≤ n!

π
‖γ‖2

∥∥∥∥∥ω 7→ 1R\Br/2(0)(ω)

ωn+1

∥∥∥∥∥
2

. (E.184)
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Proof of Statement ii):

We let ε ∈ R \ µ1 be given. Let

r := |µ1 − ε|, (E.185)

and decompose H(n)g(ε) as in the proof of statement i), where now

g := γf ′1f
κ
1 . (E.186)

The convergence of the integral over [0, r/2] within the sum (E.176), as well as the
convergence of the first integral over [r/2,∞[, is seen in the same way as in the
proof of statement i).

Hence, we consider only the contribution

n!

π

∫
R

dω γ(ε+ ω)
1R\Br/2(0)(ω)

ωn+1
(f ′1f

κ
1 )(ε+ ω)

=
n!

π

∫
R

dx h(x) (f ′1f
κ
1 )(x), (E.187)

with

h(x) := γ(x)
1R\Br/2(0)(x− ε)

(x− ε)n+1
. (E.188)

We note that the function h is bounded and smooth on R\]ε− r/2, ε+ r/2[. Upon
applying an integral transformation the integral turns into

n!

π

∫
R
dz f ′(z)fκ(z) h(µ1 + kBTz). (E.189)

The integrand of this integral is pointwise convergent for T → 0, and an integrable
upper bound is given by ||h||∞|f ′(z)|, so the convergence follows with Lebesgue.

Proof of Statement iii):

Let ε ∈ R \ {µ0, . . . , µm} be given. We define

r := min {|ε− µj | : j = 0, . . . ,m} , (E.190)

g := γfκ1
1 . . . fκmm H(αf0), (E.191)

and decompose H(n)g(ε) as in the proof of statement i), Eq. (E.176). Note that,
according to our assumption, αf0 ∈ R, hence for arbitrary l ≥ 0: H(αf0)(l) =
H(l)(αf0) – the l-th derivative of H(αf0) is obtained by applying the transforma-
tion H(l) (Def. (E.105)) to αf0. Part i) of the present lemma yields thus statements
about the derivatives of H(αf0):

For any ε′ 6= µ0, the limit

lim
T→0

H(l)(αf0)(ε′) (E.192)
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exists, and, to any r′ > 0, there is a constant cr′,l > 0 such, that for all
ε′ ∈ R\]µ0 − r′, µ0 + r′[:∣∣∣H(l)(αf0)(ε′)

∣∣∣ ≤ cr′,l. (E.193)

We conclude that the first and the second integral contributing toH(n)g(ε)
within the decomposition (E.176) are convergent for T → 0.

The third and last integral is

n!

π

∫ ∞
r/2

dω

ωn+1
{g(ε+ ω) + (−1)n+1g(ε− ω)}

=
n!

π

∫
R

dω (γfκ1
1 . . . fκmm ) (ω)

1R\Br/2(ε)(ω)

(ω − ε)n+1
H(αf0)(ω)

=
n!

π

∫
R

dω h(ω) H(αf0)(ω), (E.194)

with

h(ω) := (γfκ1
1 . . . fκmm ) (ω)

1R\Br/2(ε)(ω)

(ω − ε)n+1
. (E.195)

Note that h, as well as αf0, are pointwise convergent for T → 0, and be-
cause this pointwise convergence is bounded by a square-integrable function,
the convergence is satisfied also in the ‖ ‖2-norm. The Hilbert transforma-
tion is isometric with respect to this norm, so H(αf0) is convergent in ‖ ‖2.
With Cauchy-Schwarz follows the convergence of the integral of the product
h H(αf0).

Proof of Statement iv):

We let ε ∈ R \ µ0,
r := |ε− µ0|, (E.196)

g := γ(−f ′0)fκ0 H(αf0), (E.197)

and decompose H(n)g(ε) in the same way as for the proof of statement i),
Eq. (E.176). We note that the first two integrals within the decomposition
(E.176) are convergent for T → 0. The third integral is

n!

π

∫
R
dω [(−f ′0)fκ0 H(αf0)] (ω) h(ω) (E.198)

with

h(ω) := γ(ω)
1R\Br/2(ε)(ω)

(ω − ε)n+1
. (E.199)
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After a transformation the integral reads

n!

π

∫
R
dx (−f ′(x))fκ(x) H(αf0)(µ0 + xkBT ) h(µ0 + xkBT ). (E.200)

As we shall show in App. F (Universality), the difference

γT (x) := H(αf0)(µ0 + xkBT ) − H(αf0)(µ0) (E.201)

is pointwise convergent for T → 0, so for each arbitrary value of x, the limit
limT→0 γT (x) exists. Moreover, there is a constant c > 0 such, that for all
x ∈ R, and T ∈]0, T0]:

|γT (x)| ≤ c|x|. (E.202)

To show the latter statement, we represent

γT (x0) =

∫ x0

0
dx γ′T (x), and (E.203)

γ′T (x) =
1

π

∫ ∞
0

dy Gx,T (y), (E.204)

where

Gx,T (y) :=
1

y2
{Fx,T (y) + Fx,T (−y)− 2Fx,T (0)} , (E.205)

Fx,T (z) := α(µ0 + kBT (x+ z)) f(x+ z). (E.206)

The integrand Gx,T is pointwise convergent for T → 0, and there is an
integrable map

GT0 : ]0,∞[→ R (E.207)

such, that for all x ∈ R, T ∈]0, T0]:

|Gx,T | ≤ GT0 (E.208)

pointwise. To obtain such an upper bound for |Gx,T |(y), we distinguish
between the cases y ≤ 1 and y > 1. We represent

Fx,T (y) + Fx,T (−y)− 2Fx,T (0)

=

∫ ∫
0≤t2≤t1≤y

(
F ′′x,T (t2) + F ′′x,T (−t2)

)
(E.209)

in case y ≤ 1, while for y > 1 we estimate: |Gx,T |(y) ≤ 4
y2 ‖α‖∞.
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It follows from the pointwise convergence of γT (E.201), and from the
estimate (E.202), that the integral

n!

π

∫
R
dx (−f ′(x))fκ(x) γT (x) h(µ0 + xkBT ). (E.210)

is convergent for T → 0. Hence, the congruence

n!

π

∫
R
dx (−f ′(x))fκ(x) H(αf0)(µ0 + xkBT ) h(µ0 + xkBT )

T→0≡ n!

π
H(αf0)(µ0)

∫
R
dx (−f ′(x))fκ(x) h(µ0 + xkBT ) (E.211)

holds, so we have slightly simplified the integral (E.200) whose logarithmic
divergence with T → 0 we want to show.

Now, we want to prove the relation

H(αf0)(µ0)
T→0≡ α(µ0)

π
ln

(
T

T0

)
: (E.212)

We represent

d

dT
H(αf0)(µ0) =

π−1

T

∫
R
dx (−f ′(x))α(µ0 + kBTx), (E.213)

and for T ′ ∈]0, T0]:

H(αf0)(µ0)|T=T ′ − α(µ0)

π
ln

(
T ′

T0

)
= H(αf0)(µ0)|T=T0 − kB

π

∫ T0

T ′
dT

∫
R
dx

(−f ′(x))x(δµ0α)(µ0 + kBTx), (E.214)

where the latter integral is convergent for T ′ → 0.

Finally, we note

n!

π

α(µ0)

π
ln

(
T

T0

) ∫
R
dx (−f ′(x))fκ(x) h(µ0 + xkBT )

T→0≡ n!

π

α(µ0)

π
ln

(
T

T0

) ∫
R
dx (−f ′(x))fκ(x) h(µ0), (E.215)

since ∣∣∣∣ln T

T0

∣∣∣∣ ∫
R
dx (−f ′(x))fκ(x) |h(µ0 + xkBT )− h(µ0)|

≤
∣∣∣∣ln T

T0

∣∣∣∣ kBT ||δµ0h||∞
∫
R
dx (−f ′(x))fκ(x)|x|

→ 0 (T → 0) (E.216)
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with de l’Hospital.
In summary,

H(n) [γ(−f ′0)fκ0 H(αf0)] (ε)

T→0≡ n!

π2

(αγ)(µ0)

κ+ 1

1

(µ0 − ε)n+1
ln

(
T

T0

)
. � (E.217)

E.3.3 Temperature-Dependence of Sixth Order Cur-
rent and Conductance – Practice

The lemma of the previous section implies the existence of the zero temper-
ature limit

lim
T→0

Γ±l (DSO, III), (E.218)

of the rates Γ±l (DSO, III) (Eqs. (E.158), (E.159), and (E.160)) within the
sixth order DSO for infinite U in case

E10 6= µl, µl : (E.219)

In particular, the lemma’s statement i) (E.169) implies the existence of the
zero temperature limit of the fourth order contribution Γ±l (DSO, 4) (E.159),
while statements i) and iii) (E.174) imply the existence of the zero tem-
perature limit of the sixth order contribution Γ±l (DSO, 6) (E.160). As a
consequence, the zero temperature limits

lim
T→0

ρ̂, and lim
T→0

Il,

of density matrix (E.146), and current (E.147) also exist.

Linear Conductance within the Sixth Order DSO

Expressed by the bilinear and trilinear forms (E.161), and (E.162), the sixth
order current Il(DSO, III) for infinite interaction U reads:

Il(DSO, III) =

2

~
{ π(α+

l
− α+

l )(E10) + Bil(DSO)(α+
l
− α+

l , α+ α+)

+ Tril(DSO)(α+
l
− α+

l , α+ α+, α+ α+) } ρ00 +

2

~
{ π(α−l − α

−
l

)(E10) + Bil(DSO)(α−l − α
−
l
, α+ α+)

+ Tril(DSO)(α−l − α
−
l
, α+ α+, α+ α+) } ρσσ. (E.220)
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We let the chemical potentials be a function of a bias voltage Vb according
to

µl = µl(Vb) = EF + λleVb, (E.221)

with dimension-less constants λl > 0, λl < 0 satisfying λl − λl = 1, so that

µl(Vb) − µl(Vb) = eVb. (E.222)

We determine the linear conductance G by differentiating the particle-
current, multiplied by the electron charge −e, with respect to the bias, and
by evaluating this derivative in particular at zero bias:

G(DSO, III) =
d(−e)Il(DSO, III)

dVb

∣∣∣∣Vb=0

. (E.223)

We obtain:

G(DSO, III) =

4πe2

h
[ρ00 + ρσσ]{ π(αlfT,EF )(E10) + Bil(DSO)(αlfT,EF , α+ α+)

+ Tril(DSO)(αlfT,EF , α+ α+, α+ α+) } (E.224)

with

fT,EF (ε) :=
−1

kBT
f ′
(
ε− EF
kBT

)
=

∂

∂ε
(1− f)

(
ε− EF
kBT

)
(E.225)

according to (3.47). Note that the function fT,EF is positive, has total weight
one, and that its weight is distributed over a region around the Fermi level
EF whose size is proportional to kBT .

Divergence of G(DSO, III) with T → 0

We investigate the dependence ofG(DSO, III) on the temperature as T → 0.
We assume, that

E10 6= EF , (E.226)

and consider in particular the divergent contribution

(ρ00 + ρσσ) Tril(DSO)(αlfT , α+ α+, α+ α+)
T→0≡ (ρ00 + ρσσ)(−π3)H

[
αlfT (α+ α+)H(α+ α+)

]′′
(E10) (E.227)

(Def. (E.162)).
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By the statements (ii) (E.172), and (iv) (E.175), of the previous section’s
lemma we conclude:

G(DSO, III)
T→0≡ e2π2

h
(ρ00 + ρσσ)

6α3(EF )

(E10 − EF )3
ln

(
T

T0

)
.

(E.228)
Thus, the linear conductance obtained by the sixth order DSO for infinite
Coulomb-interaction U diverges logarithmically to plus infinity with T → 0 in
case E10 < EF , and it diverges logarithmically to minus infinity if E10 > EF .

Upon taking into account all diagrams for the SIAM at infinite U up to
sixth order, the divergence to plus infinity in case E10 < EF is still present,
and the pre-factor of the logarithm is increased. On the other hand, in the
case E10 > EF , the pre-factor of the logarithmic term no more contains the
probability ρ00, but only ρσσ [20]. Hence, the logarithmic divergence is much
weaker in the case E10 > EF within the exact sixth order.

Conclusion

The current Il across a quantum dot as function of the bias Vb can be repre-
sented as

Il =

{ ∫ Vb
0
dV ′b

dIl
dVb

(V ′b ) (Vb > 0)

−
∫ 0

Vb
dV ′b

dIl
dVb

(V ′b ) (Vb < 0)
. (E.229)

We showed that, within the approximation of the sixth order DSO for infinite
Coulomb-interaction, the zero temperature limit of the current Il exists, as
long as the energy of the quantum dot level is different from both chemical
potentials E10 6= µl, µl. In particular, at zero bias, the differential conduc-
tance dIl/dVb diverges logarithmically to plus infinity with T → 0, if the
energy E10 lies below the Fermi level. Hence, the divergence of the differen-
tial conductance at zero bias can be only a singular behaviour, and we can
expect to see a peak in the graph of dIl/dVb vs. the bias around zero bias,
logarithmically getting more and more pronounced with T → 0.
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Appendix F

Universality in the
Temperature-Dependence of G

In the present appendix we analyze the expressions for the linear conductance
for infinite Coulomb-interaction obtained within the DSO (3.53), as well as
within the RTA (3.52). Our aim is to represent the expressions for the
conductance by functions which take a small number of scalar arguments,
and which are otherwise parameter-free, and in this sense universal (cp. Fig.
3.14). On the way to this, we show the existence of the zero temperature limit
limT→0 {pb+(EF + xkBT )− pb+(EF )} (cp. Fig. 3.11), and give its parameter-
free representation (Fig. F.1). Moreover, we show that pb+(EF ) diverges
logarithmically with temperature as T → 0.

For a start, we concentrate on the expression

GRTA = 4κlκl
e2

h
2

∫
dε

π2α2(ε)

d(ε)
fT,EF (ε). (F.1)

for the conductance within the RTA (3.52), where the denominator is d(ε) :=
π2(α + α+)2(ε) + (ε + pα+α+(ε) − E10)2. We here study only the relative
conductance G(T )/Gmax, and so we analyze only the integral-part of the
present expression. To this end, we write the coupling function α(ε) as the
product

α(ε) = α(EF )b(ε) (F.2)

(cp. Fig. 3.12), and divide both the numerator and denominator of the
integrand within the present equation (F.1) by α(EF )2. Moreover, we write
ε = EF + xkBT , and integrate with respect to x instead of ε.

The integral is concentrated in a region of few multiples of the thermal
energy around EF , hence, it is justified to estimate b(ε) = 1, and pb(ε) =

205
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pb(EF ); pb(EF ) here is zero since we choose the function b(ε) to be symmetric
around EF (Fig. 3.12). Upon applying these modifications we obtain the
integral: ∫

dε
π2α2(ε)

d(ε)
fT,EF (ε) =

∫
dx

−π2f ′(x)

π2(1 + f(x))2 + φ2(x)
, (F.3)

where we use the abbreviation

φ(x) := x
kBT

α(EF )
+
EF − E10

α(EF )
+ pb+(EF + xkBT ), (F.4)

and where the function b+ is given by b+(ε) = b(ε)f ((ε− EF )/kBT ) (cp.
Fig. 3.11), with f the parameter-free Fermi function (Eq. (C.78)).

Logarithmic Divergence of pb+(EF ):

We now analyze the behaviour of the function pb+(EF + xkBT ), and, first of
all, we consider its depencence on the temperature in x = 0. We obtain for
the derivative of pb+(EF ) with respect to the temperature:

d

dT
pb+(EF )

=
d

dT

∫ ∞
0

dω
b(EF + ω)f

(
ω

kBT

)
− b(EF − ω)f

(
−ω
kBT

)
ω

=
1

T

∫
R
dx(− f ′)(x)b(EF + xkBT ) ≈ 1

T
, (F.5)

provided that, within a range of few multiples of kBT around the Fermi level,
the approximation

b(ε) ≈ 1 (F.6)

holds. We conclude that, for temperatures T ′ below some fixed value T0, at
which the present approximation is satisfied:

pb+(EF )|T=T ′ ≈ pb+(EF )|T=T0 + ln

(
T ′

T0

)
. (F.7)

The Pointwise Limit limT→0 {pb+(EF + xkBT )− pb+(EF )}:
Next, we consider the difference

pb+(EF + xkBT )− pb+(EF ) =
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∫∞
0

dy
y {(b(EF + kBT (x+ y))f(x+ y)

−b(EF + kBTy)f(y)

−b(EF + kBT (x− y))f(x− y)

+b(EF − kBTy)f(−y)}. (F.8)

For every single value of y, the limit T → 0 can be taken. We suppose that
the zero temperature limit of the present integral exists, and that it is given
by the integral of the pointwise limit,

g(x) :=
∫∞

0
dy
y
{f(x+ y)− f(y)

−f(x− y) + f(−y)}. (F.9)

For the proof we want to apply Lebesgue’s convergence theorem, so we need
to determine an integrable upper bound for the integrand within (F.8) which
is independent of the temperature T – below some arbitrary but finite value
T0. To this end, we note the abstract form of the integrand:

1

y
{(AB)(x+ y)− (AB)(y)− (AB)(x− y) + (AB)(−y)} , (F.10)

where

A(z) := b(EF + kBTz), (F.11)

B(z) := f(z). (F.12)

Moreover, we decompose the integral (F.8) according to
∫∞

0
=
∫ 1

0
+
∫∞

1
, since

the two different intervals make different treatments necessary.

Integrable Upper Bound over ]0, 1]:

We group the terms within (F.10) according to

1

y
{(AB)(x+ y)− (AB)(x− y)} (F.13)

− 1

y
{(AB)(y)− (AB)(−y)} , (F.14)

and consider the present two differences separately. Upon adding and sub-
tracting the mixed terms A(x + y)B(x − y), and A(y)B(−y), respectively,
we see that there is even a constant upper bound within this interval. The
conditions to be satisfied by the function b(ε) are as follows:
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• The function b(ε) is bounded, |b(ε)| ≤ b∞, b∞ independent of ε.

• The function satisfies a Lipschitz condition of the form:

|b(ε)− b(ε′)| ≤ L |ε− ε′| , (F.15)

L independent of ε and ε′.

We note that the Fermi function, too, has these two properties. Moreover,
a lorentzian, any other function within the space R (App. E.2.1 (Diagram
Calculations – Theory)), or the function b sketched in Fig. 3.12 has the
present two properties.

Integrable Upper Bound over [1,∞[:

To determine an integrable upper bound for the integrand of the integral
(F.8) over [1,∞[, which is independent of T ∈]0, T0], T0 sufficiently small,
we group those terms with equal sign in front of y into pairs. We add and
subtract the mixed term A(x+y)B(y) to estimate that part of the integrand
with positive sign in front of y by

1

y
b(EF + kBT (x+ y)) |f(x+ y)− f(y)|

+
1

y
f(y) |b(EF + kBT (x+ y))− b(EF + kBTy)| , (F.16)

while we estimate that part with a negative sign in front of y by

1

y
b(EF + kBT (x− y)) |f(x− y)− f(−y)|

+
1

y
f(−y) |b(EF + kBT (x− y))− b(EF − kBTy)| . (F.17)

The first line within the expression (F.16) is bounded by
B/y |f(x+ y)− f(y)|, which is integrable, because:

|f(x+ y)− f(y)|
y

y≥1

≤ |f(x+ y)− f(y)|

≤ max {|f ′(z)| : |z − y| ≤ |x|}︸ ︷︷ ︸
=:mx(y)

|x| . (F.18)
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Since the value of x is fixed during the present considerations, and because
the Fermi function’s derivative f ′ decays exponentially, mx(y) is integrable.

To determine an integrable upper bound for the second line within (F.16)
we define

L>(ε) := sup

{
|b(ε′′)− b(ε′)|

ε′′ − ε′
: ε ≤ ε′ < ε′′

}
. (F.19)

We estimate then:

1

y
f(y) |(b(EF + kBT (x+ y))− b(EF + kBTy))|

≤ |x|
y2

[EF + kBT (y − |x|)− EF + kBT |x|]

L>(EF + kBT (y − |x|)), (F.20)

for which we multiplied and divided the left-hand side by kBT |x| y. We note
that the value of the square bracket within the present estimate is kBTy, that
for sure L>(ε) ≤ L (Eq. (F.15)), and make the additional assumption that
the function εL>(ε) is bounded over any interval which has a lower bound,
i.e., for any ε0:

L>(ε0) := sup {|εL>(ε)| : ε ≥ ε0} < ∞. (F.21)

This present assumption is satisfied whenever the derivative of the function
b(ε) ∈ R decays at least like 1/(1 + |argument|), or else, also for the choice
of the function b(ε) according to Fig. 3.12.

Exploiting these properties, we obtain for arbitrary temperatures T ∈
]0, T0], with T0 some arbitrary but fixed value, the upper bound

|x|
y2
{L (|EF |+ |x|kBT0) + L> (EF − |x|kBT0)} (F.22)

for the expression (F.20), and hence for the second line within (F.16). This
upper bound is integrable with respect to y over the interval [1,∞[, and
independent of the temperature T ∈]0, T0].

We have found an integrable upper bound for the expression (F.16), finally
independent of T > 0. We treat the expression (F.17) analogously. To this
end, we introduce functions L<(ε), and L<(ε), symmetric to L>(ε) (F.19),
and L>(ε) (F.21), assuming the function εL<(ε) is bounded over any interval
of the form ]−∞, ε0], analogous to the assumption (F.21).
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Figure F.1: A plot of the function g(x) defined by Eq. (F.9), i.e., the normalized
shape of the functions pb+(ε) around the Fermi level in units of the thermal energy
(cp. Fig. 3.11). The growth of g(x) is logarithmic in the sense that xg′(x) →
1 (|x| → ∞) (not shown within this work).

In summary, we showed the existence of an integrable upper bound for
the integrand within the integral (F.8), which is finally independent of T > 0.

With Lebesgue we conclude:

pb+(EF + kBTx)− pb+(EF ) → g(x) (T → 0) (F.23)

for arbitrary x, where the limit g(x) is given by Def. (F.9). We show the
graph of the function g(x) in Fig. F.1.

Approximation for the Integral (F.3):

Earlier, we noticed that the dependence of pb+(EF ) on the temperature is
logarithmic. Putting the two equations (F.7), and (F.23), together, we ap-
proximate:

pb+T
(EF + xkBT ) ≈ pb+Tα(EF )

(EF ) + ln

(
T

Tα(EF )

)
+ g(x), (F.24)

where the temperature Tα(EF ) is defined by the condition

kBTα(EF ) = α(EF ). (F.25)

[To emphasize the fact that the function b+ has the parameter T , we here
add the temperature T as index, and write “b+

T ”.] Upon inserting the present
approximation into the integral (F.3) we obtain:



211

φ(x) ≈ x
T

Tα(EF )

+ ln

(
T

Tα(EF )

)
+ g(x)

+
EF − E10

α(EF )
+ pb+Tα(EF )

(EF ). (F.26)

We now define a reference value for E10, “E10”, by the demand that the value
of the second line within the present expression is zero for E10 = E10. The
integral (F.3) has then the form

∫
dε

π2α2(ε)

d(ε)
fT,EF (ε) ≈ FRTA

(
E10 − E10

α(EF )
,
kBT

α(EF )

)
, (F.27)

where the definition of FRTA is

FRTA(a, b) :=

∫
dx

−π2f ′(x)

π2(1 + f(x))2 + φ2
a,b(x)

, (F.28)

with

φa,b(x) := g(x)− a+ xb+ ln(b). (F.29)

Approximation for GDSO:

The corresponding integral within the formula for GDSO (Eq. (3.53)) can be
represented in an analogous way:

GDSO ≈ 4κlκl
e2

h

 2

1 +
Γ+

01

Γ01

FDSO

(
E10 − E10

α(EF )
,
kBT

α(EF )

)
, (F.30)

where the DSO rates Γ±01 =
∑

l Γ
±
l,01 are given by (3.51), where

FDSO(a, b) :=

∫
dx
−π2f ′(x)(1 + f(x))

π2(1 + f(x))2 + φ2
a,b(x)

, (F.31)

and where

E10 := EF + α(EF )pb+Tα(EF )

(EF ). (F.32)
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The factor
(

2/
(

1 +
Γ+

01

Γ01

))
= 1 + ρ00 (Eq. (3.49)) is two minus the particle-

number on the quantum dot, and thus a function of the rates – still containing
the temperature. However, for temperatures kBT � α(EF ), the tunneling
rates become essentially independent of the temperature, so we can focus
on the temperature-dependence of the rest. The integral with respect to x
contains the derivative of the Fermi function, and is thus concentrated on an
interval around zero, whose length’s order of magnitude is one. Therefore, we
can, in the case of small temperatures compared to α(EF ), kBT � α(EF ),
neglect the linear term within φa,b(x) (F.29), and estimate

GDSO ≈ 4κlκl
e2

h
(1 + ρ00)

FDSO
0

(
−E10 − E10

α(EF )
+ ln

T

Tα(EF )

)
, (F.33)

with

FDSO
0 (c) :=

∫
dx

−π2f ′(x)(1 + f(x))

π2(1 + f(x))2 + (g(x) + c)2
. (F.34)

Kondo Temperature

We note that

lim
|c|→∞

FDSO
0 (c) = 0, (F.35)

and, generally, FDSO
0 (c) > 0. Let “cmax” be the one value of c for which the

function FDSO
0 (c) reaches its maximum, and let “c1/2 > cmax” be defined by

the condition

FDSO
0 (c1/2) = 1/2FDSO

0 (cmax). (F.36)

We define the temperature TK by the demand c = c1/2, where we insert

c = − E10 − E10

α(EF )
+ ln

T

Tα(EF )

(F.37)

(cp. Eq. (F.33)), so

TK := ec1/2 exp

(
E10 − EF
α(EF )

)
Tα(EF ) exp

(
−pb+Tα(EF )

(EF )

)
. (F.38)
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The second line depends on the tunneling coupling α(EF ); however, this
dependence is weak, since the quantity pb+T

(EF ) depends logarithmically on

the temperature (Eq. (F.7)).
As long as α(EF )� W , the quantity

exp

(
−pb+Tα(EF )

(EF )

)
(F.39)

is proportional to the width W , as introduced in Fig. 3.12. Hence, also
TK is proportional to W under this condition, so we arrive at kBTK =
7W exp ((E10 − EF ) /α(EF )) (Eq. (3.58) within Sec. 3.2.2 (Dressed Second
Order for the SIAM with Infinite Coulomb-Interaction)), where we obtain
the factor “7” numerically.
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C. Strunk, Transport across a carbon nanotube quantum dot contacted
with ferromagnetic leads: Experiment and nonperturbative modeling,
Physical Review B 91, 195402 (2015).

[34] D. Mantelli, Analytical and numerical study of quantum impurity sys-
tems in the intermediate and strong coupling regimes, Ph.D. The-
sis, URN: urn:nbn:de:bvb:355-epub-341352, DOI: 10.5283/epub.34135
(2016).

[35] J. Kern, Tunneling Hamiltonian, arXiv:1302.1391v2 [cond-mat.str-el]
(2013).


