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Abstract
Human social interactions are highly coordinated in time and involve the reciprocal ex-
change of facial emotional expressions. While timing has been identified as an important 
factor in social communication via gaze or speech, so far there has been no systematic 
investigation on how the temporal delays in the exchange of facial emotional expressions 
between interactive partners influence the experience of responsiveness. In the present 
study, 40 participants were cued to direct a facial emotional expression (angry or happy) 
towards a virtual agent in front of them and the virtual agent would then react with a 
congruent facial expression. The temporal delay between the cue and the reaction was 
manipulated as an independent variable. Exact delays between facial expressions were 
determined based on the onset latencies of participants’ facial expressions measured via 
facial EMG (M. Zygomaticus and M. Corrugator). Ratings of experienced responsiveness 
of the virtual agent were collected as a dependent measure. Using a linear mixed effect 
model in a growth curve analysis revealed that experienced responsiveness peaked at de-
lays around 700 ms. Moreover, experienced responsiveness at shorter temporal delays was 
higher when happy versus angry facial expressions were exchanged, while the reversed 
pattern was found at longer delays. Our results demonstrate a crucial role of timing in 
non-verbal communication, suggesting that temporal relations between facial expressions 
are processed as social information. Furthermore, our results can inform the implementa-
tion of virtual social interactions.

Keywords  Psychophysiology · Social Cognition · Virtual Reality · Emotion · Social 
Interaction
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Introduction

Social interactions can be described as the mutual exchange between interactive partners 
and involve a large number of non-verbal behaviors, including facial expressions, eye gaze, 
and body movements (Frith & Frith, 2012). In real-time, face-to-face interactions these 
behaviors do not occur in isolation but always emerge in the dyadic exchange between 
interactive partners, for example by gaze following or by reacting to an emotional facial 
expression (Kroczek & Mühlberger, 2022; Pfeiffer et al., 2012). This reciprocity, where 
the behavior of one person results in changes in the behavior of another person, has been 
described as the defining feature of social interactions (Gallotti et al., 2017). The exchange 
of social behavior has also been discussed in terms of social agency, which describes the 
feeling of being the cause of another person’s actions (Brandi et al., 2020; Silver et al., 
2021). The experience of social agency in interactions has been linked to the responsivity 
of an interaction partner, i.e. the latency of another person’s response, as well as the congru-
ency between actions (Brandi et al., 2019). While reciprocity does not necessarily mean 
that the exchanged behavior is congruent, interactive behavior has been typically studied in 
terms of synchrony or mimicry (Chartrand & Lakin, 2013; Fischer & Hess, 2017). Synchro-
nized non-verbal behavior also has implications on how we evaluate other persons and has 
been shown to result in a more positive social evaluation of an interactive partner (Lakin et 
al., 2003; Tarr et al., 2018). This highlights the role of reciprocity in defining interpersonal 
relations and coordinating social interactive behavior.

Despite the importance of reciprocal behavior in social interaction, the underlying mech-
anism remain largely unknown. This can be explained by the fact that social processes have 
been predominantly studied in settings where participants are passive observers of standard-
ized social stimuli and a reciprocal exchange of behavior is not possible (Becchio et al., 
2010; Redcay & Schilbach, 2019). Fortunately, an increasing number of studies have been 
conducted to investigate real-time face-to-face interactions in dyads (Heerey & Crossley, 
2013; Hess & Bourgeois, 2010; Lahnakoski et al., 2020; Riehle et al., 2017). These studies 
have a high ecological validity and confirm that the experience of social interactions and 
the evaluation of interactive partners is closely linked to non-verbal communicative behav-
ior. Furthermore, new paradigms have been established that combine Virtual Reality with 
the online measurement of behavior in a closed-loop so that participants’ behavior can be 
used to elicit behavior in virtual agents (Kroczek et al., 2020; Pfeiffer et al., 2012; Tarr et 
al., 2018; Wilms et al., 2010). These interactive virtual settings provide high experimental 
control and allow the systematic manipulation of social interactions in order to reveal under-
lying mechanism (Hadley et al., 2022).

Previous studies in interactive settings have highlighted the role of temporal dynam-
ics in social interactions. Heerey and Crossley (2013) examined the temporal delay in the 
exchange of smiles in real dyads engaging in natural conversations. They found a median 
temporal delay of 780 ms for genuine smiles with a large proportion of temporal delays 
being shorter than 200 ms. Interestingly, a different pattern was observed for polite smiles 
for which temporal delays were in general later and which were also less frequently shorter 
than 200 ms. The fast response times for genuine smiles have been interpreted in terms of an 
anticipatory processing that is based on the content of the interaction. Similar findings were 
reported in another study where synchrony in corresponding facial EMG signals (Zygomati-
cus and Corrugator) was measured between two interactive partners engaging in a conversa-
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tion task (Riehle et al., 2017). In line with previous results the authors found synchrony for 
smiles for time lags within 1000 ms with a major proportion of synchronization below 200 
ms. Moreover, smiling lead to larger synchrony between interactive partners than frowning 
which might be related to the affiliative function of smiling. Temporal dynamics of facial 
emotional expressions have also been studied in children with autism spectrum disorder. 
In these children, emotional mimicry was found to be temporally delayed compared to a 
control group (Oberman et al., 2009). While temporal effects have not been studied in social 
anxiety, there is evidence that emotional mimicry in general might be altered. For instance 
high compared to low social anxious participants were found to show increased mimicry 
for polite but not genuine smiles (Dijk et al., 2018; Heerey & Kring, 2007), suggesting that 
social anxious persons might use mimicry in order to avoid conflicts. Overall, previous find-
ings suggest an important role of temporal dynamics in the reciprocal exchange of facial 
emotional expressions.

It should be noted, however, that previous studies mostly used descriptive approaches to 
characterize temporal dynamics in the exchange of facial emotional expressions, but there 
was no manipulation of temporal delay that would allow to investigate the influence of 
temporal delay on the experience of social interactions. The latter approach, however, has 
been used in a previous study relating to gaze following (Pfeiffer et al., 2012). Here, the 
temporal delay between participants’ eye gaze and the subsequent gaze following of a vir-
tual agent was manipulated and participants were asked to rate the degree of the relatedness 
of the agent’s gaze response. Interestingly, experience of relatedness peaked at temporal 
delays between 400 and 800 ms while immediate responses (no delay) were experienced as 
less related. This finding suggests that observers have clear expectations about the tempo-
ral dynamics of social reciprocal behavior and deviations from these predictions affect the 
interpretation of social signals. It remains unknown, however, whether similar mechanisms 
take place in the processing of facial emotional expressions and whether this is influenced 
by the valence of a facial emotional expression.

Therefore, the current study was conducted with the goal to investigate whether the 
temporal delay between one’s own facial emotional expression and the facial emotional 
expression of a virtual agent influences the degree to which the agent’s facial emotional 
expression is perceived as a reaction to oneself. This measure was implemented to quantify 
how strongly participants related an expression of the virtual agent to their own expres-
sion. The paradigm presented facial expressions with differing valence, namely smiles 
and frowns. Study procedures and hypotheses were pre-registered before the start of data 
acquisition (https://osf.io/7yzb4/). First, we expected to find a main effect of temporal delay 
between facial expressions on the experience of responsiveness of a virtual agent. More 
specifically, we hypothesized that intermediate delays (500–1000ms) would lead to higher 
ratings of experienced responsiveness compared to short (< 500ms) or longer (> 1000ms) 
delays. In addition, we hypothesized an interaction effect between temporal delay and 
valence of facial emotional expressions (angry or happy). On the one hand, happy expres-
sions are more common in social interactions (Hess & Bourgeois, 2010) and are typically 
reciprocated within very short delays (Heerey & Crossley, 2013; Riehle et al., 2017) due to 
anticipatory processing. On the other hand, angry facial expressions, while less common, 
are salient social cues that signal threat and missing such a cue might lead to aversive con-
sequences (Kroczek et al., 2021). Therefore, we expected that due to participants experience 
with timing of happy facial expressions in real-life social interactions, happy compared to 
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angry facial expressions would result in an increased experience of responsiveness of the 
virtual agent for short temporal delays (< 500ms), whereas angry compared to happy facial 
expressions would result in an increased experience of responsiveness of the virtual agent 
for longer temporal delays (> 1000 ms). In addition, an exploratory analysis was conducted 
to test for correlations between individual differences in the relation of temporal delays and 
experienced responsiveness of the virtual agent and symptoms related to social anxiety and 
autism.

Materials and Methods

Participants

Forty healthy volunteers participated in the study (33 female, MAge = 21.75 years, SDAge 
= 2.44, rangeAge = 18–28 years, 95% university students). Participants were recruited at 
Regensburg University and via social media. All participants had normal or corrected-to-
normal vision and did not report any mental or neurological disorder. Experimental proce-
dures were approved by the ethics board of the University of Regensburg and the study was 
conducted according to the approved procedures. The study is in line with the Declaration of 
Helsinki. All participants gave written informed consent. Students enrolled in the Regens-
burg University psychology program were given course credit for compensation.

Study Design

The study was implemented as a within-subject design with the experimental factors facial 
emotional expression and temporal delay. The experience of responsiveness of the virtual 
agent was measured as dependent variable via ratings. Participants were asked to rate how 
strong they felt that a virtual agent reacted towards them, i.e. how strongly they relate the 
agents expression to their own expression. Facial emotional expression was manipulated 
as the exchange of either angry or happy facial expressions between the participant and the 
agent. Note, that facial emotional expressions were always exchanged in a congruent manner 
(happy expressions followed happy expressions and vice versa for angry expressions). Tem-
poral delay was manipulated as the time interval between the onset of the cue that prompted 
participants to display the facial emotional expression and the onset of the facial emotional 
expression of the virtual agents. Five different temporal delays were implemented: no delay 
(0 ms), 500 ms delay, 1000 ms delay, 1500 ms delay, and 2000 ms delay. Importantly, the 
goal of the experimental manipulation of temporal delay as described above was to intro-
duce variability in time differences between the onsets of participants’ facial expressions and 
the onset of agents’ facial expressions that was approximately related to the five different 
delays. However, we expected that the onset of a participant’s facial expression would not 
be exactly synchronized to the onset of the cue (e.g. due to processing times and attentional 
effects). Therefore, we identified the actual onset of the participants’ facial expressions by 
analyzing the continuously recorded EMG (see below) and then used these onsets to deter-
mine the actual temporal delay between facial expressions that was entered in the statistical 
analyses (see Fig. 1). This procedure was successful in introducing a wide range of temporal 
delays between onsets of facial expressions (distribution of temporal delays are summarized 
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in the supplementary materials, Table S1). Please note, that a late response of the participant 
could result in a trial where the expression of the virtual agent preceded the expression of 
the participant. There was no significant difference between participant’s average response 
times for happy (M = 234 ms, SD = 164 ms) and angry expressions (M = 219 ms, SD = 175 
ms), t(39) = -0.57, p = .570. Finally, as an attentional control condition, we also implemented 
trials where the agents did not respond with a facial emotional expression. Responsiveness 
ratings in these trials were near zero (M = 3.23, SD = 8.75) suggesting that participants paid 
attention to the facial expression of the virtual agents.

Stimulus Material

Short video clips of four different virtual agents were presented as stimulus material. Virtual 
agents (two females, two males) were created using MakeHuman (v 1.1.1, www.make-
human.org). These agents were then animated using Blender (v2.79, Blender Foundation, 
Amsterdam, Netherlands). Two emotional expressions, happy and angry, were implemented 
in accordance to the facial action coding system (Ekman & Friesen, 1978). Expressions 
were identical across all virtual agents. In order to increase liveliness and naturalness, vir-
tual agents were animated to show eye blinks and slight head motion. Animations of eye 
blinks and head motion differed between virtual agents but were identical across emotional 
expressions and have been used in a previous study (Kroczek & Mühlberger, 2022). Video 
stimuli were rendered with 60 fps with different lengths: 3000 ms, 3500 ms, 4000 ms, 4500 
ms and 5000 ms. In all video clips, agents displayed a neutral facial expression in the initial 
1000 ms. The onset of the facial expression was initiated after another delay of 0 ms, 500 
ms, 1000 ms, 1500 ms, or 2000 ms (relating to the different levels of manipulated temporal 
delay). The neutral expression changed within 500 ms to an emotional expression (happy 
or angry) and remained in that expression for another 1500 ms. In the control condition the 
agents remained in with a neutral expression for a total of 3000 ms. In sum, a set of 2 (emo-
tion: angry, happy) x 4 (agents: 2 male, 2 female) x 5 (length: 3000, 3500, 4000, 4500, 5000 
ms) + 4 baseline = 64 video clips was used in the study.

Procedure

Before the start of the experiment, participants received instructions about the procedure of 
the experiment. They were instructed to interact with the virtual agents in front of them by 
directing facial emotional expressions at the agents once a cue was presented on the screen 
and that the agents would then react to them. For EMG measurements, electrodes were 
attached to the face (see below). Participants were seated in front of a 21.5-inch LCD-screen 
(HP E221c, 1920 × 1080 resolution, 60 Hz) with a distance of 50 cm.

Stimulus presentation was controlled using Psychtoolbox-3 (Pelli, 1997) implemented in 
Matlab 8.6 (MathWorks, Natick, MA, USA). A schematic overview of the trial structure is 
displayed in Fig. 1. Trials started with the presentation of a fixation cross for 1000 ms. Next, 
participants were instructed about the emotional expression they had to direct at the agent. 
For that reason, the emotion noun was presented on the screen for 2000 ms (i.e. Happiness 
or Anger). After another fixation cross had been displayed for 1000 ms, the video clip was 
presented in the center of the screen (video size on screen: 1519 × 854). Video clips started 
with the display of a virtual agent showing a neutral facial expression for 1000 ms. Then, 
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a white rectangular frame appeared around the video, serving as a cue for participants to 
direct the instructed emotional expression at the virtual agent. The cue had a duration of 500 
ms. Depending on the experimental condition, agents’ facial expressions would change to 
an emotional expression after 0 ms, 500 ms, 1000 ms, 1500 ms or 2000 ms post cue onset 
or would remain in a neutral expression (control condition). The transition from neutral to 
an emotional expression had a duration of 500 ms. Agents then displayed the emotional 
expression for another 1500 ms until the end of the video clip. In the baseline conditions the 
facial expression of the agents did not change but remained neutral for a total of 2000 ms 
following the onset of the cue.

In every trial participants were asked to rate how strongly they felt that the agents reacted 
towards them on a scale form 0 (not at all) to 100 (very strongly). Participants had to enter 
the rating on a visual analog scale using the computer mouse. There was no time limit for 
the response.

In total 160 trials were presented, including 20 trials (5 per agent) for each combination 
of facial emotional expression and manipulated temporal delay and 20 baseline trials (5 per 
agent). Trial order was pseudorandomized with no more than 3 repetitions of facial emo-
tional expression or temporal delay.

Fig. 1  Experimental procedure. Top row shows the trial structure. Participants were first instructed about 
the facial emotional expression they had to display later in the trial (happy or angry). Then a virtual agent 
appeared on the screen displaying a neutral expression. After 1000 ms, a white rectangular frame ap-
peared around the agent, which served as a cue for participants to now direct the facial expression at the 
virtual agent. Following a variable delay (experimental manipulation) between 0 and 2000 ms the agent 
would then return a congruent facial expression. Bottom row demonstrates how the exact temporal delay 
between facial expressions of the participant and facial expression of the agent was measured. Continuous 
EMG was recorded at M. Zygomaticus and M. Corrugator. Data were offline preprocessed and the onset 
of participants’ smiles and frowns were identified (dashed line). These onsets were then used to calculate 
the actual temporal delay between facial expressions. In summary, while the time period between the cue 
(rectangular frame) and the onset of the expression of the virtual agent was experimentally manipulated, 
we defined the actual temporal delay as the time period between the onset of participant’s facial expres-
sion (measured vie EMG) and the onset of the expression of the virtual agent
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Data Acquisition and Processing

Questionaires

Participants filled in the German version of the social phobia inventory (Connor et al., 2000; 
Sosic et al., 2008) and the short version of the German adaptation of the Autism Quo-
tient (Baron-Cohen et al., 2001; Freitag et al., 2007). The social phobia inventory (SPIN) 
includes 17 items that assess symptoms of social anxiety in the previous week. Answers 
are given on a five-point Likert scale ranging from 0 (not at all) to 4 (extremely). A cut-off 
score of 19 has been suggested to be indicative of social anxiety (Connor et al., 2000). The 
short version of the Autism Quotient (AQ-k) includes 33 items assessing agreement with 
statements describing autistic traits. Answers are given on a four point Likert scale ranging 
from 0 (no agreement) to 4 (full agreement). A score of 17 has been suggested as a cut-off 
value for potentially clinically significant symptoms (Freitag et al., 2007). Sum scores were 
calculated for each questionnaire and entered into statistical analysis.

Physiology: Electromyography

Facial EMG was measured at the M. zygomaticus major (Zygomaticus) and the M. corruga-
tor supercilii (Corrugator). For each muscle, two 8 mm Ag/AgCl electrodes were attached 
to the surface of the skin. Before electrode attachment, skin was prepared using alcohol and 
an abrasive paste (Skin-Pure, Nihon Kohden, Tokio, Japan). Impedances were kept below 
50 kOhm. Electrode positions followed the guidelines by Fridlund and Cacioppo (1986) 
with the ground electrode on the center of the forehead (Fridlund & Cacioppo, 1986). Data 
was sampled with 1000 Hz using a V-Amp amplifier (BrainProducts, Gilching, Germany).

Data preprocessing was conducted in Matlab 8.6 (MathWorks, Natik, MA; USA). First, 
the two electrodes of each muscle were re-referenced to each other. Next, a bandpass filter 
between 30 and 500 Hz and a notch filter of 50 Hz were applied. Data were then rectified 
and integrated using a moving average with a window size of 125 ms. Data were then seg-
mented around the onset of the facial emotional expression of the virtual agent (5000 ms 
pre onset, 2000 ms post onset). In a next step, an experimenter (blinded to the experimental 
condition) manually marked the onset of the EMG response by identifying the point where 
a steep rise of the EMG signal could be observed that indicated the onset of a peak in EMG 
activity. Onsets of happy expressions were defined on basis of the signal in the Zygomaticus 
and onsets of angry expressions were defined on basis of the signal in the Corrugator. For a 
subset of 576 trials (~ 10%) we obtained additional onset markings of a second independent 
rater and found that onset markings between raters differed with a root mean square of 33 
ms (SD = 88 ms), suggesting a high degree of interrater agreement.

Finally, the temporal difference between the onset of the facial expression of the par-
ticipant and the onset of the facial expression of the virtual agent were exported for each 
trial and participant. Trials where no EMG activation peak could be visually detected or the 
wrong muscle was activated were excluded from further analysis (mean number of trials 
rejected = 4.46, SD = 7.83). Finally, we removed latencies that were below the 1% or above 
the 99% quantiles of all data points (94 trials removed). Note, that this was a deviation from 
the pre-registered analysis plan that was implemented to reduce the influence of extreme 
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data points in the growth curve analysis (Dedrick et al., 2009). The full dataset and the cor-
responding model are plotted in the supplementary material (Figure S5).

Statistical Analyses

Statistical analysis was conducted in the R environment (v 4.1.1). Data were analyzed using 
linear mixed effect model as implemented in the lme4 package (Bates et al., 2015). Respon-
siveness ratings were modelled by including the main effect of facial emotional expression 
as a fixed effect (coding: angry = 0, happy = 1). In addition, main effects of temporal delay 
between facial expressions of participants and agents were analyzed using a growth curve 
approach with fixed effects being modelled as orthogonal, third-order polynomials relat-
ing to linear, quadratic, and cubic effects (Mirman et al., 2008). Finally, interaction effects 
between facial emotional expression and the linear, quadratic, and cubic effects of temporal 
delay were also entered as fixed effects in the model. Likelihood ratio tests were conducted 
to determine the random effects structure. The final model included random intercepts per 
participant and random slopes per participant for the facial emotional expression, as well as 
linear, quadratic, and cubic effects of temporal delay and the interaction between the linear 
effect of temporal delay and facial emotional expression. Main effects and interactions were 
evaluated using F-tests with Satterthwaite approximations for degrees of freedom (Luke, 
2016).

An exploratory analysis was conducted to test for the association between the individual 
relation of temporal delay and experienced interactivity and scores in questionnaires relat-
ing to social phobia (SPIN) and autism (AQ-k). For that reason, we used the linear mixed-
effect model that resulted of the main analysis to describe the individual relation between 
temporal delays and the experienced responsiveness of the virtual agent for each participant 
(see Supplementary Material Figure S1). Based on these individual models we extracted 
latencies at which experienced responsiveness of the virtual agent was maximal and used 
Pearson’s correlations to test the associations between extracted latencies and SPIN or 
AQ-k scores respectively. Tests were corrected for multiple comparisons according to Holm 
(Holm, 1979).

Open Science Statement

Study procedures, hypotheses, and statistical analyses were pre-registered prior to data 
acquisition. Note, that EMG data analysis as well as the marking of the onset of the EMG 
response was not pre-registered. All study materials including anonymized raw data, analy-
sis scripts, and stimulus materials are publicly available in an online repository (https://osf.
io/7yzb4/).

Results

Modelling Experience of Responsiveness of the Virtual Agent

Participants’ experience of responsiveness of the virtual agent was modelled using predic-
tors for facial emotional expression, the linear, quadratic and cubic effect of temporal delay, 
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as well as all interactions between facial emotional expression and temporal delay (linear, 
quadratic, cubic). The linear mixed effect model (Table  1; Fig.  2) revealed a significant 
quadratic effect of temporal delay, F(1,38.8) = 35.93, p <. 001, a significant cubic effect 
of temporal delay, F(1,39.8) = 34.54, p < .001, and a significant interaction between facial 
emotional expression and the linear effect of temporal delay, F(1,55.8) = 5.12, p = .028. The 
model revealed that the experience of responsiveness peaked at a temporal delay of 705 
ms when happy expressions were exchanged and 752 ms when angry expressions were 

Table 1  Model summary for linear mixed effect model with formula: Responsiveness Rating ~ Facial 
Emotional Expression* (Delay + Delay2 + Delay3)+(1 + Facial Emotional Expression * Delay + Delay2 
+ Delay3|Subject). Model included trials with negative temporal delays (see Supplementary Material Table 
S2 for model without negative temporal delay trials). Facial emotional expression contrast coding: angry = 0, 
happy = 1
Predictors Estimates SE 95% CI
Intercept 63.04 1.80 59.40–66.69
Facial Expression -0.17 0.86 -1.92–1.57
Delay 69.29 39.92 -11.40–149.98
Delay2 -209.78 36.08 -282.54 – -137.02
Delay3 130.84 23.68 83.28–178.39
Facial Expression x Delay -48.76 21.55 -91.93 – -5.59
Facial Expression x Delay2 -1.64 15.16 -31.36–28.07
Facial Expression x Delay3 0.61 15.23 -29.25–30.47

Fig. 2  Model fit on individual trial data. Relation of temporal delay between facial expressions (x-axis) 
and ratings of responsiveness of the virtual agent (y-axis) for the exchange of angry (blue) and happy fa-
cial expressions (orange). Single trial data points are overlaid with the model fit of the linear mixed effect 
models. Shaded areas reflect the 95% confidence interval. A direct comparison of model fits is presented 
in the supplementary material Figure S4
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exchanged. The quadratic effect (b = -209.78, SE = 36.08) demonstrates that experience 
of responsiveness increased with longer temporal delays until the peak was reached and 
then decreased again with longer temporal delays. In addition, the cubic effect (b = 130.84, 
SE = 23.68) of temporal delays demonstrates that experience of responsiveness did not 
return to zero at longer temporal delays.

A post-hoc analysis was conducted to follow-up on the interaction effect (b= -48.76, 
SE = 21.55). The linear effect of temporal delay on experienced responsiveness was com-
pared between angry (b = 69.3, SE = 40.2) and happy (b = 20.5, SE = 35.6) facial emotional 
expressions. Contrasting the model slopes showed a more positive linear effect of temporal 
delay in the angry compared to the happy condition, t(54.9) = 2.215, p = .031. This difference 
in slopes demonstrates increased experienced responsiveness for the exchange of happy 
compared to angry facial expressions at short temporal delays and increased experience 
of responsiveness for the exchange of angry compared to happy facial expressions at long 
temporal delays (see Supplementary Material Figure S3 for an illustration of the interac-
tion effect). This finding was supported by an additional analysis of the individual latencies 
where responsiveness ratings were maximal (peak latencies). A paired t-test (one-sided) 
showed that peak latencies for happy facial expressions were significantly earlier than for 
angry facial expressions, t(39) = -1.718, p = .047, d = -0.27.

Please note that the pre-registered analysis reported above also included trials with nega-
tive temporal delays between the expression of the participant and the expression of the 
virtual agent, meaning that in these trials, the facial expression of the virtual agent preceded 
the expression of the participant. As participants were asked to rate how strong they felt that 
the agents reacted to them, these trials might have induced a different evaluation of respon-
siveness of the virtual agent. Therefore, we conducted an additional (not pre-registered) 
analysis by testing the same model as specified above on a dataset where negative temporal 
delays were excluded. Importantly, the linear mixed effect model revealed similar results. 
There was a significant quadratic effect of temporal delay, F(1,36.61) = 11.044, p = .002, 
a significant cubic effect of temporal delay, F(1,36.39) = 41.70, p < .001, and a significant 
interaction between facial emotional expression and the linear effect of temporal delay, 
F(1,60.88) = 8.033, p = .006. In contrast to the model including negative temporal delays, 
the new model also revealed a significant linear effect of temporal delay, F(1,39.49) = 13.13, 
p < .001, and a significant interaction between facial emotional expression and the cubic 
effect of temporal delay, F(1,865.33) = 6.57, p = .011. The model identified peaks of experi-
enced responsiveness of the virtual agent at a temporal delay of 679 ms for happy expres-
sions and at 734 ms for angry expressions. In line with the previous model that included all 
temporal delays (see above) these results confirm an inverted U-shape relation between tem-
poral delay and experienced responsiveness of the virtual agent and show that this influence 
is not driven by negative delays (see also Table S2 and Figure S4 for a complete model sum-
mary). Excluding negative temporal delays, however, revealed that short temporal delays 
were generally rated with higher responsiveness than longer temporal delays.

Overall, the present data provide evidence that the experience of responsiveness of 
the virtual agent can be modelled as a quadratic and cubic function of the temporal delay 
between facial expressions. Furthermore, differential effects for the exchange of happy or 
angry facial expressions were found, with happy expressions relating to higher responsive-
ness at shorter, and angry expression relating to higher responsiveness at longer temporal 
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delays. These results were also observed when trials where the virtual agent’s expression 
preceded the expression of the participant were excluded.

Correlation Between Individual Model Parameters and Social Anxiety and Autism

Additional exploratory analyses were conducted to investigate whether individual model 
parameters, i.e. latencies at which the individual models showed maximal ratings of respon-
siveness of the virtual agent (model peak latency), were correlated to scores in question-
naires assessing symptoms of social anxiety and autism (Fig. 3). These analyses revealed 
a marginal significant positive association between individual peak latencies and SPIN 
scores, r(38) = 0.35, p = .055. There was no significant correlation between individual peak 
latencies and AQ-k scores, r(38) = 0.16, p = .316.

Discussion

The present study investigated the influence of temporal delay between sending and receiv-
ing a facial emotional expression on the experience of responsiveness of a virtual agent in a 
virtual face-to-face interaction. In line with our first hypothesis, we found that the temporal 
delay between facial expressions influenced experienced responsiveness of the virtual agent. 
Ratings of responsiveness peaked at latencies between 700 and 750 ms with both shorter 
and longer delays than peak latency being experienced as less responsive to one’s own facial 
expression. Furthermore, we found that the relation between temporal delay and experi-
enced responsiveness of the virtual agent differed according to the valence of facial emo-
tional expression. The exchange of happy compared to angry facial emotional expressions 
resulted in an increased experience of responsiveness at shorter temporal delays, while the 
reversed pattern was observed at longer temporal delays, confirming our second hypothesis.

The observed effects of temporal delay on the experience of responsiveness of the virtual 
agent in reciprocal social interactions most likely reflects participants experiences in real-
time face-to-face interactions. The present study revealed that the experience of respon-
siveness peaked around 700–750 ms, which is very close to the median temporal delay in 

Fig. 3  Association between Social Phobia Inventory (left) and Autism Quotient (right) scores and laten-
cies relating to the individual model peak in experienced responsiveness of the virtual agent. Blue line 
shows linear fit to the data
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the exchange of facial expressions reported for real-life, face-to-face dyadic interactions 
(Heerey & Crossley, 2013). This suggests that a persons’ experience in social interactions 
is used as an expectation for temporal effects in the exchange of facial expressions and that 
these expectations do also hold for interactions with virtual agents. Similar effects have 
been found for temporal delays in gaze following (Pfeiffer et al., 2012). In contrast to the 
present results, previous studies (Heerey & Crossley, 2013; Riehle et al., 2017) found that 
a large proportion of temporal delays occurred within 200 ms. It should be noted, however, 
that these studies measured facial expressions during real-time conversation between two 
interactive partners. Information within the conversations might have promoted anticipatory 
processes that resulted in short temporal delays, while no such information was available in 
the present experimental paradigm. Instead, when no anticipatory processing is possible, a 
reciprocal reaction requires additional processing time starting from the actual onset of the 
initial expression. A reaction that occurs before or during this processing time window, may 
be seen as unlikely as a response to one’s own expression. Future studies should include 
contextual information to investigate temporal dynamics in the exchange of facial expres-
sions with respect to anticipatory processing (that is attributed to the interactive partner). 
Overall, the current findings demonstrate that persons are sensitive to temporal information 
in the exchange of facial emotional expressions. Temporal delays around 700 ms evoked the 
highest degree of responsiveness in face-to-face interactive setting with a virtual agent con-
forming data from real interacting dyads. Temporal information in the reciprocal exchange 
of facial expression therefore might be evaluated with respect to the probability of observ-
ing such a delay in an everyday interaction.

In the present study we manipulated the temporal delay between expressions by cueing 
the participant to show an expression and then varying the time between the cue and the 
expression of the agent. The onset of the participant’s expression, however, was defined 
on basis of the EMG signal. In some trials this resulted in “negative temporal delays”, i.e., 
when the expression of the virtual agent occurred before the expression of the participant. 
As participants were instructed to rate how strong they felt that the agent’s reacted towards 
them, such expressions of the virtual agents without an initial expression of the participant, 
might have influenced the results. Importantly, however, even when these negative temporal 
delays were excluded from the analysis, we observed the same inverted U-shape relation 
between temporal delay and experienced responsiveness of the virtual agent. This suggests 
that even though negative temporal delays led to a reduced experience of responsiveness 
this did not influence the general relation of timing between expressions and perceived 
responsiveness. It should be noted, however, that the present paradigm used a pre-defined 
experimental procedure with a focus on initial expressions of the participants. Future stud-
ies should investigate timing in a more flexible trial structure to allow for initial responses 
of the virtual agent and test whether the same effects of temporal delay can be observed.

In addition to the main effect of temporal delay we observed a differential effect of tem-
poral delay for the experience of responsiveness of the virtual agent in the exchange of 
happy versus angry facial emotional expressions. For happy expressions responsiveness 
was experienced higher at short temporal delays, whereas for angry expressions responsive-
ness was experienced higher at longer temporal delays. On the one hand, this might reflect 
the different communicative functions of happy and angry facial expressions. Happy facial 
expression are likely to indicate affiliative intent (Hess et al., 2000), while angry facial 
expressions indicate threat (Lundqvist et al., 1999). Consequently, it might be adaptive to 
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relate an angry expression of another person to oneself even when there is a longer delay 
between expressions in order to prepare for a potential attack. This is in line with the anger 
superiority effect that describes processing advantages for angry faces (Gong & Smart, 
2021; Hansen & Hansen, 1988). Preparing for an upcoming threat might be especially 
important in an interactive setting. On the other hand, given that the exchange of smiles has 
been observed at very short temporal delays (Heerey & Crossley, 2013; Riehle et al., 2017), 
it might be the case that participants experienced temporal delays as more natural for happy 
compared to angry facial expressions which resulted in increased ratings of responsiveness 
of the virtual agent. It should be noted, however, that there was no general difference in the 
level of responsiveness between happy and angry emotional expressions. Overall, these data 
show that emotional content and motivational tendencies seem to affect the influence of 
temporal delays in reciprocal non-verbal behavior during social interactions.

We also conducted an exploratory analysis to investigate whether symptoms related to 
autism or social anxiety might influence the relation of temporal delays and the experienced 
responsiveness of the virtual agent. There was no significant relation between AQ-k scores 
and the temporal delay at which experienced responsiveness peaked. However, this result 
should be treated with caution, as there was only small variability of AQ-k scores in our 
sample and no score exceeded the cut-off of 17 (Freitag et al., 2007). With respect to social 
anxiety our sample included more variability (Connor et al., 2000). Here, we observed a 
non-significant trend towards a positive relation between SPIN scores and temporal delay of 
experienced peak responsiveness. In line with previous findings on the processing of facial 
emotions in social anxiety disorder (Dijk et al., 2018; Mühlberger et al., 2009; Staugaard, 
2010), but needed to be confirmed in a replication trial, this might indicate altered process-
ing of the temporal dynamics in social interactions in persons with high social anxiety. This 
could be related to attentional biases (McTeague et al., 2018) or increased self-referential 
processing in social anxiety (Abraham et al., 2013). Overall, the present data point towards 
altered processing of temporal dynamics of social interactions in social anxiety. Future stud-
ies using clinical samples are required to confirm such effects for social anxiety disorder.

To our knowledge this study is the first to systematically investigate the influence of 
temporal delay in reciprocal facial expressions on the experience of responsiveness. How-
ever, there are some limitations that need to be mentioned. First, there was no real social 
interaction between participants and virtual agents. Participants were cued to show a facial 
expression in a trial-wise manner and the responses of the virtual agents were pre-defined 
in the experimental procedure and did not depend on the actual behavior of the participants. 
There were also no other forms of interaction or communication. Interestingly, despite this 
lack of real interaction, temporal delay still modulated the experience of responsiveness of 
the virtual agent, suggesting that even the pseudo-interactive setting allowed participants 
to relate an expression of the virtual agents to their own expression. However, the lack of 
additional context cues might have prevented anticipatory processing of facial expressions 
(Heerey & Crossley, 2013). It should also be noted that participants were confronted with 
virtual agents rather than real persons. While virtual agents have been found to elicit similar 
social responses as have been observed for real persons (Weyers et al., 2006), this might 
have affected participants belief in intentionality of the virtual agents (Brandi et al., 2019). 
Future studies should implement more natural social settings, for instance in Virtual Reality, 
and provide additional contextual cues. Another limitation of our study is that the exchange 
of facial expressions was not related to any behavioral consequences. In real life, facial 

1 3



Journal of Nonverbal Behavior

expressions might signal actions that require the preparation of adaptive responses (Kroczek 
et al., 2021). Without behavioral consequences, facial expressions might be less relevant. 
This could be investigated by measuring the effects of temporal dynamics when behavioral 
consequences of differing valence are coupled to the exchange of facial expressions. Finally, 
it should be acknowledged that the sample acquired in the present study mostly consisted 
of young adult, female academics. Future studies should include more diverse samples to 
increase generalizability.

Social interactions are highly coordinated in time. By investigating face-to-face interac-
tions with a virtual agent, we found that temporal dynamics in the exchange of facial expres-
sions influenced the experienced responsiveness of the virtual agent and that this effect was 
modulated by valence of the facial expression. These results highlight temporal dynamics 
as important information during face-to-face social interactions. Finally, our results can be 
taken as a reference to optimize the experience of social interactions with virtual agents in 
the field of human-computer interaction.
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