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Preface

This reprint presents extended versions of contributions to pHealth 2021, the 18th International

Conference on Wearable Micro and Nano Technologies for Personalized Health, held on 8–10

November 2021 in Genoa, Italy, selected for the related Special Issue of the Journal of Personalized

Medicine. The original papers have been published in the IOS Press Studies in Health Technology

and Informatics 2021, volume 285.

The 2021 edition of pHealth emphasized the interrelated aspects of advanced pHealth, i.e.,

personalized, participative, preventive, predictive, and precision medicine (5P medicine) in health

and social services. In that context, mobile technologies, micro–nano–bio smart systems, artificial

intelligence and robotics, data management and analytics, machine learning and deep learning for

personalized health, the Health Internet of Things (HIoT), systems medicine, public health, and

virtual care are of interest. Those new technologies create new potential risks for security, privacy,

and safety, resulting in new challenges for meeting the ethical and trustworthiness requirements of

systems, partners, and processes. Bernd Blobel, as the long-term Chair of the pHealth conferences’

Scientific Program Committee, as well as of the pHealth Steering Committee, has checked and edited

every paper invited for publication in the MDPI JPM pHealth 2021 Special Issue before giving the

green flag for formal submission. Mauro Giacomini, as Chair of the pHealth 2021 Local Organizing

Committee, has managed the review process performed by at least two independent international

experts.

Bernd Blobel and Mauro Giacomini

Editors
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Selected Papers from the pHealth 2021 Conference, Genoa, Italy,
8–10 November 2021
Bernd Blobel 1,2,3,* and Mauro Giacomini 4

1 Medical Faculty, University of Regensburg, 93053 Regensburg, Germany
2 Faculty European Campus Rottal-Inn, Deggendorf Institute of Technology, 94469 Deggendorf, Germany
3 First Medical Faculty, Charles University of Prague, Stare Mesto 110 00, Czech Republic
4 DIBRIS, University of Genoa, 16145 Genoa, Italy; mauro.giacomini@dibris.unige.it
* Correspondence: bernd.blobel@klinik.uni-regensburg.de

This Special Issue of the Journal of Personalized Medicine presents extended versions of
selected contributions to pHealth 2021, the 18th International Conference on Wearable Mi-
cro and Nano Technologies for Personalized Health, held on 8–10 November 2021 in Genoa,
Italy. The original papers have been published in the IOS Press Studies in Health Tech-
nology and Informatics 2021, volume 285 (https://ebooks.iospress.nl/volume/phealth-2021
-proceedings-of-the-18th-international-conference-on-wearable-micro-and-nano-technologies-
for-personalized-health-810-november-2021-genoa-italy) (URL accessed on 15 June 2023).

The 2021 edition of pHealth emphasized the interrelated aspects of advanced pHealth,
i.e., personalized, participative, preventive, predictive, precision medicine (5P medicine) in
health and social services. In that context, mobile technologies, micro–nano–bio smart sys-
tems, artificial intelligence and robotics, data management and analytics, machine learning
and deep learning for personalized health, the Health Internet of Things (HIoT), systems
medicine, public health, and virtual care are of interest. Those new technologies create
new potential risks for security, privacy, and safety, resulting in new challenges for meeting
ethical and trustworthiness requirements of systems, partners, and processes. Bernd Blobel
as the long-term Chair of the pHealth conferences’ Scientific Program Committee as well
as of the pHealth Steering Committee has checked and edited every paper invited for
publication in the MDPI JPM pHealth 2021 Special Issue before giving the green flag for
formal submission. Mauro Giacomini, as Chair of the pHealth 2021 Local Organizing
Committee, has managed the review process, performed by at least two independent
international experts.

The book starts with an introduction into the ongoing transformation of health and so-
cial care including the related organizational, methodological, and technological paradigm
changes. For designing and managing ethical and intelligent transformed health ecosys-
tems, the comprehensive and correct formal representation complex, dynamic, interdis-
ciplinary ecosystems with their knowledge spaces is inevitable. Regarding ethical, legal,
security, and privacy aspects, the system’s policy domain and their aforementioned sub-
domains must be especially addressed. Therefore, the paper specifically discusses the
deployment of ontologies for representing ecosystems and their domains, hereby also
considering newly standardized ontologies for representation and management of ethically
driven robotics and automation systems. Thereafter, knowledge representation and man-
agement for semantic data integration is discussed in the context of practical solutions for
biobanks. As the new technologies and methodologies are not just necessary for developing
and running transformed health and social care ecosystems, but are also inevitable for
properly including the current and potential actors, the introductory chapter of the book
concludes with a paper on didactic concepts for digital learning in care settings.

The second chapter presents two papers tackling the deployment of mobile technolo-
gies for pHealth. The first discusses and compares different approaches to learning systems
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for managing ambulant stress detection. The second one studies the deployment of mobile
applications for improving care processes, especially the communication between care
providers in pediatrics.

The third chapter discusses the deployment of machine learning, artificial intelligence,
and automation in transformed health and social care ecosystems with concrete solutions.
The first paper focuses on Natural Language Processing, and the last one on unsupervised
learning for automatically analyzing notes and electronic medical records. The second
paper analyzes processes optimization with machine learning. The papers that follow
investigate the deployment of Chatbots in the context of behavioral health, the deployment
of machine learning to analyze the side effects of CVD interventions, the intelligent analysis
of COVID-19 pneumonia cases using Hybrid Bayesian Networks, and, finally, the use of
decision support systems.

The last chapter addresses security, privacy, safety, and trust issues changing their
characteristics as well as occurrence and importance in the context of the transformation of
health and social care ecosystems. First, the implementation of standard-based security
and privacy in genomic information systems is discussed at length. Thereafter, a new
methodology is presented for assessing privacy and trust in eHealth. The penultimate
paper of this volume addresses the importance of data democratization for the advancement
of data sharing at a national and European level, as well as globally, while the last paper
offers a risk prediction methodology in cardiac surgery.

The editors thank all authors and reviewers for their important contribution to the
success of this volume. Furthermore, they are deeply indebted to the MDPI Journal of
Personalized Medicine and its Editorial Office, and especially to Penny Su, for the valuable
continuous support. Without all those efforts, this volume would not have been possible.

Author Contributions: B.B. drafted this paper. All authors have reviewed and edited the article. All
authors have read and agreed to the published version of the manuscript.

Conflicts of Interest: The author declares no conflict of interest.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.
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Designing and Managing Advanced, Intelligent and Ethical
Health and Social Care Ecosystems
Bernd Blobel 1,2,3,*, Pekka Ruotsalainen 4 , Mathias Brochhausen 5 , Edson Prestes 6

and Michael A. Houghtaling 7

1 Medical Faculty, University of Regensburg, 93053 Regensburg, Germany
2 eHealth Competence Center Bavaria, Deggendorf Institute of Technology, 94469 Deggendorf, Germany
3 First Medical Faculty, Charles University of Prague, 11000 Staré Město, Czech Republic
4 Faculty of Information Technology and Communication Sciences, Tampere University,

33100 Tampere, Finland; pekka.ruotsalainen@tuni.fi
5 Department of Biomedical Informatics, University of Arkansas for Medical Sciences,

Little Rock, AR 72205, USA; mbrochhausen@uams.edu
6 Informatics Institute, Federal University of Rio Grande do Sul, Porto Alegre 90040-060, Brazil;

prestes@inf.ufrgs.br
7 IBM-Retired, Tucson, AZ 85750, USA; michael-h@acm.org
* Correspondence: bernd.blobel@klinik.uni-regensburg.de

Abstract: The ongoing transformation of health systems around the world aims at personalized, pre-
ventive, predictive, participative precision medicine, supported by technology. It considers individual
health status, conditions, and genetic and genomic dispositions in personal, social, occupational, envi-
ronmental and behavioral contexts. In this way, it transforms health and social care from art to science
by fully understanding the pathology of diseases and turning health and social care from reactive to
proactive. The challenge is the understanding and the formal as well as consistent representation of
the world of sciences and practices, i.e., of multidisciplinary and dynamic systems in variable context.
This enables mapping between the different disciplines, methodologies, perspectives, intentions,
languages, etc., as philosophy or cognitive sciences do. The approach requires the deployment of ad-
vanced technologies including autonomous systems and artificial intelligence. This poses important
ethical and governance challenges. This paper describes the aforementioned transformation of health
and social care ecosystems as well as the related challenges and solutions, resulting in a sophisticated,
formal reference architecture. This reference architecture provides a system-theoretical, architecture-
centric, ontology-based, policy-driven model and framework for designing and managing intelligent
and ethical ecosystems in general and health ecosystems in particular.

Keywords: health transformation; ecosystems; knowledge representation and management; architecture

1. Introduction

The paper at hand presents an extended version of the keynote provided to the pHealth
2021 conference [1], resulting in some inevitable similarities. This section introduces context,
challenges and general solutions for transforming health and social care ecosystems.

For many years and everywhere around the globe, health and social care systems have
been challenged by ongoing demographic changes towards aging, multi-diseased societies,
the related development of human resources, health and social services consumerism,
medical and biomedical progress, and exploding costs for health-related R&D as well
as health services delivery. To overcome those problems, these systems must undergo
transformations from traditional, hierarchical and regulated medicine towards an advanced
health ecosystem for improving care quality and patient safety, but also efficiency and
efficacy of care processes. This includes improved access to healthcare services for greater
and autonomous active patient participation as well as improved decision making [2].

3
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An ecosystem is the structural and functional unit of ecology where the living organisms
interact with each other and the surrounding environment. It is the community of living
organisms in conjunction with non-living components of their environment, interacting
as a system [3]. The transformation towards personalized, preventive, predictive, partici-
pative precision medicine (5PM), supported by technology, is accompanied by important
organizational and methodological paradigm changes, summarized in Tables 1 and 2
as follows.

Table 1. Organizational paradigm changes in the evolution of 5P medicine (after [4], modified).

Care Type Organization, Service
Provision Actors Services Target

Phenomenological
medicine

Organization centered,
Local services

Regulated
professionals

Domain-specific
general services Humanity

Evidence-based
medicine

Organization centered,
Local services

Regulated
professionals

Domain specific, group
specific services

Disease-specifically
defined group

Person-centered
medicine

Cross-organizational
local services

Regulated
professionals

Multiple domains’
services Individual

Personalized medicine Distributed local and
remote services

Regulated and
non-regulated,

professionals, laymen,
technical systems

Multiple domains’
services, Telemedicine

Individual in personal
disposition

Systems medicine
Distributed

cross-domain services,
Smart Healthcare

Regulated and
non-regulated,

professionals, laymen,
technical systems

Cross-domain services,
Consumerism,
Telemedicine

Individual in personal,
environmental, social,

occupational and
behavioral context

Ubiquitous personal
health Ubiquitous services

Regulated and
non-regulated,

professionals, laymen,
technical systems

Integrated services,
Consumerism,

Ubiquitous medicine

Individual under
comprehensive focus

The described advancement of the care types from empirical to systems medicine
finally results in transformed health ecosystems for ubiquitous personal health with the
objectives being to provide individualized health services everywhere anytime, integrating
all contributing actors and domains. This transformation must be supported by appropriate
methodologies and technologies. The methodologies and technologies deployed to meet
health transformation are shown in Table 3.

For designing, managing and implementing the described transformed health and
social care ecosystems, new techniques and methods have to be deployed. Here, we
have to mention mobile, bio-, nano- and molecular technologies, big data and analytics,
virtual reality, learning algorithms as well as new computing technologies such as cloud,
cognitive and edge computing. Furthermore, we also need appropriate policies and
governance schemes to control the system’s behavior. An overview on the technologies
and methodologies enabling 5PM ecosystems is presented in Table 4.

The intrinsic nature of technology enabling transformed health ecosystems requires a
philosophical and especially ethical consideration of the approach [2] to be discussed in
more detail in Sections 2.3 and 3, respectively.

In the following section, we will introduce the underlying concepts of ecosystems and
their management in more detail.

4
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Table 2. Methodological paradigm changes in the evolution of 5P medicine (after [5], modified).

Care Type Way of
Practicing Justification Representation

Style
Electronic

Comm./Coop Standards

Phenomenological
medicine Observation Pattern recognition Data Local data repository

(inside the unit) Data standards

Evidence-based
medicine

Observation with
objective evaluation

Statistical
justification,

group-specific
treatment outcome

Information Central data
repositories

Information
standards

Person-centered
medicine Managed care

Process mgmt., best
medical practice

guidelines

Agreed terminology,
DMP best practice

guidelines

Cross-organizational
business process

Terminology
standards; Process

standards

Personalized
medicine

Considering the
pathology of disease

Clinically justified
individual status and

context

Disciplinary concepts
in a situational

context

Knowledge
management

Domain ontology
standards

Systems medicine Understanding the
pathology of disease

Scientifically justified
individual status and

context

Multidisciplinary
concepts in a

comprehensive
context

Knowledge space
management

Multiple ontologies
guided by standards

in top-level
ontologies

Ubiquitous personal
health

Dynamically and
scientifically justified

individual status

Table 3. Transformed health ecosystems’ objectives and characteristics as well as methodologies for
meeting them, after [6].

Objective Characteristics Methodologies/Technologies

Provision of health services
everywhere anytime

• Openness
• Distribution
• Mobility
• Pervasiveness
• Ubiquity

• Wearable and implantable sensors and
actuators

• Pervasive sensor, actuator and network
connectivity

• Embedded intelligence
• Context awareness

Individualization of the system according to
status, context, needs, expectations, wishes,
environments, etc., of the subject of care

• Flexibility
• Scalability
• Cognition
• Affect and Behavior
• Autonomy
• Adaptability
• Self-organization
• Subject of care involvement
• Subject of care centration

• Personal and environmental data
integration and analytics

• Service integration
• Context awareness
• Knowledge integration
• Process and decision intelligence
• Presentation layer for all actors

Integration of different actors from different
disciplines/do-mains (incl. the
participation/empowerment of the subject of
care), using their own languages,
methodologies, terminologies, ontologies,
thereby meeting any behavioral aspects, rules
and regulations

• Architectural framework
• End-user interoperability
• Management and harmonization of

multiple domains including policy
domains

• Terminology and ontology management
and harmonization

• Knowledge harmonization
• Language transformation/translation

Usability and acceptability of
pHealth solutions

• Preparedness of the individual subject of
care Security, Privacy and Trust
Framework

• Consumerization
• Subject of care empowerment
• Subject of care as manager
• Information-based assessment and

selection of services, service quality and
safety as well as trustworthiness

• Lifestyle improvement and Ambient
Assisted Living (AAL) services

• Tool-based ontology management
• Individual terminologies
• Individual ontologies
• Tool-based enhancement of individual

knowledge and skills
• Human-centered design of solutions
• User Experience Evaluation
• Trust calculation services

5
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Table 4. Technologies and methodologies for transforming health ecosystems (after [7], modified).

• Mobile technologies, biotechnologies, nano- and
molecular technologies

• Big data and business analytics
• Integration of analytics and apps
• Assisting technologies→ robotics, autonomous systems
• Natural Language Processing→ text analytics→

intelligent media analytics
• Conceptualization→ knowledge management (KM) and

knowledge representation (KR)→ artificial intelligence
(AI)→ artificial common (general) intelligence→
intelligent autonomous systems

• Security and privacy, governance, ethical challenges,
education→ ethical AI principles

• Cloud computing, cognitive computing, social business

• Edge computing as a “family of technologies that
distributes data and services where they best optimize
outcomes in a growing set of connected assets ” [8]

• Virtual reality and augmented reality, thereby blurring
“the boundaries between the physical and digital
worlds” [9]

• Creation of IoT platforms and APP-based ecosystems
• Patient-generated health data ecosystem→multiple,

dynamic policies
• Web content management→ digital experience

management
• Databases→ NoSQL technologies→ data warehouses→

Graph DBs→ data lakes
• EHR extension with genomic data
• Specifications→ implementation→ tooling→ testing→

certification

2. The 5PM Health Ecosystem

The aforementioned transformation of health systems aims at personalized, preventive,
predictive, participative precision medicine (5PM), supported by technology. It considers
individual health status, conditions, and genetic and genomic dispositions in personal
social, occupational, environmental and behavioral contexts. In doing so, it transforms
health and social care from art to science by fully understanding the pathology of diseases
and turning health and social care from reactive to proactive.

The system represented by the subject of care and the processes analyzing and manag-
ing his/her health comprises all levels of granularity from elementary particles through
atoms, molecules, cell components, cells, tissues, organs, bodies and communities, up to
population. Regarding the functional or, in general, inter-relational aspects of that system,
the relations comprise, e.g., quantum-mechanical effects in the nano-world, biochemical
processes, interrelations based on classical physics and, finally, social interrelations in
the macro-world.

For describing such an ecosystem, universal type theory and universal logics, formally
represented using the Barendregt Cube [10], can be deployed. This approach can be ad-
vanced through system-theoretical and engineering principles by representing any ecosys-
tem with its components, their functions and relations in the tree dimensions (Figure 1):

• The system’s architectural perspective, representing the system’s composition/decomposition
or specialization/generalization;

• The system’s domain perspective, representing the involved domains and their actors;
• The system’s evolutionary or development perspective.

The described 5PM services require cooperation of many different and sovereign
stakeholders from different policy domains in a multi-disciplinary approach including
medicine, natural sciences, engineering, but also social, legal and political sciences and
the entire systems sciences world (systems medicine, systems biology, systems pathology,
etc.), performed through any type of principals (person, organization, device, application,
component, object).

This requires the advancement of communication and cooperation among the business
actors from different domains with their specific objectives and perspectives from data
level (data sharing) to concept/knowledge level (knowledge sharing). Thereby, we have
to recognize that they use different methodologies, terminologies/ontologies, education,
skills and experiences.

The challenge is the understanding and the formal as well as consistent representation
of the world of sciences and practices, i.e., of multidisciplinary and dynamic systems in

6
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variable context, for enabling mapping between the different disciplines, methodologies,
perspectives, intentions, languages, etc., as philosophy or cognitive sciences do.
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Figure 1. Generic model to represent ecosystems (after [11], modified).

If we do not understand components, functions and relations of the real-world ecosys-
tem, i.e., its knowledge/concept space, we cannot properly model and formalize the
integrated and interoperable ecosystem we are looking for, and thus, we cannot formulate
the requirements and the design for correct solutions. Furthermore, we must keep in mind
that we cannot decide on the correct integration and interoperability at data level without
knowing the use case-specific context, objectives or constraints. Instead, we shall do this at
the real-world business system level. The reasons for the aforementioned problems and
appropriate solutions are discussed in more detail in [12,13].

2.1. Knowledge Representation and Management

Alter defines knowledge as “a combination of instincts, ideas, rules, and procedures
that guide actions and decisions” [14]. The Merriam-Webster Online Dictionary defines
knowledge as “the sum of what is known: the body of truth, information, and principles
acquired by mankind” [15].

According to Davenport et al., knowledge is “information combined with experience,
context, interpretation, and reflection. It is a high-value form of information that is ready to
apply to decisions and actions” [16].

There are different knowledge classes such as the following:

• Classification-based knowledge;
• Decision-oriented knowledge;
• Descriptive knowledge;
• Procedural knowledge;
• Reasoning knowledge;
• Assimilative knowledge.

From the modeling perspective, three levels of knowledge representation are distin-
guished and must be consecutively processed:

• Epistemological level (domain-specific modeling)
• Notation level (formalization, concept representation)
• Processing level (computational, implementations)

Thereby, we have to distinguish different levels of systems representation and model-
ing: data, information, knowledge and decisions (Figure 2). A model is therefore defined
as a representation of objects, properties, relations and interactions of a domain, enabling
rational and active business in the represented domain.
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The generalization of domain-specific epistemological models requires their transfor-
mation into a universal KR notation based on the aforementioned universal type theory
and universal logics. The outcome must be validated on a real-world system and thereafter
adopted if needed [19].

KR provides a theory of reasoning, composed of the following:

(a) The representation’s fundamental conception of intelligent reasoning;
(b) The set of inferences the representation sanctions (the proof theory);
(c) The set of inferences it recommends.

Furthermore, KR supports pragmatically efficient computation by properly organizing
information to facilitate making the recommended inferences. Finally, KR is a medium for
human expression by defining the language to represent the world.

The dynamics of knowledge creation, especially the importance of tacit knowledge and
its conversion into explicit knowledge, have been analyzed by Nonaka and Takeuchi [20].
The process of converting tacit knowledge into explicit concepts through the use of abstrac-
tions, metaphors, analogies or models is called externalization. More details on KR and
KM can be found in [7].

2.2. Language Theory and Classes of Languages

A formal language is a set of words, i.e., finite strings of letters, symbols or tokens,
called the alphabet, over which the language is defined. A formal language is often defined
by means of a formal grammar (also called its formation rules); accordingly, words that
belong to a formal language are sometimes called well-formed words (or well-formed
formulas). Formal languages do not have semantics, so they are often used as the basis for
richer constructs endowed with semantics. Formal languages are also used in logic and in
foundations of mathematics to represent the syntax of formal theories. Logical systems can
be seen as a formal language with additional constructs, like proof calculi, which define a
consequence relation.

In summary, a formal language can be given as strings

• generated by some formal grammar;
• described or matched by a particular regular expression;
• accepted by some automaton, such as a Turing machine or finite state automaton, for

which some decision procedure (an algorithm that asks a sequence of related YES/NO
questions) produces the answer YES.
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Symbols, operators and interpretation theory give sequences of symbols’ meaning
within a KR. Figure 3 classifies languages, related grammars to generate, and automata to
accept them, according to the Chomsky Hierarchy Set Inclusion.
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2.3. Representation of Knowledge-Based Ecosystems

A key parameter in choosing or creating a KR is its expressivity. The more expressive
a KR, the easier and more compact it is to express a fact or element of knowledge within
the semantics and grammar of that KR. However, more expressive languages are likely to
require more complex logic and algorithms to construct equivalent inferences, resulting
in a trade-off between expressivity and practicality [7]. A highly expressive KR is also
less likely to be complete and decidable. Less-expressive KRs may be both complete and
decidable [22,23]. As mentioned before, we cannot decide on the correct integration and
interoperability at the data level due to its higher expressive language. Instead, we shall do
this at the real-world business system level, with its less expressive and more complete and
decidable languages, thereafter transforming the representations in more expressive and
better-processible representation styles.

Any business system can be represented using information and communication tech-
nology (ICT) ontologies. However, the justification of the correctness and completeness of
structure and behavior of the represented ecosystem can only be provided at the ecosys-
tem’s business view using the involved domains’ ontologies. Justification of structure
and behavior representation includes the representational components, their underlying
concepts, their relations, but also the related constraints.

Therefore, natural languages are not only efficient in representing meaning, shared
knowledge, skills, and experiences assumed. They also provide an optimum between
restriction to special structure and generative power enabling the rich and neverthe-
less decidable representation of real-world concepts, supported of course by common
sense knowledge.

Knowledge can be represented at different levels of abstraction and expressivity,
ranging from implicit knowledge (tacit knowledge) up to fully explicit knowledge repre-
sentation, i.e., from natural language up to universal logic, using different ontology types
(Figure 4).
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For representing an ICT-supported ecosystem, Figure 1 must be refined including
the system development process according to ISO/IEC 19746 [25]. The result is a model
with the following three dimensions: system domains, system components composition
(granularity) and systems viewpoints. The representation language type from natural as
well as domain languages and ontologies through Business Process Modeling Language
(BPML), terminologies and Unified Modeling Language (UML) up to data models and
database schemas completes the latter. Meanwhile, under the lead of the first author, this
model and framework has been standardized in ISO 23903:2021 [26]. Figure 5 presents the
5PM Healthcare Ecosystem model.

In order to realize ubiquitous health, intelligent and autonomous systems (AIS) are
inevitable. This includes artificial intelligence (AI) and robotics [27], using machine learning,
deep learning, neural networks, big data and analytics at different levels. As described in
detail in [1], intelligence is a concept in cognition theory with four foundational principles:
data, information, knowledge and wisdom. During investigations and observations, organs
or sensors collect data as measures or symbols describing the world, establishing the
structural level of intelligence. To be able to take decisions, we must transform data into
information by attaching meaning to the data, establishing the semantic level of intelligence.
Knowledge enables proper actions on the represented system, supervised and evaluated
by wisdom, establishing the practical level of intelligence. More background information
on knowledge representation and intelligence can be found in [6].

As demonstrated, highly complex, multidisciplinary, dynamic, transformed (i.e.,
knowledge-driven) health and social care systems must be represented and developed us-
ing a system-theoretical, architecture-centric, ontology-based and policy-driven approach.
The system-theoretical considerations shall follow the white box approach [28]. Policies and
related governance schemes control the behavior of the designed, finally implemented and
managed 5PM ecosystem. This includes procedural requirements expressed in procedural
policies, legal requirements formulated in laws and legislations including security and
privacy challenges, but also the implementation of ethical and moral principles.
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The ecosystem shall behave ethically, e.g., by following the Seven Principles of Public
Life developed by the Committee on Standards in Public Life in Great Britain: Selflessness,
Integrity, Objectivity, Accountability, Openness, Honesty and Leadership. Another Code
of Conduct has been established by MCI WorldCom, Ashburn, Virginia, USA. Its guiding
principles are as follows: Build Trust and Credibility, Respect for the Individual, Create a
Culture of Open and Honest Communication, Set Tone on the Top, Uphold the Law, Avoid
Conflicts of Interest, Set Metrics and Report Results Accurately, Promote Substance over
Form, Be Loyal, and Do the Right Thing. Both ethical codes have been considered in [29].
UNESCO has established a framework for ethical AI. As a global organization covering both
developed and low- and middle-income countries (LMICs), each with their economic, social
and environmental challenges, the code is quite generic, covering underlying values to
follow, principles to be met, as well as necessary policies. The defined values are as follows:
respect, protection and promotion of human rights and fundamental freedoms and human
dignity; environment and ecosystem flourishing; ensuring diversity and inclusiveness;
living in peaceful, just and interconnected societies. The principles are comparable with
those in other codes of conduct. An aspect frequently not explicitly declared are the
necessary policies, such as ethical impact assessment, ethical governance and stewardship,
data policy, development and international cooperation, environment and ecosystems,
gender, culture, education and research, communication and information, economy and
labor, and health and social well-being [30]. The framework was adopted on 21 November
2021 at the General Conference of the United Nations Educational, Scientific and Cultural
Organization (UNESCO) in Paris.

The underlying ICT technologies shall meet the Principles for Responsible Algorithmic
Systems [31] defined by the Association for Computing Machinery’s global Technology
Policy Council (TPC). The stated instrumental principles are as follows:

• Legitimacy and Competency;
• Minimization of Harm;
• Security and Privacy;
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• Transparency;
• Interpretability and Explainability;
• Maintainability;
• Contestability and Auditability;
• Accountability and Responsibility;
• Limitation of Environmental Impacts.

A similar set of ethical AI principles has been published by Adeola Adegunwa [32].
Besides the aforementioned principles, Adegunwa added the following ones:

• Respect for Human Autonomy;
• Fairness;
• Reliability and Safety;
• Inclusivity.

In order to put those ethical AI principles into practice, appropriate policies and
procedures must be established, such as AI ethics policies, data governance procedures,
algorithm accountability procedures, AI safety protocols and training and awareness pro-
grams. Thereby, a proactive approach to ethical challenges is inevitable. This implies ethical
considerations in design and development, impact assessment, continuous monitoring and
evaluation, inclusion of diverse perspectives as well as planning for future scenarios.

The pHealth 2021 keynote paper [1] discusses further ethical frameworks such as
The Asimolar AI Principles of the Future of Life Institute [33]; the Congress Resolu-
tion Supporting the Development of Guidelines for the Ethical Development of Artificial
Intelligence [34]; the BS 8611:2016 Robots and Robotic Devices Guide to the Ethical Design
and Application of Robots and Robotic Systems [35]; and the OECD Principles for AI
Research and Development presented at the Conference Toward AI Network Society, April
2015, in Japan [36]. A specific standard addressing the ethical challenges in designing ICT
systems has been established by IEEE as IEEE 7000 [37]. This standard sets the frame-
work for a series of IEEE standards [38], dealing with related issues such as security (IEEE
2933 [39]), privacy (IEEE 7012 [40]), and the representation of ethically driven robotics and
automation systems (IEEE 7007 (IEEE 7007-2021 standard is freely available and accessi-
ble at https://ieeexplore.ieee.org/browse/standards/get-program/page/series?id=93 (18
December 2022)) [41]).

More information can be found in [13,42]. Table 5 summarizes the essence of those
different ethical frameworks.

Table 5. Common A/IS principles proposed by different organizations (after [1]).
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US Congress x x x x x x x

World Economic
Forum x x x

Google established the following six objectives for AI applications: be socially benefi-
cial, avoid creating or reinforcing unfair bias, be built and tested for safety, be accountable
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to people, incorporate privacy design principles, and uphold high standards of scientific
excellence [43].

A related and recently pushed approach addresses the so-called responsible AI. Ex-
amples can be found in [44–46]. Another approach is emotional AI, combining affective
computing and artificial intelligence [47–49].

Further discussions of ethical, trustworthy, secure and safe ecosystems can be found
in other papers from the authors of this paper, such as [4,42,50–54].

3. Representation of Intelligent and Ethical 5PM Ecosystems

As a starting point for designing and managing intelligent and ethical 5PM ecosystems,
the domains including the related actors involved in the business system use case must be
defined. The 5PM ecosystem policy domain (Figure 6a) can be refined to consider specific
aspects such as the ethical policy, the legal policy, contextual policies, but also the service
user’s individual policy and the service provider’s process-specific policy, as shown in
Figure 6b.
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Figure 6. Refinement of the ISO 23903 Policy Domain.

The concepts behind the domain-specific architectural components of the business sys-
tem must be represented using domain-specific languages, ontologies and methodologies.
Many years ago, the first author defined a policy ontology, standardized as ISO 22600:2014
Health informatics—Privilege management and access control [55]. Figure 7 presents the
ISO 22600 policy ontology.

In the next step, the sub-policy domains must be formally represented. This requires
ontologies to represent the functionality or behavior of the ecosystem from the business
process [56,57], the legal [58], the ethical [39] as well as the security and privacy [59,60]
perspectives. Having the scope of the paper at hand in mind, in the following passages, we
focus on ethical concepts including security and privacy issues.

An ontology example for legal reasoning and enforcement of security rules is PrOnto,
presented in [61]. This ontology has the base components data and documents, actors
and roles, processing and workflows, legal rules and deontic formula, as well as purposes
and legal basis. Data categories are personal data (including pseudonymized data) and
non-personal data (including anonymized data or legal person data). For more details, refer
to [61]. To formally represent security requirements of ecosystems, Souag et al. defined
three main dimensions and related details [60]:

• An organization with agents, assets and locations;
• Risk with severity, threat incl. threat agent, attack method and tool, vulnerability

and impact;
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• Treatment with security goals, requirements, criterion and control.
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The integration of ethical and trust aspects of autonomous and intelligent 5P medicine
ecosystems has been developed at IEEE with a first global ontological standard for ethically
driven robotics and automation systems (ERAS) [41] and is discussed in some detail in [62].
One foundational top-level model and four middle core subdomain models comprise the
ERAS ontology. Each model defines respective semantic commitments using Common
Logic Interface Format (CLIF) axioms [63]. The top-level ontology (TLO) was composed
with concepts similar to other top-level ontologies such as SUMO [64], UFO [65] and
BFO [66] to facilitate feasible alignment and harmonization. The ISO/IEC 21383:2020 Basic
Formal Ontology (BFO) [66] conceptual taxonomy is shown in Figure 8, and the IEEE
7007:2021 ERAS TLO concepts and relationships are shown in Figure 9.
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IEEE 7007:2021 specifies models and logical representations for the sub-domains
Norms and Ethical Principles (NEP), Data Protection and Privacy (DPP), Transparency
and Accountability (TA) and Ethical Violation Management (EVM). NEP conceptualizes
principles involved in agent ethical behavior such as norms, plans and actions. DPP
formalizes concepts relating to privacy and protection of agent data. TA details behaviors
involved with an explanation of the agent plans and actions. EVM formalizes the concepts
involved with situations where agents fail to conform with prescribed norms associated
with agent plans. Figure 10 presents the IEEE 7007 ERAS norms and ethical principles
ontology as a UML diagram, while Figure 11 addresses data privacy and protection.
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As mentioned before, the establishment, management and enforcement of an ap-
propriate governance is inevitable to guarantee appropriate intentions and practices for
developing and deploying advanced ecosystems regarding security, safety and privacy
as well as ethical aspects. Those governance schemes must be properly and formally
represented. While the security and privacy aspects have been addressed by the policy
ontology, the ontology for managing ethical violations to realize responsible AI and its
ontology is shown in Figure 12.

More information and complete UML diagrams for the ERAS ontology are available
for free from the IEEE GET program.

There are also approaches to modelling such a system not from an information model
perspective using UML, but representing the system with mathematical and statistical
expressions. An example that deals with modeling morality using prospective logic can be
found in [67].
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4. Conclusions

This paper addressed the challenges in designing and managing knowledge-based,
policy-driven, but also ethical 5PM ecosystems. In that context, we had to formally represent
the knowledge spaces of all contributing domains using approved ontologies, languages
and methodologies. For clinical domains, there are several specialized sub-domain (disci-
plinary) ontologies. When such ontologies are missing, we can derive related ontologies
from the ISO/IEC 21838 Top-level ontologies standard [66]. Referring to international
standards, we exemplified the concepts for managing the behavior of health ecosystem
through related policies in an ethical way.

This paper presents a foundational, sophisticated and therefore future-proof approach
to advanced ecosystems. Meanwhile, the provided theoretical considerations have been
widely deployed in practical projects and international standards for designing and im-
plementing interoperable and integrable transformed health ecosystems with the essential
involvement of the authors. The first author was, e.g., strongly involved in the specifi-
cation of the personal privacy consent defined in IEEE 7012 [40] or the HL7 Privacy and
Security Logical Data Model, Release 1, June 2021 [68]. Both standards are based on ISO
23903:2021 [26], that way guaranteeing a correct and consistent model of the ecosystem,
its domains and the development process. More details about those solutions and related
standards will be presented in another paper published in the MDPI JPM pHealth 2022
Special Issue [69].

Innovations in science and technology can improve the delivery of health and social
services, but they can also pose risks to global health, e.g., by strengthening the digital
divide between rich and low- and middle-income countries. Therefore, they are always
bound to new social, moral and ethical challenges [70]. Hereby, objectives, basic principles,
limitations, etc., must be carefully considered and defined in their economic, social, political
and environmental contexts. A deeper discussion is provided in [1].
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Abstract: To improve patient outcomes after trauma, the need to decrypt the post-traumatic immune
response has been identified. One prerequisite to drive advancement in understanding that domain
is the implementation of surgical biobanks. This paper focuses on the outcomes of patients with one
of two diagnoses: post-traumatic arthritis and osteomyelitis. In creating surgical biobanks, currently,
many obstacles must be overcome. Roadblocks exist around scoping of data that is to be collected,
and the semantic integration of these data. In this paper, the generic component model and the
Semantic Web technology stack are used to solve issues related to data integration. The results are
twofold: (a) a scoping analysis of data and the ontologies required to harmonize and integrate it, and
(b) resolution of common data integration issues in integrating data relevant to trauma surgery.

Keywords: surgical biobank; post-traumatic arthritis; osteomyelitis; semantic data integration;
system theory; biomedical ontologies; knowledge representation

1. Introduction

Trauma is the leading cause of death and disability for patients less than 45 years
old [1]. Recently, the need to decrypt the post-traumatic immune response to improve
patient outcomes has been identified [2–5]. One strategy proposed to achieve this is large
fluidics biobanks [6]. Along with other researchers [7], we advocate for more expansive
surgical biobanks, including tissue. One of the core issues when building a trauma-oriented
surgical biobank is integrating patient data from other healthcare providers. This is a
generic data management problem regarding biobanking [8].

Implementation, maintenance, and use of a surgical biobank are mandatory, among
other things, for a better understanding of the post-traumatic immune response, for in-
stance, in patients with multiple injuries. We aim at improving secondary data analysis to
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assess factors contributing to complications. Since patients with numerous injuries are fre-
quently transferred from lower acuity facilities to a more specialized or higher-level trauma
center, the data management activities of a surgical biobank need to include collecting
and harmonizing data from all trauma care providers of the specimen donors. Collecting
data from lower acuity facilities to trauma centers is crucial to identify potentially specific
pathophysiological or new prognostic factors.

In this paper, we aim to achieve two goals:
Propose system architecture considerations for a surgical biobank against the back-

ground of crucial data needs to address post-surgical arthritis and osteomyelitis.
Demonstrate how semantic analysis guided by the generic component model (GCM)

informs harmonization of clinical and clinically relevant data regarding post-traumatic
arthritis and osteomyelitis in a surgical biobank. Thereby, we highlight the importance
of definition, representation, and integration of the underlying concept spaces (ontolo-
gies) of the different domains involved, from which the data can be derived, represented,
and implemented, but also the current context [9].

In the first step of our analysis, we will assess the patterns of complex collaborations in
trauma patient triage and care using a systems theory approach. This approach will assist
us in determining the scope of data collection and data harmonization across multiple
healthcare providers. This research can aid in the development of IT infrastructure to sup-
port the implementation, maintenance, and management of a surgical biobank. To provide
actionable information, we will suggest current domain ontologies that are applicable to
our use cases.

In the second step, we will illustrate how Semantic Web technologies can resolve com-
mon data collection challenges related to surgical trauma: (a) issues created by restrictions
specified in local information models, (b) issues created by the need to integrate data from
heterogeneous sources, and c) issues created in the process of data entry.

2. Data Needs of Surgical Biobanks

Our research focuses on musculoskeletal injuries, one of the most common injury
patterns leading to disability after trauma. These injuries are almost exclusively repaired
surgically, making this the ideal population for creating a surgical biobank. As part of the
fracture repair process, we can easily collect samples of bone, skin, subcutaneous tissue,
small veins, and muscle without impact on the patients’ recovery. Additionally, joint
replacement is a common procedure allowing for age-matched control sample collection
of similar tissues. Interestingly, the main indication for joint replacement is arthritis,
a known complication of orthopedic trauma, thus allowing us to collect samples across
the spectrum of life and investigate the mechanisms of post-traumatic arthritis. This is not
our only outcome of interest, however, as infection, such as osteomyelitis or soft tissue
infection, is the most common early complication of fracture repair. Diagnosis of both
post-traumatic arthritis or osteomyelitis occurs after initial treatment for a fracture, and the
reasons for the occurrences are not completely understood. Due to this, treatment for these
diagnoses frequently occurs at different trauma care facilities from the initial treatment.
In this context, it is desirable to establish predictive and prognostic factors for future
therapeutic strategies to avoid numerous repetitive surgical interventions or amputations
in complicated trauma patients. For this purpose, surgical biobanks collecting relevant
biomaterials and comprehensive clinical and laboratory data are needed. The complete
monitoring of laboratory, clinical, and imaging data as well as the historical information
of primary care, transportation times, and duration of treatments are relevant. To reach
this goal, data from different sources should be brought together with the biospecimens to
curate data-rich biobank specimens.

The lack of a unified coding schema and of structured data for information relevant
to address the pathogenesis of individual cases creates additional difficulty for data har-
monization in this domain. While there are emerging classification systems, no widely
accepted standard exists. In all likelihood, any standards set quickly, would continue
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to change and evolve as our understanding of precision medicine in trauma increases.
Thus, the problem of lack of comparable data for mid- and long-term studies would be
proliferated for years to come. Since the existence of a well-developed understanding is
a requirement for creating stable standards, it is obvious that we cannot use standards to
collect, curate, and maintain the data we are collecting with the goal of developing our
understanding of precision medicine in trauma. Challenges in harmonizing data are fre-
quently found regarding treatment and procedure information, demographic information,
problem lists, medication lists, and organizational structures of trauma centers [10–12] or
healthcare providers involved in the initial treatment.

3. Integration Challenges Created by Restrictions of Local Information Models

A common practice is that each trauma patient is admitted to the nearest hospital
that participates in the regional or state trauma program. However, complications such
as infections and prolonged or failed bone or wound healing due to complicated trauma
or to known, or even unrecognized, primary diseases, such as diabetes, hypertension,
or arteriosclerosis, make the transfer to a more specialized or higher-level trauma center
necessary [13]. In these centers, an interdisciplinary team will review previous laboratory
as well as clinical tests. Recent and earlier imaging data will be compared, and commonly,
a surgical revision is necessary. With respect to the management of specimens acquired
during that healthcare process, one data integration problem frequently occurs: The entry
number of a specimen is commonly used as the reference number. Over the course of
treatment, especially with complications, a patient may have several entries, each receiving
a new entry number. These samples are identified and documented in the so-called
sample history as follow-up samples for the initial injury. Typically, the sample history
assignment is performed using the patient identifier. Many systems enforce that there be
only one patient identifier for each patient. If the patient has all samples taken at the same
healthcare institution, this does not present a problem. However, if some of the samplings
are performed at another healthcare provider, tracing disease progression via the patient
identifier is no longer possible because the entry number cannot be matched with the
patient identifier at the location of the surgical biobank.

4. Integration Challenges Created by the Need to Integrate Data from Heterogeneous Sources

The University of Arkansas for Medical Sciences (UAMS) Medical Center is the only
adult Level 1 Trauma Center with verification by the American College of Surgeons in
Arkansas and sees over 3000 trauma-related patients annually, with admission exceeding
2000 trauma-related admissions. The medical center is the only tertiary care center in the
state and has 24 trauma and surgical intensive care unit beds. In collaboration with the
surgical services, the surgical critical care teams manage critically ill patients yearly across
trauma surgery, burn surgery, emergency general surgery, surgical oncology, pancreas-
biliary surgery, bariatric surgery, neurosurgery, orthopedics, obstetrics and gynecology,
vascular surgery, otolaryngology, urology, plastic surgery, and transplantation surgery.
Being the only Level 1 trauma center in the state of Arkansas, UAMS is an excellent
example of a trauma care facility, receiving 560 orthopedic trauma patients annually.
Additionally, they are a referral center for orthopedic patients with complications, in-
cluding post-traumatic arthritis and osteomyelitis. The UAMS Trauma Database strives to
collect, maintain, and store clinical data on patients in the acute care phase as well as read-
mission of their population within 30 days of discharge. For 2021, we had 18 readmissions
within 30 days in our ortho population. This excludes patients with acute care at another
hospital, who are subsequently referred for post-acute complications. Acute-phase trauma
information on this selected population of Arkansas trauma patients with complications
is limited to what is in the transferring records or the patient’s history and physical notes.
These patients are not included in the UAMS Trauma Database, thus restricting orthopedic
studies to those with initial acute trauma care at UAMS.
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The Arkansas Trauma Registry (ATR) might be a potential source for tying all Arkansas
trauma cases together. Challenges with using data from the ATR include variability in the
collection of National Trauma Data Bank (NTDB) data elements and access to the data.
In Arkansas, only Level 1 and Level 2 trauma center personnel receive annual training
as part of the Trauma Quality Improvement Program (TQIP) [14]. Level 3 and Level 4
programs are encouraged to use the NTDB data dictionary for applicable NTDB data
elements, but training is limited to a review of data dictionary changes at the Annual
ATR Conference.

Even with TQIP training, variability of data collection is suspected to be present among
Level 1 and Level 2 facilities due to different interpretation of definitions. To mitigate
variability, the National Trauma Data Bank (NTDB) Data Dictionary [15] work group vets
the dataset annually. This process includes refinement of data element terminology, plus
revision and/or additions to definitions. Additionally, TQIP provides annual education
update through their annual conference, and via web training modules/quizzes. This is
why the educational opportunities offered by TQIP annually are relevant to data quality.

Even with this, there remains some variation in data elements such as “unplanned
OR”, which has been refined from “unplanned return to the OR” to “unplanned visit to the
OR” (OR stands for operation room). Another refinement includes adding exclusions to
the definition. The current definition is as follows:

“Patients with an unplanned operative procedure OR patients returned to the operat-
ing room after initial operative management of a related previous procedure” [15].

This definition leaves much open to interpretation. Some users interpret this as a
surgery that is unexpected or due to some untoward event and not potentially expected
events such as visits to the OR due to a failed limb salvage and similar clinical situations.
This is an example of a clinical situation where the possibility that the patient may require
surgery is inherited. There is anecdotal evidence that there is a tendency to subsume limb
salvage failure and similar examples under the unplanned OR category. This highlights
the potential for different interpretations and the lack of shared understanding of the data
elements in the NTDS Data Dictionary.

5. Integration Challenges Created during Data Entry

Besides the accurate resolution of identifiers and the ability to semantically integrate
data, information about the organizational structure of trauma care providers give impor-
tant insight into potential effects on patient outcomes. Curating data about organizational
structures in trauma care, in particular with controlled vocabularies and ontologies, is a
relatively new area of research and development. The NIH-funded CAFÉ (Comparative
Assessment Framework for Environments of Trauma Care (R01GM111324)) provides a
controlled vocabulary to describe and assess organizational structures of trauma care
providers [11]. In addition, the project created a web-based architecture to collect, manage,
and store semantically rich information about trauma care organizations via a user-friendly
online questionnaire with the Ontology of Organizational Structures of Trauma centers
and Trauma systems (OOSTT) automatically representing the answers in a computer-
interpretable language [10,12].

For validation purposes, the CAFÉ project invited stakeholders to enter data about
trauma centers and trauma systems. In the first round of this activity, we collected data
on two Level 1 trauma centers and one Level 2 trauma center. Table 1 shows the extracted
results for two CAFÉ questions.

The answers from trauma centers A and C looked unlikely based on the CAFÉ team’s
experience. Our interpretation of the situation is that the persons who entered the data
for those two questions for those two centers were not certain of the difference between
these two categories or they did not have access to data that provided a differentiation
between board-eligible and board-certified emergency physicians. While OOSTT has a
representation of both “board-certified emergency physician role” and “board-eligible
emergency physician role”, only the first is formally fully defined, so that at the current
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state of semantic representation, a disambiguation was not possible. One factor contributing
to the lack of clarity is that all board-certified emergency physicians were at some point
(and remain to be) board-eligible. However, the intention behind this question is to find out
how many emergency physicians are board-eligible, but have not yet been board-certified,
as opposed to those who are already board-certified.

Table 1. Example answers to CAFÉ questionnaire.

CAFÉ Question Trauma Center A (Level 2) Trauma Center B (Level 1) Trauma Center C (Level 1)

Number of emergency physicians
who are board-certified in

emergency medicine.
21 29 23

Number of emergency physicians
who are board-eligible in

emergency medicine
21 2 23

6. Methods
6.1. System Architecture Methodology: The Generic Component Model

The GCM is a top-level architectural model for any multi-domain system, formally
representing the system’s components, their functions, and interrelations structurally and
behaviorally by a cube with three dimensions: (a) specific aspects/perspective (domains)
of/on the system forming domain-specific sub-systems; (b) generic granularity levels of
the system’s elements enabling the composition/decomposition of the system; (c) the view-
points within the system’s development process (Figure 1). It is described and specified
in ISO 23903 Interoperability and integration reference architecture—Model and frame-
work [16,17]. For each business case, the subsystem components and their functions and
interrelations are instantiated by naming and representing them using the specific termi-
nologies and ontologies of the domains involved in that business case. For this reason,
the GCM specifies a business view in addition to the five views defined by the ISO 10746
Open distributed processing—Reference model (RM-ODP) as starting point for a system
development process [17]. The views prescribed by the RM-ODP are enterprise view
(purpose, scope, and policies of the system), information view (information processing,
semantics of information), computational view (functionality of the system, functional
decomposition), engineering view (implementation, distribution of processing performed
by the system), and technology view (choice of technology for the system), all represented
using information and communication technology (ICT) ontologies [17,18]. Furthermore,
ISO 23903 [16] introduces generic granularity levels for correctly representing and interre-
lating compositions/decompositions of elements, that way enabling integration of, and
interoperability between, elements of different complexity. As only elements at the same
granularity level can be interrelated, elements at different granularity level first have to be
harmonized by composing or decomposing them. By adding the business view and granu-
larity levels, the GCM enables the correct representation and management of multi-domain
real-world systems, including supporting ICT solutions.

Applying the methods to the use case at hand first requires considering the role of
the information models and the database schemata according to the views of the GCM.
Both belong to the information view since their primary focus is to guide information
processing within the system. Hence, they do not provide real-world knowledge, such as
the fact that one person can have more than one patient ID and that sampling of tumor
progression is frequently performed by different healthcare providers. More generally,
due to the limitations of IT grammars, the correctness of representations of, and relations
between, elements cannot be justified within this viewpoint. Notably, those aspects lie
outside each electronic health record (EHR) system and are ill-fitted to be represented
within the information view. However, from our database example, not accounting for
those aspects of the business view may lead to errors in the system.
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Figure 1. The generic component model. From: [18].

6.2. Semantic Integration Methods

Our challenge is to provide a semantically rich representation of clinical and clinically
relevant data for a surgical biobank. This approach has been shown to be useful for integrat-
ing heterogeneous clinical data in an international cancer imaging repository, The Cancer
Imaging Archive [19–21]. To create a semantically rich representation for biomedical data,
we follow the recommendations outlined by Brochhausen et al. [22] The basic strategy is
to use the Semantic Web stack [23] along with realism-based ontology development [24]
as the general methodology to inform knowledge representation. Their approach is based
on experiences with multiple implementations in biomedical informatics, which have
influenced the evolution of their methodology from the beginning [25–28].

In our project, we are transforming clinical and clinically relevant data into the re-
source description framework (RDF) language before we load it into our RDF-based data
management system of the biobank. RDF [29] is a Semantic Web standard that allows the
representation of information in a machine-interpretable way. For each entity, RDF provides
a unique identifier. RDF data can be annotated and used along with domain descriptions
provided in the Web Ontology Language (OWL) [30]. We are using RDF representations
and OWL ontologies following the methodology described by Smith and Ceusters [24] and
the best-practice principles of the OBO Foundry [31,32].

In addition, we will use the GCM (Section 6.1) to assist knowledge representation.
The GCM proves to be a fitting tool to help with selecting optimal knowledge representation
for incoming data and guide the process of filling gaps in existing ontologies, based on the
medical information models used to curate the data at the initial healthcare providers. While
IT-oriented information models fulfil a crucial role in planning, defining, and describing
the operational behavior of an IT system, such as an EHR system or a biobank information
system, there is a lack of semantic capabilities of these models [21]. Due to the high
level of abstraction and expressivity of information models, so rarely being complete and
decidable, the resulting representation, especially regarding relationships, is frequently
focused on data in that system alone and not on what the data represents, in our case the
medical world, e.g., the patients, encounters, and prescriptions described in an EHR or
the specimens, donors, and storage properties in a biobank, thereby including context and
common-sense knowledge. Building an ontology or selecting from existing ontologies
can lead to a mismatch between the system data model and the more holistic ontologies.
In our approach, we use the GCM to overcome the implementation gap between healthcare-
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provider-specific information models and preexisting domain ontologies needed for the
semantically rich representation of surgical biobank data.

In this paper, we follow the approach of Uribe et al. [33] used to represent a GCM-
based generic model of a Type 2 diabetes mellitus care system. In parallel to their approach,
we analyze the following three domains of the system: medical domain, policy domain,
and resource domain.

• Resource Domain—represents all agents (humans, organizations, devices), means, and
equipment to carry out activities (in our example, trauma care activities) in the sys-
tem [33].

• Policy Domain—represents rules, regulations, and guidelines relevant to the system [33]
(e.g., clinical guidelines, trauma system regulations, EHR regulations).

• Medical Domain—represents the medical and biological entities relevant to the sys-
tem [33] (anatomical entities, treatments, diagnoses, etc.).

In this paper, we are not applying the GCM for a software development and implemen-
tation process, but restrict our considerations to the business view, following the approach
by Uribe et al. [33].

7. Results
7.1. System Architecture Results

Using the GCM and applying it to analyze a medical care system for orthopedic trauma
from the business view yields several interesting results. The findings we describe can
help to inform the development of better communication and data management methods
to close communication gaps that currently exist, particularly when it comes to the need
for additional therapy, for osteomyelitis and post-surgical arthritis. Regarding our goal of
establishing a surgical biobank to fill knowledge gaps regarding these two diagnoses, this
analysis provides a survey regarding the relevant agents (healthcare providers), facilities,
and guidelines. This enables a comprehensive assessment of the data needs of such
a biobank.

Figure 2 shows the domains relevant to orthopedic trauma care, in accordance with the
GCM. Table 2 provides a list of examples of entities relevant to the GCM business view of
orthopedic trauma care. These entities are sorted into the resource domain, policy domain,
and medical domain. In addition, we provide a list of OBO Foundry [31,32] ontologies
that provide a semantically rich representation of entities in those domains. This analysis
allows for correct modeling of the inter-domain relationships to ensure cross-domain
interoperability.

Figure 2. The GCM applied to analyze the business VP of orthopedic trauma care, following the
approach used by Uribe et al. [33] for diabetes mellitus. Adapted from [33].
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Table 2. Domains of orthopedic trauma care with examples of relevant entities and potential domain
ontologies.

Domain Types of Entities in Trauma Care Potential Ontologies

Resource Domain

Organization: Trauma center, trauma system, emergency medical services
(EMS), trauma team

OOSTT [10–12], OMRSE [34]
Human Individual: Trauma patient, trauma medical director, trauma

registrar, trauma surgeon, EMS personnel, plastic surgeon, infectiologist,
microbiologist, surgical pathologist, endocrinologist, radiologist

Facilities: EMS vehicle, emergency room, trauma biobank, trauma registry

Policy Domain
Resources for optimal care for injured patients; [35] EAST Practice
Management Guidelines, [36] trauma system policies; triage plans;

clinical guidelines

Medical Domain

Specimens: Bone specimen; skin specimen; subcutaneous tissue specimen;
small vein specimen, muscle specimen

OBIB [37], OBI [38],
OMRSE [34], SNOMED-CT

Diagnosis: Osteomyelitis, post-operative arthritis, pseudarthrosis,

Treatment: Resection, reconstruction, prosthesis, amputation, chronic
injection therapy, nerve blocks for chronic pain

Pathological process: Inflammation, systemic inflammatory response
syndrome, infection, necrosis, wound healing, bone regeneration,

stress-induced hyperglycemia,

7.2. Semantic Integration Results
7.2.1. Overcoming Issues Created by Local Information Models—Identifiers

Applying the methods to the use case of integration issues created by restrictions on
identifiers in local information models requires consideration of these information models
from the perspective of the GCM (see Section 6.1).

Figure 3 shows an RDF representation of specimen donor, specimen, patient role,
and the relevant identifiers. There is no restriction on the numbers of identifiers, and the
graph representation allows one to trace each identifier to what it identifies, and each
patient’s role and each specimen to the person who is the specimen donor. The different
classes and instances in our solution are modeled based on the best practice of realism-based
ontology as described in Smith and Ceusters [24].

Figure 3. Representation of RDF individuals and OWL classes representing a human being having
multiple patient roles, corresponding to multiple patient IDs and multiple specimens derived from
that human being corresponding to multiple entry numbers. From: [39].
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7.2.2. Integration of Heterogeneous Data Sources

This problem represents the classical use case for Standard Widget Toolkits (SWTs)
using the native graphical elements of the computer’s operating system: existing data
models, common data elements, or dictionaries are heterogeneous or ambiguous. Solving
this issue using SWTs rests on the idea of using computer systems to help disambiguate
the data from heterogeneous sources. Bona et al. pointed out that this rests on an agreed
understanding of what it means for a computer to understand the content [22]. Ultimately,
the level of understanding proposed by Bona et al. is the ability to sort data points into
data elements using SWTs [22].

The solution we propose here is to start with providing an RDF-style representation
of “unplanned visit to the OR” that formally defines whether or not ER visits such as OR
due to a failed limb salvage are an instance of an unplanned visit to the OR, or similar
surgical procedures, or not. The disagreement is whether or not OR visits that might not
have been initially planned, but that were always a final option, belong in this category.
We propose to create a new OWL class for “surgical encounter” as a subclass of “health care
encounter” (OGMS_0000097) from the Ontology for General Medical Science (OGMS) [40].
For the “surgical encounter” class, we propose the following textual definition: A healthcare
encounter, where the goal is to provide a patient with surgical treatment.

In addition to expanding a class from OGMS, we also propose to expand the class
“plan specification” (IAO_0000104) from the Information Artifact Ontology (IAO) [41] by
creating a subclass “treatment plan specification”. For this class we propose the following
textual definition: A plan specification that defines the objectives, actions, and healthcare
encounters to treat the medical condition of one patient.

Now we can create a subclass of “surgical encounter” named “unplanned surgical
encounter”, which we plan to represent “unplanned visit to the OR”, excluding visits such
as OR due to a failed limb salvage. For this new class, we propose the following definition:
A surgical encounter that does not realize the concretization of a plan specification which is
part of a treatment plan.

We propose the following equivalence axiom for “unplanned surgical encounter”:
“surgical encounter”
and not realizes some (‘realizable entity’ and concretizes some (‘plan specification’

and ‘part of’ some ‘treatment plan’))
This axiom would ensure that any surgical procedures that are performed during

healthcare encounters without being part of a treatment plan are not pulled into the class
“unplanned surgical encounter”. In the example of failed limb salvage, the amputation of
the limb under treatment is already a medical option in the treatment, although certainly
not the most desirable outcome. Hence, any case of failed limb salvage would not be
subsumed under an unplanned surgical encounter. This would disambiguate the current
situation and resolve the lack of clarity, using a computational method.

7.2.3. Resolving Problem Integration Issues Created during Data Entry

The solution to the lack of clarity between board-eligible emergency physicians and
board-certified physicians we detected during the data entry for the CAFÉ project begins
with OOSTT. The knowledge representation requirements of the CAFÉ project did not
force the previous development of a class representing the individual emergency physi-
cians, but the following classes were sufficient: “board-eligible emergency physician role”
(OOSTT_00000173) and “board-certified emergency physician role” (OOSTT_00000171).
To resolve the issue surrounding potential ambiguities during data entry, we created two
novel classes in a new branch of the OOSTT ontology: “board-certified emergency physi-
cian” (OOSTT_00010000) and “board-eligible emergency physician” (OOSTT_00010001).
These two classes have the following equivalence axioms:

“board certified emergency physician” (OOSTT_00010000):
“Homo sapiens”
and ‘bearer of” some “board-certified emergency physician role”
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“board-eligible emergency physician’ (OOSTT_00010001):
“Homo sapiens”

and (is_specified_output_of some “emergency medicine residency program”)
and (inverse (“is about”) some ‘compliance with state licensure requirement informa-

tion content entity’).
After making these changes to the class structure of OOSTT, we created 100 test in-

dividuals to represent emergency physicians in 28 virtual trauma centers, some being
board-eligible, some being board-certified. Figure 4 shows an example of the RDF repre-
sentation of a board-eligible emergency physician. We loaded the resulting ontology and
the individuals in a GraphDB triple store using ROBOT [42] to materialize class assertions.
We queried this triple store with the following SPARQL queries to query out the board-
certified individuals vs. the board-eligible individuals that are not (yet) board-certified.

Figure 4. Example individual representing a human being, Bernard, who is board-eligible, but not
yet board-certified.

8. Discussion

In applying a system architecture approach to orthopedic trauma care using the GCM,
we follow Uribe et al. [33] to order the involved domains in the following sequence: medical,
policy, and resource (Figure 2). This allows us to analyze and to represent the relationships
between orthopedic trauma care (e.g., procedures) and the policy domain (e.g., clinical
guidelines, state regulations). In placing the resource domain behind the policy domain,
the focus of our analysis demonstrates how the resources (e.g., trauma centers, trauma
personnel) relate to the policies, meaning which actions, requirements, and credentials the
policies specify for trauma care resources. This order of the domain prioritizes the role
of policy in the trauma care process, and the roles of the resources in those policies for
our initial approach. This order is consistent with the accreditation practices of American
College of Surgeons and state trauma systems. It is important to note that the ordering
of the domains when analyzing a system is arbitrary and can be chosen according to the
focus of the study. To analyze and represent how the trauma care personnel relates to the
procedures, we will reorder our domains to focus on the cross-domain interoperability
between the resource domain and the medical domain.

To resolve problems of data integration due to restrictions in local information models,
we have applied both the GCM and methods of a realism-based ontology development.
Notably, the successful deployment of ISO 23903 [17] for integrating different domains and
knowledge spaces, including their specific models, has been demonstrated for the integra-
tion of HL7 privacy and security specifications [43] in ISO 13606 EHR communication [44],
the harmonization of concepts from ISO 12967 [45] and ISO 13940 [46], or the mapping
of open EHR (ISO 13606) archetypes [47], ISO 13972 clinical models [48], and HL7 FHIR
resources [49].

The limitations of this study and the three use cases demonstrated lie in the fact
that the work presented addresses issues from a knowledge representation perspective.
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The solutions presented are readily available to be implemented in a data management
system, but they have not yet been implemented. Thus, in this study we do not assess effects
that are created by using our knowledge representation in a running medical information
system, such as a biobank system.

The next step from the knowledge representation perspective is to develop computa-
tional ways to leverage the GCM system analysis and its results to immediately develop
knowledge representation solutions such as OWL ontologies and RDF data. In addition,
we plan to explore the deployment of the GCM to transform medical data captured with
information models into computer-interpretable RDF data sources for secondary use in
medicine and vice versa.

From the clinical perspective, the next step is to build a small proof-of-concept surgi-
cal biobank data management system following the knowledge representation principles
demonstrated in this paper. This step, which we are currently working on, will allow valida-
tion of the functionality and usability of the proposed solutions in a clinical research setting.

9. Conclusions

From the results presented in this paper, we concluded that SWT is required to
disambiguate and integrate data for surgical biobanks. While surgical biobanks with
exclusively local data might not have the same level of need for semantic integration as
those aiming to integrate data from multiple trauma care providers, we hold that integrating
data from the entirety of the trauma care process is a necessity.

In addition, this paper demonstrates that the GCM is a useful tool to assess the data
scope of a surgical biobank and identify relevant domain ontologies. The GCM even assists
in resolving specific semantic integration problems, supplementing the SWTs.
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Abstract: In the context of the ongoing digitization of interdisciplinary subjects, the need for digital
literacy is increasing in all areas of everyday life. Furthermore, communication between science
and society is facing new challenges, not least since the COVID-19 pandemic. In order to deal with
these challenges and to provide target-oriented online teaching, new educational concepts for the
transfer of knowledge to society are necessary. In the transfer project “Zukunftslabor Gesundheit”
(ZLG), a didactic concept for the creation of E-Learning classes was developed. A key factor for the
didactic concept is addressing heterogeneous target groups to reach the broadest possible spectrum of
participants. The concept has already been used for the creation of the first ZLG E-Learning courses.
This article outlines the central elements of the developed didactic concept and addresses the creation
of the ZLG courses. The courses created so far appeal to different target groups and convey diverse
types of knowledge at different levels of difficulty.

Keywords: didactic; Healthcare IT; citizens; E-Learning; digitalization; digitization; patient empow-
erment; education; communication; healthcare communications

1. Introduction

In times of the SARS-CoV-2 pandemic and, in perspective, climate change, online
formats of classic face-to-face events are becoming increasingly relevant. In terms of
access to information for all, methods such as E-Learning can be used for new ways of
globalization [1]. With these methods, knowledge can be shared across national borders
so that developing countries can also benefit [2]. Moreover, cultural exchanges may be an
additional advantage through this approach, as well as sensitivity to differences in health
care systems. While a face-to-face event allows direct human contact, online events can be
offered and conducted independently of location and time. Of course, online events do not
lack flaws and must therefore be used in a well-considered manner.

In the information age, data and information accumulate in great abundance and high
frequency, so that non-specialist viewers quickly reach a capacity limit for information
processing. In the media and in politics, complex facts are often strongly abbreviated or
even distorted, as frequently observed during the COVID-19 pandemic in Germany, for
example [3,4].

For non-specialist consumers of these media and political reports, it is no longer easy
to process and retrieve the wealth of information. Due to the fast publication time on
the Internet, many reports are disseminated at an early stage. In particular, study data of
untested publications are already recited and used in a variety of media, which can lead to
conflicts later on [5,6].
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In order to be capable of classifying this high information density and distinguishing
the quality of information, media competence and certain basic knowledge are required [7].
In order to enable the general population to understand certain complex facts on their own,
it is necessary to build up abilities of adequate information handling and understanding.
In particular, scientific definitions of terms, the basics of good scientific practice, and
competence in the use of digital tools of any kind are of great importance here [8].

1.1. The Research Association

The Lower Saxony Center for Digital Innovations (in German: Zentrum für digitale
Innovationen Niedersachsen, ZDIN) forms an interface between the Ministry of Economics
and the Ministry of Science and Culture in Lower Saxony. The ZDIN is intended to promote
networking and knowledge transfer between research and industry but, furthermore, make
Lower Saxony’s research location visible to the general public. Within the framework of
the ZDIN, several future labs have been developed that conduct research in different sectors.
These are the future labs for agriculture, mobility, healthcare, production and society, and work.

The Future Lab for Healthcare (in German: Zukunftslabor Gesundheit, ZLG) of the ZDIN
is, among others, involved in the planning and implementation of E-Learning programs.
For this purpose, a special didactic concept for online-exclusive teaching was developed to
serve as a guideline for educators to develop and implement pure online formats.

The ZLG particularly addresses the teaching of non-specialist audiences in Healthcare
IT issues to achieve patient and people empowerment. Research and the latest findings in
the ZLG’s research field shall be communicated to the general public. A focus should be
especially on data privacy and data security, as skepticism regarding the trustworthiness of
new technologies, i.e., of internet applications in general or AI technologies in particular, is
widespread in society.

The ZLG is organized into three subprojects that address different aspects of Healthcare
IT. Subproject 1 (TP1) is concerned with the development of a research data platform for
shared data consolidation and research across site boundaries. The participating research
sites of the ZLG are supposed to find the possibility to work together on research questions
via this platform.

Subproject 2 (TP2) deals with the use of patient-related sensor technology for the
improvement of everyday care. New sensor technology will be developed, and the use of
established sensor technology will be optimized.

Subproject 3 (TP3), from which this publication arises, focuses on knowledge transfer
of the research results based on E-Learning. During the project duration of the ZLG, a
total of four online courses will be developed to transfer the research topics of subprojects
1 and 2. Further, TP3 is developing two demonstrators that address different aspects of
online teaching.

1.2. Focus on Sub-Project 3 for Education, Training and Further Education

In TP3, the first demonstrator pursues AI-assisted physiotherapy training of shoulder
patients via camera technology to monitor and evaluate training at home automatically.
The combination of a special depth camera and smartphone application aims to provide
gamification training, which allows patients regular but adequate health sport within home
health care.

The second demonstrator develops a curriculum for statistical learning and data
analytics in nursing professions and studies. This curriculum aims for integration into
different study programs via ECTS allocation and thus is universally applicable. Teaching
in demonstrator 2 takes place almost entirely online.

In addition to the content planned throughout the project, TP3 developed another
course to introduce lecturers to online teaching. The so-called “Train the Trainer” course in-
troduces participants to different tools and methods such as video production or evaluation
concepts in addition to the actual didactic concept.
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The ZLG-TP3 focuses on different target groups in order to test the broadest pos-
sible applicability of the developed concepts. The target groups addressed are patients
and affected persons, citizens and the interested public, medical informatics and related
professions, as well as representatives of the health care professions. In particular, the
target groups of citizens and patients are considered a challenge since those target groups
represent the cross-section of society and thus have a very high level of heterogeneity.

In this article, we present the courses designed and developed so far and compare their
implementation. The already developed courses differ strongly from each other in structure
and scope as well as their target groups but are based on the same didactic concept. The
universal applicability of the basic didactic core concept for online teaching shall be shown
and clarified by presenting the learning offers. Based on the experiences gained, we will
continuously develop the concept and optimize its quality. For this purpose, evaluations
are conducted by the participants at the end of the courses.

2. Materials and Methods

This publication relates to the paper “Development of a Didactic Online Course Concept
for Heterogeneous Audience Groups in the Context of Healthcare IT” at pHealth 2021 [9] and
explains further development stages. In the following, the didactic methods and approaches
used for the course development are explained.

To achieve the goal of developing different online courses for various target groups, a
concept was developed that covers relevant didactic aspects. These aspects are covered in
different chapters:

• Target group definition
• Basic concepts and scenarios of online didactics
• Topics, learning objectives, and didactic scenarios of the ZLG
• Navigation concept to the online courses
• Didactic core concepts for online course design
• Digital building blocks of learning management systems for course design
• Concept for course evaluation

To offer E-Learning, the ZLG uses and provides a learning management system
(LMS) [10]. The ZLG compared and evaluated LMSs from different providers and thereafter
decided to use ILIAS. The LMS serves as the central hub for the learning content, as the
entire online teaching can be organized, structured, and accessed there. ILIAS stands for
“Integrated Learning, Information and Work Cooperation System” in German and has been
available since 2000 and was originally developed by the University of Cologne.

Overall, the basic functionalities of LMS are largely identical, so the differences lie
particularly in the specific handling. Most LMSs, such as Moodle and ILIAS, support the
SCORM (Sharable Content Object Reference Model) standard so that individual content
can also be exchanged across LMS boundaries. The ZLG uses a shared ILIAS instance
with the HiGHmed consortium teaching subproject to achieve a greater value from the
collaboration [11].

The didactic concept also includes an evaluation concept that is used as a basis for
iterative quality improvement of the developed E-Learning courses. Evaluation is intended
to test the quality of educational programs, e.g., by surveying participants [12]. The
evaluation concept of the ZLG teaching project distinguishes three dimensions: Type,
method, and objects of evaluation.

The type of evaluation determines whether it is a formative or summative evaluation of
the course. The evaluation method defines whether a quantitative or qualitative evaluation
is to be conducted [13]. The evaluation object defines which unit is evaluated, such as
course content, lecturers, or E-tivities.

From the aforementioned items, a core evaluation was designed to monitor the course
quality of ZLG courses. Based on the standardized core evaluation, lecturers can extend
the evaluation by individual aspects dynamically.
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2.1. Target Group Definition

As already described in the introduction, the target groups predetermined in the
project approach are characterized by great heterogeneity. In order to take this speci-
ficity into account, it must be possible to describe them as precisely as possible, using
appropriate methods.

Following the system proposed in [14], the characteristics of the target groups were
defined based on various criteria of socio-demographic, psychographic, and educational
characteristics, as well as the expected educational behavior. The following attributes were
described for each target group:

• Sociographic characteristics: Age structure, gender distribution, marital status, place of res-
idence, area of influence, immigration background, level of education, employment status.

• Psychographic characteristics: Attitude, motivation, potential, strengths, weaknesses,
aspirations, hopes.

• Educational characteristics/behavior: Previous education, media affinity, learning
types, discussion types

Through the descriptions based on these characteristics, a precise differentiation of the
target groups can be achieved, and the respective target group-specific communication and
teaching can be designed.

For the target group of the interested public, a description based on these definitions is
only possible in very general terms, as this group is characterized by the greatest possible
diversity and heterogeneity. A clear description of the individual characteristics in a concise
form is not feasible.

In order to at least approach an adequate description of the social structure, the ZLG
didactic concept uses the marketing tool of the Sinus Milieus. This differentiates between
varying subgroups, each of which has comparable attributes [15].

2.2. 5-Stage Model for Online Teaching by Gilly Salmon

The didactic core concept of the ZLG covers up to five phases and is essentially
referring to the 5-stage model of Gilly Salmon for online teaching, which describes how
online-exclusive teaching can be implemented with five successive steps (Figure 1). The
model, according to Salmon, uses so-called “E-tivities”, which are designed to activate the
audience and lead the participants to independent and autonomous learning [16].

The stages are designed to provide the audience group with new skills and confidence
so that the challenge and intensity of learning can be increased with each stage. At the
same time, communication between the audience is to be strengthened in order to promote
group exchange and to discuss the increasing complexity of the tasks in the group. In stage
1, 1 to 1 communication between learners is initiated, as there are few other contacts at the
beginning. In phases 2–4, the ratio changes to 1:n communication so that both the number
of contacts and the frequency of exchanges increase. In the final phase, 5, the level of
communication is reduced again in favor of individual follow-up so that each participating
person can reflect on his or her own experience.

Stage 1, “Access and motivation”, is intended to enable participants to find a path
around the learning environment, in this case, a learning management system (LMS). No
learning context-related E-tivities and tasks are set, but low-threshold tasks are intended to
motivate participation in the following work phases. Instructor support is important at this
stage to resolve any access or operational issues with the LMS. Participants should perceive
the course as a social environment and communicate transparently with each other.
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Stage 2, “Online socialization”, allows for participants to interact with each other and
explore the work environment. For this purpose, Salmon recommends that participants be
considered under Wenger’s Communities of Practice concept [20], which includes three
key components: Shared undertaking, such as distributed subtasks; Reciprocity, such as
mutual acquaintance and trust; and Shared repertoire, which describes language, routines, or
sensibilities. Socialization in the second stage is considered complete when participants
communicate with each other without request.

Stage 3, “Information exchange”, initiates the joint processing and critical discussion
of the learning material by the participants. The knowledge gained is to be applied in
practical examples in order to work on a greater complexity of E-tivities in cooperation.
The group dynamics should be increased at this level so that the interaction of learners is
the focus. Learners should take participation in the course for granted and enjoy being
active participants. Passive content transfer, such as reading texts, should be avoided, as
this is considered detrimental to learning (lurking).

Stage 4, “Knowledge Construction”, should allow participants to build unconscious
knowledge (tactical knowledge) to gain new perspectives. The E-tivities of this stage should
demand critical, creative, and analytical thinking. Practical relevance and orientation are
required in order to adequately apply the methods learned. The acquired knowledge
patterns enable the learners to increase the learning effect in the long term. That way, what
has been learned (theory) enters the subconscious and can be transferred to practical tasks
(transfer performance).

Stage 5, “Development”, is designed to allow participants to make their own decisions
about the learning content. A high level of autonomy is expected in this stage, as learners
independently use the knowledge they have acquired to work on more advanced tasks.
The audience intuitively collaborates at a high level without discussing group composition.
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By reflecting on the learning process, participants independently derive further knowledge
and actions to use the knowledge in the future.

2.3. Didactic Core Concept for Online Learning in ZLG

A core didactic concept was developed at the ZLG to facilitate online teaching. The
development and delivery of online courses are influenced by various factors. For the
core concept, the focus was placed on the factors of group size, group dynamics and
communication, learning and work phases, as well as the type and scope of supervision.

In relation to the factors identified, an adapted course structure was developed as
a template (Figure 2), following the stage model of Gilly Salmon [16] and the HiGHmed
teaching project [11,21] to support the development of online courses.
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personal development.

For developing courses in ZLG, a 5-Phase-Model was generated. This model is
characterized by five learn-phases, which can be highly associated with Salmons 5-Stage-
model. It should be emphasized here, however, that Salmon’s stages are not just reflections
of the ZLG phase model. In particular, Salmon’s 5-stage model defines the activation of
learners in the online environment at a different level, while the ZLG phase model defines
concrete phases of work.

Phases 1–3 of the ZLG concept can be associated with the overall 5-step model ac-
cording to Salmon, as the prerequisites for successful interactive knowledge transfer are
created there.

Phase 1, “Welcome and introduction”, briefly introduces the course topic and the
teachers in order to offer the participants a motivating introduction to the course. The
expectations and level of knowledge of the participants are queried to establish an overall
impression of the group. The course content should be appropriate to the level of the
audience and can be supplemented with sources and references for missing knowledge.
Finally, the technical and organizational issues of the participants are discussed to ensure
full accessibility and usability of the Learning Management System.

Phase 2, “Scheduling and learning objectives”, introduces learning contents as well as
learning objectives and the general course procedure. In this phase, possible later examina-
tion achievements should also be explained, and the communication options presented.
Netiquette should also be provided and explained analogously to Salmon’s model.

Phase 3, “Elaboration of n learning units”, represents the actual knowledge transfer in
the ZLG learning phase model. In this phase, the learners are taught the learning content
and competencies over several learning units, whereby this phase is characterized by
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discursive reflection and practical, ideally collaborative application. The learning units of
this phase should be similar in sequence and structure:

1. Giving and activating input,
2. Work on one or more tasks/questions,
3. Formative assessment and feedback.

As the titles of the subdivision show, basic information introduces each learning unit
on the respective focus (1). This is followed by one or more tasks and/or questions on
the respective focus in order to internalize the theoretical knowledge (2). At the end of
the learning unit, a formative assessment is carried out so that the learners can assess
themselves, and the teachers can use the results to see whether the participants have
achieved the learning objective (3).

Phase 4, “Summative assessment”, plays a significant role and dictates if a certificate
is to be issued for successful participation in the course. Learning objective assessments
serve as proof of whether or not and to what extent participants have achieved the learning
objectives and acquired or deepened new competencies. While formative assessments are
primarily used for the interim assessment of learning success, summative assessments are
used in particular for the final assessment of participants’ performance.

Phase 5, “Conclusion and evaluation”, should offer participants the opportunity to
evaluate the course. The instructors can derive quality assurance or quality enhancement
measures from these evaluations. The evaluations of the participants can be used to
generate comparisons between the learning success and the mood of the participants.
Through the combination of quantifiable learning success (assessments) and qualitative
statements (evaluation), insights into the quality of the learning offer can be gained. The
ZLG has developed its own evaluation concept for carrying out evaluations.

3. Results

The individual subproject groups of the ZLG had the task of using the didactic core
concept to create learning courses that address the subprojects’ research fields. The courses
were created in the shared instance of the LMS ILIAS, as described above.

The following tables provide a brief overview of the created courses, regarding the
criteria: Title, Content, Target Group, Learning Goals, Duration, Workload, Workload in
synchronous Phase, Workload in asynchronous Phase, Amount of E-tivities, Learning
Videos, other special features of the course.

3.1. ZLG-Metacourse “Train the Trainer”

The ZLG Metacourse, “Train the Trainer”, for knowledge transfer in ZLG, is structured
by learning weeks. Each week aims for specific learning goals with intersecting topics.
Following the ZLG didactic core concept, the level of difficulty increases steadily per week.
The ratio between information transfer and self-learning is shifting continuously in favor
of self-learning aspects (Figure 3).

The goal in the first week of the ZLG Metacourse is to enable the participants to use
the learning platform for knowledge acquisition and exchange, but also to connect on a
social level with other participants and the lecturers. For this reason, the E-tivities are
aimed at demonstrating the features of the learning management system while introducing
the individual virtually to the learning group. The introduction of the participants in the
first week initially addresses the first three stages according to Gilly Salmon and the ZLG
didactic core concept. The following weeks build on this preliminary work and then focus
on phases three to five, not only to absorb information but also to apply it and further
develop knowledge as a group.
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In week two, the core didactic concept of the ZLG is taught. The aim of the E-tivities is
to acquire knowledge individually with the support of learning videos and literature and
then to create own E-tivities along with the phase model. In a final step, the E-tivities are
refined by the group of participants and improved with the help of digital building blocks
with regard to the motivation of the target group.

Week 3 focuses on the administrative structure of an online course, addressing the
conceptual aspects and functional possibilities, in particular, the features that support the
motivation of the participants. Another aspect of week 3 is the development of learning
videos to provide target group-specific content according to the didactic concept.

In the last week of the course, the core evaluation concept is taught, which can be
used in the ZLG and extended for individual courses. In this way, a level of comparability
between the ZLG courses is created without ignoring the individuality of the courses. The
ZLG “Train the Trainer”-Metacourse is concluded by the completion of the evaluation.

3.2. ZLG-Course “The Learning Healthcare System: How It Learns”

The course, “Learning Healthcare System: How it Learns—Secondary Data Use of
Clinical Data for Medical Research”, is particularly structured by topics. Each topic deals
with a self-contained subject area. The course structure and the course sequence are not
related to temporal relationship but are determined by the topics that build on one another.
The complexity of this course will not be successively increased, as it addresses society as a
whole in particular. The course focuses primarily on explaining the basics and clarifying
simple connections in the research area (Figure 4).

The course is supplemented by two synchronous meetings. There is one synchronous
online meeting for the introduction to the course and one synchronous meeting for wrap-
ping up the learned content. The majority of the learning content is provided asynchronously.

The first synchronous online meeting gives a brief introduction to the course and
explains what the audience is about to discover in the following weeks. A case study of a
patient is outlined for the participants to learn the context of the knowledge imparted.
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The following lesson covers the basics concerning data itself and teaches the differen-
tiation between data, information, and knowledge. Additionally, different kinds of data
are described, such as structured and unstructured data. Different E-tivities provide the
possibility to discover different datasets to learn differences and gain practical insights.

The next lesson introduces the challenge of interoperability and proposes different
solutions such as terminologies or classifications. To outline the different possibilities, partic-
ipants learn basics about the benefits of using standards such as ICD, OPS, or SNOMED CT.

In order to establish an overall view, the last lesson summarizes the knowledge gained
beforehand in a synchronous online meeting.

3.3. ZLG-Course “Patient-Oriented Sensor Systems in Nursing: Application and Outlook”

The ZLG-Course Patient-oriented Sensor Systems in Nursing: Application and Out-
look focuses on introducing participants to the principles of sensor technology, the possible
application of this technology in healthcare, and the fundamentals of data processing
and analytics.

High school students were selected as the target audience, thus forming a subset of
the interested public. Participants have the choice of taking the course as individuals or as
part of a group/class involving their teacher.

The course has therefore been designed to run either in parallel with school lessons,
with a duration of five weeks, or as a block course with a duration of one week. The choice
of different structuring can benefit participants with lower intrinsic motivation and less
experience in self-guided learning (Figure 5).

The course content covers the basics of sensing, vital sign measurement, and the
underlying IT technology. This knowledge provides a background for learning selected
use cases of sensing in nursing. For each use case, a reference is provided to everyday
sensor interaction.

Different types of sensors are covered. Among others, sensors for motion detection
such as pedometers and vital sign measurements with electrocardiography or pulse oxime-
try are presented. In addition, sensors for the detection of environmental parameters, such
as temperature, humidity, and fine dust measurement, are also discussed.
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In addition, interactive elements, such as small tests and interactive videos, are offered
alongside E-tivites and learning modules to ensure the achievement of the intended learn-
ing objectives. Optional E-tivities with advanced practical tasks allow highly motivated
participants to gain hands-on experience in data analysis.

3.4. ZLG-Demonstrator 2: “Learning Health System in Action: Clinical Data Analytics”

The course Learning Health System in Action: Clinical Data Analytics differs from
the courses for the public in that it is a classic curricular approach. The course aims to
support health professionals across disciplines, such as nursing, physiotherapy, and alike,
in applying and understanding analytic data procedures used for clinical data. This topic
is embedded in the broader paradigm of the Learning Health System, where clinical data
analytics and clinical decision support play a major role. The participants receive three
ECTs when they have successfully completed the course (Figure 6).
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The course is designed as a hybrid course, combining online educational resources
and E-tivities with a synchronous session. As such, the course starts with a two-day kick-off
session, followed by an online phase. The course ends with a final workshop.

The initial kick-off session is designed to introduce the course content, the students,
and the learning platform. Furthermore, lectures are given to introduce the topic, i.e.,
the learning health system and the role of clinical data analytics therein. This kick-off
session is then followed by a seven-week online course, in which each session is built on
the previous in terms of content. The complexity of the content taught increases with each
learning unit. The E-tivities during the online phase comprise tasks such as video lectures,
completing quizzes, applying the acquired knowledge such as data analytic exercises, and
peer-reviewing the co-students’ work. The course closes with a synchronous workshop,
in which the focus lies on applying required data analytic skills in teamwork. This task
uses realistic scenarios and clinical problems. For example, students are asked to develop a
simple clinical decision system and present this system to their peers. The course closes
with the course evaluation based on the concept of the ZLG, which itself is part of improving
the course content and organization.

4. Discussion

The development of the first courses has been completed. During the set-up phase,
a variety of other medical informatics fields were identified that could be taught. Based
on the course evaluations, we want to evolve the developed courses longitudinally and
iteratively (cf. [12,13]). Furthermore, the feedback supports the future workplan in regards
to creating new courses and content, especially to address the interested public, and thus
advance the transfer of knowledge from research to society. For the first rollout steps of the
courses, we could learn that an essential pillar of success is the widespread advertising of
the course offerings.

For very heterogeneous target groups that represent the entire spectrum of society, an
efficient advertising strategy is of great value. For this reason, it is important to use a wide
variety of communication channels in the future. For example, it would make sense to link
up with schools in order to generate enthusiasm for exciting topics of medical informatics
at an early stage and thus promote young talents. Furthermore, we see great opportunities
in opening up the didactic concept and thus connecting further ZDIN labs to our course
offering in order to provide a broader portfolio of research topics for potential participants.

The didactic concept developed could already be used as a guideline for the develop-
ment of the four courses presented. As presented in the results chapter, various courses
could be developed using the concept. Although the resulting courses differ greatly from
each other both in terms of the target groups addressed, and the depth of content of the
topics covered, they are based on a recognizable substantiated didactic concept.

While the “Train the Trainer” course trains lecturers, in particular, the TP1 and TP2
courses address secondary school students and the interested public. However, as the
development of demonstrator 2 shows, the didactic concept can also be used to create a
curricular learning offer for students.

These course developments demonstrate the adaptability and scalability of the didactic
concept. The methodology is also sufficiently general that it can also be used in a research
area independent of our own. The development of courses in research fields outside of
health care or medical informatics should be examined to prove this thesis.

The first run of the courses could already be carried out with some participants.
The quantitative impact of the evaluation results is too low at the moment, but further
adaptations of the courses will follow in order to expand and optimize the course content.
However, the experiences had with the implementation of the evaluation have already
shown that it can be useful to position surveys very prominently and, if necessary, make
them a prerequisite for certification. We expect that the number of participants will continue
to scale as the courses become more established and advertising increases.
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5. Conclusions

The developed courses address complex and eHealth-specific topics such as interop-
erability or data management and analysis in the healthcare sector, and the evaluation of
the courses is intended to reveal the extent to which the right didactic concepts have been
found. We plan to iteratively evolve the existing E-Learning courses and build additional
courses incorporating eHealth research in the Future Lab for Healthcare, as it has already
been started with the first courses.

At the time of publication, the didactic concept is available in version 1.0. In the project
plan of the ZLG, an experience-based revision of the concept is intended so that after the
implementation of the courses for TP1 and TP2, the evaluations of the participants and the
experiences of the lecturers will be included in the concept.

At this point in development, the current approach appears to be well suited to
fulfill the requirements for the development of E-learning courses for heterogeneous tar-
get groups.

Our approach might be helpful for other online education projects. Course design
outside our own professional discipline could assess the applicability of our concepts.

As the immediate idea, the development of learning programs in the expanded ZDIN
could be tested by the other future labs. This would allow to test and evaluate the scal-
ability to other disciplines and their target audiences. The learning platform for course
development is already being used by both the ZLG and the HiGHmed teaching project;
thus, the integration of further future labs would be easily possible.

As explained in the introduction, knowledge transfer, in general, is facing major
challenges. E-Learning opportunities are not only becoming more relevant due to crises
such as the COVID-19 pandemic or climate change, but also the relevance of digital
competencies of the population is increasing. Data literacy and patient empowerment are
important milestones on the road to a digitally educated society.

In this context, the fifth statement of the Expert Council of the German Federal Gov-
ernment on COVID-19 of 30.01.2022 [22] (See Supplementary Materials for a paraphrased
translation or if no longer available online.) underlines the relevance of this topic. The
experts emphasize that the loss of confidence in political decisions in the context of the
management of the COVID-19 pandemic has increased sharply in recent months. They
point to several problems and describe various aspects that increase the uncertainty of the
population and thus provide room for misinformation and disinformation. Among other
aspects, the experts highlight that the decision-relevant information should be translated
into target group-specific language. With a focus on the informational fairness of different
educational prerequisites, cultural and linguistic backgrounds, and age-dependent differ-
ences, it should be possible to adapt the information that is conveyed individually. For
this purpose, the experts demand that the communicative content should be distributed
via adequate channels, such as social media, e-health, or m-health offers. In addition, it
makes sense to train different multipliers so that experts can offer competent knowledge
transfer in direct contact with those affected. In summary, the experts state that sustainable
communication structures should be established. An infrastructure for risk and health
communication is a possibility to bundle existing competencies and push the translation of
professional knowledge into a language that is appropriate for the target group.

The didactic concept introduced in this contribution demonstrates the feasibility
of E-learning offerings for the general public. Through the use of LMS, insights and
knowledge can be passed on to society. In this context, the developed concept makes
it possible to use different target group-specific methods of communication across all
disciplines. We are positive that the methods presented met the Expert Council’s sugges-
tions, at least to some extent [22]. Further work progress has a high potential to meet the
above-described challenges.

Complementary to this, E-Learning offerings may be factors for health and safety, as
in the COVID-19 pandemic, and for sustainability, through emission avoidance.
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Experienced teachers repeatedly emphasize that the E-Learning practiced today cannot
completely replace traditional face-to-face teaching. Since we communicate by more means
than just language, the further development of “classic” E-Learning approaches in the
sense of virtualized reality is more than desirable in order to enable communication and
interaction with all senses.
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Abstract: Machine learning has been proven to provide good performances on stress detection
tasks using multi-modal sensor data from a smartwatch. Generally, machine learning techniques
need a sufficient amount of data to train a robust model. Thus, we need to collect data from several
users and send them to a central server to feed the algorithm. However, the uploaded data may
contain sensitive information that can jeopardize the user’s privacy. Federated learning can tackle
this challenge by enabling the model to be trained using data from all users without the user’s data
leaving the user’s device. In this study, we implement federated learning-based stress detection
and provide a comparative analysis between individual, centralized, and federated learning. The
experiment was conducted on WESAD dataset by using Logistic Regression as the classifier. The
experiment results show that in terms of accuracy, federated learning cannot reach the performance
level of both individual and centralized learning. The individual learning strategy performs best
with an average accuracy of 0.9998 and an average F1-measure of 0.9996.

Keywords: stress detection; privacy; individual learning; centralized learning; federated learning;
smartwatch; machine learning

1. Introduction

In today’s busy world, stress has become an interesting issue in recent years, gaining
awareness in many countries. Stress can be defined as a unique affective state that occurs
when an individual considers that their perceived resources or ability cannot cope with the
perceived demand of a stimulus [1]. The latest survey by Acas in 2019 [2] about stress and
anxiety at work reported that about 66% of working people have experienced work-related
stress in the last 12 months. Hospital employees, who in fact are very familiar with this
issue, are also exposed to high levels of work-related stress [3–5].

Stress at a low level is acceptable or maybe even positive, also called eustress. However,
prolonged stress can have a negative impact on our physical, mental, and emotional
health. Many studies reported that stress has a significant impact on the development of
hypertension and coronary artery disease, diabetes, asthma, etc. [6]. Moreover, excessive
stress also harms the employee’s productivity, increases absenteeism, and plays a crucial
role in mental illness development, such as generalized anxiety disorder and depression [7].
According to studies, in the hospital setting for example, a higher stress level is significantly
correlated with low patient safety [8,9]. Another study also suggested that a higher stress
level of hospital staff results in riskier cybersecurity practices [10]. These studies are in line
with a prior study [11], reporting that stressed people will be slow in learning something
new and may choose less profitable decisions.
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Monitoring an individual’s stress level has many advantages. Knowing their own
stress level can help them in staying aware and feeling more in control of their response to
situations and knowing when it is time to relax or take some actions to treat it properly [12].
Furthermore, this monitoring can help to early diagnose mental illness and disorders.
The most common way to assess a stress level is the use of questionnaires (e.g., Perceived
Stress Scale [13], Perceived Stress Questionnaire [14], etc.). However, this method takes time,
so it is not convenient to use every day for continuous monitoring. Another approach for
determining stress levels is to measure stress-related physiological reactions using sensors.
The smartwatch is one of the most suitable devices to perform this stress monitoring task,
especially in the working environment. A smartwatch offers a number of built-in sensors
that can be used for multimodal-based stress detection including blood volume pulse,
electrodermal activity, skin temperature, accelerometer, etc. Unlike many wearable devices
that have very low usability and are not convenient to wear during work (e.g., chest-
worn devices, finger-placed galvanic skin response (GSR) sensors, etc.), the smartwatch is
well known and has a high degree of social acceptance due to their ubiquity in everyday
life [15,16].

There has been a remarkable success of machine learning (ML) technologies in empow-
ering practical artificial intelligence (AI) applications, including in medical fields. Many
prior studies have used multi-modal sensor data and machine learning methods to develop
stress detection systems such as Decision Tree, K-Nearest Neighbors (KNN), Random
Forest, and Logistic Regression [17–20]. Machine learning techniques generally need a
sufficient amount of data for training to perform well. Therefore, to create a robust method,
we need to collect sensor data from several users and collect them at a central server for
processing. However, the uploaded medical data may contain individual privacy-related
and sensitive information. Privacy breaches can happen if the central server is compro-
mised. Furthermore, the leakage can also happen even when well-intentioned individuals,
who have access to the server, share the data for legitimate purposes. As a result, a grow-
ing number of studies place attention on safeguarding private data in analysis processes.
Federated learning (FL) can be the solution to this privacy challenge. FL works by allowing
each data register to train models on separate, isolated datasets while only sharing the
trained models, which do not contain any personal information. The registers then send
their models to a central server for aggregating them to a single, integrated model. This
process is repeated for a number of iterations until a high-quality model is produced. In this
work, we implement FL-based stress detection and provide a comparative analysis between
individual, centralized, and federated learning.

The remainder of this paper is organized as follows. The introduction part is given
in Section 1. Dataset, features, learning strategies, and evaluation methods for the stress
detection task are explained in Section 2. The results and discussion of this paper are
described in Sections 3 and 4, while conclusions are provided in Section 5.

2. Materials and Methods
2.1. Dataset

A public dataset called WESAD (Wearable Stress and Affect Detection) [17] was used
in this study. The dataset was created in the lab by the Ubiquitous Computing research
group at the University of Siegen, Germany, and was made public in 2018. The data came
from 15 participants consisting of 12 males and 3 females. The demographic information of
the participants in this dataset is displayed in Table 1.

Table 1. Participants’ demographic characteristics in the WESAD dataset (N = 15).

Characteristic Value, Mean (SD)

Age (years) 27.5 (2.4)
Height (cm) 177.6 (6.7)
Weight (kg) 73.1 (10.3)
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The data in the WESAD study were acquired using an Empatica E4 smartwatch and a
RespiBAN chest band at the same time during specified tasks designed to capture three
different affective states: neutral, stress, and amusement. Only Empatica E4 data are used
in this study because the focus of this work is on smartwatch sensors. The built-in sensors
on the smartwatch are skin temperature (ST), accelerometers (ACC), electrodermal activity
(EDA), and blood volume pulse sensors (BVP). Each individual had a data collection
session of at least 36.5 min, which included the neutral position for approximately 20 min,
the stress situation for 10 min, and the amusement situation for around 6.5 minutes.
During the neutral position, the participants were sitting/standing and neutrally reading
provided magazines. During the stress situation, the participants faced the Trier Social
Stress Test (TSST) [21] to induce their stress, whereas during the amusement situation,
the participants watched a set of funny video clips. The neutral and relaxation sessions
were combined into one non-stress class for the stress detection task in this study so that
the classification problem was binary (stress and non-stress).

2.2. Features

In this study, we employed all the sensors’ data on the smartwatch including ST,
ACC, EDA, and BVP. To extract the features, the signal data were segmented by using a
60-second sliding window with a sliding step of 0.25 s following the recommendation by
Kreibig et al. [22]. Furthermore, we constructed 6 different signals for each sensor’s data:
the original signal; its first and second derivatives; and the transformed signal data using
a Discrete Wavelet Transform (DWT) with the Haar wavelet at 3 different frequencies (1
Hz, 2 Hz, and 4 Hz). Wavelet transforms can catch both frequency and time information,
while immediate changes in signals can be captured by the Haar wavelet [23]. For the ACC
data, in addition to the 3-dimensional signal data (x, y, and z-axis that are represented
by ACCx, ACCy, and ACCz, respectively), we also calculated their magnitude (ACCnorm)
using Equation (1). In total, we have used signals consisting of 6 ST signals, 24 ACC signals,
6 EDA signals, and 6 BVP signals as displayed in Table 2. In the last step, we extracted
10 statistical features using BioSPPy and Numpy libraries [24] in Python as displayed in
Table 3. In total, 420 features were analyzed for this study.

ACCnorm =
√

ACC2
x + ACC2

y + ACC2
z (1)

Table 2. Signal data used in this study.

Sensor Signal

Skin temperature (ST)

ST original signal
ST first derivative signal
ST second derivative signal
ST signal with DWT with the Haar wavelet at 4 Hz
ST signal with DWT with the Haar wavelet at 2 Hz
ST signal with DWT with the Haar wavelet at 1 Hz

Accelerometers (ACC)

ACCx original signal
ACCx first derivative signal
ACCx second derivative signal
ACCx signal with DWT with the Haar wavelet at 4 Hz
ACCx signal with DWT with the Haar wavelet at 2 Hz
ACCx signal with DWT with the Haar wavelet at 1 Hz
ACCy original signal
ACCy first derivative signal
ACCy second derivative signal
ACCy signal with DWT with the Haar wavelet at 4 Hz
ACCy signal with DWT with the Haar wavelet at 2 Hz
ACCy signal with DWT with the Haar wavelet at 1 Hz
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Table 2. Cont.

Sensor Signal

ACCz original signal
ACCz first derivative signal
ACCz second derivative signal
ACCz signal with DWT with the Haar wavelet at 4 Hz
ACCz signal with DWT with the Haar wavelet at 2 Hz
ACCz signal with DWT with the Haar wavelet at 1 Hz
ACCnorm original signal
ACCnorm first derivative signal
ACCnorm second derivative signal
ACCnorm signal with DWT with the Haar wavelet at 4 Hz
ACCnorm signal with DWT with the Haar wavelet at 2 Hz
ACCnorm signal with DWT with the Haar wavelet at 1 Hz

Electrodermal activity
(EDA)

EDA original signal
EDA first derivative signal
EDA second derivative signal
EDA signal with DWT with the Haar wavelet at 4 Hz
EDA signal with DWT with the Haar wavelet at 2 Hz
EDA signal with DWT with the Haar wavelet at 1 Hz

Blood volume pulse
sensors (BVP)

BVP original signal
BVP first derivative signal
BVP second derivative signal
BVP signal with DWT and the Haar wavelet at 4 Hz
BVP signal with DWT and the Haar wavelet at 2 Hz
BVP signal with DWT and the Haar wavelet at 1 Hz

Table 3. Statistical Features.

No. Features

1 Mean of the Signal
2 Minimum value of the signal
4 Maximum value of the signal
4 Median of the signal
5 Maximum signal amplitude
6 Signal variance
7 Standard signal deviation
8 Absolute signal deviation
9 Signal kurtosis
10 Signal skewness

2.3. Learning Strategies

In this study, three learning strategies are compared: individual learning; centralized
learning; and federated learning. All those learning strategies used Logistic Regression
(LR) as the machine learning model. LR is selected due to its good performance in stress de-
tection tasks [25–27]. LR also provides relatively low computational complexity, compared
to Deep Neural Networks (DNN), for example. Thus, it does not need a device with high
computational power. LR in this study is implemented using the Scikit-learn library [28].

2.3.1. Individual Learning

In this scheme, each user had their own model. As displayed in Figure 1, the user’s
data never left their device. Using this scheme, the user’s device captured the sensor data,
extracted the features, and then trained their individual machine learning model using
their own data. In the end, each user attained a model personalized for them. Since there
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are 15 participants, there have been 15 separate models for each participant in this study.
Like the raw sensor data, this model never left the user’s device and has never been shared
with other users. The model will be used later on to detect the user’s stress. To be noted,
this learning strategy needs a device that has enough computational power to perform the
feature extraction and model training tasks.

Figure 1. Individual Learning Scheme.

This scheme offers a very high level of privacy because no data or model left the user’s
device. Unlike the two other schemes, individual learning does not need a central server to
combine the data or model, so it can minimize the cost. However, it prevents information
sharing across users that generally can improve the performance of a machine learning
model. In addition, if there is a new user, they cannot use the stress detection system
right after the registration. The new user must collect their own stress data to train their
individual model.

2.3.2. Centralized Learning

In this scheme, we only have a single integrated model. Unlike individual learning,
this learning strategy needs a central server to combine the data and train the integrated
model. As shown in Figure 2, each user’s device captures the sensor data and then sends
the raw data to the central server. Thereafter, the central server combines all the data
from all users, extracts the features, and then trains a machine learning model using the
combined data. As result, a single integrated model is created. This model is then sent to
each user’s device and is used later to detect the user’s stress. Since the feature extraction
and model training tasks are conducted on the central server side, this learning strategy
does not need a device with high computational power. The user device only needs to do
the stress detection/inference task using the model. Depending on the size of the dataset,
training often takes several hours or more to complete. This stage of the process demands
the greatest CPU or GPU power. The inference task on the other hand usually needs far
less computing power than the training task. To minimize the computing power needed on
the user’s device, the integrated model in this scheme can be stored on the server. When
the user needs to perform the inference task on new data, the device can send the data
to the server, and the server will detect the stress level of the data using the model and
send the result back. However, this strategy requires the user’s device to be always online.
If the integrated model is saved on each user’s device, the user’s device does not need to
be online to predict the stress level.
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Figure 2. Centralized Learning Scheme.

This scheme offers a very low level of privacy because the user data leaves her/his
device. This is sensitive data that can be used to disclose users’ personal information and
their health status. However, it enables information sharing across users that generally can
increase the robustness of a machine learning model. The other advantage of using this
scheme is that a new user can use the stress detection system right after the registration by
deploying the integrated model. The new user does not need to collect their own stress
data and do the data labeling.

2.3.3. Federated Learning (FL)

As displayed in Figure 3, the federated learning scheme is similar to centralized
learning in terms of needing a central server and having just a single integrated model.
The main difference between centralized and federated learning is that the user’s data will
never leave the user’s device in federated learning, that way maintaining the user’s privacy.
Federated learning in this study is implemented using Flower [29] with FederatedAveraging
(FedAvg) aggregation strategy [30].

Stress data from sensors contain sensitive information that can be used to disclose
users’ personal information and their health status. Therefore, the stress detection system
needs to give more attention to privacy concerns. In Europe, the General Data Protec-
tion Regulation (GDPR) protects the users’ privacy by limiting the exchange of sensitive
data [31]. On the other hand, the use of sensor data has many potential benefits. Therefore,
a new family of privacy-preserving technologies is emerging to solve this problem. The goal
of privacy-preserving technologies is to make the most of the data without jeopardizing
users’ privacy. This technology employs strategies to reduce the amount of personal data
held while maintaining the analysis operation. Several privacy-preserving methods have
been proposed, and one of the techniques with high potential is Federated Learning.
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Figure 3. Federated Learning Scheme.

Federated learning is a learning paradigm that aims to solve the problem of data
privacy by collectively training algorithms without transferring data [30]. It has recently
acquired popularity in healthcare applications [32,33]. FL allows for collaboratively using
datasets without transferring the raw patient data outside of the institutions’ databases.
As shown in Figure 3, each user’s device captures the sensor data and extracts the features.
Furthermore, the machine learning model is trained locally on each user’s device. Next,
the trained model is uploaded to the central server so that the central server can combine all
the models and share the integrated model with each user’s device. This model will be used
later to infer the user’s stress level. Some works show that models trained by FL can obtain
performance levels comparable to those trained on centrally hosted data sets and exceeds
models that only see isolated single-device data [34]. Successful implementation of FL
could have a huge impact on enabling large-scale precision medicine, resulting in unbiased
models while also respecting privacy issues [32]. To be noted, this learning strategy needs
a device that has enough computational power to do the feature extraction and local model
training tasks.

The federated learning scheme offers a very high level of privacy, because no data is
leaving the user’s device. This scheme also enables information sharing across users that
generally can improve the robustness of a machine learning model. In addition, if there is a
new user, she/he can use the stress detection system right after the registration by using
the integrated model without doing data collection first.

2.4. Evaluation

In this study, each data set is divided into two parts: training and testing data with a
split ratio of 80:20. All the strategies use the training data for model training and testing
data to evaluate the model performance. Several measurements including Accuracy (Acc),
Precision (P), Recall (R), and F1-measure (F1) were deployed for classifier performance
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evaluation. All measurements were calculated based on the confusion matrix displayed
in Figure 4. True Positive (TP) and True Negative (TN) are the numbers of data that were
correctly predicted. TP represents the number of stress data that were correctly predicted
as stress, while TN represents the number of non-stress data that were correctly predicted
as non-stress. Meanwhile, False Positive (FP), often called Type I Error, is the number of
non-stress data that were incorrectly predicted as stress data, and False Negative (FN)
or Type II Error represents the number of stress data that were incorrectly predicted as
non-stress data.

Figure 4. Confusion Matrix. Blue square means the data are correctly predicted while red square
means the data are incorrectly predicted.

The formulas for all measurements are displayed in Equations (2)–(5) respectively.

Acc =
TP + TN

TP + FP + FN + TN
(2)

P =
TP

TP + FP
(3)

R =
TP

TP + FN
(4)

F1 = 2
P · R

P + R
(5)

3. Results

The results of stress detection using individual learning, centralized learning, and fed-
erated learning are presented in Tables 4–6. The experimental results show that individual
learning is the most appropriate strategy for this task by obtaining an almost perfect perfor-
mance with an average accuracy of 0.9998, an average precision of 0.9996, an average recall
of 0.9996, and an average F1-measure of 0.9996. All individual models of the participants
achieved 100% accuracy and F1-measure. Even the poorest individual model provided an
accuracy of 0.9970 and F1-measure of 0.9951, which can still be considered almost perfect.
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Table 4. Individual Learning Result.

Participant Acc P R F1

1 1.0000 1.0000 1.0000 1.0000
2 1.0000 1.0000 1.0000 1.0000
3 1.0000 1.0000 1.0000 1.0000
4 1.0000 1.0000 1.0000 1.0000
5 1.0000 1.0000 1.0000 1.0000
6 1.0000 1.0000 1.0000 1.0000
7 1.0000 1.0000 1.0000 1.0000
8 1.0000 1.0000 1.0000 1.0000
9 1.0000 1.0000 1.0000 1.0000
10 1.0000 1.0000 1.0000 1.0000
11 1.0000 1.0000 1.0000 1.0000
12 0.9994 0.9980 1.0000 0.9990
13 0.9970 0.9960 0.9941 0.9951
14 1.0000 1.0000 1.0000 1.0000
15 1.0000 1.0000 1.0000 1.0000
Average 0.9998 0.9996 0.9996 0.9996

Meanwhile, centralized learning had also a good performance with an average accu-
racy of 0.9355, an average precision of 0.9125, an average recall of 0.8698, and an average
F1-measure of 0.8783. The single integrated model from the centralized learning is excellent
for inferring the stress level of most of the participants. The model achieved an accuracy
below 0.9 just for three participants’ data (participant 5, 8, and 13). In terms of F1-measure,
the model achieved a value below 0.9 for six participants’ data. The model best performed
on the data of participant 10 with an accuracy of 0.9957, precision of 0.9880, recall of 0.9980,
and F1-measure of 0.9930. In contrast, the worst result was gathered when detecting the
stress level of participant 8 with an accuracy of 0.8545, precision of 0.9674, recall of 0.4771,
and F1-measure of 0.6390.

Based on Table 6, federated learning had a relatively mediocre performance for the
stress detection tasks in this study. It obtained an average accuracy of 0.8575, an average
precision of 0.9892, an average recall of 0.5208, and an average of F1-measure of 0.6339.
The integrated model from federated learning performed quite well on most of the par-
ticipants’ data but performed very poorly on the data of some participants. This model
achieved an F1-measure below 0.5 for 5 participants (participant 2, 4, 8, 9, and 13). The in-
tegrated model achieved the best result on the data of participant 3 with an accuracy of
0.9969, precision of 1.0000, recall of 0.9887, and F1-measure of 0.9943. On the contrary,
the model performs the worst inferring the stress level of participant 4, with an accuracy of
0.7259, precision of 1.0000, recall of 0.0589, and F1-measure of 0.1113.

The study results suggest that the individual model achieved the best stress detection
performance. This scheme outperformed both centralized learning and federated learning
because it offers personalization by training the model separately for each user, using the
user’s own data. The WESAD dataset labels the data based on the stimulus given to the
participants. All the data recorded during the neutral and amusement condition, where
the participants were reading magazines and watching funny videos, were labeled as
non-stress, whereas all of the data recorded during the TSST session were labeled as stress.
Different individuals will react to the stressors with varying intensity or duration [35].
Therefore, the personalized approach like the individual learning model surpasses the
integrated model provided by centralized learning and federated learning. The integrated
model aims at building a single model for all, so that it cannot adjust for each user.
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Table 5. Centralized Learning Result.

Participant Acc P R F1

1 0.9414 0.8250 1.0000 0.9041
2 0.9317 0.9809 0.7809 0.8696
3 0.9660 0.8916 1.0000 0.9427
4 0.9571 0.8716 1.0000 0.9314
5 0.8833 0.9658 0.5853 0.7288
6 0.9511 0.8726 0.9720 0.9196
7 0.9772 0.9827 0.9401 0.9609
8 0.8545 0.9674 0.4771 0.6390
9 0.9244 1.0000 0.7495 0.8568
10 0.9957 0.9880 0.9980 0.9930
11 0.9475 0.8540 0.9851 0.9149
12 0.9353 0.8812 0.9127 0.8967
13 0.8837 0.8575 0.7475 0.7987
14 0.9437 0.8400 1.0000 0.9130
15 0.9404 0.9098 0.8994 0.9046
Average 0.9355 0.9125 0.8698 0.8783

Table 6. Federated Learning Result.

Participant Acc P R F1

1 0.9131 0.8675 0.8089 0.8372
2 0.7565 0.9872 0.1670 0.2857
3 0.9969 1.0000 0.9887 0.9943
4 0.7259 1.0000 0.0589 0.1113
5 0.8511 1.0000 0.4447 0.6156
6 0.8700 1.0000 0.5484 0.7083
7 0.8578 1.0000 0.5227 0.6866
8 0.7796 1.0000 0.1835 0.3101
9 0.7820 1.0000 0.2781 0.4352
10 0.9390 0.9950 0.8016 0.8879
11 0.9524 1.0000 0.8337 0.9093
12 0.9097 0.9917 0.7123 0.8291
13 0.7620 1.0000 0.2288 0.3724
14 0.8880 0.9967 0.6232 0.7669
15 0.8778 1.0000 0.6110 0.7585
Average 0.8575 0.9892 0.5208 0.6339

These results also demonstrate that some models achieved quite good accuracy on
some participants, but had a very poor F1-measure. To be noted, the stress dataset used in
this study is imbalanced. It has more non-stress data than stress data. Therefore, accuracy is
not good enough to be used as the evaluation measure. We need to perform the evaluation
using precision, recall, and F1-measure. High accuracy means that the model can well
predict the class. However, it is important to mention that accuracy is based on True
Positive (TP) and True Negative (TN). In an imbalanced dataset where the number of
non-stress data is higher than stress data, high accuracy may be achieved because the
value of TN is very high even though the value of TP is very low. As an extreme example,
if we have 100 testing data containing 90 non-stress data and 10 stress data and the model
predicts all of the testing data as non-stress, the model will still get very good accuracy
with 0.9. In this example, the model gets 90 TN and 0 TP. This model is actually not good
because it cannot predict any stress data even though the accuracy is very high. In contrast
with accuracy, the F1-measure of this model will be very low. Picking an example from the
experimental result, the integrated model from federated learning applied to participant
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4’s data achieved an accuracy of 0.7259, precision of 1.0000, recall of 0.0589, and F1-measure
of 0.1113. The low recall with high precision means that the data predicted as stress by
the model are very few, but most of the predicted labels are correct. In other words, this
model mostly predicts the data as non-stress so that the TN value is very high, resulting in
a high-value accuracy even though the TP value is very low because only a small amount
of data were predicted as stress. In contrast with the accuracy, the F1-measure of this model
is very low. Therefore, in an imbalanced dataset, F1-measure is a better measurement
than accuracy.

4. Discussion

This paper discusses the comparison of individual learning, centralized learning,
and federated learning on the WESAD stress detection dataset. Generally, more data will
make the machine learning model better and more accurate, because the more information
we give to the model, the more it will learn and the more cases it will be able to correctly
infer [36]. Therefore, integrated models such as centralized and federated learning are
expected to be more accurate than individual learning. Surprisingly, the individual model
surpasses in this study both the centralized and the federated learning as depicted in
Figure 5. The WESAD dataset labels the data based on the stimulus given to the participants.
Different participants may react differently to each stimulus. In this case, the personalized
approach such as the individual learning model can adjust the model to the user’s behavior.
The integrated model aims at building a single model for all so that it cannot adjust for
each user. This study outcome is in line with another study about stress detection that also
reported that a personalized model outperformed an integrated model [37].

Figure 5. Stress Detection Results Using Three Different Learning Strategies.

Generally, federated learning is expected to perform worse than centralized learning.
It is because centralized learning has direct access to all data while federated learning
train the model locally and only communicates an updated model to a central server [38].
Surprisingly, the performance difference between the two strategies is very big. A more
complex model such as Deep Neural Network (DNN) is needed to build a better feder-
ated learning model. Some previous work shows that federated learning with DNN can
obtain performance levels comparable to those models trained using a centralized learning
scheme [37,38]. Another study also suggested that less complex models perform worse than
more complex models in federated learning [39]. However, a more complex model requires
the user’s device to have a higher computational power to train the model. Additionally,
a more complex model will also lead to higher communication costs between the user’s
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device and the central server. Thus, there will be a challenge to use a complex model for
communication-sensitive applications [39].

Furthermore, since the WESAD dataset in this study is labeled based on the stimulus,
there may be the possibility that the labels do not represent the participants’ actual stress
levels. For example, during the TSST situation, there is the possibility that the participant
was not feeling stressed (e.g., because they are good at public speaking) but all their
gathered data during that session will be labeled as stress. Another issue could be that
a participant was feeling stressed while watching the funny videos, because it reminded
them of some traumatic events, for example, but all of their data during that session will be
labeled as non-stress. Therefore, it will be of interest to see the comparison between the
personalized and the integrated model on the stress dataset that is labeled based on the
user’s subjective stress level measurement. In addition, the WESAD data collection was
conducted in one session, which will make the data very similar. Thus, it is also of interest
to see the comparison on the stress dataset, that is collected on multiple sessions to see how
the model can perform across sessions.

Another factor that can also be considered is the usability of the three learning schemes
for a new user. For centralized and federated learning, the new users can use the integrated
model to predict their stress level right after the registration. For individual learning,
however, the user must collect training data first. The users should record their data using
the smartwatch during stress and non-stress condition. The users must also give the correct
label to the data because the quality of the model heavily depends on the training data
quality. This training data is used to train the personalized model for the users before they
can infer their stress level automatically.

In addition, the computational cost is also different between these three schemes.
Individual learning demands that a user’s device has enough computing power for feature
extraction, model training, and stress detection tasks. Meanwhile, centralized learning
requires less computing power for a user’s device, because all of the processes can be done
on the central server. However, the device has to be always online since the device has
to send the data to the central server. Federated learning needs a user’s device that has
enough computing power to do the local training as well as a communication channel to
exchange data between the device and the centralized server.

Finally, stress data are considered sensitive as they can be used to disclose the user’s
health status. Based on a study on health data privacy, most of the interview subjects are
worried about their data privacy on an individual level [40]. Therefore, the processing of
this kind of data needs to pay more attention to privacy concerns. In centralized learning,
all the data are collected on a centralized server. When these data are shared with the
central server, privacy leaks can occur if the central server is compromised. Therefore,
centralized learning can jeopardize users’ privacy. On the contrary, individual and federated
learning strategies offer a high level of privacy. In federated learning, only the learning
model, and no raw user data, is processed centrally. Meanwhile, individual learning
provides a higher level of privacy as it does not require any user data or model to leave the
user’s device.

5. Conclusions

In this study, the comparison between individual, centralized, and federated learning
for smartwatch-based stress detection is discussed. In terms of accuracy, the individual
learning strategy beats both centralized learning and federated learning. This is quite rea-
sonable because different participants may react differently to stressors, so a personalized
model is needed. The integrated model aims to build a single model for all so that it cannot
adjust for each user. In terms of privacy, centralized learning requires all of the data to
be shared with a centralized server. There is a risk of privacy breach, when the central
server got compromised. In contrast, the individual learning strategy offers a very high
level of privacy, since it does not require any user data or model to leave the user’s device.
Federated learning also offers a high level of privacy, since only the learned model, and no
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raw user data, is processed in the central server. The only disadvantage of individual
learning is the low usability for a new user. For centralized and federated learning, the new
users can use the integrated model to infer their stress level right after the registration.
In contrast, for individual learning, the users must collect training data first to build the
personalized model.

In future work, a more complex model such as DNN can be used to improve the
federated learning scheme performance. In addition, it will be interesting to see the
comparison between individual learning, centralized, and federated learning on the stress
dataset that is labeled based on the user’s subjective stress level measurement and collected
on multi sessions, instead of only a single session.
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Abstract: For maintaining collaboration and coordination among emergency department (ED) care-
givers, it is essential to effectively share patient-centered information. Indirect activities on patients,
such as searching for laboratory results and sharing information with scattered colleagues, waste
resources to the detriment of patients and staff. Therefore, we conducted a pilot study to evaluate the
initial efficacy of a mobile app to facilitate rapid mobile access to central laboratory results and remote
interprofessional communication. A total of 10 ED residents and registered nurses were randomized
regarding the use of the app versus conventional methods during semi-simulated scenarios in a
pediatric ED (PED). The primary outcome was the elapsed time in minutes in each group from the
availability of laboratory results to their consideration by participants. The secondary outcome was
the elapsed time to find a colleague upon request. Time to consider laboratory results was signifi-
cantly reduced from 23 min (IQR 10.5–49.0) to 1 min (IQR 0–5.0) with the use of the app compared
to conventional methods (92.2% reduction in mean times, p = 0.0079). Time to find a colleague was
reduced from 24 min to 1 min (i.e., 93.0% reduction). Dedicated mobile apps have the potential to
improve information sharing and remote communication in emergency care.

Keywords: mobile application; mHealth; digital technology; emergency service; hospital; emergency
department; clinical laboratory information systems; communication; text messaging; pediatrics

1. Introduction

Emergency department (ED) overcrowding is a global healthcare problem [1] that
is both a source and consequence of prolonged ED length of stay (ED-LOS). Prolonged
ED-LOS negatively impacts patients’ waiting times by reducing the efficiency and quality
of care, patient satisfaction, and willingness to return [2,3]. For a long time, it has also been
recognized as a critical threat to patient safety [4]. ED-LOS is the most compelling and
impactful indicator of the level of overcrowding and the organizational capacity of EDs
to address this issue [5]. The entire laboratory testing process, also known as therapeutic
turnaround time (TAT), is a major contributor [6,7]. It can be schematically divided into
three phases (pre-, intra-, and postanalytical) that extend from the physician’s request
for testing to the awareness of the results (Supplementary Figure S1). There is no doubt
that shortening the analytical phase can, in principle, shorten ED-LOS by allowing earlier
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decision making for the patient. However, it is estimated that up to 96% of the delays
that contribute most to the therapeutic TAT occur in the pre- and post-analytical phases
outside of the central laboratory [8,9]. In particular, caregivers’ delayed awareness and
review of results in the post-analytical phase have been described as the largest component
of perceived TAT [10]. This makes them a prime target for interventions to mitigate
their impact on ED-LOS and improve patient flow. This delay may be partially due to
the fact that, while waiting for results without the support of individualized real-time
laboratory prompts, caregivers are extremely busy, juggling multiple other responsibilities
and multitasking, which take them away from fixed, computerized workstations and from
the time the results are released. This places a cognitive burden on caregivers, who must
regularly inquire about the availability of laboratory results with the risk of forgetting them.
This also requires them to make incessant, time-consuming, and distracting trips to verify
their availability.

Emergency care is very complex. It requires patient-centered care coordinated among
multiple busy providers in a highly unpredictable and stressful environment, requiring
high functional operability. Coupled with the role played by the built environment and the
functional need to care for multiple patients simultaneously, this contributes to scatter care-
givers, who must work as a team and in close vicinity to ensure quality care and a timely
and seamless process. It also prevents accurate, synchronous communication [11] and safe
collaborative emergency care [12,13]. Up to 80% of healthcare professionals’ time in the
ED is spent on communication in addition to any other tasks actively being performed
at the same time, such as medication handling [14]. Approximately 90% of information
transactions involve informal interpersonal exchanges rather than interaction with formal
information sources, with 82% of synchronous face-to-face communication [14,15]. Dis-
ruption of communication in the ED therefore makes it difficult for caregivers to maintain
a high level of awareness of each patient’s individual situation; to follow up quickly on
colleagues’ requests for support, laboratory tests, radiologic examinations; or to respond to
patients’ demands. It has been observed that ED physicians and nurses waste nearly half
of their time on indirect patient-related and non-patient-related activities. This includes
traveling within the unit and locating colleagues to enable face-to-face communication and
to share medical information [16–19]. Peters et al. showed that ED resident physicians
walked an average 4.2 km and attending physicians 3.9 km during a typical 8.5 h shift [20].
This has a direct impact on patients, who must then wait unnecessarily in the ED when
they could have been sent home or hospitalized earlier, which would have potentially
reduced their LOS. Wasted time, discontinuity of care, suboptimal communication, and the
omission or delay in seeking information can compromise patient outcomes and safety.

To our knowledge, no app that can be used as an interoperable mobile laboratory
results viewer in the ED has been described to date [21]. Evidence demonstrating the
impact of mobile apps tailored to caregivers and specifically dedicated to streamlining
shared patient management in the EDs remains scarce [22–25]. In a previous study [26],
we described the user-centered development and high early technology acceptance of a
mobile app—the ‘’Patients In My Pocket in my Hospital” (PIMPmyHospital) app. The
app is designed to help ED caregivers automatically obtain relevant information about
the patients they care for in real time, including laboratory and imaging results. The app
also provides an end-to-end encrypted chat and instant messaging platform to digitally
and remotely connect physicians and nurses caring for the same patients. However, the
potential effectiveness of this app in mitigating ED-LOS by obtaining laboratory results
in a shorter time frame than by conventional methods as well as its ability to facilitate
communication in a shorter time frame among caregivers remained to be evaluated.

2. Materials and Methods
2.1. Study Design and Participants

This prospective, single-center, non-blind, two-arm, randomized, controlled pilot trial
was conducted on 6 September 2021, at the pediatric ED (PED) of the Children’s Hospital
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in Geneva, which is part of the Geneva University Hospitals’ network. It is one of the
largest tertiary PED in Switzerland, with a total of approximately 33,000 visits per year
for a resident population of more than 508,000 individuals, of whom 17.5% are children
under 16 years of age. The present study was approved by the Geneva Cantonal Ethics
Committee/SwissEthics (Req-2021-00795: date of approval, 23 July 2021) and registered at
ClinicalTrials.gov (accessed on 13 February 2022) (NCT05203146, principal investigator:
JNS, registration date: 24 January 2022). The trial was carried out in accordance with
the principles of the Declaration of Helsinki and Good Clinical Practice guidelines [27,28]
and adheres to the applicable CONSORT guidelines [29]. Written informed consent was
obtained from each participant after full information disclosure prior to study participation.

We evaluated two methods for considering laboratory results (i.e., the post-analytical
phase) and finding a colleague to aim for joint action during standardized, semi-simulated
scenarios of everyday life in a PED. Participants were randomly assigned to undertake these
two actions either with the support of the app (intervention group) or by conventional
methods (control group). We hypothesized that use of the app could reduce both the
time to learn about laboratory results and the time to interact with colleagues through
remote communication.

Eligible participants were postgraduate residents pursuing a <6-year residency in pe-
diatrics and registered nurses from the PED (aged > 18 years). They should have previously
attended a standardized 5 min introductory course on the use of the app dispensed by
the study investigators on the day of participation. Participants who had not taken the
introductory course were excluded. According to Cohen’s calculation, participants were
recruited based on an expected effect size of 2.0, a type I error of 0.05, and a power of 80%.

2.2. Randomization and Blinding

Participants were randomized using a single, constant 1:1 allocation ratio determined
by means of web-based software [30]. Allocation concealment was ensured with the
allocation software and was not released until participants started the scenario. Participants
were unaware of the scenario during recruitment to minimize preparation bias. After
randomization at the beginning of the scenario, they were unblinded to the study arm. The
study members (C.T., R.R., and J.N.S.) involved in the scenario and playing the assumed
role of a fellow nurse to be found by participants were revealed to participants before the
scenario started. Although the intervention could not be masked, all investigators remained
unaware of the outcomes until all data were unlocked for analysis at the end of the trial.

2.3. The PIMPmyHospital App

The app was developed in an iterative way following a user-centered approach to meet
end-users’ needs. In a first phase, semi-structured interviews were conducted with nurses
and physicians of the PED to identify their main complaints related to their daily practice.
Responses were then structured and used to identify the main functionalities that a mobile
app should have in order to be likely to address these grievances, namely (1) an overview
of patients currently being cared for in the ED; (2) the possibility to communicate between
caregivers through a secure instant messaging system; and (3) notifications when labora-
tory results are available. The system was implemented using a client-server architecture.
The backend is composed of four microservices developed on Java Spring Boot framework.
Each microservice is responsible for delivering a specific piece of information to the fron-
tend, i.e., patient information, laboratory results, and instant messaging, and the last one is
in charge of notifications. The instant messaging chat server is based on the Rocket.Chat
platform installed locally on the hospital’s digital infrastructure. The microservices ex-
change information with the frontend through a restful application programming interface.
The frontend is a hybrid application developed in the Angular and Ionic frameworks.
Security is enhanced by using JSON Web tokens obtained during caregiver authentication
via a Keycloack identity and access management solution. Authentication on the device
relies on two factors, including a login password and a specific certificate installed on the
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user’s device. Moreover, patient medical data does not persist outside the primary system
containing the source data (i.e., the patient electronic health record (EHR) located on the
hospital’s secure server). In other words, no data persistence is stored on the app itself.

The app runs on Google’s Android and Apple’s iOS operating systems. Its design and
visual aspect have already been published [26]. In brief, a start screen allows caregivers to
have an automatically generated view centered on the patients under their care; hence, the
origin of the app is the “Patients In My Pocket” solution, referring to phone pocket carriage
(Figure 1). Next to each patient, there is a clickable list of other caregivers in charge of
the same patient, with whom they can be in contact remotely and collaboratively through
the app via a secure instant messaging system. To make it easier to read, a color code is
specifically assigned to each profession. Push notifications inform caregivers of incoming
messages and whether they have been taken into account to ensure the responsiveness of
the messaging system. Colored bars represent the triage level of each patient according to
the five degrees of the Canadian triage and acuity scale [31]. The gender and identity of the
patients are shown as well as the time elapsed since admission represented as circular radial
timers. Furthermore, the geospatial localization of the patient in the department and the
status of the patient (e.g., seen by a physician, waiting for results, waiting for a radiological
examination, waiting for treatment, etc.) are displayed. Push notifications encourage the
user to be attentive to the evolution of situations in real time. Selecting a patient on this
page opens a new one containing drop-down contextual tabs with information related to
laboratory results, imaging, electrocardiogram results, etc., extracted from the hospital’s
patient EHR. Again, push notifications indicate the availability of results. Thus, the entire
patient management process is available to the caregiver in the palm of the hand and can
be consulted at any time on the move.

Figure 1. PIMPmyHospital screenshots. (a) Color-coded bars represent patient status on the five-
level Canadian Triage and Acuity Scale [31]; patient gender and identity; time since admission
as radial circular timers; patient allocation per room; color-coded box of individuals in charge of
the patient; and patient status (seen by a physician, waiting for results, CT-scan in progress, etc.).
Push notifications prompt the user to be aware of the situations. (b,c) Selecting a patient opens a
new page with scrollable contextual tab menus containing information related to laboratory results,
imaging, patient files, electrocardiograms, and prescriptions entered in the computerized institutional
prescription software. (d) The instant messaging system. The logos at the bottom of the screen
represent the possibility to also import and link documents to the conversion as well as to send voice
memos. Adapted from [26].
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2.4. Intervention

On the day of participation after randomized allocation, each participant completed a
survey to collect data regarding his/her demographic characteristics. Then, they attended a
standardized 5 min training session on how to use the mobile app (thus providing identical
preliminary education). At this stage, this introductory course was not intended to test the
usability of the app but to explain its use for the upcoming intervention. For two reasons,
signage and layout of the PED were not modified for the purposes of the study. On the
one hand, it is the daily working environment of the participants, who were theoretically
supposed to have a similar knowledge of it after a common minimum assignment to the
PED of at least 3 months. On the other hand, the study aimed at studying the impact of
the app in a real PED environment during the overload period related to the coronavirus
disease 2019 (COVID-19) pandemic.

Each participant was then exposed to the semi-simulated scenario about a fictitious
patient mixed with the actual clinical activities of the day. They were first required to
retrieve the simulated patient’s laboratory results from the EHR when randomly made
available. Only the indication at the beginning of the scenario that a laboratory test had
just been sent to the central laboratory was provided to participants. They were then
free to check the availability of the results either on the app or by using the institutional
computerized system (i.e., without app support) at intervals of their choice. Once the result
was obtained, participants were then asked to find a nurse (played by a study investigator:
C.T., R.R., or J.N.S.) on the ward. This was done either at the prompt of a text message
appearing on the app or by an oral request made by a second study investigator. Since one
of the main communication problems in EDs is related to the distance between caregivers,
this task aimed at determining whether remote communication via the app could generate
a common and timely goal-oriented response. No information on the location of the nurse
was provided. Participants were free to look for the nurse through a communication with
the app for those who had it or, in both cases, to walk around to find the nurse. In all cases,
participants ultimately had to physically reach the nurse and could not just make virtual
contact. Procedures were standardized to follow the same chronological progression in
order to ensure that each participant was exposed to exactly the same case with similar
challenges in app usage and decision making. We did not organize pre-tests to minimize
preparation bias so as not to influence the intervention. The app was interfaced on an
Apple iPhone X with the latest version of iOS, but the app works identically on Android
OS (Mountain View, CA, USA). Only the study investigators had access to the data.

2.5. Measurement Instruments

Time-to-goal completion was measured similarly between participants using a stop-
watch. Given the pilot nature of the study, access logs on the app were not measured at this
stage, similar to distances traveled using a pedometer and radio frequency identification
(RFID) sensors, which will be the subject of outcomes in a subsequent larger trial. Data col-
lection was carried out using the latest version of Prism 9 for MacOS (GraphPad software,
LLC., San Diego, CA, USA).

2.6. Outcomes

The primary outcome was the elapsed time (in minutes) in each allocation group from
the availability of the new laboratory results on either the mobile app or the institutional
computerized patient data system to their consideration by the participant on the allocated
medium (i.e., mobile app or EHR). The upper bound was arbitrarily set at 120 min. The
secondary outcome was the elapsed time (in minutes) from the moment the participant
was informed by the mobile app or a statement given by a study investigator (conventional
method) that a nurse required assistance to perform a technical procedure up to the point
in time when the participant reached that nurse. The upper bound was again arbitrarily set
at 120 min.
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2.7. Statistical Analysis

For the primary outcome, we first evaluated the time elapsed between the availability
of the laboratory results and consideration by the participants. The Shapiro–Wilks test was
used for normality analysis of the parameters. As continuous variables were non-normally
distributed, the Mann–Whitney test to compare independent groups was used. No paired
data were compared. Kaplan–Meier curves were estimated and compared using the log-
rank (Mantel–Cox) test for bivariate survival analysis. For the secondary outcome, the
same analyses were done. Statistical tests were two-tailed with a significance level of 5%.
Data analysis was carried out using Prism v9.3.1 (GraphPad software, LLC., San Diego,
CA, USA) for MacOS.

3. Results
3.1. Overview

A total of 10 participants (5 residents and 5 nurses) completed the scenarios,
without dropouts.

Figure 2 presents the CONSORT flowchart for the present randomized, controlled
trial. Table 1 summarizes participants’ demographic and healthcare characteristics.

Figure 2. CONSORT flowchart.

3.2. Primary Outcome

Figure 3 shows that the median time to review laboratory results once available was
significantly reduced from 23 min (interquartile range (IQR) 10.5–49.0 min) to 1 min (IQR
0–5.0 min) with the use of the app compared to the patient’s EHR. All participants who
used the app accessed these results at most within 7 min of their publication, whereas it
took up to 58 min for participants who did not use the app (Figure 4), i.e., a 92.2% reduction
in mean post-analytical time to consider the laboratory results.
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Table 1. Baseline characteristics of participants.

PIMPmyHospital
(N = 5) a

Control Group
(N = 5)

Age in years, mean (SD) 34.2 (8.5) 30.8 (3.7)

Age in years, n (%)
<30 1 (20.0) 2 (40.0)

30−39 3 (60.0) 3 (60.0)
≥40 1 (20.0) 0 (0)

Gender, n (%)
Female 4 (40) 4 (40)
Male 1 (10) 1 (10)

Work experience in years since certification, mean (SD) 10.8 (9.1) 5.8 (3.4)

Work experience in years since certification, n (%)
<5 1 (20.0) 2 (40.0)

5−9 2 (40.0) 2 (40.0)
≥9 2 (40.0) 1 (20.0)

Work experience in months in the PED, mean (SD) 36.6 (26.6)

Work experience in months in the PED, n (%)
<12 1 (20.0) 1 (20.0)

12−24 1 (20.0) 1 (20.0)
≥24 3 (60.0) 3 (60.0)

Satisfaction b with current timelines from laboratory report to review, mean (SD)
4.4 (1.1) 5.0 (3.0)

Satisfaction b with current situation to find a peer, mean (SD)
3.6 (0.5) 2.2 (1.8)

a N, number of participants; b on a 10-point Likert scale (0 = not at all satisfied, 10 = extremely satisfied).

Figure 3. Boxplots of time to laboratory review and time to find a colleague when using the mobile
app compared to conventional methods. Solid horizontal lines denote median and IQR; the endpoints
of the whiskers indicate the range. The long upper whiskers show that participants were more varied
among the most positive quartile groups. The cross denotes the mean.
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Figure 4. Time to laboratory consideration and to find a colleague. (a) Kaplan–Meier curves of time
elapsed from the laboratory report to consideration of results and (b) time from request to find a
colleague to a physical connection using the PIMPmyHospital app (plain lines) vs conventional
methods (dashed lines). Log-rank (Mantel–Cox) test comparing curves: χ2 = 8.2 and p = 0.004 for
laboratory results; χ2 = 2.7 and p = 0.1 for finding a colleague.

3.3. Secondary Outcome

Median time to find a colleague was reduced almost significantly from 24 min to 1 min
with the use of the app compared to the patient’s EHR (Figure 3). All participants who
used the app found their colleague at most within 4 min, whereas it took up to 56 min
for participants who did not use the app (Figure 4), i.e., a 93.0% reduction in time wasted
searching for someone.

4. Discussion

In this randomized pilot trial, we found that the use of a user-centered mobile app sig-
nificantly reduced the time taken by pediatric emergency caregivers to consider laboratory
results as well as the time needed to find colleagues. The result was borderline significant
for the latter, however, likely related to the small sample size. The results of this pilot
study will be used to inform the design of a future larger-scale, time-motion, randomized,
controlled trial to confirm the effectiveness of PIMPmyHospital in reducing time wasted
and the distance traveled to find laboratory results and colleagues.

According to the U.S. Centers for Disease Control and Prevention [32], laboratory tests
are ordered in nearly 48% of ED visits, and 70% of medical decisions today are based on
these [33], thus showing their important contribution in emergency care. Lack of timely
follow-up of laboratory results has been widely documented as contributing to prolonged
hospital LOS [34]. Their analytic phase being intrinsically linked to the incompressible
speed of the measuring instruments used as well as the technological and organizational
progress made in the field of centralized laboratory testing offers a limited potential for
further shortening this phase [35]. This is partly at odds with the concerns of emergency
physicians who are willing to sacrifice some analytical quality for a faster TAT [9]. This
can explain the craze for point-of-care testing (POCT) as an alternative to provide timely
results, as it speeds up clinical decision making and relieves ED congestion by expediting
patient flow [36,37]. However, there is still controversy about its ability to reduce the
total ED-LOS [38]. Of note, POCT does not a priori eliminate the risk that caregivers’
awareness and consideration of the results will be similarly delayed, as this is a post-
analytical issue. Prescribing POCT earlier in management would not necessarily change
this situation and even have the unintended consequence of increasing the total number
of tests [39]. Furthermore, POCTs are often more specialized and limited in their overall
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function compared to more advanced tests that continue to be performed in the central
laboratory [40].

Our preliminary results show that in addition to being well accepted by caregivers [26],
an app, such as PIMPmyHospital, could fulfill this role. Its mobile nature, supported by
push notifications on their smartphones, should allow caregivers to avoid sacrificing their
time to seek laboratory results but to obtain them immediately upon release wherever they
are at the point of care. It has been suggested that the use of smartphones is preferable
against the use of electronic whiteboard icons to communicate laboratory test results, as
otherwise, this forces physicians and nurses to primarily access whiteboard information on
permanent static screens also having in mind that physicians do not pay enough attention
to the icons [41,42].

Real-time push notifications on mobile apps can significantly improve patient care by
transforming the paradigm from the one that requires caregivers to search for information
in the EHR among hundreds of data elements to the one where specific data are actively
presented to frontline caregivers for timely decision making [43]. This could make a major
contribution to speeding up emergency care provision and ultimately shortening the total
ED-LOS whether for discharge or hospital admission. For example, push notifications of a
rapid influenza test to ED physicians reduced the time to cancellation of an isolation order,
the time to transfer to an inpatient unit, and the ED-LOS by approximately one hour among
ED patients presenting with suspected influenza [43]. An extensive number of publications
have also examined the impact of alert notifications on critical laboratory results. Although
sometimes contradictory or pointing out the risk of alert fatigue potentially slowing the
response to these alerts and harmful to the patient [43–45], they mostly show a significant
reduction in time lag between laboratory result availability and decision making, a high
degree of clinician approval, and a beneficial impact on patient care [25,46–49]. During
2018, there were an estimated 130 million ED visits in the USA. Two-thirds of patients
spent more than two hours in the ED, including 34.8% between two and four hours and
29.1% with an extended ED-LOS greater than 4 h [32]. Reducing the time to interpretation
of results could potentially help reduce these delays. In addition to saving time, such
an app likely streamlines caregiver mobility by reducing incessant travel within the ED
between the caregiver’s current location and their workstation. However, this hypothesis
has not yet been verified in the present study and will be the subject of the forthcoming
time-motion trial.

Working in EDs requires collaboration between healthcare workers from different
professions in the delivery of patient care, with frequent interaction between staff members
to communicate patient and related information [50]. However, the contextual complexity
of the high-risk, time-constrained ED environment segregates caregivers from one another
and presents a challenge to optimal interprofessional information exchange that is often
interrupted and fragmented [11,51–53]. Poor communication wastes time and is associated
with inefficient patient care, loss of information, jeopardized patient safety, and lower job
satisfaction [12,13,54]. The U.S. Joint Commission International has made interprofessional
communication one of its main goals to improve patient safety [55]. Information and
communication technologies could contribute to this goal. However, few studies have eval-
uated the benefits of using apps on personal mobile devices to improving communication
among caregivers in the ED setting. Among these, some authors have reported the use of
the popular WhatsApp app (Meta Platforms Inc., formerly known as Facebook, Menlo Park,
CA, USA) [56,57], but this has raised security concerns about privacy compromises [56,58].
Moreover, WhatsApp is not primarily targeted at caregivers and was not developed in a
user-centered way for this purpose, especially not for EDs and their constraints. Kentab
et al. recently reported good effectiveness of using a customized, smartphone-based, push-
to-talk app among ED workers for sharing instant voice messages during the COVID-19
outbreak to help optimize staff infection-control measures [59], but ED-LOS was not mea-
sured. Studies have also reported improved communication using two-way text messaging
over pagers but, again, without focusing on its impact on ED-LOS [60,61]. Our preliminary
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findings thus add knowledge to the limited number of published studies examining the
contribution of mobile apps to improve communication within an ED. This could help
open up interesting prospects to reduce interprofessional communication disruptions that
emergency medicine often struggles to solve with expensive and ill-suited means.

5. Limitations

This pilot study has some limitations. First, the sample size was small although it
anticipated a large effect that was reflected in the results. Second, we did not measure the
distance caregivers walked with or without the app. This will be one of the outcomes of
our future trial based on a digital pedometer. Third, the quality of information exchanged
during interpersonal communication was not assessed. This will also be the subject of the
future larger-scale trial. Fourth, this study was conducted in a semi-simulated environment
to limit potential confounders and standardize the intervention. Indeed, high-fidelity
simulation is an essential method to evaluate research questions and technologies when the
chaotic environment, where the intervention takes place, complicates the task [62]. Fifth,
although not evaluated in this study, it might be of interest in the main study to determine
whether specific alerts, such as a flashing icon or sound for flagged pathological values of
laboratory findings, have an impact on outcomes. Finally, we did not weight the results
obtained with respect to ED crowding between participants. Although the number of
participants was modest, it is assumed that the randomized design of the study balanced
this variable between the two groups, especially since the study was conducted on a single
day, limiting the risk of weekly or seasonal variation. This point will be taken into account
in the upcoming main study.

6. Conclusions

The use of a mobile app designed to automatically connect ED physicians and nurses
to each other in order to collaboratively manage patients and remotely access real-time
laboratory results on the move showed a reduction in caregiver turnaround times for
consideration of laboratory results and a trend toward reduced time to find colleagues.
Dedicated mobile apps have the potential to improve the efficiency of information sharing
and emergency care by virtually reducing the distance between ED caregivers and their
workstations or co-workers in a simple, lightweight, and replicable manner. This addresses
one of the key ED-LOS issues, i.e., the time professionals waste searching for information
and wandering around for colleagues, rather than having to painstakingly alter existing
facility spatial organization and architecture. The results generated by this semi-simulated
study will inform the conduct of a larger randomized, controlled trial.
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Abstract: The Italian “Istituto Superiore di Sanità” (ISS) identifies hospital-acquired infections (HAIs)
as the most frequent and serious complications in healthcare. HAIs constitute a real health emergency
and, therefore, require decisive action from both local and national health organizations. Information
about the causative microorganisms of HAIs is obtained from the results of microbiological cultures
of specimens collected from infected body sites, but microorganisms’ names are sometimes reported
only in the notes field of the culture reports. The objective of our work was to build a NLP-based
pipeline for the automatic information extraction from the notes of microbiological culture reports. We
analyzed a sample composed of 499 texts of notes extracted from 1 month of anonymized laboratory
referral. First, our system filtered texts in order to remove nonmeaningful sentences. Thereafter, it
correctly extracted all the microorganisms’ names according to the expert’s labels and linked them to
a set of very important metadata such as the translations into national/international vocabularies
and standard definitions. As the major result of our pipeline, the system extracts a complete picture
of the microorganism.

Keywords: hospital-acquired infections; international coding system; laboratory information systems;
natural language processing; information extraction

1. Introduction

The recent COVID-19 pandemic highlighted even more the worrying and widespread
increasing circulation of pathogenic microorganisms in hospitals, sheltering for elderly, and
assisted residences. The Italian “Istituto Superiore di Sanità” (ISS) [1] identifies hospital-
acquired infections (HAI) as the most frequent and serious complications of healthcare.
A possible definition of HAI is “infections that first appear 48 h or more after hospital
admission or no later than 30 days after discharge following inpatient care” [2]. HAIs
constitute a real health emergency and require decisive action from both local and national
health organizations. The main objective is to build stable and automatic systems dedi-
cated to reporting and epidemiological surveillance. When a pathogenic microorganism
responsible for HAI is identified, the information can allow targeted antibiotic treatment, as
well as the prompt adoption of specific infection-control measures for multidrug-resistant
(MDR) bacteria.

This information is obtained from microbiological cultures of specimens collected
from infected body sites, and the outcomes are usually reported in the results of laboratory
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exams [3,4]. MDR bacteria are defined as those organisms that show resistance to one
or more agents in at least three antimicrobial categories during in vitro antimicrobial
susceptibility tests [5,6].

MDR organisms are a world health problem causing about 33,000 deaths per year in
Europe [7] and 35,000 in the United States [8]. It becomes even more serious when the in-
fection affects critically ill patients, e.g., those admitted to intensive care units (ICUs) [9,10],
because it is associated with increased mortality [11]. However, this is not only a human-
related problem, because MDR bacteria are frequently found in the environment [12],
especially in intensive farming both in agriculture (livestock and poultry) [13–15] and in
aquaculture [16–18].

Although for more than 20 years modern laboratory information systems (LISs) [19,20]
managed laboratory analyses, individual centers created their own vocabulary. This
is mainly due to the fact that the development of information systems has been non-
simultaneous and strongly localized. The resulting need to make results coming out of the
single laboratories comparable led to the development of international coding systems and
standards devised for the management of terminologies. An example of an international
vocabulary applicable in this field is the Logical Observations Identifiers Names and Codes
(LOINC). The Common Terminology Service Release 2 (CTS2) [21] is a standard dedicated
to terminology management, whose specifications result from the collaboration between
the Object Management Group (OMG) [22] and Health Level 7 (HL7) [23].

One of the fields where computerized systems faced many problems was the man-
agement of microbiology. This resulted from the high variability of the discipline and the
strict link to the habits of individual laboratories (i.e., the coding system on which the
nomenclature of bacteria relies, how sensitivity analyses are performed, etc.). Therefore,
a contrast arose between the need for more variability and the mandatory use of LISs,
imposed by national laws, whose structure in some specific cases may be considered too
stiff. Therefore, because of the lack of ad hoc and appropriate fields for representing and
managing microbiological-related information, the staff instead preferred exploiting clinical
notes written as natural text. Accordingly, clinical notes became an important source of
information for biomedical research, patient management, and care, while the necessity
of manual inspection made their use expensive in terms of personnel effort and time. The
limitations of data/information collection in LIS, on the one hand, and the advantage
of concept representations using domain-specific languages instead of data/information
representation, on the other hand, are discussed in more detail in Section 4.

This kind of problem can be addressed using artificial intelligence (AI) tools, especially
with natural language processing (NLP). It is a branch of computer science that deals
with the processing of natural human language by computers, studying the problems
connected to the learning, understanding and automatic generation of human language
both in written and in spoken form [24–26].

The objective of our work was to build a NLP-based pipeline for automatic information
extraction from the notes of microbiological culture reports.

This could represent a first step toward the development of a system able to monitor
antibiotic prescriptions at a hospital and territorial level in the Abruzzo Region [27].

This paper is an extension of work originally presented at the 18th International
Conference on Wearable, Micro, and Nano Technologies for Personalized Health (pHealth
2021) titled “A NLP pipeline for the automatic extraction of microorganisms names from
microbiological notes” [28]. The extended version addresses the problem of managing the
national and international terminology systems linked to the project and of filtering clinical
notes in order to exclude nonsignificant sentences.

2. Materials and Methods

The complete schema of the developed pipeline is presented in Figure 1, and it can be
divided into four main sections (discussed in detail below). “Data preparation” prepares
the inputs values, explaining how we build the vocabulary database, and it loads and
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preprocesses the clinical notes. “Pattern recognition” takes as input the textual data,
converting them into a numerical representation, and it builds three ML-based models
that predict if the specific pattern is contained or not in a clinical note. “Pattern removal”
takes as input the sentences identified by the model as containing the specific pattern and
removes it. “Microorganism detection” takes as input both the filtered and the nonfiltered
sentences and first performs the “Genus extension” process before extracting from the
clinical notes meaningful information such as the microorganism name and if it belongs to
the group of dangerous microorganisms.
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Figure 1. Complete schema of the pipeline. It can be divided into 4 main sections: data preparation,
pattern recognition and removal, and microorganism detection.

2.1. Characteristics of the Sample

The collected sample was derived from the LIS of the main hospital of Pescara in
Abruzzo Region and was obtained from clinical notes extracted from a 1 month collection
of anonymized laboratory referral. It was composed of 499 texts from culture reports,
classified as follows:

• 276 (55.3%) texts containing the name of a microorganism where an expert from the
hospital confirmed its presence;

• 56 (11.2%) texts needing to be filtered because they contained a pattern that is not useful
for our analysis and was, thus, removed. An example of a sentence belonging to that
pattern is the following: “Integration of the preliminary report sent on . . . ”. Indeed,
we considered the use of synonyms, e.g., “provisional” instead of “preliminary”, and
the presence of orthographic errors, e.g., missing letters. Therefore, we decided not to
use regular expressions alone as first attempt.

We are waiting for the authorization from Abruzzo region to access the entire LIS
system at a regional level to massively test the proposed system with notes produced by a
wide range of persons.

2.2. Environment and Libraries

We completely developed the pipeline in Python language, and we used the Jupyter
Notebook environment. The Python libraries used within this project were as follows:

Pandas: This is an open-source Python library containing data analysis and manipula-
tion tools [29].

Pyodbc: This is an open-source module developed in Python that allows accessing
databases through the ODBC (Open DataBase Connectivity).
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Natural Language Toolkit (NLTK): This is a worldwide used library to perform text
analysis in multiple languages; therefore, it is popular in both academia and research [30].
Some of the operations supported by the NLTK are tokenization, stemming, part of speech
tagging (POS tagging), and disambiguation.

SpaCy: This is an open-source library for NLP in Python supporting different lan-
guages [31].

Re: This is a Python module that provides operations useful to work with regular
expressions [32].

Scikit-learn: This is an open-source library that contains several machine learning
algorithms, e.g., classification, regression, and clustering [33].

Seaborn, matplotlib: These are libraries used to produce graphics [34,35].
FuzzyWuzzy: This is a Python library used to manage the comparisons between

strings. In detail, it is used to compute the distance between two strings with the same
number of characters or not, taking into account the order of words and the allowed
maximum frequency of a string. This comparison is based on the Levenshtein distance.

leva,b(i, j) =





max(i, j) i f min(i, j) = 0,

min





leva,b(i− 1, j) + 1
leva,b(i, j− 1) + 1
leva,b(i− 1, j− 1) + 1(ai 6=bi)

otherwise

where i and j constitute the indices of the last character of the two substrings [36].

2.3. Data Preparation (I)

Vocabulary building (I.I): We built a vocabulary containing the names of microorgan-
isms (bacteria, fungi, yeasts, and viruses) from the “National Healthcare Safety Network
organism list”, including the current taxonomic subdivision which was proposed by Carl
Woase in 1990. We mapped the microorganism’s genus and specie into three standard
coding systems, at national and/or international level: Italian Clinical Microbiologists Asso-
ciation (AMCLI), Systematized Nomenclature of Medicine—Clinical Terms (SNOMED-CT),
and National Healthcare Safety Network (NHSN). Together with the name of the microor-
ganism, we retrieved other metadata, such as the microorganism’s definitions according to
Medical Subject Headings (MSH) and the National Cancer Institute (NCI). We stored all
the information in an SQL Server database, and we loaded them using the pyodbc tool.

Data acquisition (I.II): We used the pandas library to import data.
Data cleaning, tokenization, and stopword removal (I.III): We cleaned the clinical

notes first by removing punctuation and substituting patterns that could be dates with
the word “data”. Then, we divided them into minimal text units of analysis, which we
called tokens. Then, we proceeded with stopword removal, but considering only words
longer than one character in order to exclude from the analysis strings belonging to the
class of prepositions, articles, and adverbs, while keeping single letters that could be the
abbreviation of a genus name.

2.4. Pattern Recognition (II)

Once we loaded and cleaned data, we needed to convert text into a numerical rep-
resentation that could be used as input for ML algorithms, and we adopted the bag of
words technique. This choice was guided by the structure of the sentences that was frag-
mentary and did not respect any strict syntactic rules. Therefore, we preferred to use a
context-free representation.

Numerical representation building (II.I): Bag of words (BoW) is a numerical repre-
sentation of text that describes the occurrence of words within a document. It involves
two main issues: a vocabulary of known words (or n-grams of characters) and a measure
of their presence in the text. BoW representation does not keep any information about
the structure or order of words in the document. The possibility to add grouped words
(called n-grams of words) to the vocabulary allows capturing a little of the meaning from
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the document. The resulting numerical representation was composed of both n-grams
of characters and n-grams of words following the proportion of 70:30. We decided to
select more features composed by n-grams of characters in order to deal with misspellings,
abbreviations, and limited syntactic rules. We tested the model performance considering
10 possible total numbers of selected features from 10 to 100 with a step size of 10. We
obtained the best performance with a total number of features equal to 90.

Classification (II.II): We used the aforementioned numerical representation to learn
a supervised binary classifier to predict whether the observed pattern was present in the
clinical note or not. Specifically, we compared the performances of three classifiers, as
described below.

SVM is a supervised learning method that can be used to perform classification
analysis on both linear and nonlinear data [37]. The main aim of SVM is to find a line or a
hyperplane that maximizes the distance between the classes (support vectors) when placed
between them [38]. If data are not linearly separable, then they can be transformed using
a kernel function from a low-dimensional to a high-dimensional structure to make the
data separable.

Logistic regression (LR) is a method of statistical analysis used to estimate the relation-
ship between a dependent variable and at least one independent variable, minimizing the
Euclidean distance between the true label and the model output. Specifically, for binary
classification, the output variable is modeled by a sigmoid ranging between 0 and 1. We
introduced model sparsity adding an L1 penalty term [39].

Random forest (RF) is an ensemble of K decision tree classifiers created from a different
bootstrap sample. The trees are built by sampling a random subset of the attributes at
each internal node in the decision tree. The random sampling of the attributes reduces the
correlation between the trees in the ensemble [40].

We split the dataset into a learning and a testing set with the proportion of 80:20. On the
learning set, we performed the hyperparameter search through a tenfold cross-validation,
which iteratively split the learning set into a training and validation set. They were
respectively used to learn the model with all the possible combinations of hyperparameters
and to evaluate the performances thereafter. Then, we learned the three models with the
selected set of best hyperparameters, and we evaluated the model performances on the
testing set. We repeated the classification 20 times, shuffling the data each time. In order to
guarantee reproducibility of results, we set the random state equal to the loop index.

Models Evaluation (II.III): We evaluated the performance of the three ML models in
terms of accuracy.

2.5. Pattern Removal (III)

Once the algorithm classified the clinical notes as “containing”/“not containing”
the pattern, we used regular expressions to remove the uninformative pattern from the
identified notes.

The schema of the regular expression was as follows: \b[Ii]\w.+?\bdata\b.
The elements of the expression are defined below.
\b asserts the position of a word boundary. In this case, we want the pattern beginning

with ‘I’ (the first letter of the word ‘Integrazione’ (integration), which can be abbreviated
and/or can be uppercase or lowercase in the notes).

\w matches any word character and ends with ‘data’ (the word that we substituted
for all dates in the data cleaning phase).

. matches any character (e.g., letters, numbers, and punctuation) except for line
terminators.

+? matches the previous token between one and unlimited times, the fewest times
possible, but expanding as needed.
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2.6. Microorganism Detection (IV)

Genus Extension (IV.I): We stored the microorganism names using the binomial nomen-
clature originating from the Linnaeus classification [41]. It is composed of two terms: the
first is the genus name with the first letter capitalized; the second is the species name in
lower case. Usually, after a microorganism’s name is written once in a text, then it can
be substituted with its first capital letter, followed by a period, in subsequent mentions.
However, considering the brevity of the clinical notes, a shared agreement is to always
write the abbreviated form, despite the entire genus having not yet been introduced. This
binomial nomenclature does not allow the use of an abbreviation composed of two letters
for the genus. Nevertheless, even though the microorganisms should be written according
to this strict rule, we decided to keep words composed of only one character and not to
use a regular expression, because we considered that abbreviations may be not written
correctly, e.g., by using abbreviations that are not followed by a period, or where uppercase
letters are followed by a period but not followed by lowercase letters. Hence, we performed
the extension of the microorganism genus. Specifically, we compared the “n + 1” token
with each species of the vocabulary. If the similarity index between the two tokens was
greater than or equal to 98, then we checked the token n”. If the token “n” began with the
same letter of the genus of the species in position “n + 1”, we substituted the token “n”
with the genus name found in the vocabulary. The schema of the treatment is presented in
Figure 2.
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Figure 2. Genus extension decision flow. The figure also includes an example. In the upper part of
the figure, there is a sentence already preprocessed but before the genus extension phase, whereas, in
the lower part, we can see the extended version. First, the maltophilia species is identified, while “S”
as the first letter of genus Stenotrophomonas is extended.

Microorganism name extraction (IV.II): Initially, we tried to carry out a lexical and
morphological analysis, but the lack of morphological structure of the clinical notes resulted
in no good results. Therefore, we extracted the microorganism name by comparing each
token “n” of the preprocessed clinical notes and the genera in the vocabulary using the
FuzzyWuzzy library. The complete workflow of the microorganism name extraction phase
is shown in Figure 3.
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this process, the token “n” is first considered, and it is compared to the genera listed in the vocabulary.
Only if a match is found (with a high similarity index) is the token “n + 1” considered and compared
to the list of species in the vocabulary that belong to the identified genus.

In particular, considering the genus extraction, we set the threshold of the similarity
index at 75, while we set the threshold of the species index as 85 (as they were typically
written correctly).

Other Information Extraction (IV.III): Together with the identification of the genus
and species, in order to highlight microorganisms that could be potentially dangerous,
we also searched the clinical notes for the keyword “alert”, which is an explicit indication
of microbiologists regarding the danger of the identified microorganism. Similarly, but
much less frequently, the “non-alert” bi-gram, with which the microbiologists indicate the
harmlessness of the microorganism, may be present. To address both cases, we performed a
search at the token level for the keyword “alert”. If identified at the n position, we checked
if token n − 1 matched the negation “non”.

3. Results
3.1. Identification and Removal of a Specific Pattern

In the process of information extraction from the microbiological notes, it is useful
to identify nonmeaningful sentences, e.g., “integration of the provisional report of . . . ”.
The lack of morphological structure in the sentences led us to use a count-based method to
build a numerical representation of the clinical notes.

Figure 4 summarizes the mean values of accuracy obtained using the three classifiers
over the 20 iterations per each total number of features, shuffling the data each time.

We obtained best results in terms of mean accuracy across classifiers (99.06%) with a
total number of features equal to 90. The SVM classifier with a Gaussian kernel obtained
a mean accuracy of 98.99%, logistic regression obtained a mean accuracy of 98.99%, and
random forest obtained a mean accuracy of 99.19%.

This means that the pattern was correctly identified using all classifiers, and it can be
securely removed from the specific clinical notes.
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3.2. Genus Extension

Our sample of clinical notes contained a total number of 107 abbreviated genera
followed by their species. After the system elaboration process of the notes, all 107 genera
were extended, and they completely matched with the expert indications.

3.3. Microorganism Detection

Our sample of clinical notes was composed of 499 texts, and 276 (55.3%) of them
actually presented the name of a microorganism. We performed two tests.

First, we introduced the entire sample into the module for microorganism extraction.
Then, we introduced only those notes that actually contained the name of the microorganisms.
The system correctly identified all microorganism names in both cases. In detail, it

found 416 genera, and, as shown in Figure 5a, the majority of them (321) had a similarity
index of 100. This was also a consequence of the genus extension process.
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Figure 5. System performance for genus extraction. (a) Similarity index percentage distribution of
genera. (b) Percentage distribution of genera found with low indices.

Figure 5b shows that ‘Staphylococcus’ was the genus name with the lowest score; in
particular, it usually presented a very low similarity index, between 76 and 80, if a species
was not specified. Indeed, we frequently found not only the strictly scientific term, but also
the Italian term in the notes, because Staphylococcus is among the most widespread bacteria
and is frequently mentioned in the common discourse.

This behavior affected the similarity index; in particular, Staphylococcus and ‘stafilo-
cocco/stafilococchi’ (Italian terms referring to the Staphylococcus genus) have 14 and 12 let-
ters, respectively, within which only nine coincide, representing a Levenshtein distance of 5
(i.e., five changes are needed to transform the first word into the other). On the other hand,
species never showed a Wuzzy index lower than 88.
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Lastly, we introduced a weight, which was a decimal parameter ranging between
0 and 1. It could be associated with the genus–species couple or only with the genus, if
present alone. As the same word (genus and/or species) could be associated with more
than one genus/species, this process was necessary to highlight the maximum Wuzzy
indices. An example of the system output is shown in Table 1; the similarity index of the
two genera Acinetobacter and Acetobacter was 92, which is quite high. Thus, in order to
identify the correct genus without any doubt, we compared the following token with all
species of that specific genus present in the vocabulary. If a match was found (with a Wuzzy
index over 98), then we assigned to that genus–species couple a weight parameter equal to
1, while the others received a weight of 0.

Table 1. Example of the system output returned when the input was “Gram negativi profilo pro-
teomico riferibile ad A baumannii. Propensione di A baumannii alla pan-resistenza eccetto colistina
(Microorganismo alert)”. The displayed columns correspond to the genus from the vocabulary, the
specific word or character in text which the genus matches to, the genus Wuzzy similarity index,
the species from the vocabulary, the word in text which the species matches to, the species Wuzzy
similarity index, the clinical note divided into tokens, and the weight parameter.

Genus Match
Genus

Wuzzy Index
Genus Species Match

Species
Wuzzy Index

Species Clinical Notes Weight

Acinetobacter A 100.0 baumannii baumannii 100.0 [94,‘propensione‘,‘NaN‘,‘Acinetobacter‘,‘b . . . 1

Acetobacter A 92.0 NaN NaN NaN [94,‘propensione‘,‘NaN‘,‘Acinetobacter‘,‘b . . . 0

Aminobacter A 83.0 NaN NaN NaN [94,‘propensione‘,‘NaN‘,‘Acinetobacter‘,‘b . . . 0

Citrobacter A 83.0 NaN NaN NaN [94,‘propensione‘,‘NaN‘,‘Acinetobacter‘,‘b . . . 0

Otherwise, if the clinical note did not contain any species, and the two genera that
could correspond to the same word had an identical Wuzzy index, e.g., as a consequence of
a spelling error, then the algorithm would assign to both genera an equal weight of 0.5.

3.4. Other Information Extraction

The whole sample included 48 clinical notes that contained the keyword “alert”. Our
algorithm was able to correctly discriminate between the notes that contained the bi-gram
“non-alert” (N = 9) and those that contained the keyword alone (N = 39).

4. Discussion

In general, the pattern recognition and the genus extension phases led to good results.
The first achieved a mean accuracy value of 99.06% considering all three classifiers, while
the second extracted all the names of microorganisms reported by the experts from the
hospital. We should consider, however, that some ambiguities could be found during
this second phase. Indeed, there are a few microorganisms with identical species and
whose genera begin with the same letter. If one such case appears, then the system will
duplicate the clinical note and it will extract both microorganisms, but both notes will
be associated with a weight equal to 0.5. However, we should specify that, luckily, these
kinds of ambiguities are quite rare. A well-known example is the intermedius species, which
can belong to both the Staphylococcus genus and the Streptococcus genus. Staphylococcus
intermedius is quite frequent in animals; however, it is reported as a human pathogen in
very few cases, most of which are associated with exposure to animals, especially dogs. On
the contrary, Streptococcus intermedius is one of the major causes of brain abscesses, but very
few cases of this condition are documented annually in Italy, with an incidence that is less
than 0.1% per year. Therefore, we can affirm that the probability that such ambiguity is
present in the report notes of the microbiological laboratory is extremely rare.

The major result of our pipeline is that we can extract a wider picture of the microor-
ganism, because each microorganism is stored together with other metadata in the build
vocabulary, such as the definition according to MeSH and its translation into national
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and international vocabularies. Furthermore, the pipeline also extracts the property of the
microorganism under healthcare surveillance. Therefore, we can say that the system returns
an object with its main characteristics. Once we accurately describe the microorganism, we
can consider its identification in the clinical note as a trigger event of a series of messages
and communications in accordance with the management policies of resistant microorgan-
isms. Thus, it is possible to build a path to safeguard the patient and the community against
the resistant microorganism [42]. The above-described system should be integrated in a
multidisciplinary context. Correctly integrating objects from any viewpoint of the system
in question requires its formal representation and management using the ISO 23903 Interop-
erability and Integration Reference Architecture [43]. ISO 23903 standardizes a model and
framework for representing any type of system from the perspectives of the involved do-
mains, its architectural composition/decomposition, and the related development process
of implementable information and communications technology (ICT) solutions.

A limitation of the presented work is the low number of samples considered due to
the fact that, to be delivered to researchers outside the laboratory, all these notes were
checked individually and manually in order to avoid the illicit dissemination of personal
data. In the near future, the correct structuring of electronic health records (which enables
in constitutive law the reuse of clinical data for the purposes of scientific research) and
greater awareness of the health risk that antibiotic-resistant bacteria constitute will result
in a much higher number of notes to be analyzed. The more important methodological
limitations of our project and ways to overcome them are discussed in the next section.

5. Future Work—Challenges and Solutions

Collecting, as well as storing and retrieving, representational objects of facts, systems,
and processes is always a matter of the language and related grammar used to perform
those actions. A simpler and more constrained language and ruling grammar, which is
equivalent to the expressivity of languages/ontologies, facilitates processing of the outcome.
However, highly expressive languages are less complete. This is a crucial challenge of
knowledge representation in any business system including health and its special domains
such as microbiology or infectious diseases.

Any business system can be represented using ICT ontologies. This holds for data
stored in LIS databases, information models to represent the system’s objects, and business
process models representing the business processes needed to meet the intended business
objectives. However, the justification of correctness and completeness of structure and
behavior of the represented ecosystem can only be provided from the ecosystem’s business
view using the involved domains’ ontologies. Justification of structure and behavior
representation includes the representational components, their underlying concepts, their
relations, and the related constraints. Figure 6 illustrates the related business system
according to ISO 23903. The domains involved are clinical domains, managing patient care,
and supporting facilities such as laboratories and microbiological departments to provide
diagnostic services, as well as regulatory domains (policy domains) such as legal affairs,
administration, security, and privacy management. Within the development process, the
real-world system is then transformed into the different viewpoints of the intended ICT
solution from the business process modeling (enterprise view) through the informational
representation of all entities involved (information view) up to implementable artifacts
(engineering view) and their management (technology view). The views in that order are
represented by languages/grammars with increasing constraints and decreasing generative
power, as well as decidability.

The technology view and engineering view are represented by data, while the compu-
tational view and information view are represented by information using related presen-
tation styles such as programming languages or UML, respectively. The enterprise view
represents the enterprise knowledge using business process modeling languages, and the
business view represents the domain knowledge using domain ontologies (Figure 7). The
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different levels in the model hierarchy allow for different actions necessary for designing
and running the business process according to Krogstie [45].
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For performing process-related actions, the enterprise view is necessary. For taking
strategic and operational decisions, driving innovations, and enabling comprehensive
collaboration, the representation of the business system in its comprehensive context
using the ontologies of the directly and indirectly involved domains, guided by top-level
ontologies according to ISO 21838 [47], is inevitable. In other words, the taxonomies used
to analyze the business system must be replaced by ontologies, thereby not just considering
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the domain knowledge, but also the knowledge space in question. This involves not only
the naming of entities, but also the underlying concepts and comprehensive relations. More
details on the challenges and solutions can be found, e.g., in [48] or [49], as well as in the
introductory paper to this volume.

6. Conclusions

The main aim of this work was to develop an NLP pipeline to support the automatic
extraction of the microorganisms’ names and important information contained in microbio-
logical notes of culture reports. We decided to preprocess the notes before the extraction
process by removing not meaningful sentences, such as “integration of the provisional
report of . . . ”. We performed this task by applying machine learning methods to the
numerical representation of the texts obtained using the bag of words technique. All the
microorganisms present were extracted correctly; hence, the main goal was achieved. Lastly,
considering that our vocabulary is based on international nomenclature standards, the
presented pipeline can be applied to similar laboratory notes from other hospitals across
the nation.

A next step of this project will be to also automatically extract from the same clinical
notes the antibiogram data. In particular, key information that should be considered is the
sensitivity of the specific microorganism to each single antibiotic tested. In the context of
healthcare transformation toward pHealth or even 5P medicine (personalized, preventive,
predictive, participative, and precision medicine), we have to advance the system further.
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Abstract: Machine learning methods to predict the risk of epilepsy, including vascular epilepsy,
in oncohematological patients are currently considered promising. These methods are used in re-
search to predict pharmacoresistant epilepsy and surgical treatment outcomes in order to determine
the epileptogenic zone and functional neural systems in patients with epilepsy, as well as to de-
velop new approaches to classification and perform other tasks. This paper presents the results
of applying machine learning to analyzing data and developing diagnostic models of epilepsy in
oncohematological and cardiovascular patients. This study contributes to solving the problem of
often unjustified diagnosis of primary epilepsy in patients with oncohematological or cardiovascular
pathology, prescribing antiseizure drugs to patients with single seizure syndromes without finding a
disease associated with these cases. We analyzed the hospital database of the V.A. Almazov Scientific
Research Center of the Ministry of Health of Russia. The study included 66,723 treatment episodes
of patients with vascular diseases (I10–I15, I61–I69, I20–I25) and 16,383 episodes with malignant
neoplasms of lymphoid, hematopoietic, and related tissues (C81-C96 according to ICD-10) for the
period from 2010 to 2020. Data analysis and model calculations indicate that the best result was
shown by gradient boosting with mean accuracy cross-validation score = 0.96. f1-score = 98, weighted
avg precision = 93, recall = 96, f1-score = 94. The highest correlation coefficient for G40 and dif-
ferent clinical conditions was achieved with fibrillation, hypertension, stenosis or occlusion of the
precerebral arteries (0.16), cerebral sinus thrombosis (0.089), arterial hypertension (0.17), age (0.03),
non-traumatic intracranial hemorrhage (0.07), atrial fibrillation (0.05), delta absolute neutrophil count
(0.05), platelet count at discharge (0.04), transfusion volume for stem cell transplantation (0.023).
From the clinical point of view, the identified differences in the importance of predictors in a broader
patient model are consistent with a practical algorithm for organic brain damage. Atrial fibrillation
is one of the leading factors in the development of both ischemic and hemorrhagic strokes. At the
same time, brain infarction can be accompanied both by the development of epileptic seizures in the
acute period and by unprovoked epileptic seizures and development of epilepsy in the early recovery
and in a longer period. In addition, a microembolism of the left heart chambers can lead to multiple
microfocal lesions of the brain, which is one of the pathogenetic aspects of epilepsy in elderly patients.
The presence of precordial fibrillation requires anticoagulant therapy, the use of which increases the
risk of both spontaneous and traumatic intracranial hemorrhage.

Keywords: oncohematology; risk factors; machine learning; epilepsy risk; epilepsy modeling

1. Introduction

Malignant diseases of the hematopoietic system, despite their relatively low preva-
lence in the population, remain a socially significant group of diseases. Neurological
complications in this cohort of patients occur in correlation with disease or with ongoing
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treatment. These complications may affect patient survival and may determine whether
a therapy protocol can be fully implemented [1]. Acute symptomatic seizure (ASS) is
one of the most significant neurological complications because of its high incidence and
impact on survival [2]. A number of studies have evaluated the risk of ASS in this cohort
of patients [3,4], while assessment of the risks of epilepsy is virtually unreported in the
research to date [5,6].

Arterial hypertension is a cardiovascular complication in oncohematological patients
that develops due to both disease-related and treatment-related factors [7,8]. Arterial
hypertension has also been identified as one of the risk factors for the late-onset epilepsy in
the general population [9].

Posterior reversible encephalopathy syndrome (PRES) is a brain disease associated
with hypertension, which may determine the risk of epilepsy by indirect (in relation to
arterial hypertension itself) mechanisms [10]. In the general population of patients with
PRES syndrome, ACS occurs in 77% of cases [11]. In the cohort of oncohematological
patients, the development of PRES syndrome may be accompanied by ASS in 97% of
cases [12]. In the general population, arterial hypertension is the main etiological factor in
the development of PRES syndrome (72%) [13]. It is a high-risk factor for the development
of this complication in oncohematological patients as well (HR 14.466, 95% CI 7.107–29.443,
p < 0.001) [12]. The risk of epilepsy in patients with PRES syndrome is considered low but
may increase significantly in the presence of signs of cytotoxic edema and ASS in the debut
of PRES syndrome [14].

The use of machine learning methods to predict the risk of complications in oncohe-
matological patients has proven to be promising [15]. These methods are actively used
in epilepsy, for example, to predict the pharmacoresistant epilepsy [16], to predict surgi-
cal treatment outcomes [17], to determine the epileptogenic zone [18] and to determine
functional neural systems in patients with epilepsy [19], to develop new classification
approaches [20,21], and to perform other tasks [22]. Machine learning models are actively
used in decision support systems to treat patients with various forms of epilepsy [23,24].
At the same time, classical statistical methods of analysis are usually used to identify
factors associated with the development of epilepsy within a typical case-control study
design. However, factors related to the presence of epilepsy and prognostic tools that
substantiate the optimal model for determining the risk of epilepsy in oncohematological
patients are not fully understood now [25]. Currently, there exist no risk stratification
models for epilepsy in oncohematological patients. The causes of symptomatic epilepsy
are heterogeneous and require different approaches in the prevention of new foci of altered
electrogenesis (e.g., brain infarcts in atrial fibrillation) [26].

The main goal of the study is to improve algorithms for diagnosing the cause of
epilepsy in a group of patients without a previous history of epilepsy.

The groups of patients under consideration are patients with oncohematological
diseases and cardiovascular pathology.

The main problem is the often-unjustified diagnosis of primary epilepsy in patients
with oncohematological or cardiovascular pathology, prescribing antiseizure drugs to pa-
tients with single seizure syndromes without finding a disease associated with these episodes.

This paper presents the results of applying machine learning to analyzing data and
developing diagnostic models of presence of epilepsy in oncohematological and cardiovas-
cular patients.

We evaluate factors associated with the presence of epilepsy in oncohematological pa-
tients and the effect of arterial hypertension and the number of transplanted hematopoietic
stem cells on the risk of epilepsy.

2. Materials and Methods

A single-center retrospective study was conducted. We analyzed the hospital database
of the V.A. Almazov Scientific Research Center of the Ministry of Health of Russia. The
study included 35,634 patients with 66,723 inpatient treatment cases (Dataset II) and
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3723 patients with 16,383 inpatient treatment cases (Dataset I) of patients with malignant
neoplasms of lymphoid, hematopoietic, and related tissues (C81–C96 according to ICD-10)
for the period from the 27 January 2010 to the 5 January 2020. Laboratory parameters
were chosen according to their clinical relevance and available data from real clinical
practice. We considered their potential role in metabolism, systemic inflammation, and
hemostasis and in the development of epileptic syndromes. Cerebrovascular factors were
chosen according to the evidence on the increasing role of cardiovascular complications in
predicting long-term outcomes in patients with oncohematological diseases.

2.1. Study Datasets

Dataset I was formed to develop a detailed descriptive and prognostic model of epilepsy
for clinical, anamnestic, and laboratory patient factors in patients with oncohematology.

Inclusion criteria

• Age: 1–90 years old;
• Diagnosis: verified malignant neoplasms of lymphoid, hematopoietic, and related tissues;
• Case type: inpatient treatment.

Exclusion criteria

1. Absence of oncohematological or cardiac disease. Outpatient treatment was an exclu-
sion criterion;

2. A history of Acute symptomatic seizures (ASS) without a verified diagnosis of epilepsy
(G40.0–G40.8);

3. Outpatient treatment.

A total of 356 factors were extracted for each patient, including genetic sex and
constitutional factors, presence of comorbid pathology, factors for hematopoietic stem cell
transplantation, and laboratory parameters.

The patients had the following clinical parameters:

1. Comorbidities: 14% of I60–I69, fibrillation—6%, epilepsy (G40.0–G40.8)—1.5%,
hypertension—20%;

2. Genetic sex: females—49%, males—51%;
3. Age: mean age—52.5 (min—1, max—90, 25%—40, 50%—57, 75%—66).

As an endpoint, we analyzed whether the patient developed epilepsy (presence of
ICD-10 G40.0–G40.8 diagnoses).

Dataset II was formed to develop a descriptive and prognostic model of epilepsy in
patients with cardiovascular disease to identify vascular factors in the development of
epilepsy. Therefore, a group of patients with epilepsy both with and without oncohemato-
logical diagnosis was selected for this stage of the analysis to identify the contribution of the
presence of oncohematological diagnosis to epilepsy. A second dataset was generated to
analyze epilepsy in a wider patient group of 35,634 patients with 66,723 treatment episodes
with 285 parameters among which: Age mean—55 (min—1, max 99, 25%—46, 50%—60,
75%—69), presence of comorbid diseases (hypertension, cerebral vascular disease, infarcts,
atrial fibrillation and congenital heart disease (CHD), blood pressure, fibrillation (13%),
G40—8%, males—44%, females—56%, BMI mean—1.87 (std—0.33, min—0.17, max—6.06,
25%—1.73, 50%—1.9, 75%—2.06).

Inclusion criteria:

1. Age: 1–99 years old;
2. Diagnosis: hypertension, acute coronary syndrome (ACS), strokes, coronary artery

disease (CAD),congenital heart disease (CHD), verified malignant neoplasms of lym-
phoid, hematopoietic, and related tissues;

3. Case type: inpatient treatment.

Exclusion criteria:

1. Absence of cardiovascular disease and oncological disease;
2. Outpatient treatment was an exclusion criterion;
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3. A history of Acute symptomatic seizures (ASS) without a verified diagnosis of epilepsy
(G40.0–G40.8).

The following data preparation procedure was performed for both datasets. We
removed the patients with the insufficient amount of data (<80% of parameters). We also
removed 1% of values having the highest z-score to filter out some obvious outliers.

After that, we applied two strategies of dealing with missing values to ensure that all
patients have the same set of variables:

Replacement of missing data with the medians of the corresponding parameters;
Deletion of parameters that have too many missing values and removal of all patients

that have any missing values in the remaining parameters.

2.2. Correlation Analysis

The Pearson coefficient was used to assess the correlation of the G40.0–G40.8 with the
analyzed factors. The chi-squared criterion was applied to the binary values.

2.3. Machine Learning Methods

Gradient boosting and random forest models were applied.
Parameters of the model are XGBClassifier (base_score = 0.5, booster = None,

colsample_bylevel = 1, colsample_bynode = 1, colsample_bytree = 0.6, gamma = 2,
gpu_id = −1, importance_type = ‘gain’, interaction_constraints = None, learning_
rate = 0.300000012, max_delta_step = 0, max_depth = 5, min_child_weight = 2, missing = nan,
monotone_constraints = None, n_estimators = 100, n_jobs = 0, num_parallel_tree = 1, ran-
dom_state = 0, reg_alpha = 0, reg_lambda = 1, scale_pos_weight = 1, subsample = 0.8,
tree_method = None, validate_parameters = False, verbosity = None).

The parameters of the random forest were taken by default.
We also searched for optimal hyperparameters of the model using the greedy search

method, Randomized Search CV, GridSearchCVwith params = { ‘min_child_weight’:
[1, 2, 3, 4, 5, 6, 7, 8, 9, 10], ‘gamma’: [0.5, 1, 1.5, 2, 5]

‘subsample’: [0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.8, 0.9, 1.0], ‘colsample_bytree’: [0.1, 0.2, 0.3, 0.4,
0.5, 0.6, 0.8, 0.9, 1.0], ‘max_depth’: [2, 3, 4, 5, 6, 7, 8, 9, 10, 15] }

We applied a stratified K-fold crossvalidation with 5 splits:
results = cross_val_score(rfc, X, y, cv = skf)
skf = StratifiedKFold(n_splits = 5, shuffle = True, random_state = 42)
The experiments were performed using the following hardware:
Intel Core i3-8109U CPU (3.00 GHz);
8 GM of Ram;
64-bit Windows 10 operating system.
The average times of the experiments were:
Dataset I: 01 min 19 s;
Dataset II: 52 min 18 s.

2.4. Importance of Predictors

Using the Shapley index, predictor significance factors were calculated in a model
on an epilepsy class in patients with oncohematology and in a sample of patients with
cerebrovascular disease.

2.5. Cerebrovascular Disease

After the first stage of data analysis, we detailed the parameters of cerebrovascular
pathology I60–I69 as a significant factor associated with the presence of epilepsy. The
detailing was carried out according to ICD-10 classification subheadings and included a
search for specific nosological forms, including that within I67 and I65nosologies, which
showed the greatest significance in the model for the “epilepsy” class.

The ranking of predictors for the presence of an epilepsy diagnosis on Dataset II was
performed using the built-in method of predictor significance according to the Gini criterion
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in sklearn (also known as skikit-learn) with the setting of “balanced_subsample” weights
autobalancing. The weight of each subsample varied according to the class distribution
in that subsample. The built-in method provided an estimate of the significance of each
individual feature in the model, in contrast to the Shapley index.

3. Results

Demographic details of the patients are presented in the Table 1.

Table 1. Demographic details of the study population.

Dataset Males Females Mean
Age

Age
25%

Age
50%

Age
75% Comorbidities

Dataset
I 51% 49% 52.5 40 57 66

14% of I60–I69,
Fibrillation—6%,

epilepsy
(G40.0–G40.8)—1.5%,
hypertension—20%

Dataset
II 44% 56% 55 46 60 69

presence of comorbid
diseases (hypertension,

cerebral vascular disease,
infarcts, atrial fibrillation

and congenital heart
disease (CHD), blood
pressure, fibrillation

(13%),
G40—8%

3.1. Dataset I

As a result of data analysis and model calculations, the best result was shown by
gradient boosting (Table 2) with mean accuracy cross-validation score = 0.96, f1-score = 0.98,
weighted avg precision = 0.93, recall = 0.96.

Table 2. Model evaluation for the Dataset I.

Method Accuracy Precision Recall F1-Score AUC of ROC

Gradient Boosting 0.96 0.93 0.96 0.98 0.94
Random forest 0.92 0.89 0.93 0.94 0.91

The highest correlation coefficient for the presence of epilepsy and recurrent seizures
(G40) was achieved with stenosis or occlusion of the precerebral arteries (0.16), cerebral
sinus thrombosis (0.089), arterial hypertension (0.17), age (0.03), non-traumatic intracranial
hemorrhage (0.07), atrial fibrillation (0.05), delta absolute neutrophil count (0.05), platelet
count at discharge (0.04), transfusion volume for stem cell transplantation (0.023). The
discriminative ability of the model calculated as AUC of ROC is 0.94.

The results of the Shapley index analysis of factors associated with the development
of epilepsy in oncohematological patients are presented in the Figure 1 that contains the
following predictors:
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Figure 1. Factors associated with the development of epilepsy in oncohematological patients.

Hypertension—arterial hypertension;
I65—Occlusion and stenosis of precerebral arteries, not resulting in cerebral infarction;
MON—monocytes, maximum absolute number;
MCH—average concentration of hemoglobin in the erythrocyte;
NEUT—absolute neutrophil count;
BMI—body mass index;
MCV—mean erythrocyte volume;
PLT—platelets;
MCH min—minimum mean content of hemoglobin in an erythrocyte;
BMI max—maximum body mass index;
I67.6—Nonpyogenic thrombosis of intracranial venous system;
HCT—hematocrit;
NEUT otn—neutrophils, fraction in %;
PLT max—maximum platelet count;
Na—natrium;
I69—Sequelae of cerebrovascular disease;
I67.0—Other cerebrovascular diseases;
PLT average y—Platelets, mean per year;
Na average—mean sodium;
Bood type—blood group;
Quantity of transplanted cells—Quantity of transplanted cells;
I66—Occlusion and stenosis of cerebral arteries, not resulting in cerebral infarction;
I64—Stroke, not specified as hemorrhage or infarction;
Lym_abs_max—absolute lymphocyte count;
Female-woman—Female gender;
PLT_first_x—platelets, first measurement;
I67.1–Cerebral aneurysm, nonruptured;
MCH_first_y—Mean concentration of hemoglobin in an erythrocyte in the first blood test;
MCH_average_y—Mean concentration of hemoglobin in an erythrocyte
I63–Cerebral infarction;
MCH_max_y—maximum mean concentration of hemoglobin in the erythrocyte;
RDW—erythrocyte size distribution;
I67.5—Moyamoya disease;
I68—Cerebrovascular disorders in diseases classified elsewhere.
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The effect of cerebral venous sinus thrombosis and arterial hypertension on the risk of
epilepsy is shown in Figure 2.
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3.2. Dataset II

For the next stage of the analysis, a group of patients with epilepsy with and without
the oncohematological diagnosis was selected to identify the contribution of the presence
of oncohematological diagnosis on epilepsy (see Table 3 for the evaluation).
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Table 3. Model evaluation for the Dataset II.

Method Cross-Validation
Score Precision Recall F1-Score AUC of ROC

Gradient Boosting 0.93 0.91 0.94 0.94 0.94
Random forest 0.89 0.82 0.91 0.90 0.90

Figure 4 shows that children (1–17 years old) are characterized by a slight increase
in the risk of epilepsy in the presence of oncohematological disease, but the absence of
oncological disease significantly increases the risk of epilepsy.
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In the age group of 18–40 years old, there was a gradual decrease in the influence of
the “oncohematological disease” factor on the risk of epilepsy (Figure 6). In the age range
of 40–60 years old, the presence/absence of oncohematological disease had almost no effect
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on the risk of epilepsy. At the same time, after the age of 60, the presence of such disease
increased the risk of epilepsy in patients.
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When ranking the features associated with the presence of epilepsy, atrial fibrillation
was found to have the highest weight, and oncohematological disease was the third most
important feature (Figure 6).

4. Discussion
4.1. General

A number of factors (clinical, gender, and laboratory) have been associated with the
development of epilepsy in oncohematological patients. These factors can be grouped
as follows:

• vital signs (age, body mass index, patient weight);
• cardiovascular pathology, cerebrovascular pathology (arterial hypertension, stenosis or

occlusion, occlusion and stenosis of precerebral arteries, cerebral sinus thrombosis, cere-
bral artery dissection without rupture, cerebral aneurysmatic disease, cerebral infarction);

• laboratory parameters (maximum absolute monocyte count, average hemoglobin
content of red blood cells, neutrophil count, platelet count at hospital discharge,
minimum hematocrit value, minimum and average blood sodium levels);

• hematopoietic stem cell transplantation parameters (donor blood group, number of
transplanted cells).

A number of factors had no significant effect on the risk of epilepsy. Demographic
characteristics such as sex, age, and body weight were generally not significant. In spite of
the known features of the age distribution of epilepsy, this relationship was not detected in
the group of oncohematological patients. This fact may be related to the peculiarities of
etiological factors in this cohort of patients, but further studies are needed to clarify the
influence of various factors in different age groups.

The inclusion criteria in the first stage were limiting patients with oncohematological
pathology and checking that possible structural or functional brain changes in oncohe-
matological pathology would be associated with the development of epilepsy (more for
secondary epilepsy).

In fact, there was a study of oncology-epilepsy and a high incidence of epilepsy
was confirmed. The inclusion of patients with cardiovascular diseases in the second
stage expanded the patient base due to a higher incidence of cardiovascular diseases, and
the rank of nosological form (specific disease) in the development of comorbid epilepsy
was determined.
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4.2. Study Population

In the first dataset, the proportions of males and females were comparable, and
the incidence of epilepsy was 1.5%. This prevalence of epilepsy in the first dataset was
significantly higher than in the general population (1%) [27]. The incidence of atrial
fibrillation (6%) at a mean age of 52.5 years (lower in comparison to other studies in the
general population) was also comparable to that in the general population [28], including
in the Russian Federation (5.8% for men and 7.4% for women) [29]. In the second dataset,
the prevalence of atrial fibrillation was more than twice as high as in the first dataset.
This may be associated with high comorbidity of this variant of rhythm disturbance and
cardiovascular diseases [30]. Despite the lower proportion of males in dataset II (male
gender is generally associated with a higher incidence of epileptic syndromes) [31]. The
prevalence of epilepsy was significantly higher (8%) than in the first dataset.

4.3. Risk Factors

Among the laboratory parameters, both granulocytic and erythrocytic hematopoiesis
parameters and platelet levels were found to be significant factors influencing the presence
of epilepsy in oncohematological patients. Changes in these parameters are influenced
by both the blood disease itself and its complications, as well as the administered ther-
apy. A higher neutrophil count may indirectly indicate infectious complications or a more
severe/prolonged course. In this regard, we can assume that factors such as infectious
complications and hypofunction of the transplant, which are accompanied by significant
laboratory changes, may explain the presence of these factors among the parameters influ-
encing the epilepsy in this group of patients. Thrombocytopenia may be a risk factor for
primarily intracranial hemorrhages in oncohematological patients [32–34]. These complica-
tions can lead to the formation of an epileptogenic substrate in the brain. In addition, the
lower platelet count could be due to the antiseizure therapy being taken. Although epidemi-
ological data on the development of epilepsy in patients with cerebral sinus thrombosis are
not available, our results concerning the role of this factor in the development of epilepsy
are more significant. Unfortunately, extrapolation to the general population is not possible
given the sample of patients in our study (oncohematological patients). Thrombocytopenia
was not previously considered a risk factor for epilepsy in the general population, as well
as in the population of patients with other neurological [35–37] or general pathology [38].

The relationship between the development of cerebral venous sinus thrombosis (CVST)
and oncology in general, and oncohematology in particular, has been investigated in a
number of scientific papers [39]. Patients with oncohematologic diseases have a higher
risk of CVST (aOR, 25.14; 95% CI, 11.64–54.30) than patients with solid cancer (aOR,
3.07; 95% CI, 2.03–4.65) [40]. Risks are even more severe in the first year after the cancer
has been diagnosed (oncohematological OR, 85.57; 95% CI, 19.70–371.69; solid cancer
aOR, 10.50; 95% CI, 5.40–20.42) [40]. CVST can account for up to 31.5% of all venous
thromboembolic complications, for example, in a cohort of adult patients with acute
myeloblastic leukemia [41].

Dimethyl sulfoxide as a factor is considered in the studies and can provoke the
development of ASS. It can cause cardiovascular complications including ischemic stroke
in the early post-transplant period [42–44]. In this regard, it is important to emphasize the
contribution of the number of cells injected during transplantation in the risk of epilepsy
that we identified in patients with arterial hypertension. This emphasizes the possible
cardiovascular mechanisms of this effect.

The significance of the factor of presence of I67.6 (Nonpyogenic thrombosis of intracra-
nial venous system) including in young patients could be due to indirect mechanisms of
stroke development. Epidemiological data on the development of epilepsy in patients
with cerebral sinus thrombosis are not available. This emphasizes the significance of our
findings regarding the role of this factor in the development of epilepsy.
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4.4. Arterial Hypertension

Arterial hypertension contributed the most to the presence of epilepsy in oncohemato-
logical patients (Figure 1). This, along with the presence of less significant vascular factors
(extracranial arteries stenosis/occlusion, cerebral sinus thrombosis, cerebral artery dissec-
tion without rupture, cerebral aneurysmatic disease, cerebral infarction), may indicate a
significant role of cerebrovascular pathology in the presence of epilepsy in this group of
patients [45]. Younger age may be related to a known peak of higher prevalence of epilepsy
specifically in young people in the general population [46]. This fact may be associated with
a higher incidence of complications associated with arterial hypertension at a young age,
for example, PRES. The presence of arterial hypertension in younger patients (18–23 years
old) significantly increased the likelihood of epilepsy, while in older patients (including the
elderly, over 65 years of age), its presence had the opposite effect: it reduced the likelihood
of epilepsy.

Interestingly, the combined presence or absence of cerebral venous sinus thrombosis
and arterial hypertension altered the likelihood of epilepsy in patients.

4.5. Cerebral Sinus Thrombosis

As shown in the Figure 7, in the absence of Cerebral venous sinus thrombosis (CVST),
the presence/absence of arterial hypertension had no significant effect on the risk of
epilepsy. While during the development of CVST, arterial hypertension sharply increased
its significance as a factor in the presence of epilepsy in the patient.
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CVST itself is a well-known risk factor for the development of acute symptomatic
epileptic seizures and epilepsy [47–49]. Meanwhile, the relationship between CVST and ar-
terial hypertension in terms of epilepsy risk has been described for the first time and may re-
flect the presence of combined mechanisms of these conditions in oncohematological patients.

A number of hematologic factors can determine the risk of CVST. The development of
this complication may be associated with a higher platelet count (p < 0.001) and a higher
platelet/neutrophil index (p < 0.001) [50]. The incidence of ASS in the acute phase of
CVST is up to 34% in the general adult population. The incidence of ASS in CVST in
children is 37.5% to 57%. This is often the main manifestation of the development of
thrombosis [51,52]. The results of a study of the risk of epilepsy in young patients and
children show that systemic inflammation, a reflection of which may be the fact of increased
platelets, may play a significant role. This role can be both direct and mediated through
the development of complications involving the CNS) in the development of epilepsy [53].
Given the heterogeneity of causes leading to the development of elevated neutrophil
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levels, unambiguous interpretation is difficult and the role of systemic inflammation in the
development of epilepsy requires further study.

4.6. Transplanted Hematopoietic Stem Cells

Among the factors associated with hematopoietic stem cell transplantation, a higher
volume of transplanted cells was associated with the presence of epilepsy (Figure 4). This
factor increased its weight in patients with arterial hypertension. This may indicate a
possible influence of the volume of a donor cell infusion, and the volume of injected
cryopreservative on the development acute arterial hypertension and other complications,
including ASS [54].

4.7. Age Factor

The factor of age for predicting the presence of epilepsy in oncohematological patients
had different significance depending on the age group (Figure 5). In patients under 18 years
old, the presence of a malignant neoplasm of the blood system reduced the likelihood of
epilepsy. This may be related to the debut of hereditary genetically determined forms of
epilepsy syndromes with no etiological and pathogenetic connection to oncohematological
diseases [55]. At the age of 18–20 years, there was an increase in the prognostic significance
of the presence of C81–C96 on the risk of epilepsy. This may be related to the transition
of patients to adult inpatient care, changes in neoplasm treatment protocols, and possible
disruption of continuity between specialists [56]. This leads to a possible increase in the
risk of complications. In the age group of 60 years and older, the presence of C81–C96
diseases increased the likelihood of a patient having epilepsy. This is associated with an
increased number of complications leading to damage of the brain substance due to the
presence of other comorbid pathology (primarily, pathology of the cardiovascular system)
and its decompensation against the background of oncological disease therapy [55].

At the same time, in the same sample of patients, when analyzing the importance
of predictors for the oncohematological diagnosis class, we can see that the absence of
epilepsy is in no way related and does not contribute to the model for the oncohematological
diagnosis class, as opposed to the presence of epilepsy (Figure 6).

4.8. Dataset I vs. Dataset II Patients

When performing a features-engineering of a model of epilepsy in oncohematological
patients, a model development cycle should include a step to compare the importance
of the features with the model that considers a wider group of patients. If differences in
the importance of predictors are found, validation and interpretation of the results, and
adjustment of the initial narrow model with the identified limitations are necessary.

From the clinical point of view, the identified differences in the importance of pre-
dictors (Figure 7) in a broader patient model are consistent with a practical algorithm
for organic brain damage. Atrial fibrillation is one of the leading factors in the develop-
ment of both ischemic and hemorrhagic strokes. At the same time, brain infarction can
be accompanied both by the development of epileptic seizures in the acute period and by
unprovoked epileptic seizures and development of epilepsy in the early recovery and in
a longer period [57]. In addition, microembolism of the left heart chambers can lead to
multiple microfocal lesions of the brain, which is considered to be one of the pathogenetic
aspects of epilepsy in elderly patients. The presence of precordial fibrillation requires anti-
coagulant therapy, the use of which increases the risk of both spontaneous and traumatic
intracranial hemorrhage. Which, in the case of involvement of the brain substance, forms
an epileptogenic substrate in the form of hemosiderin zones [58].

4.9. Clinical Implications

Alongside identifying of the risk factors and the ability of the model to rate the risks
of individual patients, our results have other practical clinical meaning. It is important
that in patients with a cardiovascular history, the development of seizures is not always
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associated with primary epilepsy. It is structural changes in the brain of acute or chronic
genesis can be inducers of seizures and secondary epilepsy. Moreover, given that the most
frequent diagnosis of “epilepsy” was eventually found in patients with atrial fibrillation, in
the absence of electroencephalogram changes and the presence of sinus rhythm on elec-
trocardiogram, and the absence of gross structural changes in the brain, long-term cardiac
rhythm monitoring should be conducted to look for a paroxysmal form of atrial fibrillation.

From a clinical point perspective, our results may be useful for classifying and ranking
the causes of epileptic seizures, especially in the group of patients with no history of
epilepsy as the primary pathology. The developed prognostic model made it possible
to identify factors associated with epilepsy in patients with oncohematological diseases.
Further study of the causal relationship between these factors and the development of
epilepsy will allow for the creation of an algorithm for its timely prevention.

4.10. Study Limitation

The limitations of this study are related to the neurotoxicity of a number of chemother-
apy drugs used to treat oncohematological patients, which increase the risk of ASS (acute
symptomatic seizure) and other neurological complications. This can lead to structural
damage to the brain substance (e.g., ischemic stroke and intracranial hemorrhage).

The inclusion and exclusion criteria we selected and the parameters chosen for analysis
did not take into account the stage of the disease and the protocol of the patient’s therapy,
nor did we consider the reason for the patient’s admission to the hospital and its urgency.

In our study, we considered the presence of epilepsy, coded as a competing, comorbid
disease or complication, in patients with oncohematological (dataset 1) and cardiovascular
diseases (dataset 2) during the contraction time (period of admission); however, the fact of
epilepsy in dynamics and the risk factors of such an event, were not assessed. We focused
on finding factors associated with the presence of epilepsy rather than its development
(predictors of its development) in the future.

5. Conclusions

Patients with oncohematological pathology have a number of clinical and laboratory
factors that correlate with the presence of epilepsy. In addition, age and a number of
factors associated with hematopoietic cell transplantation also correlate with the presence
of epilepsy in patients with malignant neoplasms of lymphoid, hematopoietic and related
tissues. This study shows how age characteristics influence the significance of other
predictors. Patient age and shelf life of the transplanted cells change the significance. The
obtained results of the thrombosis factor in the development of epilepsy have a meaningful
effect because this issue has been poorly described in previous studies. Further research
should be aimed at creating a prognostic model for the development of ASS in this group
of patients. We proposed to include ASS as a risk factor to the prognostic model of epilepsy
development in oncohematological patients. In addition, the identified association between
platelet levels and epilepsy requires a study of the effect of the use of antiepileptic drugs in
patients with malignant blood neoplasms.
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Abbreviations
ACS Acute coronary seizure
ICD-10 International Classification of Diseases, 10th revision
PRES Posterior reversible encephalopathy syndrome
ASS acute symphtomatic seizure
CVST Cerebral venous sinus thrombosis
CI confidence indicator
BMI Body mass index
CAD coronary artery disease
CHF congestive heart failure
CHD congenital heart disease
ANN artificial neuron network
DT decisions tree
AUC Area under the Curve
ROC receiver operating characteristic curve
PDW platelet distribution width
SVM support vector machine
HGB Hemoglobin
LEU Leukocytes
PLT Platelets
MPW Mean platelet volume
MCH Mean cell hemoglobin
NEUT Neutrophils
MCV Mean corpuscular volume
PCT Procalcitonin
RDW Red blood cell distribution width
ALT Alanine transaminase
PDW Platelet distribution width
HDL High-density lipoprotein
AST Aspartate aminotransferase
WBC White blood count
RBC Red blood cell count
HCT Hematocrit
LDL Low-density lipoproteins
BLD Blood in urine
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Abstract: Digital interventions for increasing physical activity behavior have shown great potential,
especially those with social media. Chatbots, also known as conversational agents, have emerged in
healthcare in relation to digital interventions and have proven effective in promoting physical activity
among adults. The study’s objective is to explore users’ experiences with a social media chatbot. The
concept and the prototype development of the social media chatbot MYA were realized in three steps:
requirement analysis, concept development, and implementation. MYA’s design includes behavior
change techniques effective in increasing physical activity through digital interventions. Participants
in a usability study answered a survey with the Chatbot Usability Questionnaire (CUQ), which is
comparable to the Systems Usability Scale. The mean CUQ score was below 68, the benchmark for
average usability. The highest mean CUQ score was 64.5 for participants who thought MYA could
help increase their physical activity behavior. The lowest mean CUQ score was 40.6 for participants
aged between 50 and 69 years. Generally, MYA was considered to be welcoming, very easy to
use, realistic, engaging, and informative. However, some technical issues were identified. A good
and diversified user experience promotes prolonged chatbot use. Addressing identified issues will
enhance users’ interaction with MYA.

Keywords: social media; physical activity; chatbot; health; participatory health; usability; conversational
agent; behavior change

1. Introduction

Decades of research show that physical activity interventions can reduce the risk of
chronic conditions such as obesity, heart disease, type 2 diabetes, or depression, among
others [1,2], and help reduce healthcare costs [3]. The increasing levels of adult inactivity in
recent years highlight a clear challenge with developing interventions capable of engaging
the adult population in physical activity [4].

There is a positive association between the use of digital technologies as interventions
and an increase in physical activity behavior. The use of digital interventions for increasing
adult physical activities has shown great improvement and potential [4–8]. In a review
by Petersen et al. [9], digital interventions for physical activity incorporating a social
media element were more engaging to adults and therefore more effective than those
without social media. Chatbots, also known as conversational agents or virtual agents,
have emerged in the health sector in relation to digital interventions. The psychological and
pedagogical effect of spoken opinions vs. written recommendations is evident, establishing
effective relationships. In this sense, computer software programs simulating a human
conversation via text or voice have been used to either manage chronic conditions or
promote healthy behaviors including physical activity behavior [4,10,11].
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According to Luo et al. [4], chatbots are effective in promoting physical activity among
adults. The popularity of social media platforms and the intuitive nature of chatbots suggest
a potentially effective means of promoting physical activity if these tools are combined. One
of the benefits of a social media-based chatbot for behavior change is that users are already
familiar with communicating with friends via social media platforms on a regular basis.
We have developed a prototype of a social media-based chatbot that aims to motivate users
to be more physically active, that is, to increase their number of steps per day. The chatbot
acts as a friend and contacts users via a social media platform with physical activity-related
information mainly for inspiration.

The objective of this study is to explore users’ experiences with the social media
chatbot and to assess its potential to change physical activity behavior. User evaluation
of digital health interventions at an early stage of the development process is essential to
ensure that the resulting tool is acceptable and useful to the target population. For this
reason, we focused our study on the assessment of user experiences when using the first
version of the social media chatbot.

2. Materials and Methods
2.1. System Development and Requirement Analysis

The concept and the prototype development of the social media chatbot were re-
alized in three steps: requirement analysis, concept development, and implementation.
Requirements were collected in close collaboration with experts in health informatics and
psychology. Additional requirements were obtained by reviewing relevant literature for
behavior change strategies to motivate individuals. Further details about the development
process can be found in Larbi et al. [12].

A chatbot called MYA, integrated into an existing social media platform (Telegram
Messenger), was developed for the following reasons: (1) A user can easily add the chatbot
to the Telegram application and start communicating with it; (2) no additional app has to
be installed; (3) since most people can interact via a social media messenger, interacting
with the chatbot will be intuitive and understandable.

2.2. Behavior Change Techniques and Functionalities

MYA’s design includes behavior change techniques that have been proven to be effec-
tive in increasing physical activity behavior in digital interventions [7]: goals and planning;
feedback and monitoring; social support (unspecified); associations (prompts/cues); and
reward and threat (social reward) [13]. In more detail, MYA allows the user to set a per-
sonal step goal and review this goal. The chatbot is designed to compare the user’s current
number of steps (simulated number of steps in this prototype) with the set goal and inform
the user of discrepancies between current behavior and goal. In this context, MYA gives
feedback on the user’s behavior. The chatbot also encourages users (if they achieve their
goals or are about to achieve them), and it sends prompts, reminding the user about his/her
commitment to increasing physical activity.

MYA is a rule-based chatbot developed using FlowXo [14], which is a platform to
create chatbot flows. Table 1 shows the nine conversation flows implemented in MYA. With
the trigger word “menu”, a flow is activated where the user can choose whether he/she
wants to set goals or challenges, check his/her current step count, or hear a fun fact about
exercising. When a user sends MYA a message, a distinction is made between the “First
Encounter” when MYA is used for the very first time and a “Further Encounter” flow for
each subsequent use. MYA encourages the user to complete his/her specified number of
steps per day by sending motivational messages in the chat.

The entire conversation flow of MYA was designed using the Business Process Model
and Notation standard (BPMN). The BPMN models were then translated into conversation
streams within FlowXo. To enable personalization of step goals and challenges, Google
Sheets was used to collect and store unencrypted non-personal data during conversations
with MYA, including current challenge, daily step goal, and first encounter status.
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Table 1. Implemented conversation flows of MYA.

Conversation Flow Description

First encounter Started only the first time MYA is used. Collects basic information on the user and explains the usage of
the chatbot. A daily step goal is specified.

Further encounter Greeting for any other than the first encounter. MYA asks the user about his well-being and tries to
encourage the user.

Menu Offers access to the four functions: goals, challenges, steps, and facts.
Goals Allows the user to specify a goal for long-time encouragement.

Challenges Out of a set of user-tailored challenges, one is selected.

Steps today Checks the number of steps (simulated step count). This function compares the set goal with current
number of steps. If the step goal is not achieved, MYA encourages the user to take more steps.

Facts Presentation of a randomly selected fact on health and activity behavior.

Chatting Allows out-of-topic chatting with the bot. Current version of MYA is not designed to start
out-of-topic discussions.

Help Provides help on the various functions.

2.3. Preliminary Study on MYA’s Usability

We carried out a study to get feedback on the usability and acceptability of the social
media chatbot MYA and to identify issues for improvement. Holmes et al. [15] proposed
26 as a reliable number of participants for studies on chatbot usability. Colleagues of the
co-authors aged 18 years and above were invited via a link on social media or email to
participate in the study. Study participants had the option to use either the mobile or
desktop version of the Telegram application. The participants interacted with the chatbot
at their convenience, and then answered a survey that included the Chatbot Usability
Questionnaire (CUQ), see Table A1 in Appendix A.

The CUQ is a chatbot-specific usability questionnaire that is comparable to the Systems
Usability Scale (SUS)—a commonly used tool for assessing usability that has a benchmark
score of 68 out of a total score of 100 [15]. The 16 CUQ items are ranked out of five, the scores
are calculated out of 160 and then normalized to 100. The CUQ assesses aspects related
to a chatbot’s personality, onboarding, user experience, and error handling. Using SUS is
not recommended for usability testing of conversation-driven systems since they exploit
other design principles [15]. A CUQ Calculation Tool—a Microsoft Excel spreadsheet—is
available for the easy calculation of CUQ scores for each participant, the mean CUQ score,
and the median score [16]. Further details about the usability study are published in
Larbi et al. [12].

The CUQ scores were further analyzed using Microsoft Excel and SPSS (version 25;
IBM Corp) to create graphs and group statistics. The participants’ gender and age groups
were analyzed using Crosstabulation. Bar charts were used to display the participants’
ratings of the positive and negative aspects of the CUQ, and a scatter plot was used to
display the participants’ age groups and CUQ scores. NVivo 12 Pro was used to conduct an
inductive thematic analysis of participants’ open-ended answers. Each participant’s feed-
back was read through thoroughly and coded. The generated codes were then categorized
into themes and/or subthemes.

2.4. Ethics

No personal data were collected for this study. All data were treated confidentially
and only used for this usability study. This study was approved by the Institutional Review
Board Cantonal Ethics Committee in Bern (BASEC-Nr: Req-2021-00244).

3. Results
3.1. Participant Characteristics

The survey was answered by 30 adult volunteers between 17 and 26 March 2021. Nine
of the 30 study participants were aged between 18 and 29 years, 18 participants were aged
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between 30 and 49 years, and 3 participants were aged between 50 and 69 years. The
self-reported gender and age group of the respondents are listed in Table 2.

Table 2. Characteristics of the survey respondents (n = 30).

Age Group Gender
Female Male Total

18–29 years 3 (10%) 6 (20%) 9 (30%)
30–49 years 12 (40%) 6 (20%) 18 (60%)
50–69 years 0 3 (10%) 3 (10%)

Total 15 (50%) 15 (50%) 30 (100%)

Of the 30 participants, 63.3% (19/30) interacted with MYA for between 5 to 15 min,
16.7% (5/30) had a 15 to 30 min interaction, 13.3% (4/30) interacted for less than 5 min, and
6.7% (2/30) interacted with the chatbot for more than 60 min.

3.2. Average Ranking of Chatbot Usability Questionnaire

The odd question numbers of the CUQ have statements that relate to the positive
aspects of the chatbot. On a scale of 1—Strongly Disagree to 5—Strongly Agree to the
positive statements about MYA’s usability, Question 3, which states ‘The chatbot was
welcoming during initial setup’ had the highest average ranking of 4.1 corresponding
to Agree. The lowest average ranking was 2.6 for Question 9 which states ‘The chatbot
understood me well’ (See Figure 1).

Figure 1. Average ranking for the positive aspects of MYA’s usability.

In Figure 2, the average ranking on a scale of 1—Strongly Disagree to 5—Strongly
Agree of the CUQ even question numbers with statements related to the negative aspects
of the chatbot are shown. Question 10, which states ‘The chatbot failed to recognize a
lot of my inputs’ had the highest average ranking of 3.4. With an average ranking of 1.8,
Question 4, which states ‘The chatbot seemed very unfriendly’ had the lowest ranking.
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Figure 2. Average ranking for the negative aspects of MYA’s usability.

3.3. Usability Study Results (According to CUQ Calculator)

In Figure 3, the chatbot usability scores for MYA, the prototype of a physical activity
social media chatbot by each participant are illustrated. The highest score was 92.2 and the
lowest was 29.7. The mean score was 57.4 ± 16.7 and the median was 60.2. Compared with
the benchmark score of 68, the usability of MYA is below average.

Figure 3. Chatbot Usability Questionnaire (CUQ) Scores for MYA.

Female participants’ median CUQ score was 60.9, and male respondents’ CUQ median
was 56.3 (See Table 3). Participants aged 18–29 years reported the highest usability CUQ
scores, with a median of 68.8; participants aged 50–69 years had the lowest CUQ scores,
with a median of 45.3 (See Table 3).
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Table 3. Chatbot Usability Questionnaire (CUQ) Scores for study participants (n = 30) according to
participant characteristics.

Participant Characteristic Mean CUQ Score Median CUQ Lowest Score Highest Score

Gender
Female 59.9 ± 18.06 60.9 29.7 92.2
Male 54.9 ± 15.5 56.3 29.7 75.0
Age Group
18 and 29 years 59.2 ± 20.7 68.8 29.7 92.2
30 and 49 years 59.3 ± 14.6 62.5 29.7 87.5
50–69 years 40.6 ± 8.1 45.3 31.3 45.3
MYA’s ability to increase physical activity behavior
Maybe 57.9 ± 16.2 60.2 29.7 92.2
No 49.1 ± 15.5 43.8 31.3 71.9
Yes 64.5 ± 17.7 68.8 29.7 87.5
Mode of Interaction
Telegram desktop app 52.6 ± 21.1 43.8 29.7 92.2
Telegram mobile app 59.5 ± 14.6 64.1 29.7 87.5
Android phone 61.5 ± 14.8 64.1 29.7 87.5
iPhone 56.9 ± 15.7 60.9 31.3 73.4

Of the 30 study participants, 9 used the Telegram desktop app and 21 used the
Telegram mobile app. A total of 12 out of the 21 Telegram mobile app users used an
Android phone, 7 used an iPhone, and 2 did not specify the type of phone used to chat
with MYA. Participants who used the Telegram desktop app had a mean CUQ score of 52.6
and a median score of 43.8 (range 29.7–92.2).

In general, participants who used the Telegram mobile app had a mean CUQ score of
59.5 and a median score of 64.1 (range 29.7–87.5). Regarding the type of phone, participants
who used an Android phone to interact with MYA had a mean CUQ score of 61.5; and
iPhone users had a mean CUQ score of 56.9 (see Table 3).

3.4. Additional Feedback from Study Participants

Three themes emerged from the analysis of the feedback from the participants. These
included:

• Identified issues: “The only thing was that the app got stuck at times, and it wasn’t clear
how to proceed or if this behavior was intended”

• Preferred chatbot features: “The random challenge is my favorite feature because it really
distinguishes this bot from fitness trackers, and motivates me to do some activity”

• Suggestions for improvements: “A weekly activity challenge would be interesting,
like a schedule with the desired level”, and “More inputs so that it can talk about everyday
subjects like weather and answer some questions”.

Additionally, some subthemes were identified. A detailed analysis of the comments
from the participants is given in Table A2 in Appendix A.

4. Discussion

In this study, we aimed to explore users’ experiences with the physical activity social
media chatbot, including identified usability issues. The mean Chabot Usability Ques-
tionnaire score was below 68, the benchmark for average usability. The highest mean
CUQ score was 64.5, recorded for participants who thought MYA could help increase their
physical activity behavior. The lowest mean CUQ score was 40.6 for participants aged
between 50 and 69 years.

4.1. Social Media Chatbot Features

The results show that the social media chatbot MYA still has potential for improvement:
the clarity of the chatbot’s comments and its communication skills should be extended
and error handling has to be integrated (i.e., dealing with unexpected user input). In
its current prototype stage, MYA’s conversation capabilities are very limited. Extending
the small talk functionality and including more variety in the motivational comments or
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features would be required to ensure user acceptance [17]. Unlike artificial intelligence
(AI) chatbot modules that may invoke hesitancy among potential users [18], MYA is a
non-AI-based social media chatbot module that interacts with users as a friend and can
therefore be effective in increasing and sustaining physical activity among users. It has also
been suggested that social rewards that entail active peer-on-peer interactions, such as a
chatbot interaction, are effective for sustaining habits [19].

Integrating MYA into a social media messenger instead of a stand-alone version of
the chatbot also has limitations. Data privacy and data security cannot be guaranteed; the
Telegram messenger has—similar to other social media messengers—been criticized with
respect to data security [20]. In a stand-alone application, this could be avoided. However,
the user would have to install an app which could have negative effects on acceptance.
Even though MYA is not supposed to store the real name of a user, users might enter their
real names or even a unique username that could make them identifiable.

4.2. Can a Social Media Chatbot Help Increase Physical Activity?

In a brief review conducted by Zhang et al. [21] that involved 7 studies on chatbot-
based behavior interventions for physical activity and diet, it was found that chatbots can
be effective in changing the activity behavior of users. Users of these chatbots, among other
things, increased their step-goal achievements [22], physical activity [23,24], and weight
loss [25].

In our study, we had mixed opinions on MYA’s potential to impact an individual’s
activity behavior, which might be due to the early prototype status of the chatbot that was
tested. Furthermore, the maximum duration of participants’ interaction with MYA was
60 min, which limits the chatbot experience and therefore participants’ ability to determine
the effect of using it. Our chatbot is still under development so there were few and/or
limited functionalities, for example, the integration with an activity tracker was simulated
at the time of this study. Some of the study participants realized this and it might have
impacted their perception of the chatbot. In addition, the communication skills of MYA
were restricted. Another usability and acceptability study will be carried out before testing
its efficacy in a clinical trial.

4.3. Study Limitations

This study has some limitations. The chatbot did not have a step-counter integrated
when the usability test was carried out; the number of steps was randomly generated,
which was not appreciated by some participants as it did not reflect the effort made that
day. However, we believe it is important to run a usability test at an early stage of system
development to ensure a well-accepted system is developed, and in this way, the time spent
developing the software is maximized.

The anonymous online survey involved volunteers, mostly students and researchers
in the field of digital health or computer science. Therefore, the findings of this study
might not be comparable to the general population, nor to other social media chatbots
for increasing physical activity behavior. Our study does not provide much insight into
the functionality and utility of the chatbot as the focus of the study was on the chatbot
prototype’s usability.

5. Conclusions

In this paper, we introduced MYA, a social-media-based chatbot for behavior change.
Our study indicates that the social media chatbot MYA is welcoming, very easy to use, has
a realistic and engaging personality, and provides useful, appropriate, and informative
responses. However, some technical issues that need to be fixed were identified and
suggestions for improvement were also made.

Further research on the use of chatbots for increasing physical activity could explore
the impact of integrating event databases or gadgets and including additional or different
behavior change techniques. In addition, future research should investigate the role of

113



J. Pers. Med. 2022, 12, 828

different functionalities and the utility of a social media chatbot for increasing physical
activity behavior.

It is only when the user experience is good and diversified that the chatbot will be
used for a longer period. By integrating the suggested functionalities, we will be able to
achieve a wide variation in the way future users interact with MYA.
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Appendix A

Table A1. MYA Usability Testing Survey.

1. What is your gender? � Female � Male � Diverse � Prefer not to say
2. What is your age group? � 18–29 years � 30–49 years � 50 – 69 years � ≥70 years
3. How often do you do physical activity? � Less than 30 min per day � More than 30 min per day � Less than 30 min per week
� More than 30 min per week � Monthly � Never � Other:
4. How did you interact with MYA? � Telegram desktop app � Telegram mobile app (Android) � Telegram mobile app (iPhone)
� Other:
5. Do you think MYA could help you in increasing your physical activity/change your current activity behavior? � Yes � No
� Maybe � Other:
6. For approximately how long did you interact with MYA? � Less than 5 min � 5–15 min � 15–30 min � 30–60 min � More than
60 min � Other:
7. Chatbot Usability Questionnaire (Holmes et al. 2019)

1
-Strongly
Disagree

2
-Disagree

3
-Neutral

4
-Agree

5
-Strongly
Agree

Q1 The chatbot’s personality was realistic and engaging � � � � �
Q2 The chatbot seemed too robotic � � � � �
Q3 The chatbot was welcoming during initial setup � � � � �
Q4 The chatbot seemed very unfriendly � � � � �
Q5 The chatbot explained its scope and purpose well � � � � �
Q6 The chatbot gave no indication as to its purpose � � � � �
Q7 The chatbot was easy to navigate � � � � �
Q8 It would be easy to get confused when using the chatbot � � � � �
Q9 The chatbot understood me well � � � � �
Q10 The chatbot failed to recognise a lot of my input � � � � �
Q11 Chatbot responses were useful, appropriate, and informative � � � � �
Q12 Chatbot responses were not relevant � � � � �
Q13 The chatbot coped well with any errors or mistakes � � � � �
Q14 The chatbot seemed unable to handle any errors � � � � �
Q15 The chatbot was very easy to use � � � � �
Q16 The chatbot was very complex � � � � �
8. Any other comments (including suggestions for improvement)?
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Table A2. Identified themes from the comments of respondents of the chatbot usability testing survey.

Theme (Subtheme) Examples of Statements

Identified Issues
Interaction Difficulties Many reverse-coded questions—A bit difficult to answer:)

If I type in ‘challenge’ in a layer where it fits, but apparently not to the Chatbot,
it is overwhelmed

Incomplete app design It’s very inaccurate when it comes to counting steps
The chatbot makes an “unfinished” impression, e.g., the menu below is not always visible

and sometimes it is shown with icons and sometimes with / text
Spelling errors Some spelling mistakes (e.g., writte (write), smartes (smartest), reapeat (repeat), etc.

A lot of spelling errors (reapeat instead of repeat, smartes instead of smartest, etc)

Unresponsive/frozen app The only thing was that the app got stuck at times, and it wasn’t clear how to proceed or if
this behavior was intended

If you want to create a new goal and have him help you with it, he hangs himself up
Preferred Chatbot features

Challenge feature The random challenge is my favorite feature because it really distinguishes this bot from
fitness trackers, and motivates me to do some activity

Goal feature I also like the functionality for checking the user-defined goals
Suggestions for Improvement

Challenge related suggestions

Avoid repeating challenge When the user does not accept the proposed challenge and asks for a different one, the
chatbot should avoid suggesting the same one again

Personalize challenges
It may be nice for the user to be able to personalize the types of challenges (e.g., in the

one-time welcome phase, ask the user to select the types of exercise he/she is never going to
accept, that can be excluded from the suggestions)

Weekly activity challenge A weekly activity challenge would be interesting, like a schedule with the desired level.
Interaction related suggestions

More facts and input The idea of a chatbot is cool, but it would need to be connected to services and give more
inputs. For example, find activities near you that you can do and suggest them

The chat is too fixed. Would have been much better if it could take varied answers.
More facts should be linked to the chatbot.

More inputs so that that it can talk about everyday subjects like weather n answer
some questions

It could be useful if it answered at least a generic sentence, or if it prompted the initial
menu again.

More empathy and motivation
Finally, she congratulates that I did 2294 steps even though I did not set a goal and she does
not motivate me to set one. I would prefer if she could be more empathic and encourage me

to set a goal.

Options always available
The second time I tried the chatbot was a bit weird. The chatbot was in a kind of “stand by”
mode, in order to discuss goals/steps/etc... again, you need to remember to type “/menu”.

Perhaps the different options should be shown all the time.
Entries should be checked for their meaningfulness. If menu suggestions are made, then

these should also work
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Abstract: Aortic aneurysm (AA) rapture is one of the leading causes of death worldwide. Unfortu-
nately, the diagnosis of AA is often verified after the onset of complications, in most cases after aortic
rupture. The aim of this study was to evaluate the frequency of ascending aortic aneurysm (AscAA)
and aortic dilatation (AD) in patients with cardiovascular diseases undergoing echocardiography,
and to identify the main risk factors depending on the morphology of the aortic valve. We processed
84,851 echocardiographic (ECHO) records of 13,050 patients with aortic dilatation (AD) in the Alma-
zov National Medical Research Centre from 2010 to 2018, using machine learning methodologies.
Despite a high prevalence of AD, the main reason for the performed ECHO was coronary artery
disease (CAD) and hypertension (HP) in 33.5% and 14.2% of the patient groups, respectively. The
prevalence of ascending AD (>40 mm) was 15.4% (13,050 patients; 78.3% (10,212 patients) in men
and 21.7% (2838 patients) in women). Only 1.6% (n = 212) of the 13,050 patients with AD knew
about AD before undergoing ECHO in our center. Among all the patients who underwent ECHO,
we identified 1544 (1.8%) with bicuspid aortic valve (BAV) and 635 with BAV had AD (only 4.8%
of all AD patients). According to the results of the random forest feature importance analysis, we
identified the eight main factors of AD: age, male sex, vmax aortic valve (AV), aortic stenosis (AS),
blood pressure, aortic regurgitation (AR), diabetes mellitus, and heart failure (HF). The known factors
of AD-like HP, CAD, hyperlipidemia, BAV, and obesity, were also AD risk factors, but were not as
important. Our study showed a high frequency of AscAA and dilation. Standard risk factors of
AscAA such as HP, hyperlipidemia, or obesity are significantly more common in patients with AD,
but the main factors in the formation of AD are age, male sex, vmax AV, blood pressure, AS, AR, HF,
and diabetes mellitus. In males with BAV, AD incidence did not differ significantly, but the presence
of congenital heart disease was one of the 12 main risk factors for the formation of AD and association
with more significant aortic dilatation in AscAA groups.

Keywords: ascending aortic dilatation; aneurysm; risk factors; echocardiography

1. Introduction

According to different systematic reviews, the incidence of thoracic aortic aneurysms (TAA)
in the general population is increasing in frequency from 5 to 10.4 per 100,000 patients [1–3].
However, there are no recommendations for screening for thoracic aortic aneurysms
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(TAAs) [4]. Only few studies have illustrated the role of different risk factors in the onset
and progression of ascending aortic dilatation [5,6] The majority of them have shown that
the prevalence of ascending aortic aneurysm increases with age and depends on sex and
body surface area. It is also known that occurrences of ascending aorta aneurysm in males
is twice higher than in females. Other recognized risk factors were arterial hypertension,
atherosclerosis, tobacco smoking, dyslipidemia, and diabetes mellitus [2,5–7]. Dyslipi-
demia is a weaker risk factor, whereas diabetes generally reduces the risk of abdominal
aortic aneurysm [8]. Furthermore, it has been shown that antihypertensive therapy and
smoking cessation can modify the dimension of the aorta in patients with abdominal aortic
aneurysms [9–11]. Only family history of AA, increase of the ascending aortic diameter
over 3 mm per year, aortic coarctation and history of arterial hypertension are powerful
predictors of aortic aneurysm [12]. On the other hand, it is known that BAV is currently
one of the most common congenital heart defects. Its detectability according to various
data in the general population varies from 0.5% to 2% of cases also associated with aortic
pathology [13,14].

Recent ESC guidelines on the diagnosis and treatment of aortic diseases recommended
beta blockers and ACE inhibitors to control hypertension, but still no pharmacological
treatment is available to effectively reduce ascending aortic dilatation. Currently, open-
heart surgery is the only effective treatment for patients with ascending aortic aneurysms
and the main measurement to recommend intervention for aortic aneurysms for surgeons
is aortic diameter [9]. It is the best predictor for operation, but there are many articles which
demonstrate that complications occur frequently with small aortic sizes and the cause of
this is unknown [15,16].

Furthermore, the progression of ascending aortic dilation to aortic dissection is well
known. Incidence of aortic dissection is still estimated to range between 2.49 and 2.78 cases
per 100,000 persons a year, and 85% of all cases are still undiagnosed before death [12].

Therefore, estimation of the individual risk profile, early diagnosis of ascending aortic
dilatation (AscAD) in high-risk patients, and elective surgery are crucial to prevent AD and
its potential progression to aortic dissection, rupture, and sudden death.

Over the years, medical centers have accumulated a significant amount of information
about patient observations [17]. This information can be used for the statistical analysis and
identification of characteristics of patients with diseases. This can be especially applicable
for asymptomatic diseases. A significant number of disparate changes in indicators allows
to identify the progression of diseases in the early stages.

This study describes clinical features and pathology patterns of a population of Russian
patients with AscAA with the aim of identifying risk factors for early diagnosis of “silent”
AscAD and aneurysm using machine learning methods, and characterizing their association
with valve morphology and patient characteristics.

2. Materials and Methods

The study protocol was approved by the local ethics committee at the Almazov
National Medical Research Centre in Saint Petersburg, Russian Federation, before the
initiation of the study according to the principles of the Declaration of Helsinki.

2.1. Study Cohort

We retrospectively analyzed the ECHO database in the Almazov National Medical
Research Centre to identify patients with aneurysms.

Furthermore, original methods of natural language processing were applied to extract
the characteristics of BAV and tricuspid aortic valve (TAV) from electronic medical records
including anamnesis, epicrisis, and results of instrumental tests [18,19].

This database included results of 145,454 ECHOs of outpatients and hospitalized
patients, who were observed and treated in the centre between January 2010 and
November 2018.
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We used the following criteria to include and exclude patients in the study:
Inclusion criteria:

1. Patient from the ECHO database whose treatment started after the 1st of January 2010
and ended before the 30th of November 2018;

2. Diameter of the ascending aorta > 40 mm;
3. For patients who underwent ECHO examination more than once during this period,

only the first results of verified AD were included in the study. ECHO was most
commonly performed in the following clinical situations: suspected cardiac etiology
based on symptoms, signs or other testing; evaluation and follow-up of subjects with
cardiovascular disease;

4. Age ≥ 18 years old.

Exclusion criteria:

5. Patients whose treatment started before the 1st of January 2010 or ended after the 30th
of November 2018;

6. Patients who did not have a complete data set.

The data set contained 50 predictors and 1 function with the following values: 1 for
the patients with AD and 0 for the patients with no AD. A total of 84,851 cases that met the
inclusion and exclusion criteria were analyzed retrospectively.

Detailed information including demographic characteristics, characteristics obtained
through ECHO, and comorbidities were extracted from outpatient clinic physical exams,
as well as from hospital charts related to hospitalizations occurring within a year before
index echocardiography was performed. Comorbid diseases were similarly extracted from
outpatient clinic and/or hospital admissions.

All patients were divided into 2 subgroups: patients with TAV, and patients with BAV.
Demographic characteristics of all patients are presented in Table 1, subgroups in Table 2.

Table 1. Demographic and clinical characteristics of all patients.

Variables N All Patients Min/Max

Age, years (median; quartiles) 84,851 59 (34; 68) 18; 107
Aortic diameter at the sinus of the Valsalva,

mm, median; quartiles 84,851 34 (31; 37) 8; 90

Aortic diameter at the proximal ascending
aorta, mm, median; quartiles 84,851 33 (30; 36) 12; 98

BMI, kg/m2, median; quartiles 27,362 27.3 (21.4; 31.0) 12.5; 97.7
AS dpmax, mmHg, median; quartiles 84,851 7.0 (5.0; 10.0) 0.36; 424

EF LV (%), median; quartiles 76,800 63.9 (56.9; 68.9) 7.0; 91.5
SBP office, mmHg, median; quartiles 84,851 130 (120; 142) 55; 270
DBP office, mmHg, median; quartiles 84,851 80 (80; 87) 20; 140

AR, n (%) 84,757 4460 (5.26) -
AS, n (%) 84,851 11,252 (13.26) -

Diabetes mellitus, n (%) 84,851 8426 (9.93) -
Hypertension, n (%) 84,851 59,711 (70.37) -

CAD, n (%) 84,851 28,440 (33.52) -
COPD, n (%) 84,851 6818 (8.04) -

Asthma, n (%) 84,851 2207 (2.60) -
Obesity, (BMI > 30), n (%) 27,362 8420 (30.77) -

Hyperlipidemia, n (%) 84,851 21,087(24.85) -
Heart failure, n (%) 84,851 35,194 (41.48) -

BMI—body mass index; SBP—systolic blood pressure; DBP—diastolic blood pressure; AS dpmax—antegrade gra-
dient across the narrowed aortic valve; AR—aortic regurgitation; AS—aortic stenosis; COPD—chronic obstructive
pulmonary disease; CAD—coronary artery disease.
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Table 2. Demographic and clinical characteristics of all patients depend on valve morphology.

Variables BAV, n = 1544
N; Median; Quartiles

TAV, n = 83,317
N; Median; Quartiles p

Age, years (median and bounds) 40.5 (18; 104) 59 (18; 88) <0.0001
Aortic diameter at the sinus of the Valsalva, mm 35 (32; 39) 34 (31; 37) <0.0001

Aortic diameter at the proximal ascending aorta, mm 36 (32; 42) 33 (30; 36) <0.0001
BMI, kg/m2 25.5 (22.8; 28.6) 27.3 (24.2; 31.1) <0.0001

AS dpmax, mmHg 18 (11; 34) 7 (5; 10) <0.0001
EF LV (%), ΦB 65.0 (59.7; 70.1) 63.9 (56.9; 68.9) <0.0001

SBP office, mmHg 130 (120; 140) 130 (120; 143) 0.008
DBP office, mmHg 80 (73.5; 83.5) 80 (80; 88) 0.0006

AR, n (%) 333 (21.72) 4127 (4.96) <0.0001
AS, n (%) 901 (58.77) 10,351 (12.42) <0.0001

Diabetes mellitus, n (%) 77 (5.02) 8349 (10.02) <0.0001
Hypertension, n (%) 861 (56.13) 58,850 (70.63) <0.0001

CAD, n (%) 249 (16.23) 28,191 (33.84) <0.0001
COPD, n (%) 101 (6.58) 6717 (8.06) 0.03

Asthma, n (%) 46 (3.00) 2161 (2.59) 0.32
Obesity, (BMI > 30), n (%) 133 (18.68) 8287 (31.10) <0.0001

Hyperlipidemia, n (%) 305 (19.88) 20,782 (24.94) <0.0001
Heart failure, n (%) 750 (48.89) 34,444 (41.34) <0.0001

BMI—body mass index; SBP—systolic blood pressure; DBP—diastolic blood pressure; AS dpmax—antegrade gra-
dient across the narrowed aortic valve; AR—aortic regurgitation; AS—aortic stenosis; COPD—chronic obstructive
pulmonary disease; CAD—coronary artery disease.

2.2. Echocardiography

All patients underwent comprehensive 2-dimensional and Doppler transthoracic
echocardiography according to current echocardiography guidelines, using the Vivid 7.0
system (GE, Philadelphia, PA, USA) [10–12]. Aortic root planimetry (including diameters
of the ascending aorta at different levels) was comprehensively assessed. Internal diameter
was measured perpendicular to the axis of blood flow routinely obtained through the
parasternal long-axis view.

Measurements of aortic diameters, ventricular sizes and function, and valve performance
were conducted according to current recommendations on echocardiography [18,20,21].
Absolute value of the maximal aortic diameter was indexed to body surface area [22].
Diagnosis of BAV was based on short-axis imaging of the aortic valve, demonstrating the
existence of only 2 commissures, delimiting only 2 aortic valve cusps. For each ECHO
case, we also analyzed the reason why ECHO was ordered. ECHO was performed in
patients with coronary artery disease (CAD) and hypertension in 33.5% and 14.2% of
cases, respectively.

2.3. Statistical Methods

Statistical analysis was performed using STATISTICA v. 10.0 (StatSoft Inc., Tulsa,
OK, USA). Baseline characteristics of the study population are given as percentages for
qualitative variables, and medians and quartiles for quantitative variables (not normally
distributed), as appropriate, by sex and aortic dilatation status. The p-test was applied to
obtain the probability for the distribution of characteristic values of different groups of
patients with BAV aneurysms compared to observed patients with TAV. Because of the
demonstration of significant differences between sexes in terms of demographic character-
istics, all the analyses were separately reported for men and women.

2.4. Data Preprocessing

We removed 1% of values having the highest z-score to filter out some obvious outliers.
Furthermore, we applied the min and max normalization to the remaining values.
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2.5. Classification Model and Feature Importance

Each experiment ran in the setting of stratified 5-fold cross-validation (i.e., randomly
80% of patients were used for training and 20% for testing, target class ratios in the
folds were preserved). A random forest algorithm was applied to calculate the feature
importance. The algorithm was implemented using Python 3.6.3 and the scikit-learn 0.19.1
(https://scikit-learn.org/stable/ (accessed on 12 May 2022)) library. A random forest (RF)
is an ensemble of machine-learning algorithms, which is best defined as a “combination
of tree predictors such that each tree depends on the values of a random vector sampled
independently and with the same distribution for all trees in the forest”.

As an additional performance assessment score, we used the area under the curve
(AUC) of the receiver operating characteristic (ROC), which represents the trade-off be-
tween sensitivity and specificity of the model. The AUC was calculated based on an
average of 5 curves (one curve per fold in the setting of 5-fold cross-validation). All the
measurements were performed separately per dataset and per model parameter value to
determine the best parameters for classifiers as well as optimal data preprocessing. The
hyperparameters optimization was performed and the results were obtained based on
having hyperparameters tuned.

The p-value was calculated using the following methods: for each sample of the dead
(<1, 1–3, 4–10), the p-value of the corresponding test was calculated for each column. Chi-
square criterion was applied for categorical features, and Kolmogorov–Smirnov test was
deployed for continuous features.

The experiments were conducted with Python 3 packages: scikit-learn [23] and Cat-
boost [24] for machine-learning models implementation, seaborn [25] and matplotlib [26]
for data visualization, smote [27] for dataset balancing, and SHapley Additive exPlanations
(SHAP) [28] for the black-box results interpretation. The discrimination was evaluated
using ROC curves.

Table 3 lists the machine learning models and parameters used in the research.

Table 3. Models and parameters.

Model Parameters

LR * (imp. feat.) ‘C’: 2.83, ‘solver’: ‘newton-cg’
LR + SMOTE (imp. feat.) ‘C’: 0.5, ‘solver’: ‘newton-cg’

LR + SMOTE (all feat.) ‘C’: 4.0, ‘solver’: ‘liblinear’
RF (imp. feat.) ‘criterion’: ‘gini’, ‘max_features’: ‘auto’

RF + SMOTE (imp. feat.) ‘criterion’: ‘gini’, ‘max_features’: ‘auto’
RF + SMOTE (all feat.) ‘criterion’: ‘gini’, ‘max_features’: ‘log2’

CC * (all. feat.) ‘depth’: 4, ‘l2_leaf_reg’: 3, ‘learning_rate’: 0.6
CC + SMOTE (imp. feat.) ‘depth’: 5, ‘l2_leaf_reg’: 2, ‘learning_rate’: 0.9

CC + SMOTE (all feat.) ‘depth’: 4, ‘l2_leaf_reg’: 1, ‘learning_rate’: 0.2
* LR—logistic regression; SMOTE—Synthetic Minority Oversampling Technique; RF—random forest;
CC—catboost classifier; imp. feat.—the model is composed using only important features; all feat.—the model is
composed using all available features.

3. Results

The population size of the study was 84,851 patients screened by ECHO.
The main reason to apply ECHO were CAD, suspected hypertension or known valvu-

lar heart disease (VHD), different variants of arrhythmia, and other reasons (Figure 1).
Only 212 (0.25%) of patients had been aware of their aortic aneurysm before ECHO was
performed in the Centre.
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However, 13,050 (15.4%) patients undergoing ECHO were diagnosed with aortic
dilatations. Demographic and clinical characteristics of all patients, who underwent ECHO,
are outlined in Table 1. The average age of all included patients was 55.8 (34:68) years.
HF, CAD, HP, and obesity were more common in the cohort than dyslipidemia or VHD.
Average EF of LV, BP, were normal. The main characteristics of 13,050 patients with aortic
dilation are shown in Table 2. Among them, the majority were male (10,202 patients,
representing 78.2%). Tables 4 and 5 present demographic and clinical characteristics of all
the patients.

Table 4. Demographic and clinical characteristics of female patients.

Variables BAV TAV

With AD, n = 150 Without AD, n = 400 With AD, n = 2688 Without AD, n = 40,925
Age, years 54.5 35 67 59

Aortic diameter
(sinus Valsalva) 36 31 38 32

Aortic diameter proximal
ascending aorta 44 (41; 47) 33 (30; 4) 41 (40; 44) 31 (29; 34)

BMI, kg/m2 26.7 24.5 28.7 27.2
ASdpmax, mm Hg. 22 (14; 44) 22 (12; 42.5) 10 (6; 19) 7 (6; 10)

EF LV (%), 66.2 66.9 64.2 65.8
SBP office, mm Hg. 122.5 120 135 130
DBPoffice, mm Hg. 80 80 80 80

AR, n (%) 24 (16.0) 67 (16.75) 372 (13.9) 1691 (4.1)
AS, n (%) 105 (70.0) 260 (65.0) 824 (30.7) 5104 (12.5)

Diabetes mellitus, n (%) 8 (5.33) 21 (5.25) 305 (11.4) 4389 (10.7)
CAD, n (%) 25 (16.67) 51 (12.75) 1041 (38.7) 11,110 (27.2)

COPD, n (%) 5 (3.33) 15 (3.75) 205 (7.6) 2365 (5.8)
Asthma, n (%) 5 (3.33) 10 (2.50) 122 (4.5) 1219 (2.9)
Obesity, n (%) 24 (30.77) 28 (13.93) 392 (42.2) 4496 (32.2)

Hyperlipidemia, n (%) 51 (34.0) 62 (15.50) 856 (31.9) 9695 (23.7)
Heart failure, n (%) 26.7 (24.5; 32.1) 24.5 (21.5; 27.5) 28.7 (25.1; 32.9) 27.2 (23.7; 31.2)
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Table 5. Demographic and clinical characteristics of male patients.

Variables BAV TAV

With AD, n = 495 Without AD, n = 499 With AD, n = 9717 Without AD, n = 29,987
Age, years, 50 29 63 56

Aortic diameter
(sinus Valsalva) 41 34 41 35

Aortic diameter proximal
ascending aorta 42 (40; 46) 33 (30; 36) 40 (37; 42) 33 (31; 36)

BMI, kg/m2, 27.1 24.3 28.4 27.0
ASdpmax, mm Hg. 20 (12; 39) 14,5 (9; 26) 7 (5; 11) 6 (5; 8)

EF LV (%), 62.9 64.9 59.4 61.6
SBP office, mm Hg. 135 130 130 130
DBPoffice, mm Hg. 80 80 80 80

AR, n (%) 129 (26.6) 113 (22.7) 1029 (10.6) 1035(3.4)
AS, n (%) 302 (62.3) 234 (46.9) 1661 (17.1) 2762 (9.2)

Diabetes mellitus, n (%) 24 (4.95) 24 (4.8) 953 (9.8) 2702 (9.0)
CAD, n (%) 119 (24.54) 54 (10.8) 4454 (45.8) 11,586 (38.6)

COPD, n (%) 52 (10.7) 29 (5.8) 1045 (10.8) 3102 (10.3)
Asthma, n (%) 16 (3.3) 15 (3.0) 230 (2.4) 590 (1.9)
Obesity, n (%) 53 (24.31) 28 (13.0) 1046 (36.9) 2353 (26.5)

Hyperlipidemia, n (%) 122 (25.2) 70 (14.0) 2901 (29.9) 7330 (24.4)
Heart failure, n (%) 282 (58.1) 195 (39.1) 4854 (49.9) 12248 (40.8)

Feature importance: According to the analysis of the significance of predictors by the
random forest method, the greatest contribution to the development of aortic aneurysm is
made by age and male sex (cut off = 0.25). Less significant contributions were provided
by Vmax AV, AS, blood pressure, AR, HF (cut off = 0.025), and other factors such as
diabetes mellitus, HP, CAD, fibrillation, asthma, obstructive pulmonary disease (COPD),
hyperlipidemia, stroke, thyroid disorders, cholecystitis, congenital heart disease (CHD),
BAV, and obesity (Figure 2).
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Figure 2. Features importance analysis.

AUC of ROC was calculated with a value of 0.92. The resulting ROC curve is presented
in Figure 3.

Among all patients who underwent ECHO, we identified 1544 (1.8%) with BAV, and
645 patients with BAV had AD (only 4.9% of all patients with AD).
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According to the results of the analysis of all patients who underwent ECHO depen-
dent on valve morphology, a more significant aortic dilatation was observed in the group
with BAV (Table 2). Besides, AS and AR verification happened in BAV patients four times
more often compared to patients without CHD. The latter were younger and had HF more
frequently (p < 0.0001), while HP, CAD, obesity, hyperlipidemia, and diabetes mellitus were
more frequently registered in patients with TAV (p < 0.0001).

All patients with AD (Table 3), regardless of valve morphology, were older, and rates
of obesity, hyperlipidemia, and HF were higher (p < 0.003).

Aortic regurgitation (AR) is more often diagnosed in TAV patients with AD (Figure 4).
Aortic stenosis (AS) was frequently verified in all AD patients besides women with BAV
(Figure 4). Furthermore, in the group of men with BAV and AD, CAD and COPD were
more frequently registered than in patients without AD (Table 3) (p < 0.0001).
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In the TAV group with AD rates of CAD, asthma (Table 3) was more frequent than in
the group without AD regardless of sex (p < 0.02). Besides, patients from the TAV group
with AD had higher blood pressure (BP) than patients without AD, also regardless of sex
(p < 0.0001). Hypotensive and lipid-reducing therapy was more common in patients with
aortic aneurysm according to our register. Table 3 shows the best performances for each
classification target.
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4. Discussion

The present study demonstrates that the prevalence of aortic ascending dilatation is
15.4% over 84,851 individuals in our region, a proportion higher than the average inci-
dence of thoracic aortic aneurysm (5–10.4 per 100,000 population) reported in the general
population [19]. Compared with epidemiological studies in other countries, our study
showed a relatively higher prevalence. This discrepancy of risk in ascending aneurysms
compared with the general population might be explained in part by the nature of indi-
viduals in the current study. The study subjects were not selected incidentally from the
general population, but they initially underwent elective TTE due to a cardiologic clinical
indication. We compared our data with another retrospective study, which was also based
on a medical center’s database. Wang et al. showed that the average incidence among
the elderly was 56.1 per 100,000 [29,30]. Unfortunately, our study showed that only 1.6%
(n = 212) of 13,050 patients with AD diagnosed by ECHO were aware of their disease. In-
deed, in the majority of cases, the disease was accidentally diagnosed during examinations
of other diseases, given that the main indication for echocardiography examination was
CAD and HP.

The previous study as well as our analysis revealed that women are less likely to have
aortic aneurysms compared to men, but women with abdominal aortic aneurysms are at
higher risks of aneurysmal dissection, rupture, and complications-related mortality than
men [17,18].

In our study, we identified significant risk factors associated with ascending aortic
dilatation. According to our results, patients with AD were older than patients without AD,
suffered more often from obesity, and had hyperlipidemia and HF more often. However,
only males with AD in BAV patients have more often shown CAD, COPD, and AS. Besides,
TAV patients with AD were older than TAV patients without AD, had higher BP, suffered
more often from obesity, and had hyperlipidemia, CAD, HF, AR, and AS more often. Low
prevalence of CAD, HP, and COPD in patients with BAV can reflect another mechanism of
the formation and a possible influence of genetic factors [31].

We also observed a higher prevalence of aortic regurgitation and AS in all groups with
AD besides the frequency of AS in females with BAV. During the analysis, both men and
women had an AS and AR frequency four times higher in patients with BAV.

However, given that the number of females with BAV and AD is less than that of other
patients, this did not affect the results of the machine learning analysis of the significance
of AD development predictors. According to the results of the machine learning analysis, it
is AS that has the greatest impact on the development of AD. On the one hand, the data we
obtained contradicts the analysis conducted by Boudoulas et al., which demonstrated that
aortic pathology in combination with AS was mostly found in patients with BAV, while
only 3% of cases were found in patients with TAV [32].

On the other hand, the results of this analysis once again confirm the contribution of
the hemodynamic role of AD formation called “post-stenotic aortic dilatation” due to the
influence of the high-velocity turbulent transaortic jet on the aortic wall. An interesting fact
is the contribution of diabetes mellitus, CAD, asthma, and COPD to the formation of AD.
In general, the understanding of the formation of these diseases follows an inflammatory
theory. In particular, Liu. et al. demonstrated a possible mechanism for increasing the
size of the abdominal aortic aneurysm in the presence of a lung asthma allergic disease
through the activation of an immuno-inflammatory pathway in mice. Intraperitoneal
administration of an anti-IgE antibody suppressed AAA lesion formation and reduced
lesion inflammation, plasma IgE, and bronchioalveolar inflammation [33]. Rosa et al.
showed an inverse association of soluble IL6R with abdominal aortic aneurysm [34]. As for
diabetes mellitus, there is currently conflicting data from some authors about its protective
effect on patients with AD [35–37]. The results of other studies confirm the negative role of
diabetes mellitus for patients with AD [38,39]. Furthermore, Ortega et al. demonstrated
that inhibition of SGLT-2 by empagliflozin inhibits AAA formation and can represent a
promising therapeutic strategy to prevent AAA progression [40].
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In conclusion, our data confirms the importance of echocardiography screening in
patients with a known risk factor for aortic dilation. In addition to patients with a known
diagnosis of AS, AR, and CAD, ECHO should be performed in patients with diabetes
mellitus and asthma, especially in older males. Similarly, if BAV was diagnosed, but
aortic dilatation or another pathology was not verified, it is necessary to repeat a control
echocardiography, especially if age exceeds 40 years. For example, the risk of aneurysm is
26% at 25 years after the initial diagnosis of BAV at echocardiography, with an incidence
of approximately 85 cases per 10 000 patient–years, which represents 80 times the risk of
aneurysm formation of the general population [41]. However, the follow-up time interval
between BAV diagnosis and aneurysm formation is unpredictable in a single patient.
Therefore, a strong recommendation for annual follow-up shall be made for ascending
aortic diameters > 45 mm. Large clinical registries based on electronic health records
(EHRs) may be used to assess different treatment strategies, to evaluate multiple risk
factors and/or outcomes simultaneously, to test associations in subpopulations, to analyze
longitudinal outcomes and adverse effects for large cohorts of diverse patients, and to
capture uncommon diseases or conditions that are rarely examined in traditional clinical
trials. However, analyzing these data is not easy due to differences in EHR encoding
systems and data fragmentation across practices and institutions.

Study Limitation

This study is based on a retrospective analysis of clinically obtained patient data
derived from a single center. It is not truly a population-based research. All patients were
admitted and followed-up in a tertiary referral center. This may have led to a selection bias
of a higher risky population of patients. Both biases can be minimized by the inclusion of
all consecutive patients undergoing echocardiography between 2010 and 2018. Another
limitation of this study was the selection of patients based only on the performance of an
echocardiographic study.

5. Conclusions

Our study showed a high prevalence of ascending aortic dilatation, most of which is
completely asymptomatic. This fact puts these patients at great risk of severe aortic-related
complications. Recognition of risk factors for aortic dilatation can lead to individualized
screening programs. AS, AR, diabetes mellitus, CAD, and asthma are established major
risk factors for echocardiography screening in order to identify unknown ascending aorta
aneurysms, especially if the patient has other risk factors for AD such as COPD, obesity,
hyperlipidemia, HP, BAV, age, and male sex.

The need for such ultrasound screening in patients with ascending aorta aneurysm is
confirmed by the results of a similar survey of patients with abdominal aneurysm, which
demonstrated a reduction in aneurysm-related mortality in men older than 65 years [42,43].

We have identified the main risk factors, the commonality of which results in the
activation of the immuno-inflammatory system, which can help in finding therapeutic
targets for the treatment of thoracic aortic dilation.
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Abbreviations

AA aortic aneurysm
AscAA ascending aortic aneurysm
AS dpmax antegrade gradient across the narrowed aortic valve,
AD aortic dilatation
AR aortic regurgitation,
AS aortic stenosis,
AV aortic valve
BAV bicuspid aortic valve
BMI body mass index,
CAD coronary artery disease
CHD congenital heart disease
COPD chronic obstructive pulmonary disease,
DBP diastolic blood pressure,
ECHO echocardiographic
HF heart failure
HP hypertension
SBP systolic blood pressure,
TAA thoracic aortic aneurysms
VHD valvular heart disease
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Abstract: The primary goal of this paper is to develop an approach for predicting important clinical
indicators, which can be used to improve treatment. Using mathematical predictive modeling
algorithms, we examined the course of COVID-19-based pneumonia (CP) with inpatient treatment.
Algorithms used include dynamic and ordinary Bayesian networks (OBN and DBN), popular ML
algorithms, the state-of-the-art auto ML approach and our new hybrid method based on DBN and
auto ML approaches. Predictive targets include treatment outcomes, length of stay, dynamics of
disease severity indicators, and facts of prescribed drugs for different time intervals of observation.
Models are validated using expert knowledge, current clinical recommendations, preceding research
and classic predictive metrics. The characteristics of the best models are as follows: MAE of 3.6 days
of predicting LOS (DBN plus FEDOT auto ML framework), 0.87 accuracy of predicting treatment
outcome (OBN); 0.98 F1 score for predicting facts of prescribed drug (DBN). Moreover, the advantage
of the proposed approach is Bayesian network-based interpretability, which is very important in the
medical field. After the validation of other CP datasets for other hospitals, the proposed models can
be used as part of the decision support systems for improving COVID-19-based pneumonia treatment.
Another important finding is the significant differences between COVID-19 and non-COVID-19
pneumonia.

Keywords: COVID-19; pneumonia; dynamical Bayesian networks; treatment trajectories; auto ML

1. Introduction
1.1. Background

The COVID-19 pandemic has affected the world for over two years. According to [1],
over six million people have died and almost half a billion people have been infected
during the pandemic. New mutated strains, such as the Omicron variant, spread around
the globe and produce an immune escape, with a higher risk of reinfection than the Beta
and Delta variants. It not only invades the respiratory system but also causes other organ
injuries in severe cases, such as kidney injury, liver injury, myocardial injury, coagulation
dysfunction, and gastrointestinal symptoms [2].

Symptoms of respiratory system failure are highly frequent in COVID-19 cases [3].
Over 15% of hospitalized COVID-19 patients develop acute respiratory distress syndrome
(ARDS). The mortality of the critically ill group of COVID-19 patients is comparable with
that of severe ARDS, reaching approximately 40% at day 30 after admission to the intensive
care unit [4]. Most frequent reasons of ARDS are different types of pneumonia [5]. Therefore,
the research of COVID-19 pneumonia is an essential and urgent task.

A disease trajectory modeling approach might be used for proper COVID-19 pneu-
monia diagnosis and treatment. Kim et al. claim that monitoring the early trajectory of
pneumonia extent on chest radiographs could further stratify patients at risk for worse
outcomes beyond the baseline tests [6]. Other studies provide new ideas to understand
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the heterogeneous etiopathology of COVID-19 patients and the associations of distinct tra-
jectories with disease severity, which is essential to improve early risk assessment, patient
monitoring, and follow-up schedules [7].

The outlined studies underscore the necessity of pneumonia disease trajectory mod-
eling. In this article, we propose our own approach, using both ordinary and dynamic
Bayesian Networks, but also modern auto ML approaches.

1.2. Related Works

There are many methods described in the literature that have been used for predictive
modeling of disease trajectory. The most frequent approaches are hidden Markov models
(HMM), deep learning, expert-based modeling, and Bayesian networks (BN). Hereinafter,
we call these approaches as A, B, C, and D, respectively.

Approach A is a standard tool for disease modeling [8,9]. Yusuf A Amrulloh et al.
presented a cough model based on the HMM. With data collected from a pediatric popula-
tion diagnosed as pneumonia and asthma, the model achieved an accuracy of 82.7% for a
pneumonia prediction task [8]. Ozonoff et al. proposed an approach based on HMMs, and
demonstrated it on pneumonia and influenza (P&I) mortality data [9]. The paper shows
that hidden Markov models are intuitively motivated and demonstrate improvements in
goodness-of-fit, when applied to retrospective P&I mortality data. However, approach
A does not consider “past” states of variables and relies on the current state of the pre-
sented variable. Furthermore, this approach cannot provide an approximation of difficult
relationships between medical indicators.

Unlike approach A, deep learning approach B uses more sophisticated algorithms for
constructing the model [10–12]. Artificial neural networks (ANN) have been used for pneu-
monia predictions [10]. Using a backpropagation algorithm, the feedforward ANN was
trained on sociodemographic, symptom, sign, comorbidity, and radiographic outcome data.
Among adults suffering from acute respiratory disease, the model accurately discovered
patients with and without pneumonia [11] in a retrospective study for testing the ability of a
deep learning algorithm at extracting features from chest x-rays (CXR) to track and predict
radiological evolution. CXR deep learning features showed promise for classifying disease
trajectory and may inform triage decisions after validation. CXR data have been used
differently by Hoon Ko et al. [12], to develop an artificial intelligence technique to diagnose
COVID-19 pneumonia in CT images and differentiate it from non-COVID-19 pneumonia
and non-pneumonia diseases. Their fast-track COVID-19 classification network (FCONet),
a simple 2D deep learning framework based on a single chest CT image, provided excellent
diagnostic performance in detecting COVID-19 pneumonia. Despite the great performance
of the deep learning approach in a large variety of tasks, it lacks interpretability, which is
an essential part of disease modeling.

This disadvantage was eliminated by approach C, which nowadays is frequently
used together with approach D [13,14]. For example, Shaochong Lin et al. aimed to
develop a machine-learning model that identifies future high-cost patients with chronic
obstructive pulmonary disease (COPD) and to ensure that such a model incorporates
expert knowledge about causal relationships [13]. The learning BN structure was later used
for model creation and showed considerable improvement compared with the baseline
machine-learning methods. An application of expert knowledge towards learning BN
structure is covered in [14]. Using multiple kinds of expert knowledge, it was shown that
such an approach facilitates the knowledge engineering process and allows us to perform
hybrid structure learning algorithms. Expert-based modeling could be used as a starting
point of research or as a facilitation for some other methods, such as approach B. However,
it has many limitations, such as the frequent lack of sufficiently evidence-based conclusions
and statistically confirmed patterns of disease development [15].

Approach D is widely used in studies on COVID-19. Bayesian networks are known
for underlying causal assumptions and interpretability and are widely used in disease
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modeling. For example, in our previous work, we compared BN and HMM built on
COVID-19 pneumonia patients′ clinical data [16].

Nowadays, the continuous time Bayesian network (CTBN) and dynamic Bayesian
network models have become an object of interest for many researchers in disease modeling.
For example, Gatti et al. created a CTBN that was used to diagnose cardiogenic heart failure
and to anticipate its likely evolution [17]. The proposed model managed to overcome
the strong modeling and computational limitations of dynamic Bayesian networks (DBN)
and allowed the direct representation of time, offering valid computational machinery
for medical inference. For COVID-19 pneumonia, we propose a new approach, which
facilitates the advantages of time period modeling and Bayesian networks and allows us
to build complex and more realistic models for a COVID-19 pneumonia disease trajectory
prediction task.

1.3. The Research Question

In the Introduction, we described reasons for researching COVID-19-pneumonia. In
a short version of this paper, we investigated differences between CP and ordinary pneu-
monia [16]. Using these differences, we created models for automatically distinguishing
different types of pneumonia. This model showed a prediction quality of more than 85 for
the F1 score (best model: hidden Markov model, with 95% F1 score on the test samples).
After validations using other COVID-19 datasets, it could be deployed in practice. However,
using this model, we cannot improve the treatment process. These models do not support
finding an optimal treatment strategy for new patients. Thus, we need to upgrade our
approach.

To find an optimal treatment strategy for new CP cases, medical specialists need high-
quality predictions about the future dynamics of important patients′ condition indicators.
Here and below, we refer to predictions with a quality of more than 0.85 in terms of F1
score or accuracy on cross-validation for the test samples (that were not used for training
models) as “high-quality predictions” and “high-quality models”.

These predictions should consider specifics of each treatment case and use all im-
portant history for the approximation of future indicators. Predictions should include
treatment results, length of stay (for optimal planning of hospitals resources, which is
especially important during a pandemic), and dynamics of all condition indicators as
time-sequences for early prevention of critical conditions.

For solving the problem, we can use methods listed in the section Related Work.
HMM models, according to approach A, are high-interpretations tools [18]. However,
they cannot investigate the complex relationships between medical indicators. Neural
networks, according to approach B, cannot be used, because predictions by this tool are
hard to interpret. Moreover, validations using expert knowledge could be difficult. The
literature overview on approaches B and C, as well as our experience with real COVID-19
data, show that Bayesian networks can make approximations with high enough quality
(92% precision in a task of defining type of pneumonia [16]) of statistical influence from
patients’ conditions to the targets.

Specifics of real data have many gaps for important indicators. For aggregated data,
we divided the length of stay into several time intervals and aggregated values from this
interval (the method is described in Sections 2.1 and 2.2). We used a set of ordinary BN to
find statistical relationships between the indicators from each treatment time interval. Then,
we deployed DBN to find relationships between the indicators from different intervals
and to predict all the values for the next interval using the last interval. Finally, we
applied hybrid methods (auto ML and DBN together) for improving the prediction quality.
Thus, we can predict full future sequences of values for each medical indicator using only
information from the first interval.

2. Materials and Methods

Figure 1 shows a chart of the procedure.
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Figure 1. Procedure. Research includes 3 stages and 11 steps. 

The first stage is data mining. In the first step, 6,302,049 electronic medical records 
from 2445 cases of COVID-19-based pneumonia were extracted from the Almazov Medi-
cal Research Database. The data are described in detail in Section 2.3. In the second step, 
we selected important features, using knowledge from the following three sources: clini-
cal recommendations, experts′ knowledge, and works of other researchers. We selected 
160 medicals indicators that are important in predicting treatment dynamics and treat-
ment outcomes. Then, we performed data pre-processing. To overcome the problem of 
gaps, we used the MICE algorithm [19]. For coding categorical features, we applied the 
one-hot-encoding method. In the fifth step, we divided each treatment interval into sev-
eral time intervals. Then, information for each interval of several days was aggregated 
and each interval was considered as a discrete time point. Patients′ conditions do not 
change every day, and for high-quality modeling of the trajectory of changing important 
indicators (in terms of metrics and experts′ opinion), we need aggregated time points. 

In the second stage, patient condition indicators′ dynamics were predicted; this in-
cludes steps 6–7. In the 6th step, we trained OBN and DBN models using real data. These 
steps are described in detail in Sections 2.1 and 2.2. Thereafter, we investigated statistical 
relationships between the indicators at each time interval using OBN. Furthermore, we 
tried using these networks to predict the treatment results. Then, we researched probabil-
istic relationships between the indicators at different time intervals using DBN. Based on 
trained DBN, we created tools for predicting sequences of all important indicators and 
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Figure 1. Procedure. Research includes 3 stages and 11 steps.

The first stage is data mining. In the first step, 6,302,049 electronic medical records
from 2445 cases of COVID-19-based pneumonia were extracted from the Almazov Medical
Research Database. The data are described in detail in Section 2.3. In the second step,
we selected important features, using knowledge from the following three sources: clini-
cal recommendations, experts′ knowledge, and works of other researchers. We selected
160 medicals indicators that are important in predicting treatment dynamics and treatment
outcomes. Then, we performed data pre-processing. To overcome the problem of gaps,
we used the MICE algorithm [19]. For coding categorical features, we applied the one-hot-
encoding method. In the fifth step, we divided each treatment interval into several time
intervals. Then, information for each interval of several days was aggregated and each
interval was considered as a discrete time point. Patients′ conditions do not change every
day, and for high-quality modeling of the trajectory of changing important indicators (in
terms of metrics and experts′ opinion), we need aggregated time points.

In the second stage, patient condition indicators′ dynamics were predicted; this in-
cludes steps 6–7. In the 6th step, we trained OBN and DBN models using real data. These
steps are described in detail in Sections 2.1 and 2.2. Thereafter, we investigated statistical
relationships between the indicators at each time interval using OBN. Furthermore, we tried
using these networks to predict the treatment results. Then, we researched probabilistic
relationships between the indicators at different time intervals using DBN. Based on trained
DBN, we created tools for predicting sequences of all important indicators and treatment
duration. Indicators included therapy. Therefore, we can predict future therapy effects in
terms of changing important indicators for all time intervals. We validated models using
classical metrics for predictive tasks and results of other researchers.

The third step included experiments for comparing and improving models from the
second step. In step 8, we created DBN for improving prediction quality by ordinary BN
for some time intervals. In step 9, we used the modern auto ML method for predicting
length of stay (LOS) for CP-patients in hospitals and used a hybrid of the auto ML method
and DBN approaches to achieve better predictive quality. Then, we compared methods
(step 10) using cross-validation and classical metrics. Finally, we developed software for
using the proposed models as part of medical decision support systems.

2.1. Simple Bayesian Networks

A BN is a directed acyclic graph, whose nodes represent random variables, and
links express dependencies between the nodes. Each node is a random variable, i.e.,

133



J. Pers. Med. 2022, 12, 1325

Ni ∈ N(1 ≤ i ≤ n). Each edge is a link, E ⊆ N×N, and P is joint probability distribution,
described as

P(N) = ∏
Ni∈N

P(Ni|π(Ni)) (1)

where π(Ni) is the set of parent nodes of Ni. In this article, we use hybrid Bayesian
networks that contain both discrete variables and continuous variables [20].

Training Bayesian networks is a process of estimating parameters P that best represent
the given data set D and creating a Bayesian directed acyclic graph (DAG). Several quality
metrics of Bayesian networks exist, such as Bayesian information criterion (BIC) [21],
maximum description length (MDL) [22], or Akaike information criterion (AIC) [23]. One
of the most common metric of quality for created BN is log-likelihood (LL) [24], which is as
follows:

LL(B|D) = ∑Ni
log(P(Ni|P(Ni|πB(Ni)))) (2)

where B is the Bayesian network over D, and |πB(Ni) is the parent node of Ni in B.
This metric is often used for creating predictive Bayesian networks in medical tasks [25,26]

and results in high performance of the created models. For example, in the paper [25], BN
showed 0.89 AUC-ROC quality in a task of medical classification. This result was better
than the results of a logistic regression model and naive Bayesian classifier. In task [26], the
Bayesian network and regression method were implicated in treatment cost prediction. This
model showed 89.14 accuracy, which is better than the second result (by locally weighted
LASSO regression model) by 4%.

Furthermore, the authors empirically evaluated the capability of various scoring
functions of Bayesian networks for recovering true underlying structures [22]. Z. Liu and
colleagues explained that MLD and BIC methods consistently outperform other scoring
functions, such as Akaike’s information criterion (AIC), Bayesian Dirichlet equivalence
score (BDeu), and factorized normalized maximum likelihood (fNML). In the current paper,
we use BIC to find the optimal DAG structure for Bayesian dynamical networks.

We train Bayesian networks to carry out the following tasks:

• Find statistical patterns between patients′ condition indicators.
• Select dynamical predictors (indicators and time of its measurement) of treatment

outcomes.
• Predict treatment outcomes.

The algorithm for training the network includes the following five steps:

1. The dataset is separated by 5 time periods—each period lasts 7 days. Patients′

conditions do not change every day. For researching statistically significant patterns,
we, therefore, aggregate information for each interval.

2. Learning the DAG. There are two approaches for finding the structure of the BN
graph, score-based structure learning algorithms and constraint-based algorithms.
We try to use two methods from the first approach—hillclimb search and Chow-liu
and one method from the second approach—constraint-based search [27]. Hillclimb
search performs a greedy local search that begins with default DAG without edges
and proceeds by iteratively performing single-edge manipulations that maximally
increase the score (BIC). Chow-liu is based on the hypothesis that networks have a
tree structure. The tree structure shows the best metric, given that each node has at
most one parent. The constraint-based approach identifies probabilistic dependencies
in the data set based on hypothesis tests, such as chi-square.

3. Learning the network parameters using the maximum likelihood estimation method [28].
4. Visualizing Bayesian networks as graphs. Nodes were clustered using the modularity

maximization method. This method is based on the widely-used objective function to
determine communities from a given network [29].

5. Estimating the predictive quality of each network in terms of predicting treatment
outcomes by using the classical metric of predictive tasks, including F1 score for the
classification problem and mean absolute error (MSE) for regression.
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2.2. Dynamic Bayesian Networks

In this research, we went beyond ordinary Bayesian networks by using dynamical
Bayesian networks (DBN). A DBN is a Bayesian network that relates variables to one
another over adjacent time steps. Figure 2 demonstrates the visualization of an example
DBN, which includes three states A, B, C and four time periods (0–3). By states, we mean
any components of an object (patient) condition in a dynamical discrete system, which may
be related to one another within one-time intervals and between different time intervals,
as shown in Figure 2. Processes of learning parameters and structures, as well as making
inferences, are similar to ordinary BN. The structure of DBN is described in more detail
in [30].
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In this paper, we use DBN for the following tasks:

• Research of dynamical statistical patterns of treatment trajectories.
• Predicting the full future trajectory of important patients′ indicators
• Predicting the therapy effect in terms of treatment outcomes and length of stay (therapy

included in factors of networks)

The algorithm for training DBN is described in the chart below (Figure 3).
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The algorithm comprises the following steps:

1. The dataset is separated into 5 time periods, each of them with a 7-day length.
2. The MICE algorithm is applied to fill the missing data, since real clinical data might

contain missing values. Features without data are dropped.
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3. Information from day t to day t +1 is merged and used for the creation of Bayesian
networks. Data are separated into train and test datasets for every time.

4. Learning DAG and parameters of joint probability distribution are similar to learning
for ordinary BN (algorithm in the item 2.2). All networks learn using the BAMT
python package [31,32].

5. We validate DBN using only test samples. Using models, we made predictions of
the treatment outcomes and a series of important patient condition indicators using
the following algorithm: using initial data from t-0 interval, we provide predictions
of all the medical indicators for t-1 interval; using predicted indicators, we make
predictions for the t-2-time interval, and so on. When we have predictions of the
patients′ condition indicators, we predict the treatment outcomes.

6. For analyzing structures of trained DBN, we visualize it as a graph; we deploy the
method of modularity maximization to divide networks into clusters and to analyze
the model’s structure.

2.3. Data

The study is based on a dataset including 6,302,049 medical records for 2445 patients
who were treated for COVID-19 pneumonia at the Almazov National Medical Research
Centre, St. Petersburg, Russia, in 2020–2021. There are several entries and exclusion criteria
for a patient to be included in dataset. The criteria are shown in Table 1.

Table 1. Entry and exclusion criteria for including a patient in the dataset.

Entry Criteria Exclusion Criteria

1. COVID-19-based pneumonia
2. Minimum length of stay is three days
3. Treatment outcomes include lethal outcome
and hospital discharge
4. Treatment process was inpatient

1. Observation period less than three days

For analysis, we used electronic medical records that fully describe each treatment
cases. Information includes results of laboratory tests (blood, urine, cerebrospinal fluid,
etc.); results of diagnostic procedures, such as CT scans of the lungs, x-rays, clinical
parameters, such as heart rate, blood pressure, anthropometric parameters; symptoms;
vaccination information; physical measurements; lifestyle; medication and many more. The
time interval for each treatment case is described using a set of more than 160 indicators.
Table 2 describes these data in more detail.

Table 2. Medical indicators for treatment cases.

Feature’s Group Features

Anthropometrics parameters Height, weight, gender, body mass index, body surface area.

Simple measurements Systolic blood pressures (SBP), diastolic blood pressure; (DBP), heart rate, temperature, saturation
(SPO2), respiratory rate.

Laboratory results 101 indicators: different type of laboratory tests: venous and arterial blood tests, urine tests,
cerebrospinal fluid tests, etc.

COVID-19 symptoms Headache, unconsciousness, cough, sore throat, pus in the throat, feeling of congestion in the chest,
type of breathing, weakness, decreased consciousness.

Results of diagnostic procedures The presence of clinical manifestations of severe pneumonia, the percentage of lung tissue damage,
the severity of the course, the patient’s condition, NEWS score, etc.

Vaccination Flu, pneumonia, COVID-19 vaccination.
Complications Multiple organ failure, septic shock, febrile fever, unstable hemodynamics.

COVID-19 therapy
Information of prescribed therapy for COVID-19 treatment drugs from clinical recommendations,
including glucocorticosteroids, monoclonal antibodies, anticoagulants, antivirals, non-steroidal

anti-inflammatory drugs and other drugs from current clinical recommendations.
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3. Results
3.1. Simple Bayesian Network-Based Analysis

We trained four BN (for each period) using the algorithm described in Section 2.1. One
of the main goals of training BN is to research statistical relationships between medical
indicators, and to analyze the dynamics of these relationships. For that purpose, we
presented BN as graphs and applied the method of modularity maximization for analyzing
the graph’s structure. We considered how the relationships and graph structure changed in
the models for the first- and last-time interval (graphs in Figure 4).
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We can observe that these two graphs have different structures. Table 3 describes those
clusters and our conclusions in some detail.
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Bayesian network graphs show different relationships between indicators and different
set of nodes with links to treatment outcomes for different time intervals. We also analyzed
the graphs for other time intervals and made conclusions from the statistical relationships
and their changes over time. The lists of dependencies and joint probability distributions are
important findings for fundamental medicine. We analyzed clusters with treatment outcomes
for first-time and last-time intervals in detail. Subgraphs are shown in Figures 5 and 6.
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The first target is the length of stay, which has links to all indicators of the purple
clusters. These indicators include blood and urine laboratory results, level of saturation,
percentage of lung tissue damage, heart rate, and gender. Other researchers confirmed parts
of these relationships, e.g., the influence of lymphocytes [33] on treatment outcomes. Node
results (the binary indicator of treatment outcome—fatal or recovered) have three links
(marked red) to saturation (matched to the results of other researchers [34]), neutrophils
(matched to results in [35]) and length of stay (the dependency is evident).

The purple cluster of the graph was based on medical indicators from the fourth
time interval (from day 21 to day 29 of the patient’s stay in the hospital) and has many
similarities with the cluster for the first interval. The length of stay was connected to all
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indicators of the clusters. Most indicators match for these two graphs, which demonstrates
the stability and significance of the discovered relationships in the two graphs. The graph
in Figure 6 shows a link between the length of stay and C-reactive protein (its link with
COVID-19 outcome has been proven in many studies [36]) on the one hand and PLT (which
influences COVID-19-related length of stay as described in [37]) on the other hand.

Similarly, predictors of treatment outcomes were identified for the graph of each
interval. The statistical connections found, as well as some references to the work of other
researchers who obtained similar results, are shown in Table 4.

Upon training, four BN were validated. For the test samples, we predicted treatment
outcomes and estimated the predictive metrics. For the variable of treatment result, the
metrics are accuracy and F1 score (classification problem). For the variable of length of stay,
the metric is the mean absolute error (MAE). We state that the proposed hybrid Bayesian
network can predict categorical and continuous variable simultaneously. In addition, its
advantage in comparison to some ML models is that they solve only one type of task
(classification or regression). To solve two tasks, we need to train two ML models. Table 5
shows the metrics for each interval and variables. All metrics have been calculated using
cross validation with 5 folds.

The metrics show that the predictive quality of the treatment results increases from
the t-0 to the t-2 interval. As for the t-3 interval, it decreases significantly. Many patients
leave the hospital before the beginning of this interval (recovery or fatal outcome). There-
fore, there were fewer precedents, which explains the deterioration in the quality of the
prognosis.

The quality of prediction of treatment outcomes is more than 0.8 (quality improves as
new information becomes available, as observed in Table 5), for a length of stay MAE near
one week. Figure 7 presents violin plots with real and predictive distributions of length of
stay. We can observe that, for all intervals, the probability distribution is similar. Therefore,
we can use this model for predicting the length of stay for a large patient population.
However, the MAE metric is more than 10 for the t-3 intervals. For one patient, the error
could be significant. We improve the quality for this interval using dynamical Bayesian
networks further.

Using ordinary BN, we found statistical patterns and selected predictors for each
treatment outcome for each time interval. Furthermore, we used information for creating
more complex predictive models.

3.2. Dynamical Bayesian Network-Based Analysis

For improving the prediction quality of length of stay, we developed dynamical
Bayesian networks (DBN) that consider dynamical relationships between indicators and
make better approximations than ordinary BN. Algorithms used for creating DBN are
described in Section 2.2. We use the BIC metric for finding the DAG structure, and the
log-likelihood metric for parameters learning. Furthermore, we use modern soft BAMT
for working with DBN [32]. We selected features for DBN to be considered for detecting
dependencies, as described in Section 3.1. The DAG of the created model is presented in
Figure 8.

The results of modularity maximization clustering are four clusters within the graph.
The investigation of the graph structure reveals that the model considers the age variable
to be the most essential one for all patients and allows the consideration of a large variety
of symptoms (including severe ones) every time. Using this network, we can predict length
of stay. The quality of prediction is estimated using the MAE score. DBN improved the
results of predicting the length of stay using information from the t-3 interval. DBN shows
8.12 MAE against 10.22 by using the simple Bayesian network from the 3.1 item. The
major advantage of DBN is its good interpretability, as well as the increased confidence of
doctors.
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Table 5. Metrics of BN models.

t0 t1 t2 t3

Treatment outcomes—accuracy 0.87 0.94 0.95 0.84
Treatment outcomes—F1-score 0.84 0.93 0.95 0.82

Length of stay 8.61 7.3 9.18 10.22 (needs improvement)
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Figure 8. DAG for DBN for predicting treatment outcomes and length of stay.

Next, we created a separate DBN for predicting time series of variables that are
important for treatment outcomes. We selected a set of variables based on the conclusions
from Section 3.1. The created model has been visualized in a graph form, applying the
modularity analysis to locate clusters and to obtain insights about the model’s inner
structure (see Figure 9). This model uses information from the patients′ blood tests (such
as PLT) and lung tissue damage data to predict a set of features, which would directly
affect the future condition of the patient. Using initial data from blood tests at the t0 period
and data about vaccination or general health state, it evaluates the severity of lung tissue
damage for every period, mostly relying on blood test data.

The modularity analysis divided nodes into four clusters with different structures
than those in the previous DAG. We trained networks and predicted all variables (from the
graph) using only real values from the first time. The violin plots showed similarities in the
probability distributions of the real and predicted variables (Figures 10 and 11).
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After validation using classic predictive metrics and comparisons of distributions, we
concluded that the quality of the model is sufficient for deploying DBN in combination
with auto ML methods to predict the length of stay (Section 3.3).

One of the main goals of this research is the prediction of future therapy trajectories
for CP patients. Using the created DBN, we provided predictions of therapy trajectories
in terms of sequences of prescribed CP drugs. The learning process is similar to the
models described above. Nodes include a list of anti-CP-drugs that are most frequently
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applied in Russian hospitals at different time periods, including the following: ambroxol,
dexamethasone, bisoprolol, azithromycin, etc. We assessed the therapy frequency in
different intervals. Thereby, patients with and without applied therapy were in our training
data for further estimation. Table 6 shows the quality metrics of proposed DBN.

Table 6. Metrics of DBN predictions facts of prescribing drugs in different time intervals.

t-1 t-2 t-3 t-4

F1-score—dexamethasone 0.8421 0.8666 0.9 0.8333
F1-score—ambroxol 0.6516 0.6538 0.6136 0.998

F1-score—azithromycin 0.7481 0.8461 0.8421 0.4166
F1-score—bisoprolol 0.743 0.74 0.5133 0.909

The created DBN is capable of predicting therapy trajectories and combines both
therapy and patient clinical data. The model enables the prediction of therapy trajectories
every time (see Figure 12). We achieved the best overall f1-score (higher than 0.8) with
the drug dexamethasone. For ambroxol, we observed the best score of 0.998 for the t4
period; however, metrics for the t1–t3 periods state that the model needs more fine-tuning
to predict such therapy successfully and thoroughly. The model performed well with the
azithromycin prediction. However, the prediction quality was significantly decreased for
the last period. The root cause of this problem lies in the lack of training data for the later
periods, which affects both the t3 and the t4 intervals.
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From Table 6, with enough training data available, the model could provide decent
scores, but therapy predictions for later periods were not as precise as for the t1 and t2
periods. However, with enough training data provided, the model increased its perfor-
mance for the later time periods. The metrics for t1–t2 demonstrated good quality for
approximations of relationships between patients′ condition indicators and prescribing
therapy. After validation by medical specialists, this model could, therefore, be used for
simulating the process of therapy prescribing, and for supporting decision-making in the
COVID-19-pneumonia treatment process.

3.3. Hybrid Approach

In modern bioinformatics literature, authors often use various machine learning
methods for creating predictive models. In specific practical settings, results of BN can
upgrade the quality of ML models, and CP outcome prediction is one of these tasks.
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We provided such an outcome by using FEDOT [45] for predicting the length of stay
and the output of DBN for improving the quality of FEDOT’s results. FEDOT is an
open-source framework for automated modeling and machine learning (auto ML). It can
build custom modeling pipelines for different real-world processes in an automated way
using an evolutionary approach. FEDOT supports binary and multiclass classification,
regression, clustering, and time series prediction tasks [46]. We deployed it for predicting
the length of stay and compared results of the FEDOT method with the hybrid method,
combining FEDOT and DBN to predict future series of medical indicators. The FEDOT
algorithm includes the following steps: feature selection using the tree-based features
importance method; developing the structure of FEDOT model, including modeling the
process pipeline as sequences of the methods for preprocessing and prediction; cross-
validations with the MAE metric. The hybrid method included just one extra step. Before
we selected the features for each sample, we trained DBN, and we predicted the future
time-series of indicators that were important in terms of treatment outcome predictions. For
feature selection, we chose features from two sets, real indicators and predictions of future
dynamics of treatment outcomes predictors (the feature list is provided in Section 3.1). That
way, we expanded the dataset with new variables. Table 7 compares the quality of the
following three methods: results of ordinary BNs (Section 3.1), FEDOT, and the hybrid
method combining FEDOT and DBN.

Table 7. Metrics of three methods in the task of predicting length of stay.

Methods t-0 t-1 t-2 t-3

Set of ordinary BNs 8.61 7.3 9.18 10.22 (8.12)
FEDOT framework 4.12 2.81 2.65 3.95

FEDOT + DBN 3.6 2.45 2.88 3.39

In three of the four intervals, the hybrid method combining FEDOT and DBN presents
the best quality. Pipelines of the three best models are shown in Figure 13.
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Pipeline A is used for the (t-0) and (t-1) intervals, pipeline B is used for the (t-2)
intervals, and the last interval (t-3) is modeled by the more complex pipeline C. Each
pipeline includes a data-scaling step. Pipelines for the three best models include a XGB
regressor. The pipeline for the t-2 interval includes a random forest regressor instead of
XGB. It could explain the deterioration in the quality of the hybrid method compared
with conventional FEDOT. Metrics from Table 7 show that the approach provides a small
error (MAE near 3 for all time intervals). The model could be useful for predicting the
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length of stay for patient flow in a hospital. It can support decision-making in optimization
management of hospital resources, which is especially important in a pandemic.

4. Discussion

The outcomes of this paper are twofold. First, the research contributes to the evidence
base of medicine with information about the course of COVID-19 pneumonia. Secondly,
this paper proposes practical tools for predicting important indicators of future conditions
of patients with COVID-19-based pneumonia and new algorithms (or new pipelines of
using existed algorithms) for modelling the course of the disease in the hospital. The first
outcome is presented in items 3.1–3.2. We suggested a Bayesian network-based method for
identifying the following three types of probabilistic relationships: factor-to-factor within
time interval, factor-to-factor between time interval, and factor-to-target. The extracted
probabilistic relationships inform evidence-based knowledge on the course of COVID-19
pneumonia with inpatient treatment. Some of these relationships matched with the results
of other researchers [38–44]. However, other extracted results are new, such as the influence
of monocytes from the third time interval (10–17 days) to lethality. Our models show that
this is one of the main predictors of treatment outcomes from this interval.

Moreover, the novelty of this research is the study of the course of COVID-19 pneu-
monia as a dynamic process using graph-probabilistic models. Probabilistic discrete-time
models are often used for modelling dynamics of the COVID-19 epidemic [47,48], but
almost never used to model the course of the disease in the hospital on the macrolevels.
Abhinav Vepa and colleagues used Bayesian networks to extract probabilistic relationships
and predict treatment outcomes [49]; however, their work does not research the course of
the disease as a dynamic process with the analysis of all types of relationships.

The second outcome of the paper includes four approaches for predicting important
disease indicators. Three approaches are based on sets of Bayesian networks, dynamic
Bayesian networks, and the state-of-the-art auto ML framework FEDOT. The fourth ap-
proach is based on a new algorithm that uses the DBN and framework together. The quality
of the developed tools for predicting CP length of stay is shown in Tables 5 and 7. The best
quality of cross-validation (mean for all test samples) was shown by the hybrid algorithm,
which we associate with using temporal information extracted from data using the DBN,
together with linear and nonlinear patterns extracted from data using auto ML. The results
also include a tool to predict facts of different prescribed CP therapy drugs, which is a
high-interpretability tool that supports the selection of therapy. Table 6 shows that for some
drug models, the quality is more than 0.8 in terms of F1 score (e.g., dexamethasone), while
for other drugs, the mean quality is less than 0.7 (e.g., azithromycin). This variability can
be attributed to the different rigidity of rules for including drugs in the treatment strategy,
and the consequently different difficulties of extracting this rule from data. In addition,
we propose tools for predicting future multidimensional time series of patient condition
indicators based on DBN. The violin plots in Figures 10 and 11 show that the distributions
of the predictive indicators are similar to the real distributions.

One of the main advantages of BN-based approaches is high interpretability. By
“high-interpretability”, we mean that the predictions of the DBN algorithm are more
understandable in comparison with other popular machine learning algorithms, such as
neural networks, random forests and other. Each prediction of DBN can be interpreted using
an understandable graph representation of causal probabilistic relationships between the
indicators. For each case, we can extract an algorithm reasoning sequence using Bayesian
probabilistic inference [50]. This increases the confidence of doctors and contributes to the
implementation of the solution in practice.

5. Conclusions

In this paper, we proposed Bayesian network-based approaches for solving the fol-
lowing four problems: prediction of treatment outcomes for inpatient cases; prediction

146



J. Pers. Med. 2022, 12, 1325

of the dynamics of patient conditions indicators; simulation of doctor’s therapy choice;
upgrading the quality of the ML method for treatment outcome prediction.

All methods were applied on real practice tasks to optimize the COVID-19-based
pneumonia treatment process. The developed practice tools have been validated using
real cases that are different from those deployed in the model learning process, and they
demonstrated high metrics of predictive quality (Tables 5–7). Furthermore, all the results
have been matched with results of other researchers (Table 4) and modern clinical guide-
lines. In addition, dynamical Bayesian networks are a high-interpretability tool (“high
interpretability” is explained in detail in the previous section), and this will increase the
confidence of doctors and contribute to the implementation of the tool in practice.

Finally, we found statistical relationships in the dynamics of the COVID-19 pneumonia
treatment process. High metrics of approximation (Table 5 for treatment outcomes and
Table 7 for length of stay) demonstrates the reliability of these relationships. Thus, this
paper contributes to evidence-based medicine and could be the basis for developing other
models for CP patients.

The software developed for predictive modeling could be used as part of decision
support systems in caring for COVID-19-based pneumonia patients.

Future work will include research on creating modules that include knowledge from
fundamental medicine and developing a new hybrid approach, combining data-driven
models and expert-based models for improving the quality of predictive modeling of
treatment dynamics.
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Abstract: Today, periprosthetic joint infection (PJI) is one of the leading indications for revision
surgery and the most ominous complication in artificial joint patients. The current state of the art for
treating PJI requires the development of methods for planning the costs at different scales to facilitate
the selection of the best treatment methods. In this paper, we perform a cost-effectiveness assessment
for strategies related to the treatment of PJI using a composite decision support modeling framework.
Within the framework, two models are implemented: a detailed discrete-event probabilistic model
based on the decision tree approach and a dynamic Markov model with generalized states. The
application of the framework is demonstrated on the dataset which was provided by the Russian
Scientific Research Institute of Traumatology and Orthopedics named after R.R. Vreden. The analyzed
dataset contains 600 patient records divided into two groups (retrospective group, based on old
records, and prospective group, based on real-time follow-up). The cost-effectiveness of treatment
methods was compared based on associated costs and QALY units gained, with the mentioned two
indicators calculated using two models independently from each other. As a result, two comparative
rankings of cost-effectiveness of PJI treatment methods were presented based on the model output.

Keywords: Markov model; periprosthetic joint infection; revision arthroplasty; total hip replacement;
decision trees

1. Introduction
1.1. Periprosthetic Joint Infection

Due to the advancement of public health and medicine, we see a stable increase in life
span throughout the world. As a consequence, the diseases of the elderly are becoming more
widespread and require more attention. Particularly, joint arthroplasty, also known as joint
replacement, aimed at restoring the function of joints, is increasingly performed. The re-
placement of the affected joints with artificial ones creates a need for revision arthroplasty.
Today, periprosthetic joint infection (PJI) is one of the leading indications for revision surgery
and the most ominous complication in artificial joint patients [1,2]. Periprosthetic infection
is associated with high morbidity, because the implant, as a foreign body, increases the
pathogenicity of bacteria and the presence of a biofilm makes the diagnosis and treatment
problematic [3]. As a result, complex strategies are required to treat PJI, including mul-
tiple surgical revisions and long-term antimicrobial treatment. The widespread use of
antibiotics, the enhanced technical equipment of operating rooms and the development
of surgical techniques made it possible to reduce the number of infectious complications
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from 9% in the early years of arthroplasty to 1.25% in recent decades [4]. Nevertheless,
the number of cases of PJI is expected to increase in the near future and will double by
2030 [5]. It is also worth mentioning that the cost of PJI treatment is several times higher
than of the primary endoprosthesis and places a significant financial burden both on the
family budget of patients and on the state health care system. In 2005, the cost of revision
hip arthroplasty related to PJI in the United States was 2.8 times higher than the revision
arthroplasty related to aseptic instability and 4.8 times more expensive than primary total
hip replacement [6]. In addition, the researchers found an increase in the cost of revision
arthroplasty for infectious complications between 1997 and 2006.

During a large period of time, there was no firm, generally accepted understanding of
PJI in the orthopedic community and supervising healthcare structures. Therefore, it was
not possible to interpret data on the number of disease cases, the variants of disease course,
the outcomes, and the economic effect of treatment strategies. The situation changed in
2011, when the Musculoskeletal Infection Society (MSIS) PJI Diagnostic Standards were first
proposed [7]. Based on the analysis of the dynamics of changes in the modern theory of PJI,
Haddad F. et al. believe that research in the next decade will be critical to further develop
the understanding of PJI and to establish the most cost-effective treatment methods [4].

1.2. PJI Treatment Methods

Currently, a number of researchers consider the two-stage revision total joint re-
placement method as the most effective from the infection eradication point of view [3,8].
The leading indications for a two-stage revision total joint replacement (re-TJR) are cases
of PJI, where the pathogen was not identified before surgery, the microflora is highly re-
sistant, and there are bone or soft tissue defects [9,10]. Among the unsolved problems of
two-stage re-TJR are: high costs, long period of disability, necessity of prolonged antibiotic
therapy, blood loss, dislocation of spacers, and high mortality among patients between the
stages [11].

An alternative method of treating PJI is the one-stage re-TJR. The long-standing
discussion about the role and effectiveness of one-stage re-TJR in the treatment of chronic
PJI is now almost overcome. The end of the discussion was initiated by the publication
Zahar A. et al. in 2019, in which the authors reported long-term (10-year) results of a
one-stage revision total hip arthroplasty (re-THR) [12]. They found that 94% of patients did
not have a recurrence of PJI, 75% of patients did not require re-THR, and good and excellent
functional results were found in 57% of cases. In studies with patients carefully selected
before surgery, the success rate of one-stage re-THR was even higher, up to 100% [13].

Another possible way to improve the results of treatment with PJI is to shorten the
time interval between the re-TJR stages. According to the results of the discussion in the
International Consensus Meeting in 2018, it was found that there were currently no data
indicating the optimal time interval between the stages of re-EP. Nowadays, the waiting
period between operations can range from a week to several years. Most surgeons consider
the period after wound healing, the end of antibiotic therapy, and the appearance of data
on the positive dynamics of serological markers the optimal time for reimplantation [14].
However, the recommended time interval between re-EP stages is still unclear.

Last but not least, up to this date the experience related to re-TJR with partial preserva-
tion of stable endoprosthesis structures is still accumulating. Despite the fact that nowadays
there are no generally accepted recommendations, in some cases, partial re-TJR can be
the best alternative as it allows to avoid significant bone defects, reduce the degree of
surgical aggression and problems with the choice of components of the endoprosthesis in
the future [15]. Researchers also emphasize the importance of careful patient selection for
partial re-TJR [16,17].

1.3. Cost-Effectiveness Analysis

It is known that the decision of surgeons to choose the method of treatment for
individual patients with PJI is increasingly dependent on economic considerations, which
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is constraining and often not optimal [18]. Moreover, the cost of re-THR, missing generally
accepted standards, differs significantly in national health systems. In 2012–2013, e.g., a
two-stage re-THR for each case of PJI cost USD 90–100,000 in the USA [19], USD 57,000
(GDP 44,000) in the UK [5], and USD 53,000 (AUD 70,000 ) in Australia [20]. The current
state of the art treating PJI requires systematization of costs and the development of
methods for planning the costs at different scales—for separate individuals, on the level of
healthcare units, and on the city level.

A state-of-the-art approach to medical practice requires justification of efficacy and
safety of treatment methods. The methods of treating PJI should be selected based on
evidence-based medicine, the means of which allow comparison, generalization, and wide
practical application of the data obtained [21]. Thus, the need for a clinical and economic
analysis of PJI treatment from the standpoint of evidence-based medicine seems to be very
relevant, especially due to the lack of corresponding quality studies [22,23].

In addition to the problem of finding the best PJI treatment method in general, relying
on both direct (a chance of successful PJI elimination) and indirect treatment outcomes
(such as resulting increase in quality of life of the patients who underwent the treatment),
there is an arising challenge of finding an optimal treatment strategy in advance for the
particular patient based on his individual characteristics [24]. This challenge became
an actual part of the personalized medicine concept and requires research based on a
multidisciplinary approach, relying on statistical analysis, mathematical modeling, and
machine learning [25].

1.4. Problem Statement

In this paper, we present a framework which compares the cost-effectiveness of PJI
treatment methods. The patient dataset used in the study was provided by Russian
Scientific Research Institute of Traumatology and Orthopedics named after R.R. Vreden, it
contains records of the patients with PJI after total hip arthroplasty (THA). The methods
of the cost-effectiveness analysis of treatment strategies are discussed and the method
comparison is performed based on associated costs and QALY units gained. The ultimate
objective of that direction of research consists in developing a computational tool to predict
the consequences of a fixed treatment strategy for a given patient. Such a tool, when applied
by healthcare professionals, will help enhancing the quality of PJI treatment both in terms
of cost-effectiveness and the quality of life of individuals undergoing treatment.

2. Related Works

One study with objectives similar to ours has been published in [26]. The overall goal
of the research was to estimate the effect of PJI treatment using contemporary treatment
methods. The model of a hypothetical patient of working age with a PJI after a re-THR
was built as a Markov state-transition model with the help of TreeAge Pro 2009 software.
The algorithm accounts for a fixed percentage of patients undergoing one of three initial
treatments: irrigation and debridement, single-stage exchange, or two-stage exchange based
on available studies of current practices. The outcomes of these treatments were defined as
septic/aseptic failures or successes. In addition, age-specific yearly mortality rates were
used to predict transitions between the states. Patients who received successful treatment
according to the model entered a state of being healthy which they might leave with a
fixed annual rate related to repeated septic failure. Patients with failed treatment due to
sepsis undergo a second procedure (two-stage exchange). The output of the model contains
incidence and cost estimates associated with common medical complications. Each health
state is assigned a cost for a fixed period of time (1 year). Transition probabilities determine
the likelihood that a patient will either transition to the next health state or remain in
the current one. For cost estimation by different rates of THA reinfection, the authors
conducted a one-way sensitivity analysis (during the first year of treatment and beyond
the first year). The main outcome of the research was to demonstrate that accounting for
indirect costs and failures of treatment options dramatically increases the estimated overall
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treatment costs of PJI after total hip replacement. Thus, it seems to be much higher than it
was thought in similar previous studies.

An example of a specific economic analysis based on data from one particular setting
was presented in [27], where researchers considered the problem of PJI in low-middle-
income countries. The aim of the study was to evaluate the incidence and economic burden
of PJIs in a university hospital in Turkey. The costs in the model were set according to the
information from hospital’s accounting system and included, among others, the cost of
antibiotics, laboratory, radiology, prosthesis, operation, and total bed stay.

The research connected with PJI after Total Elbow Arthroplasty (TEA) was observed
in [28]. The study aimed at investigating the risk factors which are associated with peripros-
thetic elbow infection, the incidence of infection after TEA and the acuteness of these
infections. The importance of the study lies in the fact that compared to the knowledge re-
garding hip, knee, and shoulder PJI, research on prosthetic elbow infections is very limited
and as a rule relies on data drawn from small case series. Authors used frequency tables to
calculate the incidence of PJI among patients undergoing TEA. Frequency tables were also
used to describe the details of patient presentation and management during admission for
PJI. A logistic regression was used for each variable to determine the significance of each
demographic variable as an independent predictor of PJI following TEA. As a result of the
study, additional prognostic data were presented which, as the authors stated, could be
used for patient selection and risk profile analysis.

A comprehensive review of the publications about PJI treatment cost-effectiveness
analysis was performed in [22]. The aim of the researchers was to report the less costly and
more effective procedures. The study highlighted existing problems in finding the best
treatment method due to ambiguity of assessment techniques and data uncertainty.

The closest to the presented work is the article [29], where the investigators compare
the effectiveness of 1-stage and 2-stage strategies for Total Knee Revision. Decision trees
were built and subsequent Monte-Carlo simulations were used to calculate QALYs and costs.
Sensitivity analysis was also performed to measure the influence of particular parameters
on the outcome. Compared to this study, our research has an advantage of using unique
patient data, while in the paper [29] all the parameters are taken from open sources.

3. Methods
3.1. Data

The analyzed dataset contains the records of patients who were subjected to revision
total hip replacement (re-THR) in the period of 2000–2020. The patient records were
collected in two different ways.

The first part of the disease histories was taken from the archives. The corresponding
patient group is named ‘the retrospective group’. Initially the group contained 603 pa-
tients with PJI. The collection of information was started by personal examination and
questioning of patients in the polyclinic of the Vreden’s Russian Scientific Research Institute
of Traumatology and Orthopedics (25 (4.1%) patients). Patients who did not have the
opportunity to come for examination were interviewed by phone (356 (59.03%) cases). In a
number of observations, information about the condition of patients was obtained as a
result of correspondence by mail (53 (8.8%) observations). In 169 (28.02%) cases, it was not
possible to establish the results of PJI treatment and they were excluded from the study.
The final list of patients in the retrospective part contained 434 patients with chronic PJI.

The prospective group of records included 166 patients with chronic PJI who were
treated in the Department of Purulent Surgery of Vreden’s Russian Scientific Research
Institute of Traumatology and Orthopedics in the period from 2016 to 2020. The record list
contains those patients who were not subjected to exclusion from the study. Among the
criteria of the latter were the following:

• Systemic inflammatory response syndrome, sepsis;
• Infectious inflammation of soft tissues of an unlimited form (phlegmon) or extensive

purulent streaks to the neurovascular bundles;
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• A soft tissue defect that does not allow the wound to be sutured;
• Implant-associated osteomyelitis IV (diffuse) anatomical type, patient’s physiological

class C (Cierny-Mader classification);
• Recurrent course of PJI, when the number of reEP with implantation of an antibacterial

spacer was equal of more than 3;
• Defects of the acetabulum not less than 3B and of the femur not less than 4 according

to Paprosky classification, which were identified before surgery or formed as a result
of surgical treatment.

All the patients were being observed for the possible PJI relapse till the end of 2020.
In the retrospective group, the following treatment methods were applied: resection arthro-
plasty (RA), revision operation with the preservation of endoprosthesis (re-THR-PE) and
two-stage revision total hip replacement with the two consecutive interventions separated
by more than 2 months.

In the prospective group, new treatment methods were presented, namely, one-stage
re-THR and partial re-THR (both 1-stage and 2-stage). The patients in the prospective
group who underwent two-stage re-THR were divided into two subgroups based on their
waiting time: 2–3 weeks and 6–8 weeks correspondingly.

The quantities of groups of patients of a certain age and gender in the records database
are presented in Table 1. The description of treatment methods regarded in this study is
presented in Table 2. As it can be seen the group ‘1-stage retro’ has extremely small sample
size. Due to that reason it was excluded from this study.

Table 1. Demographic characteristics of study participants.

Treatment Age/Sex <20 21–30 31–40 41–50 51–60 61–70 71–80 81–90 >90 Total

2-stage > 2 mth M 3 20 33 59 50 26 5 196
F 1 2 17 17 46 46 36 6 171

1-stage retro M 1 1
F 1 1 2

2-stage 2–3 wk M 2 4 1 3 1 11
F 1 1 1 3

2-stage 6–8 wk M 8 8 9 6 1 32
F 2 5 10 2 19

1-stage M 1 4 4 11 9 3 1 33
F 1 6 14 13 11 45

RA M 1 2 4 1 8
F 1 2 2 5

re-THR-PE M 1 4 2 5 3 3 2 20
F 1 3 10 9 8 31

Partial-I M
F 1 1 3 2 1 3 11

Partial-II M 2 3 2 7
F 1 2 2 5

Total 1 6 57 82 151 163 105 34 1 600

Each patient record in the dataset contains their ID, birthdate, dates of registered
health issues (manifestation dates), operation dates, types, and costs, the resulting state of
the patient measured during his/her last attendance to healthcare services (PJI relapse or
no PJI), and death date, if the patient died.

In case of the optimal treatment outcome, the resulting number of operations per-
formed on each patient is defined solely by the PJI treatment method (for instance, two-stage
re-THR assumes two interventions, with the installation of antibiotic-impregnated cement
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spacer and its subsequent removal, whereas the one-stage method is a single surgery).
However, in many cases additional operations are required due to the relapse of PJI or
other issues (postoperative wound hematomas, spacer dislocations, etc.). The recorded
data we worked with contain 15 different types of operations, which were divided into
three groups: operations which have no connection with PJI, first case of PJI, or PJI relapse.
The full list of operations is presented in Table 3.

Table 2. Description of treatment methods.

Abbreviation Full Name Description

re-THR-PE Revision operation with
the preservation of
endoprosthesis

The joint is opened and washed.
The parts of the artificial joint, which can
be easily removed, are replaced with the
new ones, and the wound is closed.

2-stage re-THR Two-stage total hip replace-
ment with > 2 months
(2–3 weeks, 6–8 weeks) be-
tween the stages

The joint is opened and cleaned up,
an antibacterial spacer is placed, and the
wound is closed. After a certain
time period, the joint is opened again,
the spacer is removed, the prosthesis is
installed and the joint is closed.

RA Resection arthroplasty The joint is opened, everything is re-
moved, the hole in the tissues is filled
with a muscle cut from the thigh,
and the wound is closed.

1-stage One-stage total hip
replacement

The joint is opened, everything is re-
moved, a new endoprosthesis is in-
stalled and the wound is closed.

Partial-I Partial one-stage total hip
replacement

Equal to one-stage re-THR, but with par-
tial preservation of the endoprosthesis.

Partial-II Partial two-stage total hip
replacement

Equal to two-stage re-THR, but with par-
tial preservation of the endoprosthesis.

Table 3. Operations performed and their relation to PJI.

No PJI First Case of PJI or
PJI Relapse

PJI Relapse

Endoprosthesis (EP) instal-
lation + spacer removal;

Debridement + spacer
installation;

Debridement + spacer
reinstallation;

EP installation (no spacer); Debridement; Disarticulation;
Non-infectious: spacer
dislocation;

EP components replace-
ment + debridement;

Spacer removal + support
osteotomy;

Other: (suturing, etc.); Debridement + full EP
replacement;

Debridement + support
osteotomy + muscle plastic;

Non-infectious:
periprosthetic fracture case;

Joint drainage + long-
term suppressive antibi-
otic therapy (ABT);

Joint drainage

3.2. Models
3.2.1. Decision Tree

A tree-based imitational model was first used by the authors to study PJI treatment
methods in [30]. In that context, a generalized model was introduced, relating the states
of the tree to the total number of operations for a given patient, which was considered
as a factor for the PJI relapse. It was shown that the functional capacity of a patient is
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badly affected by repetitive operations, independent of the treatment method. However,
the correlation of PJI relapse chance and the number of operations performed were not
supported by the data. Following that approach, we developed an algorithm to create and
to verify detailed decision trees which distinguish different operation types.

A decision tree describes transitions between the states, which are attributed to differ-
ent medical interventions. Each state is one of the registered interventions from the patient
records database (see Table 3). Each transition signifies the change in patient’s functional
capacity and is associated with the treatment costs. The time passed between the transition
is not explicitly considered.

An algorithm was developed to build a tree for a given treatment method based on
the sample of records for the patients who were treated using this method. The procedure
uses a recursive approach and has the following structure:

• For each patient record:

– Collect the sequence of operations performed;
– Add the resulting outcome at the end of the sequence as a last patient state,

based on death date (if available) and on the PJI status checked during the last
observation. Patients who died with confirmed PJI are marked by the state
‘Death’. Those, who had PJI and were alive by the end of the study, are marked
by the state ‘Failure’ (of treatment). Finally, those who did not have PJI have the
state ‘Success’;

– Assume that the first state of the decision tree (the root) coincides with the name
of the applied treatment strategy, and the second, third, . . . , n + 1-th states are
related to the first, second, . . . , n-th registered interventions taken from the patient
records (n ≤ 10). The n + 2-th state is related to the treatment outcome assigned
at the previous step of the algorithm.

• Starting from i = 1:

– Gather the list Li of all recorded intervention types which correspond to the
intervention #i in the patient records;

– Calculate the ratios of occurrence for each operation type l(i)j ∈ Li;

– For each l(i)j ∈ Li:

* Gather the list Li+1 of all recorded intervention types which correspond to
the intervention #i + 1 in the patient records which had intervention #i equal
to l(i)j ;

* Calculate the ratios of occurrence for each operation type l(i+1)
j ∈ Li+1;

* For each l(i+1)
j ∈ Li+1:

* . . .
* If Lk = ∅, break.

A fragment of a decision tree for partial re-THR is shown in Figure 1. The data, which
could be derived from the decision tree, include generated individual trajectories and
probability distributions for the treatment states calculated via repetitive simulation runs.
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Figure 1. A fragment of the decision tree partial re-THR with confidence intervals for
transition probabilities.

3.2.2. Markov Model

A decision tree approach is prone to some issues, particularly:

• It can become intractable if the number of different states and transitions in the patient
records is too big;

• It does not consider the time passed between the transitions from state to state.

To address this issues, we developed a Markov model with generalized states as an
alternative approach. The detailed description of the model is provided in [31], the major
highlights of it are given below.

• To create the model states, the classification described in Table 3, Section 3.1 is used.
In addition to the PJI-related interventions (PJI or PJI relapse) and the interventions
not related to PJI, a separate intervention type is introduced, which is a second stage
intervention for two-stage treatment methods (‘Endoprosthesis installation + spacer
removal’);

• The resulting model states are: (a) PJI (waiting for the treatment), (b) second stage (no
PJI, waiting for the spacer removal in two-stage treatment methods), (c) additional
surgeries (waiting for the treatment of a non-PJI issue), (d) observation (no PJI), and
(e) death. The situations of a first PJI case and a recurrent PJI are not distinguished
due to the lack of corresponding data in the records;

• The time in the model is discrete, with the time step equal to one month;
• The simulation starts with the state ‘PJI’. The state ‘death’ is an absorbing state.

The general scheme of state transitions for the model is shown in Figure 2.
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PJI
manifestation

Waiting for the
second stage of re-

THR 

Waiting for the
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to PJI

Observation

Waiting for PJI-
related surgery 

Death

Figure 2. Markov model states and transitions.

The transitional probabilities are calculated based on the available patient records.
The calibration procedure consists of the following steps:

• Form a subset of records of patients who were treated using a fixed treatment strategy;
• For each patient, form a list of his subsequent states with the step size of one month,

starting from the first manifestation date (i.e., when he was first observed at the
hospital with PJI) till the present moment or until he dies. The manifestation dates
and intervention dates are used in this process. If the states were changed several
times during one month, the last state is taken as the current one at the end of the
regarded month;

• Calculate the overall number of transitions between the model states;
• Estimate the transition probabilities via dividing the number of transitions of particular

type by the total number of transitions.

The model enables the generation of individual patient trajectories with the considera-
tion of time, which is useful for the calculation of the expected amount of observation time
and the hospitalization time.

3.3. Model Uncertainty

The accuracy of mathematical modeling depends on how well the mathematical
model reflects the properties of the object. The question of special interest is, to what
extent a model calibrated on a particular sample is able to predict results for new data.
In general, the smaller the training sample is, the bigger is the uncertainty in the model
output, and this uncertainty should be quantified to understand the model limitations.
In this work, we used a bootstrapping technique to assess the confidence intervals for
the transitional probabilities of the models. The procedure of assessing the intervals was
the following:

• Draw a random subsample from the patient records database;
• Use the selected subsample to obtain possible model states and calculate the transi-

tional probabilities between them;
• Repeat the procedure n times using different subsamples each time;
• Based on obtained samples of size n, calculate the confidence interval for each transi-

tional probability using the formula:

x− tα/2,n−1 ·
S√
n

, x + tα/2,n−1 ·
S√
n

,

where x is the sample mean, S is the sample standard deviation, and tα/2,n−1 is a
quantile of Student’s t-distribution.
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3.4. Cost-Effectiveness Analysis

To assess and compare the cost-effectiveness of different treatment methods, we im-
plemented algorithms to calculate the statistics of expenses and the overall QALY (quality-
adjusted life-years, a generic measure of disease burden), related to different treatment
stages. Since the decision trees and the Markov models have different structures, the calcu-
lation algorithms, although conceptually similar, differ in some details. The resulting value
to measure cost-effectiveness, which is used as an output of the framework, is average cost
per QALY for the particular PJI treatment method.

3.4.1. Decision Trees

Since, in a decision tree, each state matches exactly with the particular intervention
from the patient record, the intervention costs could be assessed in an easy and straight-
forward way. At the same time, the time is not tracked in this model type, which makes it
complicated to compare time-dependent costs. As it was described in [31], the framework
supports the assignments of parameters, related to the impact of the intervention, to each
branch of the tree. To assess the cost-effectiveness of the treatment methods, we measured
intervention costs in rubles and measured utility of the patient calculated in QALY units.
The quantitative outcomes of the treatment in terms of healthcare costs and QALY units
gained by the patient might be derived from the decision tree using the following formula:

C = ∑
i

pi · ci, (1)

where pi is the probability of selecting the branch, obtained by cross-validation, ci is
the impact measured in either of the two units. The interval assessment of C can be
calculated using the same formula with left and right boundaries for pi used instead of
their mean assessments.

The resulting values of Crubl and Cu are used to calculate the costs of one QALY unit
and analyze them for different treatment strategies. To calculate QALY units and costs for
particular tree branches, we relied on the data provided by Russian Scientific Research
Institute of Traumatology and Orthopedics named after R.R. Vreden. The operation costs
were taken from the disease histories, and the QALY units were assessed based on the
EQ-5D indices for each particular patient measured between the subsequent operations
according to the methodology described in [32].

3.4.2. Markov Models

The treatment impact for a fixed individual patient trajectory is calculated according
to the formula

C(t) = ∑
i

ti · ci, (2)

where ci are the monthly costs or QALY units associated with the patient state i in the model,
and ti is the expected average patient’s time of staying in a state i (the number of months).
Due to the fact that in the Markov model we use generalized patient conditions which
are not tied to particular intervention types, the accurate values for ci (both in rubles and
QALY units) cannot be found in records. The expenses for every model state were assessed
by averaging the costs of all possible interventions associated with that particular state,
and the QALY units gained were found based on the experts’ opinion. We assumed that
the patient gains maximum QALY units when he is in the ‘Observation’ status. The lowest
QALY values correspond to ‘PJI’. The quality of life of a patient waiting for the second stage
or additional surgeries is higher than in case of PJI, but lower than in the ‘Observation’ state
due to corresponding health issues (particularly, the patients waiting for the second stage
of the treatment have limited mobility due to spacer installation which badly affects their
QALY count). Under the expert assumption, we assumed the QALY for the ‘PJI’ state equal
to 0.35, for ‘Second stage’ equal to 0.7, for ‘Non-PJI operation’ equal to 0.5, for ‘Observation’
equal to 0.85, and for ‘Death’ equal to 0.
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As an example, we consider a patient who undergoes a two-stage therapy with a three-
month interval between stages. The model presents the chain of states ‘Waiting for surgery
related to PJI (month 1)’, ‘Waiting for the second stage of therapy’ (month 2), ‘Waiting for
the second stage of therapy’ (month 3), ‘Waiting for the second stage of therapy’ (month 4),
and ‘Observation’ (month 5). When searching for the average QALY values obtained with
various methods of therapy, based on the Markov model, the length of stay in each state is
multiplied by the QALY units characteristic of it. In our example, we have to sum 1 × 0.35
(QALY for PJI condition, 1 month duration), 3 × 0.7 (QALY for the period of waiting for
the second stage, 3 months duration) and 1 × 0.85 (observation, 1 month duration).

For calculating costs, along with the cost of staying in a model state during a certain
amount of time (as in QALY calculation), the cost of operations should also be considered.
In the setting of generalized Markov model operations are attributed to transitions between
states. For instance, a transition from ‘Waiting for the second stage of therapy’ to ‘Observa-
tion’ implies a performed operation with spacer removal and endoprosthesis installation.
Consequentially, in the above example, the total cost will consist of the following terms:

• The cost of a month of inpatient stay awaiting surgery related to PJI (state of the model);
• Cost of the PJI operation (the transition of the model from “Waiting for surgery with

PJI” to “Waiting for the second stage of therapy with PJI”);
• Cost of three months of waiting for the second stage of therapy (state of the model);
• Cost of the operation of the second stage of therapy with PJI (transition of the model

from “Waiting for the second stage of therapy with PJI” to “Observation”);
• The cost of a month in the “Observation” state.

The results of assessing cost-effectiveness of PJI treatment using two described model-
ing approaches are presented in the following section.

4. Results

An algorithm for model calibration and cost-effectiveness assessment was imple-
mented using Python programming language, with numpy, pandas, and scipy libraries
employed for data management and python-igraph library employed to draw decision
trees. For each considered treatment method, a separate decision tree and a Markov model
were built. In both cases all possible disease states related to a particular treatment were
established and transition probabilities between the model states were assessed in a form
of confidence intervals for mean values. Confidence intervals were calculated through
bootstrapping based on 10 subsamples from the patient record database, with a size of
every subsample equalled 80% of the whole database. For the sake of saving space, we
omitted resulting decision trees. Resulting Markov models for all the treatment methods
with calculated transitional probabilities are presented in Appendix A.

The values of QALY and costs were calculated as sums during a fixed period of time
after the first case of PJI (24 months for decision trees and 30 months for Markov models).
The results along with the costs per QALY are shown in Tables 4 and 5 (for retrospective
methods) and Tables 6 and 7 (for prospective methods). The optimal values (higher QALY,
lower costs) are marked in bold.

It is important to mention that due to differences in assessing both QALY and costs,
the corresponding values of these characteristics cannot be compared between the two
employed models (decision trees and Markov models). The comparison that could however
be made is related to the ranks of treatment types related to their cost-effectiveness (smallest
cost per QALY, second smallest, etc.). From this perspective, different modeling methods
agree on the fact that RA (resection arthroplasty) is the optimal treatment method among
the retrospective methods. In case of comparing treatment methods used for the prospective
cohort of patients, the results are not so consistent, as the tables clearly demonstrate.
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Table 4. Average costs for treatment methods in the retrospective group according to the deci-
sion trees.

re-THR-PE 2-Stage > 2 Months RA

QALY 2.08 4.19 6.30
Cost, rubles 142,367 239,770 90,220
Costs per QALY, rubles 68,411.22 57,200.29 14,323.45
Rank of effectiveness 3 2 1

Table 5. Average costs for treatment methods in the retrospective group according to the Markov
model simulations.

re-THR-PE 2-Stage > 2 Months RA

QALY 1.88 1.92 1.79
Cost, rubles 117,634 243,670 105,920
Costs per QALY, rubles 62,571.27 126,911.46 59,173.18
Rank of effectiveness 2 3 1

Table 6. Average costs for treatment methods in the prospective group according to the decision trees.

2-Stage 2–3 wk 2-Stage 6–8 wk 1-Stage Partial-I Partial-II

QALY 8.16 8.89 3.21 4.59 8.6
Cost, rubles 314,771 289,315 144,815 158,484 264,606
Costs per QALY, rubles 38,596.55 32,562.1 45,095.1 34,546.21 30,766.29
Rank of effectiveness 4 2 5 3 1

Table 7. Average costs for treatment methods in the prospective group according to the Markov
model simulations.

Treatment Method 2-Stage 2–3 wk 2-Stage 6–8 wk 1-Stage Partial-I Partial-II

QALY 1.925 2.055 1.99 1.83 2.0
Cost, rubles 288,507 300,471 147,687 135,370 267,436
Costs per QALY, rubles 149,874.77 146,214.6 74,214.57 73,972.68 133,718
Rank of effectiveness 5 4 2 1 3

5. Discussion

In this paper, a modeling framework is presented which aims at facilitating the
decision-making for the healthcare professionals in the area of periprosthetic joint in-
fection treatment. By using two different approaches within one framework, one can obtain
a detailed static analysis of the prospected patient treatment trajectories, depending on the
selected strategy (decision tree approach), or, alternatively, perform a dynamic simulation
of a patient trajectory of transitions between the generalized states in an imitational model
(Markov modeling approach). The former helps to calculate detailed total operational costs
and quality of life obtained, e.g., their average values and their distributions, whereas the
latter offers an opportunity to dynamically monitor and forecast the dynamics of costs and
QALY units. In the current study, we demonstrated how the framework could be used to
compare different treatment methods based on the following indicators:

• Total/average treatment impact related to the increase in quality of life for the patient
(in QALY units) and the operational costs for the healthcare unit (in rubles);

• Proportions between the costs in rubles and the utility gained for one average patient
or a group of patients (costs of one QALY unit, or costs per QALY).

Both model types within the framework demonstrate a compromise between the
explanatory and predictive power of the model. Particularly:
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• The approach connected with the decision trees makes it possible to trace the sequence
of operations in high detail, thus making it easier to accurately calculate average
QALY and costs per model state, since one state is easily interpreted as an actual
medical procedure. At the same time, detailed states make it harder to use the model
for prediction purposes. The limited sample sizes for particular treatment methods
dramatically increase the uncertainty in transition probabilities assessment and the
nomenclature of possible states themselves. Lastly, since the model is event-based
and does not include time, it is not suitable for dynamic time-explicit prediction of
the health outcomes. Only the ultimate result for the patient might be established
(PJI-related death or death from other causes).

• In comparison with decision trees, the Markov model is better suitable for handling
treatment processes based on small patient samples due to its generalized states.
Additionally, it is more suitable for prediction of individual patient trajectories. Since
the Markov model includes time, it allows to monitor time-related costs and expenses.
The drawbacks of the model include complications in calculating QALY and costs per
state. The generalized states have somewhat abstract interpretation and, therefore,
some form of averaging is inevitable in calculating ci (Formula (2)), which increases
the calculation uncertainty.

We assume that for thorough cost-effectiveness analysis, both modeling methods
could be applied in parallel to mutually compensate their weak spots.

It is also important to mention that the cost-effectiveness analysis results in an outcome
demonstrated in Tables 4–7, which cannot serve as a direct guide to action related to
the selection of the treatment method for the particular patients, because the regarded
treatment methods cannot be considered totally interchangeable. In addition to the cost-
effectiveness, there are other factors that influence method selection, among which are
individual conditions of the regarded PJI case and personal characteristics of patients
which might favor one or another treatment method. To compensate this drawback, we
suggest using more patient parameters from the database and developing the treatment
models based on patients’ individual characteristics (age, gender, body mass index) as
parameters affecting the transition probabilities. In this case, a calculation of individual
treatment trajectories becomes possible, which converts the described framework into a
more powerful software tool within the personalized medicine approach.

In addition to the mentioned framework modification, we consider another way of
framework development which includes the changing of the modeling scale. We propose a
framework evolution towards a geographically explicit prediction of dynamics of PJI cases
in time at a city level, using synthesized populations as a model input [33,34]. The modified
modeling framework for the PJI treatment can be fed by synthetic data coming from a
demographic model for the urban population and a statistical model of PJI occurrence
in that population. As a result, it will become possible to assess the hospital occupancy,
the long-term consequences of PJI treatment, and the prospected potential years of life lost
in the urban population depending on the prevalent treatment methods.
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Appendix A. Model Schemes with Transition Probabilities
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Figure A1. Markov model transition probabilities for revision operation with the preservation
of endoprosthesis.
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Figure A2. Markov model transition probabilities for two-stage total hip replacement with > 2 months
between the stages.
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Figure A3. Markov model transition probabilities for resection arthroplasty.
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Figure A4. Markov model transition probabilities for two-stage total hip replacement with 2–3 weeks
between the stages.
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Figure A5. Markov model transition probabilities for two-stage total hip replacement with 6–8 weeks
between the stages.
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Figure A6. Markov model transition probabilities for one-stage total hip replacement.
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Figure A7. Markov model transition probabilities for partial one-stage total hip replacement.
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Figure A8. Markov model transition probabilities for partial two-stage total hip replacement.
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Abstract: Electronic medical records (EMRs) include many valuable data about patients, which
is, however, unstructured. Therefore, there is a lack of both labeled medical text data in Russian
and tools for automatic annotation. As a result, today, it is hardly feasible for researchers to utilize
text data of EMRs in training machine learning models in the biomedical domain. We present an
unsupervised approach to medical data annotation. Syntactic trees are produced from initial sentences
using morphological and syntactical analyses. In retrieved trees, similar subtrees are grouped using
Node2Vec and Word2Vec and labeled using domain vocabularies and Wikidata categories. The usage
of Wikidata categories increased the fraction of labeled sentences 5.5 times compared to labeling
with domain vocabularies only. We show on a validation dataset that the proposed labeling method
generates meaningful labels correctly for 92.7% of groups. Annotation with domain vocabularies and
Wikidata categories covered more than 82% of sentences of the corpus, extended with timestamp
and event labels 97% of sentences got covered. The obtained method can be used to label EMRs in
Russian automatically. Additionally, the proposed methodology can be applied to other languages,
which lack resources for automatic labeling and domain vocabulary.

Keywords: syntactical parsing; natural language processing; electronic health records; Node2Vec;
automatic text labeling; graph algorithms

1. Introduction

It has been previously shown that the performance of language machine learning
models significantly increases when textual content of EMRs is included in the model’s
training data [1]. However, at this point, it is barely possible to use it when working
with the Russian language due to the lack of labeled datasets available. The main reason
is that manual labeling requires significant effort and time by domain experts. On the
other hand, an automatic annotation system can save experts’ time and promptly provide
researchers with labeled data. Unfortunately, though, the idea of automatic annotation
faces significant challenges for many languages, such as a lack of ready-to-use medical
terminologies (e.g., terminologies of signs and symptoms, diseases, diagnosis, medications,
vocabularies of medical abbreviations, etc.). Additionally, a specific syntactic structure with
free word order missing conjunctions and omitting subject naming complicates the process
of automatic annotation.

For clinical text processing in English, one may find extensive medical resources such
as structured medical vocabularies (e.g., Unified Medical Language System (UMLS) [2],
SNOMED CT), systems for clinical information extraction (e.g., cTAKES [3]), or search
engines (e.g., PubMed, MetaMap [4]) are available. However, any other language except
English has fewer resources to integrate into the research process. Thus, scientists search
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for various ways to reduce this limitation. In a project with a similar goal to automate the
process of clinical text annotation in the Spanish language [5] an analogous tool to MetaMap
was implemented from scratch. The tool performed the mapping of medical terms in EMRs
to concepts in UMLS Metathesaurus and utilized Spanish-specific biomedical resources
such as vocabularies of health acronyms and abbreviations. Researchers working with
EMRs in Russian implemented a similar instrument to MetaMap on their own using MeSH,
the only available vocabulary from UMLS for the Russian language [6]. However, the focus
of the study was disease linking, and automatic annotation was not performed.

In case the language lacks analogous medical resources, one may use the Wikipedia-
based approach to annotation which is being researched. For example, a recent study
successfully applied DBpedia to link words in Arabic to their English translations in textual
data [7]. To this end, researchers used morphological parsing and DBpedia’s multilingual
word mapping. Wikipedia was also successfully applied in a bilingual entity linking for
both Chinese and English language systems, which showed state-of-the-art performance
on the task [8]. The application of a Wiki-based approach to Russian was studied by Sysoev
A., who used a Russian Wikidata graph for training word embeddings to improve the
performance of entity linking [9]. There are numerous studies outside the biomedical
domain on this approach to annotation, for which ideas can be applied in a clinical context.
For instance, J. Raiman assigned categories to words in a text using Wikidata graph’s
parental relations in an entity disambiguation task [10]. This approach of labeling with
Wikidata’s categories has not been applied yet for the annotation of EMRs. An attempt to
extract deterministic characteristics from EMRs in Russian was proposed by A. Funkner [11].
However, results contained incorrect and unnecessary constructions, so it was concluded
that syntactic and morphological parsing should be used to discover sentence structure.

A recent study on Chinese EMRs suggested an unsupervised approach linking symp-
toms to the ICD10 classification [12]. Faced with the same issue of a lack of structured data
in a corresponding language, authors pre-compiled a vocabulary of signs and symptoms
crawling data from Chinese medical websites (more than 12 k terms in size). Additionally,
they utilized word embeddings pre-trained with Word2Vec to compare a mention with a
term in a vocabulary in terms of semantic similarity. However, most often, embeddings are
trained separately to convey the context of the study. When working with graphical struc-
tures, a Node2Vec [13] method is commonly used in fields including biomedical [14,15].
Its random sampling strategy helps to preserve hierarchical relations between nodes in
word embeddings. Node2Vec method for training word embeddings was also applied to
syntactic trees for text generation [16]. However, it has not been used yet for text clustering,
which is the focus of the current study. Tree similarity-based text clustering was suggested
for relation extraction beyond the clinical domain [17]. Using cosine similarity was rejected
mainly because the relationships between words might differ in different contexts. This
way, a similarity function was proposed, and the retrieved clusters were then labeled with
the most frequent head of a tree. However, with Node2Vec, the mentioned limit can be
overcome by incorporating syntactic relations between words in word embeddings.

This paper aims to design and develop a method for automatic detection of repetitive
semantic constructions in unstructured text data of EMRs. First, we utilize morphological
and syntactic parsing to get structural representations of sentences. Then we train word
embeddings using the Node2Vec method and group words with similar embeddings
together; we find groups of similar syntactic trees and label them with Wiki-data categories.

To the best of our knowledge, we are the first to apply Node2Vec on syntactic trees in
the task of text clustering. An approach of labeling with Wikidata concepts using categorical
relations is firstly applied for labeling medical text data. Additionally, this is the first tool
for automatic annotation of EMRs in Russian. A significant advantage of the proposed
approach is that it is universal and can easily be adapted to another language regardless of
the variety of biomedical resources available for this language.
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2. Methods

The variety of mentioned drugs, signs, and symptoms terms is not usually covered
by vocabularies, as it is hard to make them complete. Additionally, EMRs usually include
specific language features (e.g., word abbreviations, typos), which are hard to correct with
no additional medical vocabulary of acronyms. Therefore, we group similar semantic
constructions to put similar symptom terms, word abbreviations, and drug names. With
this done, when we perform automatic labeling, some of the words not presented in the
knowledge base get relevant labels as members of a labeled group.

The detailed method schema is depicted in Figure 1. First, we split textual data of
EMRs into sentences and have made morphological and syntactic analyses. With these
means, we get a hierarchical structure for each sentence. Then, we applied Word2Vec [18]
and Node2Vec [13] methods to train word embeddings on a corpus of syntactic trees. We
have picked the most similar ones for each word and added them as new nodes on the
same level to the initial tree. Cosine distance was used as a similarity metric. After these
modifications to initial parsed trees, they were joined together to form one merged tree.
We suggested an algorithm for finding equal subtrees, resulting in groups with similar
semantic constructions. Eventually, a labeling module uses the medical knowledge base to
assign labels to groups. The knowledge base is a Wikidata-based language-specific base set
once before labeling.
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2.1. Morphological and Syntactic Parsing

Syntactic and morphological analyzers are used to extract information about sentence
structure. This procedure ensures that groups with similar semantic constructions share the
same structural meaning. In this research, we use a neural model for morphological tagging,
as it showed promising results before [19]. We utilized a high performant graph-based
parser with neural attention suggested by [20] for syntactic parsing. Both approaches were
implemented for the Russian language by the DeepPavlov project [21]. Several studies
proved that parsing of medical text is better with a model that is also trained on medical
data [22,23]. However, we did not have labeled data for re-training, so we used a model
already trained on a UD Russian SynTagRus corpus (version 2.3).

We use pos-tags provided by a morphological analyzer to ensure similar words have
the same part of speech. An example of a resulting syntactic tree in a CoNLL-U format used
further in analyses has a structure shown in Figure 2. Word’s initial form, lemma, and a pos-
tag are stored in a tree’s node. Syntactic relations connect semantically dependent nodes.
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2.2. Node2Vec on Syntactic Trees

The received syntactic trees commonly contained phrases with similar meanings yet
said in different words. We aimed to cluster these similar fragments of trees and apply
labeling to groups instead of single ones to let the annotation cover more text. To compare
words in terms of similarity, we utilize the capabilities of Word2Vec [18]. Word2Vec is a
set of neural network algorithms for computing words’ continuous vector representations.
Word embeddings are based on context similarity, meaning that textually close words
should locate close in the vector space. Word2Vec comprises two models: Skip-gram and a
continuous bag of words (CBOW). However, both models have a one-layer neural network
as a core of different architectures. Skip-gram follows the text with a given window and
learns to predict the nearest context from the current word. CBOW, on the contrary, predicts
the central word as the average of neighboring context words’ representations. Weights of
the trained model are then used to predict word embedding. This way, for any two words
from the training vocabulary, a semantic affinity can be calculated using the cosine distance
between their embeddings. Equation 1 shows this metric for word embeddings A and B
from the vocabulary.

cos(A, B) =
A× B

‖ A ‖ × ‖ B ‖ , (1)

A word embedding computed with Word2Vec is based on the surrounding words
in a sentence. However, while working with free word order in sentences, one may face
a situation when words next to each other do not have semantic proximity, and related
words are found in different parts of a sentence. Therefore, to retrieve word embeddings
that preserve meaningful relations between words obtained with syntactic parsing, we use
a Node2Vec method [13].

To utilize a network’s non-linear structure, Node2Vec for each node generates random
samplings in its neighborhood. This way, instead of one linear sequence of words, a set of
neighboring sequences are used for training a model. The objective function of a method
maximizes the log probability of observation of a node u of its neighborhood Ns(u), where
S—a sampling strategy conditioned on feature representation f (Equation (2)).

max
f

∑u∈V log(P(Ns(u)|f(u)), (2)

Node2Vec is based on parametrized random walks with parameters p and q, which
allow adjusting the probability of jumping to new unvisited nodes (q) and the probability
of returning to a node already visited (p). With this setting, there is a trade-off between
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exploring the network’s local structure in a breadth-first search (BFS) manner and discov-
ering long-distance connections in a depth-first search (DFS) manner. The probability of
visiting node x from node v is defined by Equations (3) and (4).

P(ci = x|ci−1 = v) =

{
αpq, (v, x) ∈ E

0
, (3)

αpq =





1
p , dtx = 0

1, dtx = 1
1
q , dtx = 2

, (4)

In the current work, we use a Node2Vec method to train a CBOW model. For prepro-
cessing, we have removed stop words and normalized words before training. We have
created the joined tree by connecting the roots of all syntactic trees with a virtual node
considering syntactic relations as weights. Node2Vec was executed with non-normalized
probabilities p = 2, q = 3, with five random walks per root and five words in one walk at
most. When q is higher than p, the algorithm’s behavior is similar to the local search. Such
behavior is beneficial when dealing with syntactic relations in a tree. The resulting vector
space contains embeddings trained on medical data and 50 k embeddings pre-trained on
the Russian fiction dataset.

2.3. Algorithm for Search of Similar Subtrees in a Tree

The motivation behind searching for similar subtrees in syntactic trees is forming
semantic groups conveying the same meaning. We aimed to join synonymous verbs,
adjectives, and nouns.

Our algorithm for grouping similar subtrees in a tree is inspired by an equal subtree
search [24,25]. Before we define the main ideas of the base algorithm, pointed out its
drawbacks for the current task, and introduced our modifications, it is reasonable to give
definitions of several terms used further. A repeat is a subtree encountered more than once
in a tree. There are two types of repeats: a full and a partial. A full repeat is a repeat which
includes all nodes and edges reachable from a root of a repeat, while a partial repeat is a
repeat which might not include all nodes and edges from a subtree. By group, we mean a
set of unique repeats which is a result of an algorithm. Two trees are considered equal if
they have equal string representations (i.e., a sorted sequence of child nodes’ labels).

Algorithm 1 with pseudocode illustrates the main idea of the base algorithm [24]. An
algorithm takes as input a set of trees, searches for full repeats, and outputs groups of
equal subtrees. To reduce the algorithm’s computational complexity, the authors of [24]
suggested mapping all strings to numerical representations. While the algorithm searches
for full repeats, it iteratively looks for repeating subtrees on each height separately. By the
end, a group consists of roots of repeats.

This algorithm takes care of free word order among closest words (the subtree repre-
sentation does not depend on the order of child nodes) within a syntactic tree. However, a
crucial drawback is that it searches for full repeats. Figure 3 depicts the difference between
a full and a partial repeat on a clinical syntactic tree example. The idea behind the search
for partial repeats is that the chance of finding more groups is higher in this case.
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Algorithm 1: Main idea of the base algorithm of an equal subtree search in pseudocode. The base
algorithm of an equal subtree search

1: H ← {}− a height dictionary
2: T − a joint tree
3: groups← {}− a result set
4: for each v ∈ V do: // compute heights and map all strings to numbers
6: mapStringLabelToNumeric(v.label)
7: H[h(v)]← H[h(v)] ∪ v
8: for each height h in H do:
9: representations← {} // compute string representations of subtrees for each node
10: for each v ∈ V do:
11: representations← representations ∪ computeRepresentation(v)

// group equal subtrees together and add to result set
12: groups← groups ∪ groupSubtrees(representations)
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Figure 3. Tree examples of sentences where the algorithm for full repeat search will not find any
repeating subtrees: (a) A tree contains a mention of disease: “infarction myocardial”; (b) Another tree
containing “infarction myocardial” but with an extra child node with the word “second”, making it a
partial repeat.

The replacement of a single height with multiple ones is desirable, as it means that
it allows a subtree (a phrase) to occur in different parts of a tree (a sentence) instead
of a fixed position. It is especially suitable for languages with a free word order like
Russian. Restrictions of the base approach are clear from the examples shown in Figure 4.
Figure 4a illustrates the case when the repeating subtree “assigned a diagnosis diabetes
mellitus” (literal translation from Russian) encountered in both trees will not be found by
the algorithm because roots of these subtrees have different heights (3 and 4 accordingly).
This situation may happen as they are checked on separate iterations. Even if the second
tree in Figure 4b does not have a node “II” and has a height equal to 3, repeats will not be
found either, as trees do not fully match. These situations are commonly encountered in
free text, so we change the algorithm’s behavior accordingly.
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be found by the base algorithm, as trees are checked for equality on separate iterations: (a) A tree
with the word “assigned” as a root of height 3 is checked with trees of height 3; (b) A second tree
with an obvious repeat is not grouped with the first one, as it has a height 4.

Fully equal word sequences are rare in text data. The reason is that different words
can convey the same meaning, some of which can also be often omitted. To this end, in
the context of syntactic trees, we made modifications to achieve two things. First, replace
equality with similarity by application of machine learning technologies. Second, search
for partial repeats instead of full ones on multiple heights instead of a one to be consistent
with the free structure of the text. Figure 5 depicts one of the repeats examples found by
the modified version of the algorithm. Most of the words are not equal, although, have a
very close meaning, which captures a Word2Vec model.
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Figure 5. Tree examples of sentences that form a repeat by our algorithm: (a) A tree of a sentence
about a patient’s hospitalization; (b) Another tree with similar information about a patient said in
other words.

The modifications mentioned above produce a new version of the algorithm, for which
main steps are described in pseudocode in Algorithm 2.
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Algorithm 2: Main idea of a similar subtree search algorithm. The subtree search algorithm

1: H ← {}− a height dictionary
2: T − a joint tree
3: groups← {}− a result set
4: extendTree(T) // create new nodes in T for synonymous words
5: for each v ∈ V do: // compute heights and map all strings to numbers
6: mapStringLabelToNumeric(v.label)
7: H[h(v)]← H[h(v)] ∪ v
8: for each height h in H do:
9: representations← {} // compute string representations of subtrees for each node
10: for each v ∈ V do:
11: representations← representations ∪ computeRepresentation(v)

// generate possible subtree combinations Ck
n, n− number of children, k = 1..n

12: combinations← generateCombinations(representations)
// group equal subtrees together and add to result set

13: groups← groups ∪ groupSubtrees(combinations)
14: stringGroups← DFS(T, groups) // traverse tree T to restore initial word sequences

The first key difference is that a tree gets extended with new nodes before the repeats
search. Having a vector space produced by a Word2Vec model, each word can be linked
with its most similar ones. This way, for each word, we found its most similar ones by
picking those with a cosine distance higher than 0.75. These new nodes were created on
the same level as an initial word and are linked with other nodes with the same edges.
Concretely, if a word has k similar words, then k new nodes are created in the same place in
a tree. Figure 6 shows how a syntactic tree looks after these additions are made. By doing
this, our problem of finding similar subtrees reduces to a problem of finding equal subtrees.
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Figure 6. Syntactic tree representation with initial nodes colored in green and added similar nodes
colored in grey.

Firstly, heights are calculated for all initial nodes. A second key difference is that a
node is assigned not a single height but an array of heights. Concretely, each of the heights
in an array corresponds to one of the child subtrees. Each value shows what height a root
has if all the other subtrees are excluded. It is intended to make particular text patterns
searchable in different parts of a sentence. Analogically to the base version, words are
not straightforwardly compared in the algorithm. Initial words are lemmatized and then
mapped to numerical representations in the interest of performance. The core idea of the
algorithm is iterating through all heights and searching for partial repeats. For all nodes
with equal lemmas, Ck

n combinations of possible partial repeats were computed. If a subtree
repeats several times on one height, then in all sentences where it is encountered, a new
vertex is created with the new class label as a lemma. Incoming edges (the same ones
that enter the original vertex) and outgoing edges (those that lead to child vertices of this
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particular repetition) are created. Creating new vertices for each repetitive combination
simplifies the reconstruction of a path when traversing the initial tree with DFS at the end
of the algorithm. The matching subtrees are grouped and added to the result set. By the
end, a result set contains groups of roots of similar subtrees, and as the final step, all of
them are traversed with DFS for restoring repeating word sequences.

2.4. Labeling Process
2.4.1. Usage of Wikidata for Labeling

Aiming to assign meaningful categories to the retrieved groups of similar semantic
structures, we utilized the capabilities of knowledge graphs. Concepts in knowledge graphs
were associated with typified relationships in which parental relationships were categorical.
These relationships were then used for labeling terms in received groups.

Knowledge graph combines entities (facts, events, named entities) by semantic rela-
tions into a graph structure. Examples of knowledge graphs are DBpedia [26], Freebase,
Wikidata, which are actively used in question-answering systems, machine learning tasks
related to named entities recognition and linking, and other natural language processing
tasks. For English, there are systems for annotating and linking entities to knowledge
bases, such as MetaMap, BabelFly, TagMe, which successfully work with medical texts [27].
However, such systems are available for English. For Russian, only BabelFly has an
implementation able to find the word and link it to the entity’s name and an article in
the DBpedia.

However, the above information about an entity’s name in the knowledge graph
seems insufficient for meaningful annotation. For example, when annotating the word
“hospitalization”, its free-form definition may not be as valuable as its category “medical
procedure”. Furthermore, the mentioned systems do not include inheritance relationships.
Given this, and the limited options available for languages other than English, a centralized
structured multidisciplinary multilingual knowledge base, Wikidata, has become actively
used for annotation. Wikidata was created to support the Wikipedia ontology, and therefore
also contains a great deal of medical information, such as names of diseases, signs and
symptoms, medical procedures, medical organizations, body organs, medications, etc.

The Wikidata knowledge graph comprises two types of entities: objects and properties.
Properties reflect the relationships between objects, building relationships also to strings,
dates, geographic locations, images, and so on, depending on the nature of the property.
Objects have an identifier with the prefix “Q”, properties with “P”. To categorize multi-
domain entities, the Wikidata knowledge graph [10] extracted inheritance relations by type
for each entity: “instance of”, “subclass of”, “part of”, as they are most defining.

Wikidata, being a secondary knowledge base, aggregates many others, including med-
ical ones. If an item is found in a specific knowledge base, it has a corresponding property.
In [28], the authors analyzed this potential of Wikidata as a medical knowledge base and,
in particular, made a list of knowledge bases included in it. Each has a corresponding
property identifier, meaning that an object is indexed in the following knowledgebase.
By the presence of these properties, an object can be related to the medical field. The
complete list contains about a hundred knowledge bases identifiers. However, most of
them were filtered out due to their specificity (e.g., database with physician names, brain
structure database, etc.). We left only the most general ones (i.e., eMedicine, Drugbank,
Disease Ontology, MeSH, etc.). The resulting full list of properties consisted of 32 entries:
“P636”, “P673”, “P486”, “P715”, “P699”, “P780”, “P923”, “P924”, “P2452”, “P1748”, “P557”,
“P2892”, “P4338”, “P3550”, “P3841”, “P4495”, “P5270”, “P1694”, “P1693”, “P1554”, “P1550”,
“P1323”, “P696”, “P595”, “P494”, “P1692”, “P1461”, “P667”, “P2275”, “P4250”, “P2176”,
“P1995”. The presence of one of these properties in a Wikidata entity’s properties indicates
that this entity belongs to the medical domain.

We have fetched only Wikidata entities with the specified properties for compiling
the database. Interaction with the knowledge graph and fetching entities was done with
queries in the specialized query language SPARQL and the public MediaWiki interaction
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interface. Then, only those entities remained that have their names available in Russian
translation, leaving only about a third of initially fetched. For these entities, synonyms and
names associated with each other with inheritance relationships are found on the Wikidata
graph (as mentioned, inheritance relations are: “instance of”, “subclass of”, “part of”).
In addition to the data obtained from Wikidata, we also normalized entities’ names, as
the algorithm for searching similar partial repeats works with the normal forms of words.
Figure 7 depicts the resulting database schema, where we have aggregated all fetched
and filtered categorical information from Wikidata. We stored entities with hierarchical
relations in one table and linked synonyms to existing entities in another table.
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Figure 7. Medical database schema.

A concrete example of an entity “electrocardiogram” is shown in Figure 8. According
to Wikidata, this entity has a medical property “P486” (MeSH descriptor ID), synonyms
“EKG” and “ECG”; and categories “medical test type” (“instance of”), “medical test”
(“subclass of”), and “electrophysiology” (part of). This way, a mention of “EKG” gets a
“medical test type” label as the closest parental relation.
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2.4.2. Usage of Domain Vocabularies for Labeling

Medical knowledge bases can cover most medical terms. However, some serious gaps
remain. Several essential databases were compiled in English and are relevant only for
English. Concretely, fundamental differences exist in the drugs’ names and most active
substances’ names, which are not translated in other languages. Thus, vocabularies of
Russian-language terms are needed to supplement the knowledge bases in cases where
their data are insufficient. There are no such pre-compiled vocabularies for the Russian
language, and their compilation is done as a subtask. We compiled a vocabulary of drugs
containing a parsed set of names listed in the Vidal.ru reference book (6360 names).

We also compiled vocabularies, as there are cases where no Russian translations exist
for some terms (e.g., diseases, sign and symptoms names) crucial for EMR labeling. The
resulting vocabularies of disease names (4657), signs and symptoms names (355), physician
specializations names (41) were crawled from Russian medical websites.
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A significant disadvantage of labeling with vocabularies is that even if the text specifies
the exact name of the entity, the group still gets the general label “Disease”, even though it
can be matched with a more specific category. For example, “Atherosclerosis of the carotid
arteries” will be labeled with vocabulary as “Disease”, while this disease is categorized
more specifically as “chronic arterial disease” according to the Wikidata. Additionally,
unlike the Wikidata knowledge base, vocabularies do not contain synonyms and the most
common abbreviations for domain terms.

2.4.3. Labels Assignment

The received groups of semantic constructions are labeled with structured medical
resources. Firstly, groups are labeled with compiled domain vocabularies. Groups get
labels “Disease”, “Sign and symptom”, “Medication”, and “Physician specialization” if a
word is present in the corresponding vocabulary. Additionally, groups containing any date
designations get a “Timestamp” label. Additionally, a group with a verb in passive voice
(i.e., “was hospitalized”, “was appointed”, “was discharged”) indicates some event in a
patient’s EMR, so it gets labeled “Event”.

Afterward, in each group, adjectives and nouns are picked, their possible permutations
are matched against names of entries in a retrieved database. If a word or a combination of
words is matched with one of the entities’ names or synonyms, a group gets a label equal
to the category linked by “instance of” relation. If a Russian translation for “instance of”
entity does not exist, then a “subclass of” relation is followed. Likewise, “subclass of” and
“part of”. The reason is that “instance of” is considered the closest category, while “part of”
is the most abstract of them.

2.5. Entity Linking in a New Knowledge Base

There were examples of words relating to more than one label in a knowledge base
during the labeling process. In these cases, a simple decision rule was applied to pick the
most relevant. Cosine similarity between vector representation of a label and a term being
labeled defined the decision rule.

The proximity of vector representations links words from the text with corresponding
words from knowledge bases. The proposal was made in [29] to represent a graph using
vector representations of low dimensionality encoding the graph’s topology. The advantage
of this approach is that such representations can include information about related concepts
embedded in the knowledge graph structure, in contrast to other means of analysis. The
core idea behind this approach is using Node2Vec [13] or DeepWalk [30] methods to
generate samples and train a skip-gram model Word2Vec [18]. In [29], authors conduct
experiments on the whole DBpedia, implement a custom random walk procedure, and
suggest a candidate ranking metric, which uses cosine distance between embeddings to
select a relevant candidate.

However, entity linking in the current study’s context is much easier, as we have
already selected a medical part of a Wikidata. Most non-medical terms simply do not
participate in the labeling process. Unfortunately, though, a few hundred names point
to multiple entities. As ambiguous cases are rare, it was set to define a rule that prefers
those entities closer to the context of a corpus being annotated. Concretely, a skip-gram
model was trained with Node2Vec on a database graph and a forest of initial syntactic trees
(Node2Vec parameters: p = 1, q = 2, number of walks per root = 3, walk length = 5). A
decision between possible entities was made in favor of the one with the highest cosine
similarity score.

The ambiguous example is shown in Figure 9 with an entity with the label “pain”
and an entity with the label “nociception”. The last one is an alias and is referenced
additionally by the “pain” label. In this situation, it is indefinite which category to pick—a
“livelihood” (which “nociception” is an instance of) or a “negative emotion” (which “pain”
is an instance of). Having trained embeddings of nodes of a knowledge graph, we compute
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cos(pain, negative emotion) = 0.75 and cos(pain, livelihood) = 0.31. This way, “negative
emotion” is selected as a label, with the highest score.

J. Pers. Med. 2022, 12, x FOR PEER REVIEW 12 of 19 
 

 

decision between possible entities was made in favor of the one with the highest cosine 
similarity score. 

The ambiguous example is shown in Figure 9 with an entity with the label “pain” 
and an entity with the label “nociception”. The last one is an alias and is referenced addi-
tionally by the “pain” label. In this situation, it is indefinite which category to pick—a 
“livelihood” (which “nociception” is an instance of) or a “negative emotion” (which 
“pain” is an instance of). Having trained embeddings of nodes of a knowledge graph, we 
compute cos(푝푎푖푛, 푛푒푔푎푡푖푣푒 푒푚표푡푖표푛) = 0.75  and cos(푝푎푖푛, 푙푖푣푒푙푖ℎ표표푑) = 0.31 . This 
way, “negative emotion” is selected as a label, with the highest score. 

 
Figure 9. Example of ambiguous choice of labels in case of a presence of multiple synonymous en-
tities. 

3. Results 
3.1. Data 

Experiments were conducted on a corpus of 5 k sentences with time constructions in 
the Russian language. Sentences were taken from a set of anonymous histories included 
in EMRs of patients with acute coronary syndrome under observation in Almazov Na-
tional Medical Research Centre (Almazov Centre) in 2010–2015. 

3.2. Method’s Implementation Details 
Labeling was performed on a personal computer with a 1.8 GHz Dual-Core Intel Core 

i5 processor and 8 GB RAM taking 6.2 min for the whole process on average. The imple-
mentation of the described method was written in the Python programming language. 
Software technologies used in this research, besides standard ones, included Gensim [31] 
and StellarGraph [32] libraries for training embeddings and DeepPavlov [21] for text pars-
ing. 

3.3. The Resulting Medical Database 
The resulting number of medical entities retrieved by the specified algorithm is 18.9 

k entities and 17.1 k synonyms. From the compiled database, the appearance of the 
knowledge graph in Wikidata can be partially reconstructed, although greatly simplified, 
which uses only inheritance relations as links. Figure 10 shows the knowledge base graph, 
where the “name” field from both tables and category names are the vertices and inher-
itance relations are the edges. There are many sets with a small number of vertices that 
are specific and have few related entities. At the same time, in the center, extensive con-
cepts such as “cure”, “disease”, and “chemical compound” link many entities together. 
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3. Results
3.1. Data

Experiments were conducted on a corpus of 5 k sentences with time constructions in
the Russian language. Sentences were taken from a set of anonymous histories included in
EMRs of patients with acute coronary syndrome under observation in Almazov National
Medical Research Centre (Almazov Centre) in 2010–2015.

3.2. Method’s Implementation Details

Labeling was performed on a personal computer with a 1.8 GHz Dual-Core Intel Core
i5 processor and 8 GB RAM taking 6.2 min for the whole process on average. The implemen-
tation of the described method was written in the Python programming language. Software
technologies used in this research, besides standard ones, included Gensim [31] and Stellar-
Graph [32] libraries for training embeddings and DeepPavlov [21] for text parsing.

3.3. The Resulting Medical Database

The resulting number of medical entities retrieved by the specified algorithm is 18.9 k
entities and 17.1 k synonyms. From the compiled database, the appearance of the knowl-
edge graph in Wikidata can be partially reconstructed, although greatly simplified, which
uses only inheritance relations as links. Figure 10 shows the knowledge base graph, where
the “name” field from both tables and category names are the vertices and inheritance
relations are the edges. There are many sets with a small number of vertices that are specific
and have few related entities. At the same time, in the center, extensive concepts such as
“cure”, “disease”, and “chemical compound” link many entities together.

Figure 11 shows examples of how entities and relationships in the constructed database
look at closer inspection. Random samples from the database were taken for the construction.
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3.4. Embeddings Trained with Node2Vec

Figure 12 shows medical terms in the text of EMRs marked after labeling with vocabu-
laries. First, the embedding of each word was obtained from the resulting vector spaced
received by training a CBOW model with the Node2Vec method. Then, they are visualized
with a t-SNE method.
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Physician specializations clustered together, cardiac and infectious diseases groups
are also noticeably separated from others. On the other hand, similar medications and the
diseases for which they are prescribed are located closely. We provide examples below of
the most similar words according to the obtained vector space. Table 1 compares similar
words retrieved with the Node2Vec method and a plain Word2Vec method. The last one
linked many unrelated by common sense words, whereas the Node2Vec focused more on
meaningful relations between words rather than a local neighborhood.

Table 1. Comparison of words similar by cosine distance defined by Node2Vec and Word2Vec.

Russian
Word English Word Russian Synonyms

Node2Vec
English Synonyms

Node2Vec
Russian Synonyms

Word2Vec
English Synonyms

Word2Vec

бeдpeнный
лaтepaльный lateral диcтaльный distal

femoral мaлoбepцoвый peroneal виcoчный temporal
cycтaвный articular пaxoвый inguinal

пpeднизoлoн prednisone
вepoшпиpoн verospiron в/в intravenously

нoвoкaинaмид novokainamide мг/cyт mg/day
ϕypoceмид furosemide ϕypoceмид furosemide

нии

nii
(national
research
institute)

кб
oкб

ch (clinical hospital)
lch (local clinical

hospital)

кб ch
oкб lch

пpиëмный emergency

xлcнpc
surgical treatment of

complex cardiac
arrhythmias

ϕeльдшep paramedic вpaч physician вpaч physician
мeдcaнчacть medical unit

нaгнoeниe suppuration

ceпcиc sepsis aбcцecc abscess
вocпaлeниe inflammation oпyxoль tumor

гнoй pus инϕeкция infection
pyбцeвaниe scarring гeмaтoмa hematoma
инϕeкция infection кpoвoтeчeниe bleeding

Even though in some cases, words in both vector spaces are close, in a one retrieved by
Word2Vec, relatively distant words are grouped (i.e., diseases and symptoms). Additionally,
some designations have a high cosine distance with medication names. For example,
as per Table 1, the abbreviation for national research institute is redundantly close to
emergency and paramedic to a medical unit. In some cases, completely different words are
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correlated: “cardio dispensary” with “child”, “accounting” with “lung”, “appointment”
with “intravenously”, and “arrhythmologist”. Additionally, big typos in words, which
are hard to relate to initial forms, are unreasonably close to each other. Embeddings
trained with the Node2Vec method avoid these problems and provide a significantly more
meaningful vector space. Several selected examples of similar words are listed in Table 2.

Table 2. Examples of words similar by cosine distance defined by Node2Vec.

Russian Word English Word Russian Synonyms Node2Vec English Synonyms Node2Vec

цpб cch (central clinical hospital) cтaциoнap hospital
диcпaнcep dispensary

мpт mri

гacтpocкoпия gastroscopy
oэкт spect
экг ecg

peнтгeнoгpaϕия radiography

гкмп hcm (hypertrophic cardiomyopathy)
пpoлaпc prolapse

пoликиcтoз polycystic
кapдиoмиoпaтия cardiomyopathy

иcкycтвeнный atificial иcкyccтвeнный artificial

oтcyтcвиe absense oтcyтcтвиe absence

тoшнoтa nausea
гoлoвoкpyжeниe dizziness

жжeниe burning
pвoтa vomit

With examples in Table 2, symptoms, medications, medical test types, and diseases
with several abbreviations were grouped. Additionally, names of cities, names of relatives
(i.e., “grandmother”, “mother”, “brother”, “relative”, etc.), physician specializations, medi-
cal institutions, body parts, text numbers (i.e., “one”, “two”, “twenty”, etc.), words with
minor typos and similar non-medical words (i.e., verbs “occur”, “form”, “manifest” in
relation to the beginning of the disease) got together.

3.5. Extracted Groups

Our algorithm extracted nearly 8.2 k groups in total. Frequency statistics of the size
of groups are shown with bar charts in Figure 13. It is noticeable that groups are most
commonly small and consist of up to 10 repeated phrases. Therefore, the maximum repeat
length was limited to five words to keep groups short and informative.
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3.6. Labeling Groups

Utilizing domain vocabularies of diseases, symptoms, medications, and physician
specializations got only 700 groups labeled. This number is low, as full names of terms
are seldom found in free texts. Labeling with Wikidata increased the annotated number
of groups to 3.8 k, adding labels “Timestamp” and “Event” the number grew to 6.6 k
annotated groups. This way, 4844 out of 5 k sentences got labeled, 3877 of which are labels
from Wikidata and domain vocabularies.

Table 3 represents several examples of repeats in groups and their corresponding labels.

Table 3. Examples of labeled semantic groups.

Group Russian Group English Label Russian Label English

выявили в2009 гoдy identified in 2009

вpeмeннaя мeткa, coбытиe timestamp, eventзapeгиcтpиpoвaн в1995 г registered in 1995
oбнapyжeнa в2004 гoдy discovered in 2004
зaϕикcиpoвaны в2009 г recorded in 2009

yxyдшeниe cocтoяния deterioration xapaктepиcтикa зaбoлeвaния disease characteristic

пepeлoмы кocтeй bone fractures

тип клacca
aнaтoмичecкoйcтpyктypы,
пoвpeждeниe opгaнизмa,

бoлeзнь

anatomical structure class
type, body injury, disease

пpиcтyпы тaxикapдии
пapoкcизм тaxикapдии

bouts of tachycardia
paroxysm of tachycardia

мeдицинcкoe зaключeниe,
бoлeзнь, oбocтpeниe

medical report, disease,
exacerbation

Thirty of the most common results from the assigned labels are displayed in Figure 14.
Except a few, all of them are related to the biomedical domain.
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We randomly generated a validation set of 500 sentences assigned labels with Wikidata
and domain vocabularies. Manually validating, we decided whether a label is relevant
to the context or not. As expected, classes of diseases, symptoms, laboratory tests, and

182



J. Pers. Med. 2022, 12, 25

anatomical structures are covered in most cases by this labeling, making labeling correct in
more than 92.7% of cases.

4. Discussion

The proposed algorithm extracted nearly 8.2 k groups of similar semantic constructions
from a corpus of 5 k sentences. Using medical vocabularies, only 700 groups got annotated,
whereas, with the use of Wikidata’s categorical concepts, this number grew to 3.8 k, making
a significant improvement. These labeled groups covered 82% of sentences of a corpus
with annotation. Validation established that 92.7% of the labels assigned with Wikidata
and vocabularies were meaningful. When labels were extended with “Time construction”
and “Event”, the coverage of the corpus with annotation grew to 97%. These results show
that the designed method can be successfully applied to label medical text data.

The method we developed succeeded in joining semantically close phrases: some
common abbreviations (for example, ones for medical organizations and lab tests), word
reductions (for example, ‘department’ and ‘dep’ in Russian), and minor typos. Diseases,
organs, body parts, and geographical places were grouped by the system. To the best of
our knowledge, this is a first attempt at grouping medical free text by semantic similarity
before automatic annotation intending to cover more words.

In addition to the positive results, several limitations discovered should also be men-
tioned. Firstly, even though the database used is mostly medical-related, some non-medical
terms got included (for example, together with a geographical knowledge base containing
names of medical organizations) and caused incorrect labeling. Concretely, the word “pool”
(relating to “middle cerebral artery pool”) is incorrectly linked to “sports facility”, a word
“month” (relating to some point in time)—to “natural satellite” referring to the Moon, a
word “work” (relating to “heart work”)—to “geographic location”. Additionally, “infarc-
tion”, “myocardial infarction”, and “stroke” are assigned labels “cause of death”, but in
the text there were described cases of patients who survived. This label is considered the
closest category as it is linked with “instance of” relation, however “subclass of” relation
leads to more meaningful in these case categories: “necrosis”, “coronary insufficiency”,
and “cerebrovascular diseases”, respectively.

Nevertheless, these exclusive cases relate to 97 out of 2047 assigned labels, making
labeling correct, as mentioned, in more than 95% of cases. Secondly, many articles do not yet
have a translation of the name or individual properties into Russian in Wikidata. However,
it is reassuring that this knowledge base is updated daily and constantly expanding, making
it a more comprehensive resource.

In the nearest future, it is planned to improve the decision process of Wikidata labels.
In this work, we picked “instance of”, “subclass of”, and “part of” categorical relations as
most descriptive in the Wikidata graph and considered them to be in descending order of
closeness. Though, closeness does not always follow this rule and often is dependent on
the context of the whole semantic construction. We apply exact matching with Wikidata
terms and rely entirely on groups to join similar concepts together. A way to improve can
be to assume that similar words have similar Wikidata categories. Doing this can cover
more information with labels. Additionally, a method currently uses a uniform way of
choosing a category for an entity in a Wikidata graph. However, each time the best option
is dependent on the context. It is planned to avoid this limitation and incorporate similarity
in this decision process.

5. Conclusions

The key contributions of this work are a design of a new methodology for automatic
annotation of EMRs, a proposed method for finding similar subtrees in a tree, a successful
application of a classic Node2Vec algorithm to syntactic trees, and a creation of a medical
Wikidata-based database for labeling in Russian. The whole pipeline can be adapted to
other languages by changing the language-specific preprocessing module. Additionally, a
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corresponding database can be created by changing a language code. For Russian, a graphic
interface was implemented for annotating new datasets with statistical representation.

The developed tool can generally increase the number of labeled datasets available,
which researchers can use in machine learning problems related to the medical domain.
Availability of such tools, in turn, can broaden the scope of problems and save time for
domain experts, saving them time engaged in searching and for researchers who get their
data labeled quickly.
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Abstract: Genomic information is a very sensitive type of digital information as it not only applies
to a person, but also to close relatives. Therefore, privacy provision is key to protecting genomic
information from unauthorized access. It is worth noting that most of the current genomic information
formats do not provide specific mechanisms by which to secure the stored information. In order
to solve, among other things, the privacy provision issue, we proposed the GIPAMS (Genomic
Information Protection And Management System) modular architecture, which is based on the use
of standards such as ISO/IEC 23092 and a few GA4GH (Global Alliance for Genomics and Health)
initiatives. Some of the GIPAMS modules have already been implemented, mainly based on ISO/IEC
23092 features, and we are conducting work on the complete version of the architecture, and other
standards are also considered. One of the objectives of GIPAMS is to enable the management of
different formats of genomic information in a unique and interoperable way, providing privacy and
security for formats that do not currently support them.

Keywords: genomics; privacy; security; modular architecture; GIPAMS; standards

1. Introduction

Genomic information is a very sensitive type of digital information. If it is leaked, it
becomes public “forever”. However, this is not the worst of the potential consequences; if
some genomic information is leaked, not only will one person’s information be revealed,
but her close relatives’ information is also impacted. So, it is key to define mechanisms for
providing privacy and security related to genomic information.

Genomic information is currently stored in different file formats and locations, making
it difficult for researchers, and, in general, health professionals to access it. Moreover, file
sizes may be up to several hundreds of GB, complicating its transmission and manipu-
lation. Finally, researchers need to follow strict authorization procedures to access some
genomic studies, hindering possible research advances due to the complexity of such an
authorization process.

In order to solve some of these issues, we present our proposal for a secure modular
system in this paper, called GIPAMS (Genomic Information Protection And Management
System) [1]. With this system, we attempt to provide a solution to the problem of privacy
protection of genomic information. It implements mechanisms for providing privacy as
well as secure storage, search and access to genomic information. We already described a
preliminary version of this system in [1], but it is still under improvement, as we explain
in this paper. Although the proposed system architecture is standards-agnostic, most of
the modules implemented in this version are based on the ISO/IEC 23092 standard, also
known as MPEG-G (Genomic Information Representation) [2,3], as we further describe in
the following sections.

Nevertheless, ISO/IEC 23092 is not the only way of representing genomic information.
The Global Alliance for Genomics and Health (GA4GH) [4] also defines protected genomic
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information representation formats, such as Crypt4GH [5], and ways of authorizing and
authenticating access to genomic information, such as GA4GH Passports [6,7] and Au-
thentication and Authorization Infrastructure (AAI) [8,9]. Moreover, they embrace some
of the most relevant genomic file formats such as SAM/BAM [10] or CRAM [11] for the
representation and storage of genomic information. Based on this, we also describe how
GA4GH standards can help us in improving GIPAMS.

The aim of the work presented in this paper is to describe how genomic information
can be managed in a secure way using a modular architecture (GIPAMS [1]) based on
standardized information formats, specifically ISO/IEC 23092 [2,3]. Moreover, we explain
some implementation details (programming languages, tools, etc.) of the GIPAMS ar-
chitecture together with improvements we plan to apply to the current version. These
improvements include, among other things, the use of other secure standardized formats,
such as Crypt4GH [5], or authorization technologies such as AAI [8,9] and GA4GH Pass-
ports [6,7], all coming from GA4GH [4]. To do so, we propose the “duplication” of some
modules of the architecture in order to support the different file formats and protection
and authorization mechanisms. Other possible improvement is the implementation of a
federation of GIPAMS to facilitate communication and interoperability between different
organizations in charge of genomic information storage and management.

In the rest of this section, we briefly describe ISO/IEC 23092, as it will be further
developed in Sections 1.1 and 2.2. Moreover, we describe some GA4GH mechanisms for
the provision of privacy and security for genomic information.

1.1. ISO/IEC 23092 (Genomic Information Representation)

ISO/IEC 23092 Information Technology - Genomic Information Representation [2,3] is
a standard devoted to the representation of compressed genomic information including
appropriate security and privacy features [12–14] since its inception following a Security
and Privacy by Design approach [15]. It is composed of six parts, most of them already
published. Some of them are even under revision for new editions [16–20], and one of them
is still under development [21]. Part 1 is devoted to the Transport and Storage of Genomic
Information. Part 2 describes the Coding of Genomic Information. Part 3 is more relevant
for this work, as it defines Genomic Information Metadata and Application Programming
Interfaces (APIs). Part 4 specifies the Reference Software. Part 5 addresses Conformance,
and Part 6 defines the coding of genomic annotations.

The ISO/IEC 23092-3 is devoted to protection [18]. Amongst other security features, it
defines the selective encryption of sequencing data and metadata, and enforces privacy
with the definition of privacy rules that can also be applied to genomic data and associated
metadata. In addition to privacy rules and encryption, digital signatures can be applied to
the information to assure integrity by preventing tampering. However, signatures are not
the only mechanism to prevent the tampering of genomic data, as fingerprinting has also
been considered [22].

These protection mechanisms can be applied at different levels inside ISO/IEC 23092
conformant files, providing high granularity when securing genomic data [12,13]. Each
identifiable portion of the coded file can be encrypted to protect confidentiality or signed to
protect integrity. In order to provide access control to the protected information, encryption
and privacy rules have to be combined, ensuring that only authorized users can perform
an action on the information.

ISO/IEC 23092 provides a syntax expressed in XML language [23], to support different
strategies for encrypting and signing genomic information. For instance, we could define
encryption and access control with privacy rules for data and only signature for metadata.
Another scenario could be the encryption and application of privacy rules associated
with just metadata, leaving out genomic information. Possible protection strategies also
provide support for key retrieval, key derivation, key wrappers and, as already mentioned,
signatures [18]. Some of these ideas are described in more detail in [24]. In Section 2,
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we describe ISO/IEC 23092 standard features and how we used them to design and
implement GIPAMS.

1.2. Global Alliance for Genomics and Health (GA4GH)

The Global Alliance for Genomics and Health (GA4GH) [4] defines itself as “a policy-
framing and technical standards-setting organization, seeking to enable responsible ge-
nomic data sharing within a human rights framework”.

As mentioned before, there are several initiatives within GA4GH that manage security,
privacy, authentication and the authorization of access to genomic content, at different
levels, such as Passports [6,7], Authentication and Authorization Infrastructure (AAI) [8,9]
and Crypt4GH [5]. GA4GH also defines communication protocols to interchange genomic
information, such as the htsget API [25,26]. htsget defines a data retrieval application
programming interface (API) based on well-known standards and recommendations such
as HTTP(S), JSON [27] and OAuth 2.0 [28]. It supports the retrieval of data for different
genomic data formats, such as SAM/BAM [10] or CRAM [11].

We briefly describe some of these initiatives in the following Section.

1.2.1. GA4GH Passports

GA4GH Passports [6,7] define a mechanism by which to determine whether a re-
searcher can access some genomic information based on the data contained in her passport.
The structure of a GA4GH Passport is sketched in Figure 1. Objects and tokens are grouped
together as presented. There are two separate sections inside the passport, one for the
Access Token and the other for the Passport Claim, where different Passport Visas can be
found. Each Passport Visa can be issued by a different organization, whose signature is
included to provide integrity and authentication to the issued visa.
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The basic flow of data from the Passport Visa Assertion Source to Passport Clearing-
house Service is shown in Figure 2. As it can be seen, there are different services involved
in the process. Some of the steps are completely defined by GA4GH in [7], such as the one
between Passport Broker and Passport Clearinghouse services. Other services just need to
be compliant, such as the ones involved with Passport Visa, and others remain unspecified,
such as the communication between services until reaching the Passport Broker.
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Some limitations of the first version of GA4GH Passport led to the development of
version 1.2, which will allow for the separation of Passport visas from other personal
information, and 2.0, which attempts to solve more sophisticated security issues in the
token interchange process.

1.2.2. GA4GH Authorization and Authentication Infrastructure (AAI)

GA4GH Authorization and Authentication Infrastructure (AAI) [8,9] defines mecha-
nisms for authenticating an individual and authorizing access to a dataset, independent of
being genomic or not, as GA4GH AAI claims to be “domain agnostic”. It makes use of the
OpenID Connect standard [29] to introduce the concept of the “access token”.

In particular, AAI profiles the OpenID Connect protocol to provide a federated au-
thentication and authorization infrastructure between genomics institutions in order to
facilitate interoperability, especially when, but not limited to, sharing restricted datasets.

The relationship between GA4GH Passports and AAI is that AAI provides a method
for identifying users and transporting claims related to them, whilst Passports provide the
data format for converting user claims into permissions associated with datasets, user roles,
resources and more.

In this way, an AAI access token can be included in the Passport to transport a
researcher’s digital identity and permissions. Then, these permissions can be mapped to
the specific organizations, tools and environments, favoring federation handling, as it can
manage different organizations, tools and environments.

1.2.3. Crypt4GH File Format

Crypt4GH [5] is the file format defined by GA4GH [4] used to encrypt genomic files to
provide them with confidentiality, integrity and authentication. To do so, the use of several
encryption keys is defined, both symmetric and asymmetric, which are used to protect both
header packets and genomic data.

Figure 3 shows the file structure. It can be seen that the first level of this structure
consists of Header and Data Blocks. Inside the Header, we can find Header Packets
containing encryption information, which are basically the keys and encryption methods
needed to decrypt the genomic data for the different users with access to the file. A
combination of asymmetric reader and writer keys is used to obtain the symmetric key
used for encrypting data blocks. Both header packets and data blocks contain a Message
Authentication Code (MAC), to ensure its authentication.

To process the file, the reader first has to read the Header, checking that the magic
number and version provided match the expected values. Then, she should attempt to
decode all header packets, ignoring those whose MAC cannot be verified, as this means
that this specific header packet was not intended for this reader. If no header packet has
been verified after processing all of them, an error has to be reported. If there is more than
one header packet verified, the reader must store all the keys decoded in order to process
the corresponding data blocks.

The data blocks decoding process involves the authentication and decryption of the
segment(s) enclosing the data range required by the reader, expressed by two numbers, P
and Q, where P < Q.
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To decrypt the required data range, the initial segment, including the Nonce and
the MAC, is read. After that, an authentication tag is calculated over the cipher-text and
compared with the MAC read from the file. The cipher-text is authenticated if and only if
both tags match. If there is more than one key for decrypting data in the header, each one
has to be checked until one authenticates the segment or no keys are left. In case no key
authenticates the cipher-text, an error should be reported.

To effectively decrypt the cipher-text, the key authenticating the MAC and the Nonce
are used, returning the corresponding plain text. The process is repeated for the subsequent
segments, until the segment containing position Q is reached.

Ref. [5] defines the encryption and authentication methods accepted together with
some considerations on how to improve the decryption process after keys are decoded
from the header packets.

2. Materials and Methods

This section describes in detail the development and set-up of the Genomic Information
Protection And Management System (GIPAMS) [1]. Some of the proposed modules have
an initial implementation that can be accessed at [30]. It is worth noting that this is not an
outline of the complete implementation of the system, as it is currently under development
as further explained in the following subsections. Moreover, we also describe how GIPAMS
follows some of ISO/IEC 23092 features.

2.1. Genomic Information and Protection Management System (GIPAMS)

The Genomic Information Protection And Management System, GIPAMS, is an evo-
lution of our original Multimedia Information Protection And Management System, MI-
PAMS [31]. It transitioned from managing multimedia content to genomic content, but the
underlying concepts remain, i.e., providing a secure standards-based modular architecture
for managing the information and its associated metadata. To achieve this, we used the
features defined in the different parts of the ISO/IEC 23092 GIPAMS architecture and
structure, as depicted in Figure 4.
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We already performed a partial pilot implementation [1] of the architecture mainly
based on ISO/IEC 23092 features. Nevertheless, this is the expected final complete pic-
ture, where other standardization initiatives may be considered, as further described in
Section 4.1. The functionality of the different modules is as follows:

• User Application (UA): Access point to the whole system. It sends all requests to
the Workflow Manager, which redirects to the corresponding module based on the
action requested by the user. An access token is required, which is provided by the
Authentication Service. Communication between this application and the rest of the
architecture is performed through a secure channel. It is currently implemented as a
web application but it could be a desktop application or even a mobile application.

• Workflow Manager (WM): Intermediate module that acts as a unique entry point to the
system to facilitate interactions with the other modules, making them transparent to
the final user. Before redirecting to the module in charge of an operation coming from
the User Application, it checks if this operation is authorized using the information
inside the access token.

• Authentication Service (ATS): Server in charge of user identification. It provides
authentication features using OAuth 2.0 [28] and JSON Web Tokens [32]. Its implemen-
tation is currently based on Keycloak [33], although other providers may be considered,
such as FusionAuth [34] or Gluu [35].

• Genomic Content Service (GCS): Module in charge of genomic archives management,
both in reading and writing operations. In case genomic data has to be protected
(encrypted or signed), it may connect with the Protection Service to obtain the required
keys. It also manages metadata storage.

• Authorization Service (AS): Module which validates authorization rules. It is currently
based on WSO2 Balana [36]. Authorization requests are usually sent from the Work-
flow Manager responding to user actions, but other modules may also interact with it
to request the authorization of internal operations.

• Search Service (SS): Module which performs searches over genomic information (espe-
cially metadata). In order to provide extra filtering features, it uses a relational database
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where metadata fields are stored. It must be checked by means of authorization rules
so that the returned results can be seen by the user requesting them.

• Policy Service (PS): Module in charge of the creation of the authorization rules. In the
current version of this module, which makes use of eXtensible Access Control Markup
Language (XACML) [37], they are organized into XACML policies and rules.

• Protection Service (PTS): Module which creates protection information metadata asso-
ciated with genomic information. It applies the defined mechanisms (i.e., encryption,
signature, etc.) to the corresponding genomic data or metadata.

• Report/Track Service (RTS): Module in charge of reporting the operations imple-
mented in the system, especially those not authorized. It helps in keeping track of
illegal/unusual operations that may indicate an attempt to attack the system.

• Certification Authority (CA): This is not a real module of the system, but something
required for its proper functioning. It provides the certificates needed to establish
secure connections between the different system components.

2.2. ISO/IEC 23092 Relationship with GIPAMS

As already mentioned throughout this paper, ISO/IEC 23092 was adopted as a starting
point for the implementation of GIPAMS (Genomic Information Protection And Manage-
ment System) architecture as it provides different features that can be separated into
interconnected modules to provide the complete picture. Some of these features are
outlined below.

• Hierarchical organization of the genomic information thanks to the file structure
defined in the standard [16].

• Compression of genomic information, by means of standardized compression algo-
rithms [18].

• Metadata at different levels of the hierarchy using the corresponding metadata box at
the information level it applies, such as file, dataset group, dataset or access unit [18].

• Privacy rules used for access control on both genomic data and metadata, are stored in
the corresponding protection box at the information level and apply to dataset groups
or datasets [18]. This structure is described in Section 2.3.

• Encryption and protection mechanisms both for genomic data and metadata, stored in
the corresponding protection box at the information level it applies to, with dataset
groups, datasets or access units [18].

• Integrity by means of digital signatures, which can be applied to genomic data and
metadata, stored in the corresponding protection box at the information level it applies
to, including dataset groups, datasets or access units [18].

2.3. ISO/IEC 23092 File Structure

In order to support the security strategies proposed in ISO/IEC 23092, a hierarchical
file format was defined, as shown in Figure 5. This file format combines protection and
metadata elements with the genomic data. It is worth noting the security and privacy using
the design approach taken into account in the definition of this file format.

Figure 5 shows the standardized format of an ISO/IEC 23092 file when working in an
Access Unit Container (AUC) mode. When using AUC, genomic information is stored as ac-
cess units, which are sets of coded genomic information that can be independently accessed
and inspected. There is another mode, called the Descriptor Stream Container (DSC), where
genomic information is organized in a different way, specifically, as descriptor streams.
Both modes may contain the same base genomic information, although the difference lies
in how it is organized, which depends on how and when genomic information has to be
generated, processed and accessed. We will focus on the AUC mode for the description of
the features presented.

The file is structured in hierarchical boxes, with the File as the root element, which
has a header element, including basic file information. Inside the file structure, we can find
Dataset Groups, which also have an associated header as well as metadata and protection
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information. The Dataset Group may contain one or more Datasets, which, in turn, may
contain information boxes or other container boxes. The last level of the hierarchy may be
organized in Access Units (AUC mode), as shown in Figure 5, or in Descriptor Streams
(DSC mode), depending on how genomic information needs to be accessed. In the end,
genomic information is stored in Blocks, regardless of the use of Access Units or Descriptor
Streams. Figure 5 shows an example of a Dataset Group containing several Datasets, as
well as support for protection and metadata. The indexation information appearing at the
Dataset level supports direct access to different parts of the genomic information.
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The advantages of the ISO/IEC 23092 file structure include the hierarchical organi-
zation and the fact that metadata and protection information are stored together with the
genomic information itself, as described in Sections 2.4 and 2.5. Moreover, other advantages
include the existence of an API for accessing information and the availability of autho-
rization policies and rules also included inside the file. Finally, indexes can be defined
to provide direct access to specific regions of the genomic information. The main current
disadvantage is that it is not widely accepted for the moment, as there are well established
genomic information formats used both in genomic research and clinical practice.

2.4. ISO/IEC 23092 Metadata

The hierarchy defined in ISO/IEC 23092 attempts to represent the metadata structures
for different organizations, such as the European Genome-Phenome Archive (EGA) [38] and
the National Center for Biotechnology Information (NCBI) [39], among others. The Dataset
Group represents concepts such as Study in EGA or BioProject in NCBI. Analogously, each
dataset corresponds to a dataset in EGA or BioSample in NCBI.

ISO/IEC 23092 part 3 [18] stores metadata in the information boxes Dataset Group
Metadata (dgmd) and Dataset Metadata (dtmd) using Extensible Markup Language
(XML) [23]. We created some mappings in order to check that the metadata coming
from EGA and NCBI are compatible with the developments required for GIPAMS architec-
ture. The results of this mapping were diverse for different reasons, briefly outlined in the
following section.

EGA uses a similar structure, so the mapping is direct, as represented in Table 1. For
NCBI, the mapping was not as easy to achieve, as there are some differences. For example,
the Abstract field is not present in NCBI metadata and their Type is not identical in both
cases. This mapping is represented in Table 2.

On the other hand, ISO/IEC 23092 provides a mechanism by which to store additional
information inside metadata fields. To test this mechanism, we defined some extensions for
the NCBI metadata, represented in Table 3 and briefly described next. The field StudyDesign
indicates an epidemiological or omics research design context in which a sample was used.
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BodySite stores information about the type of tissue the sample was taken from. AnalyteType
represents the biological specimen sampled from a subject (e.g., DNA from blood). The
IsTumor indicates whether the sample corresponds to a tumor or not. These mappings have
their corresponding XML representation according to ISO/IEC 23092 part 3 [18].

Table 1. EGA metadata mapping.

MPEG-G Field EGA Field

Title Study-STUDY_TITLE
Type Study-STUDY_TYPE

Abstract Study-STUDY_ABSTRACT
ProjectCentre Study-CENTER_PROJECT_NAME
Description Study-STUDY_DESCRIPTION

Sample-TaxonId Assembly-TAXON_ID
Sample-Title Assembly-TITLE

Table 2. NCBI metadata mapping.

MPEG-G Field NCBI Field

Title BioProject-Title
Type BioProject-ProjectTypeSubmission

Abstract Non existent
ProjectCentre BioProject-Organization
Description BioProject-Description

Sample-TaxonId BioSample-TAXON_ID
Sample-Title BioSample-TITLE

Table 3. Attribute extension fields.

Attribute Extension NCBI Field

StudyDesign BioSample-Attribute-study design
BodySite BioSample-Attribute-body site

AnalyteType BioSample-Attribute-analyte type
IsTumor BioSample-Attribute-is tumor

2.5. ISO/IEC 23092 Privacy Rules

In current version of ISO/IEC 23092, privacy rules are expressed in the eXtensible
Access Control Markup Language (XACML) standard [37], from OASIS [40]. XACML
defines several information structures in order to support authorization mechanisms.

Regarding the definition of policies and rules, it describes the elements PolicySet,
Policy and Rule. A PolicySet may have some Policy elements, which, in turn, may contain
some Rule elements. XACML defines some algorithms to combine policies and rules when
authorizing some action.

On the other hand, in order to ask for authorization, the XACML Request concept is
required. These requests include the attributes that are sent to the XACML authorization
mechanism, which attempts to match with the existing policies and rules in order to return
an authorization decision.

Inside XACML rules, different information elements can be defined, as presented
in [12–14]:

1. Who is able to access to the genomic information (user roles or individuals);
2. Wat information can be accessed (the complete file, a chromosome, etc.);
3. When it can be accessed;
4. With which purpose (genetic analysis, anonymized study, etc.) it can be accessed;
5. Whether the data provider has to be informed when information is accessed; and
6. Which specific permission is provided.

In our approach, the privacy rules are represented using XACML and the possible
actions are defined in the ISO/IEC 23092 Application Programming Interface (API) [18].
We convey privacy rules only at the Dataset Group and the Dataset levels, as there are
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no specific actions for Access Unit level. An XACML policy element is included in the
ISO/IEC 23092 protection XML schema. In this way, each protection element inside the file
may have its corresponding privacy policy, which, in turn, may have several privacy rules,
controlling access to different parts of the file.

The methods defined in the API also use other attributes. For example, in Get-
DataBySimpleFilter, the user can select whether multiple alignments [41] should be con-
sidered in the returned result. Filtering can be relevant to the privacy rules (most notably
when used to delimit the returned region of the genome); therefore, in our proposal, this
should also be included in the request. This translates, for example, into an attribute with
its ID equal to presence_of_multiple_alignments.

The rule shown in Figure 6 allows for the execution of the operation GetDataBySimpleFilter
by the role practitioner under some conditions intended to protect regions helping to identify
Alzheimer’s disease predisposition (it is not an exhaustive list, as some conditions are missing):

• Under an emergency situation.
• For a read count of 5000.
• Without multiple alignments.
• For reference sequence equal to 4, considering a range between 40,810,027 and 41,216,714,

with both extremes included.
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For the particular case of ISO/IEC 23092 file elements, the definition of the resource is
not required as the rule applies to the Dataset or Dataset Group where it is contained. So,
the ISO/IEC 23092 file structure already provides the relationship between the rule and the
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data to which it refers (either a Dataset Group or a Dataset). Therefore, there is no need to
link both in the rule, as the resource is implicitly associated with the policy.

Figure 6 shows the rule constructed to represent this information. First of all, it
represents the role, practitioner, indicating that it is an attribute called role, defined in
XACML version 3 [37], which is of category access-subject (defined in XACML version 1,
as indicated by urn:oasis:names:tc:xacml:1.0:subject-category:access-subject). Then, the
permitted action, GetDataBySimpleFilter, is defined as an action-id attribute of category
action. Then, the Emergency condition is defined, using the attribute situation, specific for
this rule. The rest of the conditions, the read count, the presence of multiple alignments,
reference and positions in the reference, are also defined for this rule, not belonging to any
XACML standardized category. It is worth noting the flexibility provided by XACML, as it
helps to define the required attributes and categories for a specific use case such as ours.

Figure 7 shows an example of an XACML request considering some attributes such
as role, date and action. The authorization result of this XACML request according to the
XACML rule is Deny, as the role is not the same as the one defined in the rule shown in
Figure 6.
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On the other hand, it is also possible to protect the privacy of other parts of the
ISO/IEC 23092 files, such as metadata. In this case, the rule indicates the operation that can
be performed over metadata (contained in the Dataset or the Dataset Group). Then, the
rule(s) should be checked before a user or role performs any operation over metadata.

2.6. Authorization Based on ISO/IEC 23092 Hierarchy

The Application Programming Interface (API) methods defined for Dataset Group
and Dataset in ISO/IEC 23092 are very similar. For instance, a user can request data with
the GetDataBySimpleFilter method to retrieve information either from a Dataset Group or
a Dataset. In the end, they are different methods, as each apply to a different data structure,
but the privacy rule may have the same syntax. This may lead to multiple rules for the
same method, applied to different levels of the hierarchy.

However, we can expect certain homogeneity when providing permissions. For
example, in a Dataset Group for research purposes on Alzheimer’s, we can expect all
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requests to Alzheimer’s related regions of the genome to be granted. To simplify the
privacy rules that need to be defined, we would ideally use a mechanism that delegates the
permission for the dataset(s) to the container dataset group. Nevertheless, this mechanism
should not impede on one dataset so as to diverge from the rules applied to the container
dataset group. In other words, the permission for a dataset must be able to rely on a default
dataset group-wide policy, but the dataset group-wide policy should not hide specificities
of the dataset.

To manage this situation, we propose the following two algorithms: one for asking for
access to a specific dataset and another one for asking for access to the complete dataset
group. They are described in detail in the rest of the section, but they were originally
introduced in Daniel Naro’s PhD Thesis [24].

Figure 8 represents a case where the user makes a data request of information contained
in a Dataset. In this case, only dataset-specific rules are checked. If permission is granted,
then the corresponding data is returned. If not, the algorithm checks whether the equivalent
request to the dataset group is granted, that is, the rules in the upper level are checked. If
so, an additional attribute granted by the dataset group is added to the original request for
the dataset.
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On the other hand, we want to prevent those denied access from accessing information.
The process is shown in Figure 9, where it can be seen that, if access to the dataset group is
granted, access to the specific datasets should be reviewed one by one to ensure that there
are no different access rules for any of them. So, we navigate in the structure, going down
in the hierarchy. In that case, specific rules for Datasets are checked, blocking the return of
the data associated with this Dataset, if it is not granted by the corresponding rules. The
granted results have to be stored during the process, in order to return the data coming
from the granted Datasets to the user.

It is worth noting that, from the user perspective, it is required to build a, XACML
Request containing some attributes that will be checked against the rules contained in the
genomic file. As already explained in Section 2.5, these rules may be inside a dataset or
dataset group, depending on the requested data and the authorization process required
(going up or going down for the processing of the rules), as shown in Figures 8 and 9.
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3. Results

This section describes the research findings of this work. Some preliminary results
were already sketched in [1]. Its source code can be found in [30].

Section 3.1 describes our implementation of the hierarchical ISO/IEC 23092 file struc-
ture to manipulate it in an easier way. It is worth noting that an ISO/IEC 23092 file size
could reach up to several hundreds of GB, so, maintaining it in memory to perform different
operations, such as accessing encrypted information, is a “hard” task for any program. In
this way, splitting the file into several smaller files facilitates the creation and modification
of the internal structure. Once the complete structure is created and protected, one can
generate the MPEG-G file following the ISO/IEC 23092 structure.

Section 3.2 describes how the different modules are implemented, including details on
programming language and architecture.

Some specific details of the implementation process are also described in the rest of
this section.

3.1. File Structure Implementation

As explained in Section 2.3, ISO/IEC 23092 files are structured in hierarchical boxes
forming a single file. As already mentioned, the size of this file could be up to several
hundreds of GB. To avoid having to deal with such large files and for the sake of testing,
we used an alternative approach to simulate this structure, which consists of using the file
system (folders and files) to represent the box hierarchy, as shown in Figure 10. In the end,
the storage space used by our approach could be even greater than the ISO/IEC 23092 file.
The point here is that we can access and manipulate all the information in an easier way,
navigating through the folders and files.

199



J. Pers. Med. 2022, 12, 915J. Pers. Med. 2022, 12, 915 16 of 24 
 

 

 
Figure 10. File structure example. 

The information files still need to be manipulated at the bit level, so we developed a 
Python script [30] that can generate this whole directory structure and create the infor-
mation files for each hierarchy level using valid data. The script can also integrate real 
metadata and protection policies into the files, using the data provided by users in the 
form of XML files. Once the file system structure is created, the complete ISO/IEC 23092 
file can be constructed from the directories and files stored in disk, in case it needs to be 
shared with some other researcher or organization.  

3.2. Modules Implementation 
GIPAMS modules [1] use the Java programming language [42] by implementing J2EE 

(Java 2 Platform Enterprise Edition) [43] compliant web applications. This is the base for 
User Application (UA), Workflow Manager (WM), Genomic Content Service (GCS), Au-
thorization Service (AS) and Search Service (SS) modules. Some implementation details 
are provided in the following. 

Keycloack [33] is used as the authentication provider. It is an open source software 
used by the UA to obtain a JSON Web Token (JWT) [32]. Then, this JWT is used to authen-
ticate the user in front of the rest of services through the WM. An Nginx [44] reverse proxy 

Figure 10. File structure example.

In this approach, every box is represented by a directory, which may have several
files inside containing the header, metadata or protection information, depending on the
elements present in a specific box according to the corresponding hierarchy level. Moreover,
some subdirectories representing the inner boxes, that is, datasets inside dataset groups and
so on, are also created. Each subdirectory may contain files associated with its hierarchy
level. It is worth noting that some elements are optional, such as metadata or protection,
so, they may not be present. So, in Figure 10, dataset groups are contained in dg_X folders,
datasets are contained in dt_X folders, Access Units are contained in au_X folders and
block_X folders contain the different Blocks inside an Access Unit.

Header files present in the boxes follow the pattern xxhd, where xx may be au for
access units, dt for datasets, dg for dataset groups and fl for the complete file. Protection
files follow a similar naming pattern, but using xxpr. Metadata files use the naming
convention xxmd. The other files appearing in Figure 10 are labl, which represents the
label element at the dataset level and auin, which stands for access unit information. The
complete file structure can be found in [16].

The information files still need to be manipulated at the bit level, so we developed
a Python script [30] that can generate this whole directory structure and create the infor-
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mation files for each hierarchy level using valid data. The script can also integrate real
metadata and protection policies into the files, using the data provided by users in the form
of XML files. Once the file system structure is created, the complete ISO/IEC 23092 file can
be constructed from the directories and files stored in disk, in case it needs to be shared
with some other researcher or organization.

3.2. Modules Implementation

GIPAMS modules [1] use the Java programming language [42] by implementing J2EE
(Java 2 Platform Enterprise Edition) [43] compliant web applications. This is the base
for User Application (UA), Workflow Manager (WM), Genomic Content Service (GCS),
Authorization Service (AS) and Search Service (SS) modules. Some implementation details
are provided in the following.

Keycloack [33] is used as the authentication provider. It is an open source software
used by the UA to obtain a JSON Web Token (JWT) [32]. Then, this JWT is used to
authenticate the user in front of the rest of services through the WM. An Nginx [44] reverse
proxy is also needed to provide secure connections (through HTTPS) to Keycloack as it
does not support it natively.

It is worth noting that, in our current implementation, only the UA is accessible from
the Internet, while the rest of the services are only accessed locally. As already mentioned, it
connects with the Keycloack service to achieve user authentication via the WM. As already
mentioned, we implemented UA as a web application, but the UA could be implemented
as a desktop application or even a mobile one.

The database used is MySQL [45], a well-known open source relational database where
metadata is stored following the ISO/IEC 23092 hierarchical structure. This database is
used by WM, GCS and SS, in order to find the information associated with the files stored
in the system together with the user who created them and the corresponding metadata.

WM is the entry point to GIPAMS services, in this case, from the UA. We would like
to highlight the fact that UA is implemented as a web application, but any application
(mobile, desktop-based, etc.) could access GIPAMS services via the WM. WM confirms
user authentication by means of JWT and, depending on the operation requested by the
UA (file creation, dataset group or dataset creation or modification, metadata management,
etc.), it also requests authorization before calling to the corresponding service. In this way,
if the operation is not authorized in the first place, the service is never invoked, minimizing
unauthorized operations as soon as possible. WM communication is implemented using
REST (REpresentational State Transfer) [46] endpoints. Figure 11 shows an example of the
operation calls workflow between UA, WM, AS and GCS.
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AS does not require database access as it authorizes user actions based on XACML
requests and rules. To do so, it uses WSO2 Balana [36], an open source implementation of
XACML authorization mechanisms. The different modules request authorization for AS
before genomic information (including metadata) can be accessed. The rules are stored as
XML files in the ISO/IEC 23092 hierarchy as shown in Figure 10, inside dgpr or dtpr files.
Apart from XACML policies and rules, these files may contain other protection information
such as signatures or protection keys.

GCS manages ISO/IEC 23092 file hierarchy creation and management. The hierarchy
is also stored in the database, to support searches over file structure and metadata. It also
manages XML information derived from metadata and protection files. For the specific
case of XML metadata files, their content is parsed and inserted in the database, so searches
can be performed with SS. AS is used in order to authorize operations. Only the file
creation operation does not require authorization, as it creates a new file, but the rest of
the operations modifying the hierarchy (for instance, addDatasetGroup, editAnyElement
or deleteAnyElement) should be authorized before they can be performed. In this case,
several checks should be implemented, including file ownership.

SS provides a search interface for metadata stored inside the system database. Autho-
rization is also required in this case, to ensure that the returned results are available for the
user requesting them.

4. Discussion

A standards-based modular architecture such as GIPAMS has several advantages
when providing security and privacy mechanisms to protect genomic information. The
first one is that using standardized mechanisms favors interoperability, as implementation
is based on published specifications. If there are other implementations dealing with the
same standard genomic information format, GIPAMS should be able to support them. The
second one is that, as each feature is implemented as an independent module, a module
can be changed or updated without affecting the complete system. This provides support
for new standard features in an easier way. It would even be possible to support different
versions of a standard by replicating a module, as explained in Section 4.1, with GIPAMS
extended architecture.

We are currently working on the complete implementation of GIPAMS, by integrating
the encryption and signature features provided by the Protection Service (PTS) with the
Genomic Content Service (GCS). Moreover, we aim to implement some of the improvements
proposed in this paper with modules not only based on ISO/IEC 23092 but also with
GA4GH features. One implementation we plan to achieve is to combine security features
from both ISO/IEC 23092 and GA4GH in the Protection Service, using protection features
derived from Crypt4GH into PTS, following the path described in Section 4.1. In this way,
we can achieve the integration of different standardization initiatives into GIPAMS. The
next modules to implement are the Policy Service and, finally, the Reporting/Track Service
modules. It is worth noting that these are not core modules for the system, but accessory
ones that provide extra features to support privacy and security provisions.

Furthermore, we also plan to account for GA4GH features when implementing new
modules, i.e., to use several Genomic Content Services to support different file formats or
alternatives to Authorization Service using other authorization technologies, as described
further in the following section.

Finally, in Section 4.2, we describe the future work we foresee in different aspects
related to GIPAMS, such as implementing different versions of the modules, search func-
tionalities or a possible GIPAMS federation.

4.1. Alternatives for GIPAMS Modules Implementation Using Other Standards

GIPAMS was designed with ISO/IEC 23092 features in mind. Nevertheless, other
standardized alternatives exist for some of the defined modules, as explained next.
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Genomic Content Service (GCS) design is based on the ISO/IEC 23092 hierarchy.
However, it is not difficult to define other GCS in order to support different genomic
formats, such as Crypt4GH [5], SAM/BAM [10] or CRAM [11]. The most difficult part is
the fact that these formats do not have all the features provided by ISO/IEC 23092 such as
metadata, protection, hierarchy or indexing, and the connection with other modules will be
more complex to achieve.

Authorization Service (AS) could also be implemented using GA4GH Passports [6].
Nevertheless, the use of XACML rules to provide privacy can be extended to other file
formats, due to XACML authorization rules and requests for flexibility. In this way, a
two way interoperability mechanism could be provided, combining both format and
authorization mechanisms coming from different standardization initiatives, for example,
by authorizing Crypt4GH or BAM files using XACML or authorizing access to GCS using
GA4GH passports. Other combinations could be also defined and implemented, especially
if public API specifications are provided.

Furthermore, a Search Service (SS) could be implemented as a beacon interface [47]
to perform searches of genomic information stored inside GIPAMS. This module does not
currently follow any standardized mechanism. It is worth noting that the AS is contacted
to check that the query is authorized.

Policy Service (PS) relates to the AS, so the use of GA4GH Passports could be also
indicated for this case. Again, XACML can be used to implement privacy rules over
different genomic formats, not necessarily ISO/IEC 23092. We already have experience
of the privacy protection of eHealth-related information using XACML, as described
in [48,49]. Moreover, GA4GH was used to produce the Data Use Ontology (DUO) [50],
which provides matching between data use restrictions on genomic data and intended
research use requested by researchers. DUO could act as an alternative to XACML privacy
policies when dealing with the definition of data usage restrictions. Nevertheless, an
authorization mechanism is required to be as powerful as XACML currently is.

Protection Services (PTS) is currently based on the protection of information defined
in ISO/IEC 23092. Again, the solution proposed for GCS, i.e., the implementation of
protection methods coming from other standards, such as the ones in Crypt4GH [5], could
be a feasible solution. In this case, the inclusion of encryption algorithms used in Crypt4GH
in the ISO/IEC 23092 protection XML schema is a first step to extend security and protection
features. On the other hand, defining more encryption algorithms into Crypt4GH data
structures could also be performed. In the end, the implementation of different PTS
depending on the file formats supported by GIPAMS could be also a feasible solution.

Report/Track Service (RTS) mainly derives from the need to track illegal/unusual
operations. It is not really defined (at least with a formal structure and API) in ISO/IEC
23092, but it is required, as it is in other formats, as defined in [51]. The idea of defining
such a module comes from MIPAMS, where a specific standard for reporting multimedia
content operations was used, namely MPEG-21 Event Reporting [52].

Figure 12 shows how GIPAMS could be extended to support more standards, offering
new and extended modules, providing additional functionality. Genomic Content Service
(GCS) module may be replicated to support different genomic content formats. Each GCS
may need a different Protection Service (PTS), as shown in Figure 12, depending on the file
format and its security and protection mechanisms. Furthermore, Policy and Authorization
Services (PS, AS) modules may be replicated to support different authorization mechanisms
coming, for example, from ISO/IEC 23,092 or GA4GH. Finally, the Search Service (SS) could
be implemented using the metadata stored in the database, as it is now, or by providing a
Beacon-such as [47] SS.
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4.2. Future Work

After completing GIPAMS implementation, we will integrate other standardization
initiatives as alternate versions of the modules, as shown in Figure 12 This will lead
us to GIPAMS version 2, where different genomic formats and related standards may
interoperate. The complete implementation of PTS integrating ISO/IEC 23092 and the
GA4GH mechanisms provides proof of concept that standards interoperability can really
be achieved. We have already performed some testing on that direction, so we are confident
that we will achieve complete PTS soon.

Furthermore, several GIPAMS instances could be established at different locations,
providing a federated system. The definition of global access rules over metadata stored at
the different locations may allow for the provision of a federated search whilst guaranteeing
the privacy and security of the results. Having such a system, that is, GIPAMS federation,
provides several advantages. The first is that each location only manages their own genomic
information, so less storage and transmission is required. This is better than having several
copies of the complete system. The second one is that although each location only contains
its own metadata, the federated metadata search provides each location with the possibility
of accessing the complete metadata describing other genomic studies that may be relevant.
Discovering relevant information through the federated search may provide researchers
with the opportunity requesting request access to genomic data (or part of it) in a secure
and controlled way, as they may find genomic studies of interest in an easier way. In
any case, rules for metadata should be checked before returning the results, as is already
performed in one GIPAMS. Once a GIPAMS federation is established, new services and
opportunities for researchers may arise, based on the federated search.

In order to facilitate relevant genomic information discovery, a metadata search may
also include information on whether the genomic data associated with some metadata
can be accessed partially or completely and how this access can be requested. This can
be controlled by means of the access rules defined for genomic metadata and data and of
course supported by the encryption/decryption of the information. This could be very
useful for rare diseases, where a few cases are available and the privacy and security
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standards should be maximal in order to not to reveal patient identity, but, at the same
time, provide the maximum visibility to find a treatment thanks to research results.

Finally, the application of different security mechanisms provides privacy protection
for the genomic information managed inside GIPAMS. First of all, the communication
between the user application and the rest of the modules/services is conducted through a
secure channel. Moreover, tracking of user actions and unique user identification are also
implemented. For the protection of the genomic data and metadata, different encryption
techniques can be applied. To control which actions users can perform in the system, privacy
protection rules can be defined with a high level of granularity. Although information could
be leaked from the user’s application, we should be aware of two relevant facts: (1) users
are identified and “trustable” and (2) all actions related to the information are tracked.

5. Conclusions

This paper presents how we can provide security and privacy to genomic information
using standards in a modular architecture. This is the basic idea of GIPAMS, a modular
architecture for the secure management of genomic information, as introduced in Section 2.

For its purpose, we mainly focused on ISO/IEC 23092 features [2,3], as this is a ge-
nomic information format which has been developed using privacy by design principles
since its inception. Such features, among others, are as follows: protection of information
and privacy rules associated with genomic information, including metadata, a hierarchi-
cal structuring of the information, starting from the complete file and finishing on the
blocks containing genomic information itself, and the possibility of associating security
information with a high level of granularity.

Taking these features as a starting point, we developed a first implementation of
GIPAMS, as a continuation of previous preliminary work [1].

Therefore, inside GIPAMS, we used the ISO/IEC 23092 hierarchical structure as a base
point to facilitate the integration of other existing genomic information formats. In this way,
search and linkage between different genomic formats could be easily achieved with the
implementation of differentiated modules for each genomic content format. The Workflow
Manager (WM) may orchestrate calls to the corresponding modules. Related to this, the
extension metadata mechanism defined in ISO/IEC 23092 also assists in the inclusion and
integration of new metadata, facilitating the implementation of more specific and accurate
searches, thereby providing access to more research results with a common interface.

The idea of describing a modular architecture for managing content comes from
MIPAMS [31], which was defined for the secure management of multimedia content. Some
of the modules have evolved, but the underlying ideas remain, i.e., the provision of different
modules in charge of the content creation and management, protection, governance and
access control (by means of licenses) of multimedia content.

Therefore, by combining MIPAMS with ISO/IEC 23092, we defined GIPAMS module
functionalities, how the communication among them should be performed and ways in
which to implement a first version. In this paper, we went a step forward, as we did not
only use ISO/IEC 23092 to support genomic information, but we also included GA4GH
security mechanisms and authentication features, as explained before.

To integrate GA4GH standards into GIPAMS, we firstly identified the initiatives that
can be included in current (or an evolved version of) GIPAMS modules. One of them
is Crypt4GH [5], as it defines a file encryption standard and it involves both GCS and
PTS modules. Another GA4GH initiative identified is Passports [6,7] and Authentication
and Authorization Infrastructure (AAI) [8,9]. Both of them could be integrated or used
as an alternative to the AS module. There are other initiatives inside GA4GH, such as
Phenopackets [53,54], that we are also considering for its inclusion and support as part of
GIPAMS. It is worth noting that Phenopackets is also an ISO standard [54].
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Abstract: The use of eHealth and healthcare services are becoming increasingly common across
networks and ecosystems. Identifying the quality and health impact of these services is a big problem
that in many cases it is difficult determine. Health ecosystems are seldom designed with privacy
and trust in mind, and the service user has almost no way of knowing how much trust to place
in the service provider and other stakeholders using his or her personal health information (PHI).
In addition, the service user cannot rely on privacy laws, and the ecosystem is not a trustworthy
system. This demonstrates that, in real life, the user does not have significant privacy. Therefore,
before starting to use eHealth services and subsequently disclosing personal health information
(PHI), the user would benefit from tools to measure the level of privacy and trust the ecosystem can
offer. For this purpose, the authors developed a solution that enables the service user to calculate
a Merit of Service (Fuzzy attractiveness rating (FAR)) for the service provider and for the network
where PHI is processed. A conceptual model for an eHealth ecosystem was developed. With the
help of heuristic methods and system and literature analysis, a novel proposal to identify trust
and privacy attributes focused on eHealth was developed. The FAR value is a combination of the
service network’s privacy and trust features, and the expected health impact of the service. The
computational Fuzzy linguistic method was used to calculate the FAR. For user friendliness, the
Fuzzy value of Merit was transformed into a linguistic Fuzzy label. Finally, an illustrative example of
FAR calculation is presented.

Keywords: privacy; trust; modelling; antecedents; Fuzzy attractiveness rating

1. Introduction

Nowadays, people use digital services such as e-commerce, online shopping and,
increasingly, eHealth services, nearly every day. These services are often built on platforms
that—together with different stakeholders—form an ecosystem, where transactions take
place without physical contact [1,2]. Although information privacy, security and trust
are major concerns in digital markets, researchers have observed that digital information
systems are seldom designed with privacy in mind [2]. Tan found that digital information
systems are unreliable, unsecure and risky, and service providers deploying them have the
power, tools and intention to manipulate their users’ (a person or patient) trusting beliefs [3].
The assumption that a user can control the use of their personal information on the Internet
and in ecosystems is only an illusion. In fact, we simply do not have privacy [4–6]. In
real life, it is nearly impossible for the service user (SerU) to prevent unnecessary data
collection, and to know to whom data is disclosed [7]. Often, the SerU is unaware and lacks
understanding of actual privacy threats and their possible consequences [8]. Unfortunately,
she/he cannot expect that domain-specific laws guarantee privacy and trust [9]. Instead,
personal information is often disclosed and distributed to other stakeholders across health
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ecosystems without the user’s consent or an awareness of privacy policies [10]. Frequently,
the only choice for a SerU is to blindly trust the service provider (SerP) or to reject the
service [11].

Today’s eHealth services and applications offer many health promises, but to be bene-
ficial they require a large amount of personal health information (PHI), such as vital signs,
lifestyle, psychological characteristics and personal health beliefs. The SerU’s education
and socioeconomic status are also often exploited [12]. The ongoing transition towards per-
sonalized, participative, preventive, predictive and precision health and social care requires
even more PHI, such as personal behaviors, social relations and environmental data [12]. A
significant privacy concern is that PHI is not collected and used just by regulated healthcare
organizations, but also by commercial web service providers and social web applications.
PHI is also shared across eHealth ecosystems between stakeholders following different
business models. These facts raise meaningful privacy and trust concerns. They result from
the insufficiency of security-oriented privacy protection tools currently used in eHealth,
such as access control, consent, and data anonymization. Furthermore, data encryption has
limited power, as eHealth applications frequently need PHI in plain form [13].

From a privacy and trust point of view, the current situation is unsatisfactory. To enjoy
the health benefits offered by eHealth, personal health apps and precise health services, the
SerU has to maintain information privacy and know how much trust to place in a service
provider and in the ecosystem, and what the level of actual offered privacy is. To meet
this challenge, the authors have developed a solution that enables the SerU to calculate the
level of trust and privacy to place in online eHealth ecosystems.

2. Definitions

Many of the terms used in this research do not have clear meaning. In this paper, the
following definitions are used:

• Attitude is an opinion based on beliefs. It represents our feelings about something and
the way a person expresses beliefs and values [10];

• Belief is the mental acceptance that something exists or is true without proof. Beliefs
can be rational, irrational or dogmatic [14];

• eHealth is the transfer and exchange of health information between health service
consumers (subject of care), health professionals, researchers and stakeholders us-
ing information and communication networks, and the delivery of digital health
services [15];

• Harm is a potential direct or indirect damage, injury or negative impact of a real or
potential economic, physical or social (e.g., reputational) action [11];

• Perception refers to the way a person notices something using his or her senses, or
the way a person interprets, understands or thinks about something. It is a subjective
process that influences how we process, remember, interpret, understand and act on
reality [16]. Perception occurs in the mind and, therefore, perceptions of different
people can vary;

• Reputation is a related but distinct concept of trust. It can be considered as a collective
measure (a common opinion or recommendation) of a community about a trustee [17,18];

• Risk is a subjective expectation of loss, and the probability, likelihood or possibility of
something that people fear as negative [19]. Consequently, risk perception is a feeling,
impression, judgement and subjective evaluation about the likelihood of negative
occurrences [20].

3. Methods

This study drew from existing privacy, trust, e-commerce, Internet shopping, and
eHealth literature. Instead of defining separate privacy and trust scores, a Merit of Service
as a combination of privacy, trust and expected health impact was calculated for the
service used as a whole. Figure 1 shows the different phases of this study. Methods
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such as literature analysis, system analysis, modelling, Fuzzy mathematics and heuristics
were used.
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In this study, the first step was a deep literature analysis followed by the development
of a conceptual model for the eHealth ecosystem. Up to 480 research articles covering
different views on e-commerce, Internet shopping, privacy, trust and eHealth published
in major journals were reviewed in detail. Because e-commerce, Internet shopping and
eHealth build on the same format of ICT architecture and technology, concerns researchers
have found in e-commerce and Internet shopping were also expected to exist in eHealth
services that are modelled ecosystems. Appropriate privacy and trust models for eHealth,
and privacy and trust attributes for calculating the Merit of Service, were selected using a
heuristic method and findings were obtained from the literature analysis.
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The Fuzzy attractiveness rating (FAR) method was used for calculating the Merit of
eHealth service. The value of Merit was calculated using a linguistic Fuzzy approximation
method, where the input attributes were Fuzzy trust rating, linguistic privacy value, and
expected quality of service. Personal weights for attributes were also supported. To make
the result (a linguistic FAR number) user-friendly, it was finally transformed into a Fuzzy
linguistic label.

4. Related Research

Privacy is an elusive concept that has been studied as a philosophical, psychological,
sociological, behavioral, economical and legal concept [19,21]. Traditionally, privacy is
understood as an interpersonal concept, but today we understand that it exists in person–
computer, computer–computer, and person–organization contexts. Two basic modes of
privacy are general privacy and contextual privacy. Basic approaches for general privacy
are value-based (e.g., human rights) or cognate-based, where privacy is related to the
individual’s mind, perception and cognition [19,22]. Privacy violations involve harm to
individuals that can also take place in the future [21].

Widely used privacy approaches include privacy as an individual’s right to control; privacy
as a commodity, property, contextual integrity, a behavioral concept and social good; privacy as
a concern or legal construct; risk-based privacy; and privacy as a fiducial duty [23,24]. The focus
of control theory is self-determination regarding personal information. Modern control
approaches see privacy as the ability to control access to the self [22,23]. In Pertronio’s
boundary theory, people control information flow through boundaries [23]. According to
Lilien, privacy is “the right of an entity acting on its own behalf, to determine the degree
to which it will interact with its environment, including the degree to which the entity is
willing to share information about itself with others” [25].

The concept of privacy as a commodity understands privacy as economic good that
can be traded for other goods or services [22,26]. In the model of privacy as personal
property, the person has data ownership [27,28]. Privacy as a concern refers to individuals’
anxiety regarding data collectors’ and processors’ information practices [20]. Privacy as
a regulative (legal) construct tries to regulate the disclosure and use of information in a
context, and to protect individuals [27]. The risk-based approach to privacy focuses on risk
(e.g., social discrimination, negative impacts of data misuse, surveillance and behavioral
manipulation) caused by data collection, use and disclosure [19]. Risk includes uncertainty,
and in real life it is difficult or impossible for the SerU to measure the actual level of privacy
risk at play [19].

Consumer privacy and online privacy are contextual privacy approaches used in
consumer-to-business relationships (e.g., in e-commerce and Internet shopping) [29]. Online
privacy can be understood as the level of privacy a user has on the Internet and social
networks.

The vague and context-dependent nature of privacy and the lack of reliable infor-
mation available make the measurement of actual (objective) privacy challenging [30].
Therefore, different proxies such as disposition, belief, expectation, perception, service-
level agreements, contracts, external third-party seals, service provider’s privacy policy
documents, reputation, audit trails, direct observations, and degree of compliance with
standards and risk are widely used [25,31,32]. Unfortunately, all of these have weaknesses.
Belief is a personal trait, disposition is a psychological prerequisite, and neither can be mea-
sured [33]. In real life, a SerU has almost no chance to negotiate a service-level agreement
(SLA) or to make a contract with the service provider. Third-party seals and certification
are seldom available for the eHealth user, and the current security-oriented access-control
solutions are ineffective. Privacy damage frequently takes place after the incident, and risks
and perceptions are often only opinions [13].

Researchers have developed many methods for calculating or estimating levels of
privacy, such as privacy calculus, risk evaluation and assessments, privacy threat analysis,
regulatory compliance analysis, the evaluation of privacy documents and privacy policy
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compliance, and the privacy level of an information system [25]. In these calculations,
the SerP’s privacy features and user’s privacy concerns are typically used. Regarding the
privacy calculus method, it assumed that individuals can rationally estimate and weigh
risks, and maximize benefits. According to Kruthoff, the assumption that people are
aware of the risk is seldom true; therefore, the privacy calculus is not a good solution [34].
According to Mitchell, objective risk is a good proxy for privacy but, unfortunately, it
cannot be measured in real life [35].

Similarly to privacy, trust is a vague concept that is defined in various ways in different
cultures and contexts [9]. Trust exists in the relationship between a trustor and trustee,
and it is widely understood as a subjective feature, psychological state, and personal trait,
and it is the prerequisite of an action [9,36,37]. Trust has been studied from the viewpoints
of philosophy, psychology, social sciences, information science, and economy. Basic trust
types are general trust that has no relation to features of the trustee, and domain-specific
trust [38]. Interpersonal trust takes place between humans, but the trustor/trustee can be
any entity, such as an organization, institution or artefact [39]. Typically, trust is needed in
situations where the trustor has insufficient information about the features and behaviors of
the trustee [39]. Disposition (propensity) to trust is the tendency to trust others [40]. Trust
is also widely understood as a belief, expectancy or feeling [41]. According to Castelfranchi,
trust is, at the same time, a mental attitude towards another agent and a simple disposition
to rely upon the other [42]. Chen defined trust as an intention to accept vulnerability under
the conditions of risk caused by a trustee’s actions [36]. A widely used definition of trust
is “The willingness of a party to be vulnerable to the actions of another party based on
the expectation that the other will perform a particular action important to the trustor,
irrespective of the ability to monitor or control that other party.” [38,41,43]. For Gambetta,
“trust is a particular level of the subjective probability with which an agent will perform
a particular action, both before one can monitor such action and in a context in which
it affects own action” [9]. Economic perceptions of trust are based on calculations, i.e.,
rational choice mechanisms [38]. Trust and risk are interrelated concepts, i.e., trust is only
needed if risk is involved. For Mayer, trust in fiduciary relationships is based on belief in
the professional’s competence and integrity [44].

Trust (or lack of trust) is one of the major problems in digital environments, e.g., in
information systems, computer–computer and human–computer interactions, e-commerce,
Internet shopping, social networks, smart physical environments, mobile networks and
eHealth [45]. Computational trust imitates the human notion of trust, and it is widely used
to substitute mental trust models [18]. It helps the SerU to estimate the degree of trust
in a situation. Methods such as intuitive formula, simple mathematics (e.g., mean value,
weighted average, weighted rank), probabilistic approaches, cost/benefit calculations, risk
evaluations, recommender systems, game theory, utility theory, entropy, belief calculus,
subjective logic, collaborative filtering, calculations using linguistic variables, analytic
hierarchy processes, use of regression models, and machine learning are widely used
for computational trust [18,38,46–54]. According to Nefti and Liu, major challenges with
computational methods regard how to quantify trust, the lack of sufficient and reliable
(direct) information, and uncertainty in attributes [48,55].

The Fuzzy nature of trust makes it logical to use Fuzzy logic in presenting and calcu-
lating levels of trust. This process has many advantages: Fuzzy logic is a computational
method that is capable of using imprecise data and quantifying uncertainty [55]. Further-
more, Fuzzy logic is able to present measurement values and results in linguistic terms,
such as “low”, “high” and “good” [56].

For modelling and calculation, Fuzzy trust methods such as simple arithmetical op-
erations (e.g., Fuzzy mean, simple additional weighting, and Fuzzy weighted average),
Fuzzy distance measurement, Fuzzy multicriteria decision making, the Fuzzy analytic
hierarchy process, and Fuzzy attractiveness ratings [57–59] are used. Truong et al. devel-
oped a reputation and knowledge-based Fuzzy trust service platform for the calculation of
personal trust in IoT environments using utility theory [56]. Mahalle et al. used a utility
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function to calculate the overall trust value for a service using attributes such as experience
and knowledge [60]. In a solution developed by Nefti et al., Fuzzy trust was used to
evaluate a merchant’s trust in e-commerce. Thereby, attributes such as the existence of a
provider, policy fulfilment, and affiliation were deployed [55]. Lin et al. used linguistic
terms describing weights of criteria and values of ratings to calculate Fuzzy attractiveness
ratings (FARs) for different bids [61].

According to Herrera et al., there are situations where information cannot be presented
in crisp numbers. Instead, a qualitative linguistic approach should be used where values of
variables are described with words. The value of a variable is characterized by a label (a
word), and the meaning is presented as a Fuzzy membership function [62].

Fuzzy logic-based trust solutions have also been used in health care in topics such as
medical decision-making, patient monitoring, supporting diagnosis, the analysis of medical
(big) data, the quality evaluation of health care services, the analysis of personal health and
the creation of Fuzzy healthcare systems [63–67].

5. Solution to Calculate the Merit of eHealth Services
5.1. Conceptual Model for the eHealth Ecosystem

People use eHealth services and disclose their PHI for applications to obtain personal
health benefits. At the same time, they intend to maintain privacy, and to trust in the service
provider and in the ICT technology used. Nowadays, eHealth services are increasingly
offered via eHealth ecosystems. To understand how this functions and which trust and
privacy relations and challenges exist in eHealth ecosystems, a conceptual model has
been developed (Figure 2). Typical stakeholders in the eHealth ecosystem are the SerU (a
primary source of PHI), health service providers, secondary users of PHI, computational
service providers, communication service providers, the service platform operator, and
regulators. The platform orchestrates health applications and information sharing in
the network. The Internet and mobile networks are typically used for communication.
According to Vega et al., typical eHealth websites include portal sites, support groups,
charity sites, governmental sites, pharmaceutical sites, sales sites, personal sites, medical
databases, media sites and clinical sites [32]. Health services offered by them include health
promotion (e.g., nutrition, personal activity), self-care, and self-assessment, forecasting of
future disease risk, and different test-, disease- and health-specific information services [68].
The delivery of health services needs large amount of PHI, such as information about
conditions, treatments, symptoms, outcomes, laboratory results, genetic information, and
health survey responses [6]. An eHealth application collects, processes and stores PHI, and
it can also share PHI with other partners in the ecosystem.
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5.2. Privacy and Trust Challenges in eHealth Ecosystems

In an ecosystem, stakeholders can locate different domains, having their own business
models and domain-specific laws/regulations with their own privacy policies and trust fea-
tures. The main features which separate eHealth ecosystems from e-commerce ecosystems
are summarized in Table 1.

Table 1. Specific features of eHealth ecosystems.

Highly sensitive health-related data (e.g., diseases, symptoms, social behavior, and psychological
features) are collected, used and shared

Healthcare-specific laws regulate the collection, use, retention and disclosure of PHI

To use services, the user must disclose sensitive PHI

Misuse of PHI can cause serious discrimination and harm

Service provided is often information, knowledge or recommendations without quality guarantee
or return policy

The service provider can be a regulated or non-regulated healthcare service provider,
wellness-service provider or a computer application

Service user can be a patient, and there exists a fiducial patient–doctor relationship

The SerU’s challenge is to find answers to the questions: “How shall I trust the faceless
and the intangible?” [39] Who are the stakeholders in the system? Who are the data sharers?
Who else can see and use my data? Who has control over my data, and how long it is
stored? Furthermore, he or she needs to know the level of trust and privacy of the whole
ecosystem, what kind of actual privacy risks exist, and what the harmful future effects of
data misuse are. The SerU’s concerns are linked to the lack of reliable and precise privacy
and trust information, such as: to which unknown partners and purposes PHI is disclosed;
data ownership; whether the SerP and other stakeholders will behave as expected and
follow ethical rules and regulatory requirements; whether PHI is sold for direct marketing
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purposes; and the legitimacy and presence of the vendor, and the quality of the health
services offered [58,68–70]. Furthermore, it is difficult for the SerU to know which laws
and regulations are applied by a certain stakeholder [71]. Often, the SerP’s privacy policy
document does not explain which protection tools and procedures required by law are
actually implemented [19]. Furthermore, tamper-proof audit trails are seldom available,
and even if policy documents are available, they do not explain precisely how PHI is
processed [72].

In real life, service providers often expect that the SerU’s privacy needs can be bal-
anced with the providers’ business needs [73,74]. SerU’s and providers can also have
contradictorily opinions concerning who “owns” the user’s data. Additionally, often, a
service provider assumes the right to use PHI for their own purposes, and share or sell
it to business partners [75]. Gomez et al. found that most websites use personal informa-
tion for customized advertising, and many “trusted” firms share data with their affiliated
companies [22]. Furthermore, commercial service providers often have minimal incentives
to enforce strong privacy policies [76], and they do not always do what they promise in
their policy documents and trust promises. In eHealth, the situation is not much better.
Huckvale et al. found poor information privacy practices in health apps [68]. According to
Papageorgiou et al., many eHealth service providers failed to provide even basic privacy
protection. According to their review, 80% of health apps transmit users’ health-related
data, and 50% of apps send data to third parties without encryption [77].

5.3. Privacy and Trust Models for eHealth

The different privacy and trust approaches discussed in Chapter 4 present different
views on privacy and trust, with different factor weights. Therefore, for the calculation of
the level of privacy and trust in eHealth ecosystems, it is necessary to choose appropriate
models. In this research work, a heuristic method was deployed.

As eHealth services are used in specific contexts, the general privacy approach cannot
be successful. Researchers have found (Chapter 4) that a control approach is only an illusion,
and from the SerU’s point of view, privacy as commodity, social good, and contextual
integrity approaches are insufficient [13]. Because the SerU is unable to utilize information
systems and program codes, he or she cannot know the actual privacy risks or estimate the
impacts of possible harm. Furthermore, risk perception and probabilities are only subjective
opinions and, for the user, it is impossible to know to what extent they represent the actual
risks. Therefore, the privacy as risk approach is not suitable for eHealth. According to Kosa,
information privacy is about legislation and compliance [78], and because Internet users
often have limited knowledge of the SerP’s privacy features and no power to protect their
data, they must rely on laws and regulations [79]. Based on the analysis performed above,
the authors’ state that, in eHealth ecosystems, a good privacy model is to understand
privacy as a personal property [27], and to use legal norm (law) responsibilities and privacy
policies as proxy. A benefit to this approach is that both laws and organization’s privacy
policy documents are often publicly available, and the privacy as property approach enables
the SerU to decide what PHI to disclose and what to protect.

Dispositional trust and trusting belief models are widely used in e-commerce. McK-
night has proposed a human disposition to trust technology, as well as trusting beliefs
and trusting intentions for information systems [80]. The authors’ state that reducing trust
to a personal trait (i.e., propensity to trust) and belief has meaningful weaknesses. Both
are strong personal feelings without connection to actual trust in information systems
and data processing, and user’s beliefs and feelings are easy to be manipulated by the
service provider. Therefore, disposition and trusting beliefs cannot be used in eHealth. The
approach comprising willingness to be vulnerable to the actions of another party (Chapter
4) also does not work, because it is based on belief or feelings [81]. Furthermore, trust
as subjective probability is not useful, because it is only an opinion, and the definition
of realistic probability is frequently impossible. The economistic rational choice model
approach also fails because of the limited capacity of humans to make rational choices.
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Based on the aforementioned analysis, the authors’ selected a computational trust
model. It has many advantages, such as imitating human trust and enabling the service
user to compute the level of trust in a context using measurable attributes, such as direct
experiences, historical (past) information of the SerP’s features and behaviors, and it also
takes into account the SerU’s perceptions [48]. Computational methods are mathematically
formulated algorithms which can be quite easily programmed and implemented. As the
computational linguistic Fuzzy trust approach has the power to manage uncertainty and
the ability to present both attributes and results in an easily understandable linguistic form,
it was used in this research.

5.4. A Method for Calculating the Value of Merit of eHealth Services

The solution developed by the authors can be used by the SerU to calculate a contextual
value of Merit (Fuzzy attractiveness rating, FAR) for a selected health service and other
participating stakeholders (Figure 3). The SerU can use the calculated value of Merit in the
decision to use or not to use the service.

J. Pers. Med. 2022, 11, x FOR PEER REVIEW 9 of 22 
 

 

Based on the aforementioned analysis, the authors’ selected a computational trust 

model. It has many advantages, such as imitating human trust and enabling the service 

user to compute the level of trust in a context using measurable attributes, such as direct 

experiences, historical (past) information of the SerP’s features and behaviors, and it also 

takes into account the SerU’s perceptions [48]. Computational methods are mathemati-

cally formulated algorithms which can be quite easily programmed and implemented. As 

the computational linguistic Fuzzy trust approach has the power to manage uncertainty 

and the ability to present both attributes and results in an easily understandable linguistic 

form, it was used in this research.  

5.4. A Method for Calculating the Value of Merit of eHealth Services 

The solution developed by the authors can be used by the SerU to calculate a contex-

tual value of Merit (Fuzzy attractiveness rating, FAR) for a selected health service and 

other participating stakeholders (Figure 3). The SerU can use the calculated value of Merit 

in the decision to use or not to use the service.  

 

Figure 3. Calculation of the Merit of eHealth service. 

In this research, the computational Fuzzy linguistic method, developed by Lin at al., 

was used for FAR calculation, and the formative measurement approach for the selection 

of attributes was applied in the calculation [61,82]. FAR was calculated using Equation (1) 

[56]. In the calculation, three variables were deployed: the service computational privacy 

score, trust rating, and expected health impact of service (EXPHI). The SerU’s psycholog-

ical and personal factors and impacts of marketing were not included because these are 

difficult or impossible to measure. To simplify the calculation, the Fuzzy triangular mem-

bership function was used. The privacy score was calculated as the numeric (crispy) av-

erage of selected attributes, and it was transformed into a linguistic Fuzzy number using 

a method proposed by Delgado et al. [83–85]. The Fuzzy trust number is a simple Fuzzy 

average of the linguistic values of the trust attributes. 

FAR = ∑ (𝑛
𝑗=1 Wj ⊗ Rj)/∑ Wj n

j=1  (1) 

where Wj is the personal weight for j’s attribute and Rj is the Fuzzy linguistic rating for j’s 

attribute. 

The calculated FAR was itself a Fuzzy number. To make its meaning easily under-

standable for a human it was matched to the linguistic labels used earlier for trust. Addi-

tionally, the label whose meaning was closest to the meaning of the FAR number was 

Figure 3. Calculation of the Merit of eHealth service.

In this research, the computational Fuzzy linguistic method, developed by Lin at al.,
was used for FAR calculation, and the formative measurement approach for the selection of
attributes was applied in the calculation [61,82]. FAR was calculated using Equation (1) [56].
In the calculation, three variables were deployed: the service computational privacy score,
trust rating, and expected health impact of service (EXPHI). The SerU’s psychological and
personal factors and impacts of marketing were not included because these are difficult
or impossible to measure. To simplify the calculation, the Fuzzy triangular membership
function was used. The privacy score was calculated as the numeric (crispy) average of
selected attributes, and it was transformed into a linguistic Fuzzy number using a method
proposed by Delgado et al. [83–85]. The Fuzzy trust number is a simple Fuzzy average of
the linguistic values of the trust attributes.

FAR = ∑n
j=1(Wj ⊗ Rj)/ ∑n

j=1 Wj (1)

where Wj is the personal weight for j’s attribute and Rj is the Fuzzy linguistic rating for j’s
attribute.

The calculated FAR was itself a Fuzzy number. To make its meaning easily understand-
able for a human it was matched to the linguistic labels used earlier for trust. Additionally,
the label whose meaning was closest to the meaning of the FAR number was selected
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for the proxy for FAR. Different methods such as the Fuzzy similarity measurement and
Fuzzy set distance measurement can be used for this transformation [61,86,87]. As the
Euclidian method requires the use of alpha cuts, a mathematically easier method using
center-of-gravity points of Fuzzy numbers was deployed in this paper. According to Zhang,
the value of full similarity of two Fuzzy sets in this method is “1” [86].

5.5. Information Sources and Quantification of Privacy and Trust

The main challenge in FAR calculation is the availability and usability of attributes.
Furthermore, the attributes used should be easy to use and to understand for a human, and
the number of attributes should be kept low. Furthermore, attributes should be, if possible,
directly measurable, matching both SerU’s privacy and trust concerns, and be in line with
previously selected trust models (Chapter 5). Based on our performed literature analysis, a
summary of available sources for privacy and trust attributes is shown in Table 2.

Table 2. Typical sources for privacy and trust attributes from [7,54,88–97].

Direct measurements, experiences, interactions and observations

Service provider’s privacy policy document

Content of privacy certificate or seal for the medical quality of information, content of certificate
for legal compliance (structural assurance), andaudit trial (transparency).

Past experiences, transaction history, previous expertise

Information available on service provider’s website

Provider’s promises and manifestations

Others recommendations and ratings, expected quality of services

Information of service provider’s properties and information system

Vendor’s type or profile (similarity information)

The optimal solution is to measure the level of actual privacy. As mentioned earlier,
this is nearly impossible for the SerU. Therefore, proxy variables (legal norm responsibilities
and privacy policies) are used instead (Chapter 5.3). Their attributes can be extracted from
available sources such as policy documents, certificates and audit documents (Table 2).
Third party seals and the use of data encryption in communication can be also exploited.
The literature analysis performed by the authors resulted in a summary of eHealth user’s
privacy needs and how they are expressed in privacy policy documents and privacy law
(Appendix A).

Researchers have intensively studied the privacy policy documents of organizations.
Wilson et al. found that privacy policies vary in length, complexity, legal sophistication,
and coverage of services, and the majority of them are unstructured, making their analysis
difficult for a human [98]. In real life, privacy policies are usually long narrative documents
written in legalese [99]. According to Pollach, the primary goal of policy documents
is to protect companies against privacy lawsuits [100]. Iwaya et al. noted that policy
documents are commonly publicly available on the service provider’s website, and a level
of communication privacy can be estimated from their content [101]. Oltramari et al. note
that privacy policies are legally binding documents [102]. Researchers have found that the
main challenge for the content analysis of policy documents is to select a useful granularity.
According to Harkous et al., researchers have proposed the use of 10 classes for privacy
policy analysis; however, in his Polisis solution, 122 privacy classes were used. For a human,
such a large number of factors can be confusing. However, computer-based automatic
analysis seems to be a promising solution [103].

Based on the performed literature analysis and previous discussions, the authors state
that policy document analysis is a suitable tool to identify privacy attributes. In this research
work, privacy attributes for eHealth services were selected using heuristic analysis. The
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findings are shown in Appendix A, and the proposals made by Egger, Oltamari, Harkous,
Costance, and Beke [102–105] were used to select the privacy attributes applied (Table 3).

Table 3. Selected privacy attributes and their possible values.

Name Meaning of Attribute Value = 2 Value = 1 Value = 0

P1 PHI disclosed to third
parties

No data disclosed to third
parties

Only anonymous datais
disclosed Yes/no information

P2 Regulatory Compliance
Compliance certified by

experts third-party privacy
seals

Demonstrated regulatory
complianceAvailable

Manifesto or no
information

P3 PHI Retention
Kept no longer than

necessary for purposes of
collection

Stored in encrypted form
for further use

No retention time
expressed

P4 Use of PHI Used only for presented
purposes

Used for other named
purposes

Purposes defined by the
vendor

P5 User access to collected
PHI Direct access via network

Vendor made document of
collected PHI is available

on request

No access or no
information available

P6 Transparency Customer has access to
audit trail No user access to audit trail No audit trail or no

information

P7 Ownership of the PHI PHI belongs to DS (user) Shared ownership of PHI
Ownership of PHI

remains at vendor or no
information

P8 Support of SerU’s privacy
needs

SerU’s own privacy policy
supported

Informed consent
supported

No support of DS’
privacy policies or no

information

P9 Presence of organisation

Name, registered office
address, e-mail address
and contact address of

privacy officer available

Name, physical address,
e-mail address available

Only name and e-mail
address available

P10 Communication privacy End-to-end encryption for
collected PHI HTTPS is supported Raw data collected or no

information

Encryption is applied as proxy for communication privacy, and audit trails as proxy
for transparency. To support the privacy as property approach discussed earlier, the SerU
can present their own privacy needs (i.e., how PHI should be processed) by selecting one
of three possible values shown in Table 4.
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Table 4. Selected trust attributes for FAR calculation.

Name Attribute Meaning Sources

T1 Perceived Credibility
How SerP keeps promises, type of

organisation, external seals, ownership of
organisation

Previous experiences, website
information

T2 Reputation General attitude of society Websites, other sources

T3
Perceived competence and

professionalism of the service
provider

Type of organisation, qualification of
employees/experts, similarity with other

organisations

Website information, external
information

T4
Perceived quality and

professionalism of health
information

General information quality and level of
professionalism, quality of links and scientific

references

Own experience, third party
ratings, other’s proposals,

website information,

T5 Past experiences Overall quality of past experiences Personal past experiences

T6 Regulatory compliance Type and ownership of organisation.
Experiences how the SerP keeps its promises

Websites, oral information,
social networks and media.

Previous experiences

T7 Website functionality and ease
of use

Easy to use, usability, understandability, look
of the website, functionality Direct experiences

T8 Perceived quality of the
information system

Functionality, helpfulness, structural assurance,
reliability (system operates properly)

Own experiences, others
recommendations

Researchers have proposed a huge amount of trust attributes for e-commerce, Internet
shopping and online services, such as personality-based, sociological, provider-specific,
technology- and IT-system-specific, institutional, structural, information, service type
and quality-based features. Pennanen presented 49 different antecedents in 3 categories:
interpersonal (22); institutional (8); and consumer-specific (19) [38]. Hussin et al. clas-
sified trust attributes in 7 groups: information-based (25 attributes); function-based (6);
merchant-based (15); content-based (4); product-based (4); process-based (4); and others
(36). He mentioned that a company’s information, such as address, e-mail address, privacy
policy, third-party seals for secure transactions for personal data protection, and third-
party recommendations were the most important factors [106]. For organizations, Söllner
found 53 attributes: 6 for institutions and 11 for IT [107]. Beldad et al. classified trust
attributes in online services into 10 categories (e.g., customer-/client-based, website-based,
and company-/organization-based) [39]. Rocs et al. found that perceived ease of use,
perceived usefulness, and perceived security are important determinants for trust in online
systems [108]. In a review made by Arifim et al., 34 trust antecedents were identified.
Most commonly cited were expertise, reputation, experience, frequency of interactions,
confidential communication, similarity, integrity, dependability, length of relationship, and
firm size [109]. Tamini et al. found that factors such as reliability, assurance, credibility,
product type, experience, reputation, personality type, and cultural background were main
drivers for e-trust [110]. In a literature analysis, Ruotsalainen et al. found 58 trust attributes
classified into the following groups: customer perception and experiences, characteristic of
the service provider, service features, and information-based features and infrastructural
factors [111]. McKnight el. al. proposed structural assurance and situational normality of
an organization as trust attributes [80].

The authors’ literature analysis of eHealth publications found 38 different trust at-
tributes in 5 categories: personal elements and individual antecedents (5); website-related
antecedents (9); service provider-related elements (20); informational elements, i.e., design
and content factors (9); and information sources (5) (Appendix B). A meaningful finding
was that informational elements were the most meaningful attributes in eHealth [112].
According to Liu et al., direct experience is the most reliable information factor for trust
measurement [18]. In the case of unavailability of that information, second-hand knowl-
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edge and perceptions [113], as well as existing knowledge and evidence [114], can be used.
Chen et al. noted that customer’s expectations of a seller’s future behavior are determined
by an evaluation of the seller’s past behavior, intentions, capabilities, and values [36].

As discussed in Chapter 5.3, a computational trust approach was used in this research.
Considered trust attributes included direct measurements, past personal experiences, ob-
served information, transaction ratings, public knowledge (reputation), experts’ recommen-
dations and reports, and users’ perceptions [9,17,88,97,115–117]. In real life, perceptions
describing the relationship between a trustor and a trustee are widely used as a proxy for
trust [43]. A challenge with perceptions is that their sources can remain unclear, and it can
be difficult for a person to separate perceptions from beliefs. Furthermore, perceptions do
not fully guarantee the service provider’s actual trust features and trust behaviors. In spite
of these limitations, according to Li et al., perceptions and second-hand knowledge (e.g.,
reputation and expert opinions) can be used as proxy for trust in situations where direct
and previous information are not available [113].

A heuristic method using the content of Appendix B and the findings discussed above
were deployed in the selection of five trust attributes for FAR calculation (Table 4).

The third variable used in FAR calculation, i.e., the expected health impact of services
(EXPHI), can be understood as an estimate of expected quality of service (QoS).

5.6. Case Study

In a case study, a SerU found an interesting website of a health service that seemed
to offer personal health benefits. For the calculation of trust and EXPHI, the following
linguistic labels and triangular membership functions (set S) were used (Figure 4).

J. Pers. Med. 2022, 11, x FOR PEER REVIEW 13 of 22 
 

 

be used. Chen et al. noted that customer’s expectations of a seller’s future behavior are 

determined by an evaluation of the seller’s past behavior, intentions, capabilities, and val-

ues [36].  

As discussed in Chapter 5.3, a computational trust approach was used in this re-

search. Considered trust attributes included direct measurements, past personal experi-

ences, observed information, transaction ratings, public knowledge (reputation), experts’ 

recommendations and reports, and users’ perceptions [9,17,88,97,115–117]. In real life, 

perceptions describing the relationship between a trustor and a trustee are widely used as 

a proxy for trust [43]. A challenge with perceptions is that their sources can remain un-

clear, and it can be difficult for a person to separate perceptions from beliefs. Furthermore, 

perceptions do not fully guarantee the service provider’s actual trust features and trust 

behaviors. In spite of these limitations, according to Li et al., perceptions and second-hand 

knowledge (e.g., reputation and expert opinions) can be used as proxy for trust in situa-

tions where direct and previous information are not available [113].  

A heuristic method using the content of Appendix B and the findings discussed 

above were deployed in the selection of five trust attributes for FAR calculation (Table 4).  

The third variable used in FAR calculation, i.e., the expected health impact of services 

(EXPHI), can be understood as an estimate of expected quality of service (QoS). 

5.6. Case Study 

In a case study, a SerU found an interesting website of a health service that seemed 

to offer personal health benefits. For the calculation of trust and EXPHI, the following 

linguistic labels and triangular membership functions (set S) were used (Figure 4).  

 

Figure 4. Used membership function and labels. 

For the Set S, the following values were selected: Very low (VL) (0, 0, 0.17); Low (L) 

(0, 0.17, 0.33); Lower than average (ML) (0.7, 0.33, 0.5); Average (M)(033, 0.5, 0.67); Higher 

than average (MH) (0.5, 0.67, 0.83); High (H) (0.67, 0.83, 1); Very High (VH) (0.83, 1, 1). For 

personal weights (W) for privacy, trust and EXPHI, the following labels were selected: 

Very Low (VL) (0, 0, 0.4); Low (L) (0, 0.4, 0.6); Average (M) (0.4, 0.6, 0.8); High (0.6, 0.8, 1); 

and Very High (VH) (0.8, 1, 1). 

In this case, the user selected the following privacy (“P”) and trust (“T”) ratings for 

the eHealth website studied (Pi is i privacy rating and Tj is j trust value). Furthermore, the 

linguistic value “M” was selected for the expected health impact (EXPHI) (Table 5). 

  

Figure 4. Used membership function and labels.

For the Set S, the following values were selected: Very low (VL) (0, 0, 0.17); Low (L)
(0, 0.17, 0.33); Lower than average (ML) (0.7, 0.33, 0.5); Average (M)(033, 0.5, 0.67); Higher
than average (MH) (0.5, 0.67, 0.83); High (H) (0.67, 0.83, 1); Very High (VH) (0.83, 1, 1). For
personal weights (W) for privacy, trust and EXPHI, the following labels were selected: Very
Low (VL) (0, 0, 0.4); Low (L) (0, 0.4, 0.6); Average (M) (0.4, 0.6, 0.8); High (0.6, 0.8, 1); and
Very High (VH) (0.8, 1, 1).

In this case, the user selected the following privacy (“P”) and trust (“T”) ratings for
the eHealth website studied (Pi is i privacy rating and Tj is j trust value). Furthermore, the
linguistic value “M” was selected for the expected health impact (EXPHI) (Table 5).

Table 5. Privacy and trust ratings and EXPHI value example.

P1 = 0. P2 = 0 P3 = 0 P4 = 1 P5 = 0 P6 = 0 P7 = 0 P8 = 0 P9 = 1 P10 = 1

T1 = M T2 = MH T3 = ML T4 = M T5 = H T6 = L T7 = H T8 = M EXPHI = M
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The average of the privacy attributes had the value 0.15. This crisp number was
transformed into a Fuzzy number using the method presented by Herrera et al. [79]. The
two tuples that represent the information of 0.15 are shown in set S→(L,−12). This indicates
that linguistic level L (Low) in set S is an acceptable approach for the number 0.15. In this
use case, the user selected the following linguistic weights: privacy = VH; Trust = H; and
EXPHI = M. The calculated Fuzzy numbers and their corresponding weights used in the
FAR calculation are shown in Table 6. Using Equation (1) for FAR calculation (Chapter
5.4.1), the Fuzzy value for FAR was (0.198, 0.376, 0.56) (Table 6).

Table 6. Linguistic values for calculation of FAR.

Factor Fuzzy Value Fuzzy Weight

Privacy L (0.0, 0.17, 0.33) VH (0.8, 1, 1)

Trust (0.375, 0.54, 0.71) H (0.6, 0.8, 1)

EXPHI M (0.33, 0.5, 0.67) M (0.4, 0.6, 0.8)

FAR (0.198, 0.376, 0.562)

To present FAR in set S, a similarity calculation using the center-of-gravity method
(i.e., similarity of two Fuzzy numbers) was performed [86]. It produced the following
similarities: SCOG (FAR, L) = 0.70, SCOG (FAR, ML) = 0.92 and SCOG (FAR,M) = 0.77.
Therefore, the Fuzzy label “ML” is a good linguistic estimate for the Merit of Service (see
Figure 4).

6. Discussions

Millions of people use the Internet and mobile eHealth services and applications.
Furthermore, an increasing number of regulated healthcare organizations are moving part
of their services to digital networks and ecosystems. To be effective, these services require
the availability of an extensive amount of PHI. These, and situations where eHealth services
are part of an ecosystem, raise many security and trust concerns. The disclosure of sensitive
PHI requires that the SerU knows in advance the level of privacy in the ecosystem, and why
and how much she or he can trust the SerP and the other stakeholders in the ecosystem.
Trust requires data about the other partners [118] and knowledge of the ecosystem’s privacy
features. In real life, it is difficult for the SerU to know the actual level of privacy and trust
offered by the ecosystem, and to make informed decisions. There is often a lack of reliable
and directly measurable privacy and trust information. In this situation, humans are subject
to psychological deviations from rationality, and individuals often mispredict their own
preferences, derive inaccurate conclusions, or make inappropriate decisions [119].

To help SerUs in making information-based decisions regarding whether or not to use
eHealth services, the authors developed a solution that calculates the Merit of Service value
for the eHealth service and the surrounding ecosystem. The solution uses available informa-
tion and perceptions concerning the SerP’s and ecosystem’s privacy and trust features and
behaviors. For calculation, a Fuzzy linguistic method that used available or measurable at-
tributes was deployed. Privacy attributes were derived from the service provider’s privacy
policy documents, and trust was estimated from the available trust-related information and
from user’s trust perceptions. Personal weights were also supported. The solution was user
friendly, as linguistic labels were applied for trust attributes and for the value of Merit. The
solution was automated, i.e., it can be given by a computer application that autonomously
collects most/all data needed for the calculation. The solution was also flexible, so different
privacy and trust models and context-specific attributes can be used. The service user
can use the FAR value as an input to the final decision-making process to use or not to
use the offered eHealth service. In this way, the FAR is—from the service user’s point of
view—a step forward from the current unsatisfactory situation. Considering the possible
dissemination of the developed method, the next step might be the development of an
open-source application, made freely available for testing in real-life situations.
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The solution has also weaknesses. Caused by the lack of reliable information of
actual privacy and trust, proxies were used. The availability of the service provider’s
privacy documents and trust promises does not fully guarantee that the provider keeps
their promises. Furthermore, privacy documents are often high-level documents which do
not explain the level of situational normality (i.e., which privacy safeguards are in place).
E-commerce research has shown that a user’s trust in service providers can be manipulated
in many ways. For example, the appearance of a website impacts a user’s trust, and the
recommendations of others can be manipulated [120]. A weakness of the current solution
is also that, currently, a SerU has to analyze the SerP’s privacy documents manually, which
can be time consuming, difficult and frustrating. Policy analysis using artificial intelligence
(AI) and machine learning is a promising solution to this problem [102–104].

Two remaining barriers to this solution are: firstly, the lack of reliable and accurate
privacy and trust information available; secondly, regulators’ low willingness to force
service providers and other stakeholders of the ecosystem to make reliable and detailed
information concerning their privacy and trust features freely available. This unsatisfactory
situation will continue as long as service providers do not have incentives to publish this
information to enable the measurement of actual levels of privacy and trust.

The question as to whether there are risks when using FAR values (i.e., the possibility
that physical, social or economic harm can be caused) also needs attention. The FAR value
is generated by a computational algorithm that can be voluntarily used in decision-making.
It differs from machine learning algorithms because, in the FAR method, the user defines
personal weights. Based on these features, the authors consider it unlikely to cause harm to
the service user.

The authors’ solution is a step towards the trustworthy and privacy-enabled use of
eHealth services. It highlights the development of new intelligent tools for the SerU in
managing information privacy and creating trust in eHealth and in other digital services
offered in ecosystems. Political will is needed to change the current regime that enables the
collection and use of PHI against a user’s personal preferences and privacy laws [11].
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Appendix A

Table A1. Privacy Needs and Requirements In Policy Documents and Law from [95,102–105,121].

Privacy Needs/Questions Meaning in a Privacy
Policy Document

Requirements Exressed by Law
(General Data Protection Regulation,
EU GDPR) 1

PHI used only for purposes defined
by the service provider

How and why a service provider
collects and uses PHI

Limited by what is necessary in
relation to purpose. Explicit purpose

PHI not disclosed to third parties What data and how PHI is shared
with third party Personal policiesTransparency

Regulatory compliance Level Regulatory compliance Lawfully processing Demonstrate
regulatory compliance

What is the content of a personal
privacy policy? Edit and deletion Erase, right to become forgotten, right

to object processing, explicit purpose
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Table A1. Cont.

Privacy Needs/Questions Meaning in a Privacy
Policy Document

Requirements Exressed by Law
(General Data Protection Regulation,
EU GDPR) 1

What are the service provider’s
characteristics? Type of organisation address

Encryption Communication privacy Encryption

How PHI is stored for future use
Data retention (stored as long as
needed to perform the requested
service/indefinitely)

Retention no longer than necessary for
purpose

User access to audit trail What data is shared/transparency Lawfully processing and transparency

User access to own PHI User access, rights to view records Access to collected PHI. Right to erase
and object processing

How personal privacy needs are
supported

User choice/control
(consent, Opt in/opt out, purpose)

Accept personal privacy
policies/explicit consent

Does PHI belongs
to the customer? Ownership of data The individual owns the rights to their

data

Does a registered office
and address exist? Contact information

Privacy guarantees Third-party seals or certificates

Transparency Transparency Right to become informed
1 The General Data Protection Regulation (GDPR) is an EU-wide privacy and security law put into effect on 25
May 2018.

Appendix B. Trust Attributes for eHealth

Personal elements and individual antecedents from [32,49,112,122]

• General trust of the health website;
• Personality;
• Privacy concerns;
• Subjective belief of suffering a loss;
• Beliefs in ability, integrity and benevolence.

Website-related antecedents from [32,49,112,122–124]

• Website design and presence, website design for easy access and enjoyment;
• System usability, perceived as easy to use;
• Technical functionality;
• Website quality (being able to fulfil the seekers’ needs);
• Perceived information quality and usefulness;
• Quality (familiarity) that allows better understanding;
• Simple language used;
• Professional appearance of the health website;
• Integrity of the health portal policies with respect to privacy, security, editorial, and

advertising.

Service provider (institution, non-profit organisation, private business)-related elements
from [32,49,112,122–126]

• Credibility and impartiality;
• Reputation;
• Ability to perform promises made;
• Accountability of misuse;
• Familiarity;
• Branding, brand name and ownership;
• System quality (functionality flexibility), quality of systems, stability;
• Professional expertise;
• Similarity with other systems, ability, benevolence, integrity of the health portal with

the same brand;
• Transparency, oversight;
• Privacy, security;
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• Privacy and security policies, strategies implemented;
• Regulatory compliance.

Informational elements (design and content factors) from [49,112,122,124]

• Quality of links;
• Information quality and content (accuracy of content, completeness, relevance, under-

standable, professional, unbiased, reliable, adequacy and up-to-date), source expertise,
scientific references;

• Information source credibility, relevant and good information, usefulness, accuracy,
professional appearance of a health website;

• Information credibility;
• Information impartiality.

Information sources from [49,67,112,122,127]

• Personal interactions;
• Personal experiences;
• Past (prior) experiences;
• Presence of third-party seals (e.g., HONcode, Doctor Trusted™, TrustE).
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Abstract: In this paper, we propose a health data sharing infrastructure which aims to empower a
democratic health data sharing ecosystem. Our project, named Health Democratization (HD), aims
at enabling seamless mobility of health data across trust boundaries through addressing structural
and functional challenges of its underlying infrastructure with the core concept of data democra-
tization. A programmatic design of an HD platform was elaborated, followed by an introduction
of one of our critical designs—a “reverse onus” mechanism that aims to incentivize creditable data
accessing behaviors. This scheme shows a promising prospect of enabling a democratic health
data-sharing platform.
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1. Introduction

Sharing health data creates value for clinical care, trials, and case studies, as well
as an improved knowledge base [1–3] for healthcare researchers and healthcare organi-
zations. Furthermore, it is crucial for advancing health ecosystems [4]. Health data also
have immense commercial value [5] for other parties such as the pharmaceutical industry,
data analytics providers, insurers, data markets, or business intelligence. It is also rele-
vant for patients who want to control and share their data (e.g., the service digi.me, the
crowd-sourced project wiki.p2pfoundation.net/Category:Health, etc.) in their interests,
e.g., monitoring of health status, independent health data analysis, or experience sharing
in a patient community.

The huge value associated with health data can lead to data misuse, for example,
targeted use of ransomware, participation in the black market [6–8], and other cybercrimes.
The conventional health data infrastructure was not designed for anticipating value-driven
data mobility and the associated cyber threats. There is a structural deficiency in the
conventional infrastructure on which patch-like remedies only add to the complexity of
the challenge.

Obstacles for health data sharing are data silos, lack of appropriate tooling and lack
of needed trust. Rather than reinforcing the infrastructure from a traditional view of vul-
nerability identification, protection, detection and response, in this project, we address the
health data infrastructure’s structural and functional deficiency to facilitate data mobility
across trust boundaries through the concept of data democratization and a corresponding
set of theories and technologies to implement the concept. Data democratization is a
process of making data accessible to everybody and easying the understanding of that
data for expediting decision making and supporting the business process [9,10]. Data
democratization requires a strong governance for data and process management as well as
a related culture, education, training, and tooling to enable this process irrespective of the
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actors’ domain of expertise and technical know-how. Different contexts and objectives of
actors as well as trust antecedents of the actors’ environments establish trust boundaries
to be overcome by harmonization/mapping of the related policies [11]. A policy is set of
legal, political, organizational, functional, and technical obligations for communication and
cooperation, defining the intended behavior of a system [4].

Our work aims at defining, architecting, implementing and evaluating a democratic
health data infrastructure that is expected to incentivize all parties, including individuals,
to prove, negotiate, and configure their rights and duties associated with health data. The
conflicts of interest among different parties can be reconciled through a set of automated
mechanisms so that data can be mobilized across trust boundaries.

A burgeoning health data sharing scenario could be more integrated and multifaceted
than it used to be. Different parties could have different concerns towards sharing health
data, e.g., privacy leakage, technical complexity of interoperability and security, lack of
incentives, lack of resources and tools, and high cost of multilateral negotiation. The con-
ventional health data infrastructure is insufficient in coping with data protection in an era
of data mobility, e.g., accountability across trust boundaries. Moreover, the plan of future
health data infrastructure usually only insufficiently considers fundamental logics and
rationales (e.g., risk and incentive modeling, rights negotiation, cognitive modeling, etc.) of
data mobility besides technical and regulatory compliance. The complexity attributed to a
multitude of social and technical factors makes it difficult to make informed decisions to
minimize the risk of a data breach while facilitating data mobility.

We are dedicated to architecting and constructing a data transaction model by strik-
ingly practicing the concept of Data Democratization (or say, democratic data sharing).
Formally, this indicates two core ideas, which will be followed throughout the design of
our HD platform:

• All stakeholders are treated identically without discrimination. The platform and
any constructed protocol would not take into account any player’s distinguishing
attributes (e.g., size, market volume, profitability, proprietary technology and knowl-
edge, dominance in administrative power or market influence, information sources,
etc.) and therefore each player can be treated equally in our platform;

• The promotion of fairness as a complementary. Based on the first fundamental, this is
also essential when facing the inequivalence reality among each party, especially quite
often seen between the individual data subject (DS) and the so-called “digital oligarchs”.

State-of-the-art research and ethical and legal efforts have paid extensive attention to
the first idea. However, we argue that fairness promotion is also critical concerning data
democratization, due to the extremely unequal reality that exists between the individuals
and the colossus entity.

For properly responding to the aforementioned challenges and solution weaknesses,
we also consider architectural standards as well as related security and privacy specifica-
tions from the International Standards Organization (ISO), the European Committee for
Standardization (CEN) and Health Level Seven International (HL7). In that context, we
have to first mention ISO 23903:2021 [12], the interoperability and integration reference
architecture model and framework, but also ISO 22600:2014 [13]. Privilege management
and access control, Part 1–3, ISO 21298:2017 [14]. Functional and structural roles, but also
the HL7 Privacy and Security Logical Data Model, Release 1, June 2021 [15], all using the
ISO 23903 models and principles.

In this paper, we concentrate on a high-level architecture that will meet our design
intention. We first provide a brief overview on related works in Section 2. In Section 3, we
distinguish different types of stakeholders that would be concerned in our platform based
on the differences in motivations, privacy tendencies, functionalities, etc. The definition
and description of each derived role are presented in Section 3.1. To improve the universal
understanding, in Section 3.2, we provide a mapping between the roles defined in our
platform and the roles presented in the European General Data Protection Regulation
(GDPR). We deeply consider the hierarchical perspective of our platform and propose, in
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Section 4, a conceptual architecture to achieve our goal of data democratization. Section 5
illustrates democratic-promoting designs. One of our essential design primitives is a token-
based approach to fairness promoting mechanism which focuses on facilitating a “reverse
onus” during negotiation between two stakeholders with great disparity. We conclude our
work in Section 6.

2. Related Works

The national eHealth infrastructure (e.g., local health authorities’ Electronic Medical
Record (EMR) systems, north Norway telemedicine infrastructure, and Norsk Helsenett) [16]
in Norway has been built since the middle 1990s and is in its design intended for an
organization’s internal use, which emphasizes localized data retention and confidentiality.
The “one citizen–one journal” plan was proposed in 2012 with the laws regarding medical
records and health registers, updated in 2015 to facilitate data mobility. The national
pilots Helseplattformen and Helseanalyseplattformen [17] were launched in recent years to
technically implement connectivity and coordination in data sharing. On the EU level, the
effort has so far mainly focused on the technical (e.g., the epSOS project), policy [18–20]
and legal [21] interoperability towards the EU eHealth strategy 2020 [22]. As regulations
are evolving and national laws always differ, the current health data infrastructure builds
segregated silos, differing in purposes, data sharing methods, regulatory compliance
practice, and the users’ roles.

The trend towards preventive and personalized healthcare implies that health data can
be collected from non-conventional health data sources, such as patients’ devices, living
environments [23], and the healthcare industry [24–27]. These patient-generated health data
(PGHD) have frequently not yet been integrated into the national health data infrastructure.
We also note that there, so far, exists a trend towards a patient-to-patient [28] crowd-
sourced information-sharing community, where the generated new health knowledge may
be regarded as PGHD too. However, such platforms are usually plagued by insufficient
consideration of privacy.

The data breach caused by health IT outsourcing from Helse Sør-Øst [29] in Norway
2017 received massive public attention. Important concerns have been: the lack of risk
management for decision making, lack of diligence from local health authorities regarding
data protection of outsourced IT operation, and the lack of technical control (effective rights
management in this case). The local municipalities may have an even worse situation [30]
due to the fact that they have not adopted the national health data infrastructure. In
addition to managerial and technical challenges, we may find it hard to consolidate an
unambiguous set of “standard” rules and policies patching up all loopholes or fuzzy
zones in laws [31], forcing all organizations and states to unanimous consensus [32]. The
complexity attributed to legal, ethical, economic, managerial, interoperability, and technical
factors makes security policy and decision making a great burden for all parties dealing
with health data mobility, which can be seen from cases such as health record selling [33],
data sharing with the government [34] bypassing patients, or patient safety endangered by
health data access control in emergency [35,36]. An advanced solution for meeting those
challenges is the deployment of ISO 23903 with the ontological representation of policies
including ethical ones.

3. Classification of Stakeholders and Matching with Roles Defined in GDPR

The prior task for our work is to distinguish discrepant stakeholders with significant
behavior characteristics and interest relationships. We first classify our HD platform-
relevant stakeholders into seven types. Then, we present a sample of matching between
these types of roles and the roles defined in GDPR.

3.1. Stakeholders Classification

The HD platform will “circulate” among diverse stakeholders. Some stakeholders
participating in the Health Democratization (HD) project intend to get the health data to
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enable their service provision, while some others have the right of disposal of the health
data. Other stakeholders may tend to provide data processing/storage/analyzing facilities.
As follows, we classify these stakeholders into sveen different types according to their
contexts, objectives and functions, ruled by related policies. A policy is set of legal, political,
organizational, functional, and technical obligations for communication and cooperation,
defining the intended behavior of a system [4].

• Computing resource manager (CRM)

The service provider assists each actor in managing computing, storage, and commu-
nication resources in facilitating data sharing with other actors.

The CRM service is provided through general computing infrastructure layers to
support data sharing activities on the logic and operation layers, and is neither intended
nor supposed to have any interest in the semantics layer (e.g., the content or utility of
the data).

The actor is supposed to fully represent the interest of the stakeholders it serves.
Depending on trust models and other factors, one CRM may serve one single or multiple
actors. In the latter case, the CRM may have a conflict of interest when it comes to security
and privacy aspects.

• Data consumer (DC)

The actor can access data directly, query a database, or receive data from DS, DG,
or DSP to exploit the value of the shared data. It is a destination with which the data
are shared.

• Data generator (DG)

The actor directly generates data from a DS or converts sensed signals into formatted
data, through biomedical sensing, human recording/reporting, social media, human ob-
servation, questionnaire, interview, and other technical or non-technical means. A typical
DG can be for instance a health or medical sensor, personal mobile device, speech-to-text
generator, online questionnaire, a human being, etc.

• Data manager (DM)

The service provider assists each actor in processing, managing, and exchanging the
data with other players.

The DM processes, manages, and exchanges data up to the operation layers, and is
neither intended nor supposed to have any interest in the semantics layer (e.g., the content
or utility of the data). At the syntax level (data structure, data models, database structure,
dataset structure, etc.), operations such as formatting, encoding, decoding, transforming,
indexing, pseudonymizing, access controlling, encrypting, decrypting, differential privacy-
enhancing, content-dependent encryption/decryption, machine learning, data analysis, etc.,
are included At the binary level (file structure, file management system, etc.), operations
such as storing, copying, appending, deleting, encoding, decoding, transmitting, logging,
encrypting, decrypting, file format conversion, etc., are included.

DM is supposed to fully represent the interest of the actor/customer served. Depend-
ing on applied trust models and other factors, one DM may serve one single or multiple
actors. In the latter case, the DM may have a conflict of interest when it comes to security
and privacy aspects due to possible trust boundaries.

• Dataset provider (DSP)

The DSP creates and maintains-under the consent given by DS, and possibly the
agreement with DG-one or several both syntactically and semantically structured datasets
sourced from DS or/and DG, and shares the data with other stakeholders for a data-
semantics-dependent purpose consented (in advance or real-time) by DS and harmonized
by other involved parties with their rights and obligations. It is a possible source of data
provided for sharing. It can also be a destination of shared data.
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The DSP differs from DM, as DSP has an interest concerning the content or utility of
the data for sharing, while DM does not.

A typical DSP can be: (1) an end dataset provider (e.g., hospital, an Electronic Health
Record (EHR) operator, a research institute, etc.); or (2) a proxy dataset provider (e.g., a
data portal, a data cache service provider, etc.).

The DSP processes data, not exclusively, on the semantic (content) level, such as ap-
pending, deleting, editing, combining, decomposing, transforming, structuring, sanitizing,
summarizing, searching, retrieving, anonymizing, content-aware or content-dependent
encrypting/decrypting, analyzing, etc., the data.

• Data rights manager (DRM)

The DRM assists each actor in managing his/her rights in relation to other actors, i.e.,
proving, negotiating, and recording the terms and conditions describing the rights and
obligations regarding the data to be shared.

The DRM processes data up to the logic layers and is intended or supposed to have
an interest in the data semantics (e.g., the content or utility of the data). This can include
activities such as risk and benefit analysis, ethic and socioeconomic constraints, multi-party
policy reconciliation, computational strategizing and negotiation, rights and obligations
updating and recording, etc.

The DRM is supposed to fully represent the interest of the actor/customer served.
Depending on trust models and other factors, one DRM may serve one single or multiple
players. In the latter case, the DRM may have a conflict of interest when it comes to security
and privacy aspects.

• Data analysis service provider (DASP)

The actor provides data analysis as a service to DS, DG, DC, or DSP.

3.2. Relation with Roles Defined in GDPRSubsection

The relation between the participants or stakeholders (DS, DG, DC, DSP, DASP, DRM,
DM, and CRM), defined in the Health Democratization (HD) project, and the three roles
(“data subject”, “data controller”, and “data processor”), defined in GDPR, is understood
in the following way.

The Data Controller is defined in GDPR as the party which determines the purposes
and means by which personal data are processed. An organization can be a Joint Data
Controller when, together with one or more organizations, it jointly determines ‘why’ and
‘how’ personal data should be processed. Such a joint controller relation must result in an
agreement defining the respective responsibilities. The Data Processor processes personal
data only on behalf of the controller.

The three roles in GDRP were defined as a legal status to clarify rights and obligations.
The participants in HD are defined in a way taking into account their functional roles

in data sharing as well as their interest and rights in the shared data. Thereby, they are
defined to facilitate understanding the various data sharing types, models, and scenarios
through their independency and dependency relation among each other in function and
interest in a specific data sharing transaction.

The data subject defined in HD is equivalent to that in GDPR.
A virtual example for illustrating the relation described above is given as follows:

• Example: A general practitioner (GP) can provide a value-added service for his/her
patients who have their own Personal Health Record (PHR) system which is techni-
cally provided and maintained by a PHR service provider who builds their service
on infrastructure provided by the public cloud from Amazon. The GP can specify
what data are needed for a health monitoring process for purpose of a specific longi-
tudinal study to personalize the care plan for a specific patient. The GP sets up the
longitudinal study plan, collects data from a PHR which has the data sourced from
different independent wearable sensor data vault used by the patient, outsources part
of the collected data to a data analytics service provider for data analysis purpose,
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accumulate the data, and finally design a new care plan for the patient. To provide
legitimate, auditable, and efficient service information and contract management, the
GP uses a contract management App to communicate with the patient for negotiating
the rights, obligations, prices, and other issues concerning the offering of the service.

We have developed the following mapping between the aforementioned HD project
stakeholder types (GP, patient, PHR service provider, sensor service provider, data analytics
service provider) and the GDPR roles, listed in Table 1.

Table 1. A sample mapping between stakeholders defined above and the GDPR-defined roles.

Party Participant Defined in HD Role Defined in GDPR

Patient data subject data subject
GP data consumer joint data controller

PHR portal managed by the patient data manager data processor
PHR service provider dataset provider joint data controller, data processor

Amazon cloud computing resource manager data processor
Sensor service provider data generator data processor

Data analytics service provider data analytics service provider data processor
Contract management App data rights manager data processor

4. Conceptual Layered Architecture of HD Platform

To meet the principle of data democratization and the promised capabilities, we
gazed deep into the platform from a hierarchical perspective. The HD platform enables
developing and managing the democratic negotiation procedures during the healthcare
data business, for use in, and exchange of, clinical and individual health information
between the potential DS/DM and the potential DC.

For each principle and the potentially promissing scenario, the executive process could
be considered as a correlation between the data sharing participants and an affair-related
data sharing function at different executive levels, defining the business system’s behavior.
The objective must be to adjust the system’s behavior in its structure and function according
to the multiple applicable policies from legal, procedural, contextual up to ethical policies
and principles including individual policies of the stakeholders involved.

Guided by ISO 23903, which standardized the model and framework of an interop-
erability and integration reference architecture, but also by ISO 22600 and ISO 21298 (all
those standards have also been approved as CEN standards and and re-used in the HL7
security and privacy specifications), as well as the eHealth standardization in the Nordic
countries [37] concerning the interoperability [38,39], our HD platform represents the pro-
posed the stakeholders’ classification and related functions. The data sharing function
ranges from the incipient data provenance to the rights and obligation tracking according
to the agreement. We stratify our platform into four conceptual layers, named “Computing
Infrastructure Layer”, “Data Sharing Operation Layer”, “Data Sharing Logic” and “Health-
care Business Layer”. Each layer is eligible for interoperability with its adjacent layers. Our
Architecture also obtains references from the peer work on diverse eHealth networking
and healthcare data sharing solutions [40–42].

Figure 1 presents our conceptual architecture in detail. The architectural three-
dimensional model describes the data sharing hierarchical structure, the data sharing
participants, and the data sharing functions for achieving the business objectives. It out-
lines a thorough view of related implications of democratic data sharing with our platform.
Each square implicates a potential relevance at the practical level. The main systematic-level
functions required in our platform include:

• Data provenance: providing backward traceability of medical devices, the personal
device in the homecare environment, etc., and the health data sourced from these
devices to be audited in a trusted way regarding rights and operation status;
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• Risk Assessment: enabling each data subject to have different risk acceptance toler-
ance and incentive degrees when they are entitled to rights and benefits from data;

• Computational negotiation: negotiating agents can operate and negotiate decisions.
The requirements will be developed in compliance with the GDPR, healthcare reg-
ulations, and other relevant policies. When processing and exchanging personal
data between the agents, the design of the infrastructure will address such key re-
quirements of the GDPR as data protection by design and by default, accountability,
pseudonymization, right of access, and right to be informed, to rectify, to erasure, and
to be forgotten;

• Multi-lateral security policing: enabling individuals to be able to share and control
access to health data without having to place extensive trust in entities, and institutions
must also be able to share data responsibly for research, innovation, and quality
assurance across institutional boundaries.
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A dynamic data sharing transaction could consist of the following steps:

• A data provenance process that clarifies among the concerned players the history of
the parties with their rights regarding the data to be shared;

• If a default (pre-defined) right and obligation setting is not unanimously agreed upon
by the involved players, a knowledge-driven negotiation process must be performed
where each player takes into account different factors such as ethical and legal con-
texts, risk assessment of data breach/privacy breach, benefit from data sharing, etc.,
based on risk models, and AI-based inference. As business systems are frequently
highly dynamic regarding their objectives, context, processes, etc., a dynamic policy
management and mapping in consistency with legal and ethical requirements and
principles is inevitable;

• The computational negotiation mechanism takes as inputs the risk assessment result
from individual players as well as the multi-party security policy logical representation
and reconciliation solution, and generates a new recommendation to all the involved
parties for achieving an agreement. This process could iterate in several rounds;

• The outcome of the computational negotiation determines the data sharing protocol
and the security and privacy-enhancing technical methods for data sharing (e.g., ho-
momorphic encryption, secure multi-party computation, differential privacy methods,
federated machine learning, etc.);

• The new configuration of rights of the involved players is recorded using blockchain
technology, and the execution of data sharing is encoded into a smart contract which
could trigger the automated data sharing now or in the future.

The aforementioned design could be merged into a democratic design. Figure 2 shows
a function-level relational architecture between the defined roles and the functions.
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We illustrated several proven enabling technologies which could be used as a ma-
ture solution in the counterpart functions, such as the blockchain-based data provenance
mechanism, the conventional privacy-enhancing methods, and crypto-based solutions
such as the operable contract enforcement. Our primitive design series for enabling data
democratization, such as the risk assessment and multi-lateral security policing, focus on
the the negotiating part, which ensures that the backward traceable health data could be
traded or shared under an equipotent situation.

In addition, the green part shown in Figure 2 represents one of our innovations, which
moves forward to a more democratic vision in the principle of fairness promotion. The
next section will provide a brief overview on this part.
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5. Democratization-Promoting Primitive Design

Numerous state-of-the-art proven technologies and solutions could be utilized for
realizing our HD platform. However, a gap still exists between the current solutions and
the data democratization vision [43,44]. Our vital task is to design promising technical
and procedural solutions that can promote democratic data sharing. For integrating dif-
ferent specifications and solutions, that way enabling comprehensive interoperability, it
is inevitable to harmonize the different representation styles and languages by properly
re-engineering them on the basis of ISO 23903:2021. Thereby, the axes of the ISO 23903 Ref-
erence Model correspond to those in Figure 1 as follows: the ISO 23903 Domain dimension
summarizes both the Data Sharing Participants and the Data Sharing Function; the ISO
23903 Development Process dimension is represented by the process-related components;
while the ISO 23903 Granularity dimension representing the composition/decomposition
of the systems elements is completely missing.

In this section, we will introduce one of the critical data-democratization-promoting designs.

5.1. Token-Economy-Powered Incentive Mechanism for Promoting Reverse Onus

In our HD platform, each DC may have the right to claim how much privacy they need
to perform a certain healthcare service, whereas the DM may lack the knowledge to assess
the validity of the claim. Our HD platform seeks to provide an incentive mechanism to
help improve the privacy level of health data. This also could play a role when considering
the principle of “data minimization” defined in GDPR.

Considering a vulnerable DS (and his/her DM) with insufficient knowledge to engage
in a beneficiary negotiation with the data user, this mechanism will assist this negotiation
for achieving a more reasonable scheme or contract from a privacy perspective. It will
also cover the execution of the agreement-based contract, especially when the real-world
scenario goes beyond the contract’s coverage, by a token-economy-based mechanism and a
virtual credit system. The incentive component is expected to restrain the “grey gap” of
privacy leakage.

The objectives of the incentive demo include: (1) to provide a “reverse onus” mecha-
nism between data collector and data manager; (2) to promote the faithful execution of the
contract; and (3) to inhibit potential incompliant/illegal data user.

In our mechanism shown in Figure 2, the data usage approving helps build the
privacy-enhancing consistency between data collector and data manager. After the mutual
agreement was achieved and the contract was built, the private credit system will monitor
the execution of the protocol to stimulate the data collector to follow the privacy terms,
build a token currency system on encouraging privacy-friendly behaviors, and generate
the virtual credit of privacy integrity of data collector based on its history log. This credit
will be further used to consult the future negotiations.

5.2. Data Usage Approval

The negotiation procedure is protected by requiring the data collector to apply form
(appFm) on the usage of the health data, including:

1. Usage purpose;
2. Data precision upper limit in percentage;
3. Data requesting schedule instant/time period/data manager triggered/etc;
4. Requiring a pattern in the frequency distribution;

The appFm will be assessed by the platform, based on the usage log, considering:

1. Purposes to precision. The required data precision should be in accordance with the
purposes of the data usage;

2. Purposes to schedule. To assess whether the data accesses conform to the purposes.
3. Purposes to the pattern. To assess whether the data requesting is coherent with

the purposes;
4. History comparison across entities.
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The appFm will always be approved by our incentive component. Here, we only assess
the privacy-leakage risk and register the appFm in the token currency credit system.

5.3. Token Economy Rules

The incentive component organized all the data transmission into a “purchase” behav-
ior in the token-economy system. Here, the component will use a token named “healthcoin”,
inherited from our previous work [45], to build a token balance and transaction system.
The rules of this token system are as follows:

Rule 1 (coin creation): For each time the data collector registers the appFm, the system
will create some healthcoin and transfer them to the data collector’s balance. The amount
of the health coin is determined by the details of appFm and the credit level of the data
collector. By default, for each time the data piece is requested, there will be 1 $ healthcoin
generated and transferred to the data collector;

Rule 2 (health data purchase): Each time a data transmission in the platform happens,
the token system will consider it as a purchase behavior of the data collector by using its
healthcoin. By default, the price of the health data will be 1 $ as long as it is following the
appFm claimed by the data collector. The component will always satisfy the purchase if the
data collector can afford the price. In combination with Rule 1, it is clear that an honest
data collector will always work well in our system;

Rule 3 (credit score): The incentive component will set a credit score for each data
collector, denoted as α∈[0, 1], where 1 means data collector has the highest credit score. The
credit score will be adjusted based on the simple idea that the more balance of healthcoins
it has, the more dangerous the data collector will be, since the credit score will always be
satisfied when the data collector has enough healthcoins to obtain whatever data he wants;

Rule 4 (credit-based coin creation): Based on Rule 1, for each appFm, the healthcoin
DC will gain is (amount × α) $, where the amount is calculated by Rule 1;

Rule 5 (discount): DC can claim a discount by reducing the data requirement (e.g., pre-
cision, amount, frequency) to get a discount, the discount strategy is simply following the
ratio of data distortion.

5.4. Behavior Analysis

An honest and stable DC can be adapted into this system very well, because it always
has a low balance, i.e., a high credit score, and earned enough healthcoin for his claimed
appFm. When a greedy data collector performs:

1. Excessive data transmission, the balance cannot be enough for him to afford the rest
of the data, and hence go against his plan of appFm;

2. Hoarding the healthcoin (e.g., by utilizing Rule 5 to save healthcoin on purpose) to
perform potential privacy data transmission. However, when the balance becomes
high, the gain from the new appFm will decrease, and the balance will be exhausted
soon since the payments it gets barely cover his expenses.

When an embarrassed DC cannot afford a regular data transmission claimed by
himself, he can choose to use the discount to make up for the loss, regain his credit and
normal balance in the future.

5.5. Incentive Mechanism

Based on the aforementioned token-based mechanism, it will be a choice put in front
of DC, which is either to break the balance, be bankrupt, but collect some more health data
and then receive profit from it; or to honestly behave as a normal stakeholder, with no gain
from extra health data, but also without loss from being bankrupt and leading to harm to
the profit from the contract.

The incentive mechanism’s job is to maintain the platform always in a configuration
status, which encourage DC to always being the honest part rather than harming DS
and DM. Here we use a policy toolkit to configure the global parameters to incentive
honest behaviors.
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1. The credit parameter

This is the aforementioned parameter to decide how acutely the credit score will
decrease with the increase of the healthcoin balance. The incentive mechanism could
use this parameter to adjust the balance in the system. For example, when DC finds not
enough income and decides to ask for more data, the incentive mechanism can turn up this
parameter to achieve a more severe balance reaction;

2. Gain/loss ratio θ

This is a parameter that reflects the gain (from the privacy stealing) and loss (from
the regular business). Both gain and loss are inherited from outside information, e.g., the
domain expert advice, or the market analysis. Notice that this is not the gain/loss of the
virtual healthcoin, but the real-world profit;

3. Discount ratio δ

When the data collector finds it acceptable to discount the data transmission every
time to achieve the profit, the incentive mechanism will use discount ratio δ to ensure the
discount is no longer cost-effective. For example, obtaining a 50% decrease in data precision
with only a 10% discount.

6. Conclusions

In this paper, we raised the concept of data democratization, which will reinforce
health data-sharing concerning privacy enhancement and benefits insurance. Based on
current standards, an overall conceptual layered architecture was proposed which aims
to enable such a vision. We illustrated the key components that lead to a democratic
data-sharing scenario regarding data provenance, risk assessment, multi-lateral security
policing, and computational negotiation. Some proven technologies are also illustrated to
cope with the corresponding functions. The output of our HD platform is an executable and
auditable contract, democratically signed between well-defined stakeholders. The contract
could also be a configuration instruction for conventional privacy-enhancing technologies
(e.g., differential privacy) and the crypto-based solutions (e.g., ABE access policies).

We further introduced an advanced concept of data democratization, which em-
phasized fairness promotion in the HD platform. A token-economy-powered incentive
mechanism for promoting “Reverse Onus” on data usage was proposed. This mechanism
rebalances inequitable situations among the stakeholders.

Future work will keep on implementing and integrating the proposed conceptual
designs. Several landing case studies will be put into consideration to improve the prac-
ticability of our work. In that context, we have to harmonize our approach by correctly
and comprehensively deploying ISO 23903:2021. ISO 23903:2021 provides a model and
framework for a system-theoretical, architecture-centric, ontology-based and policy-driven
approach to formally and correctly represent any living or non-living system including
its evolution/development [4]. Policies considered ranged from legal, procedural and
contextual up to ethical policies and principles. Details will be presented in our paper to
pHealth 2022.
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Abstract: The complications of thoracic aortic disease include aortic dissection and aneurysm. The
risks are frequently compounded by many cardiovascular comorbidities, which makes the process
of clinical decision making complicated. The purpose of this study is to develop risk predictive
models for patients after thoracic aneurysm surgeries, using integrated data from different medical
institutions. Seven risk features were formulated for prediction. The CatBoost classifier performed
best and provided an ROC AUC of 0.94–0.98 and an F-score of 0.95–0.98. The obtained results are
widely in line with the current literature. The obtained findings provide additional support for
clinical decision making, guiding a patient care team prior to surgical treatment, and promoting a
safe postoperative period.

Keywords: postoperative risks; aortic aneurysm; integrated data; predictive modeling; feature
extraction; machine learning

1. Introduction

The complications of thoracic aortic disease include aortic dissection and aneurysm.
These pathologies are common for elderly patients, males, smokers, and those with a family
history of aneurysms. More than 20% of patients with aortic disease, suffering from acute
aortic events, have no symptoms and die at home, without receiving medical help [1].

The causes of death include not only aortic rupture, but also myocardial infarction,
renal insufficiency, and stroke [2]. In combination with several cardiovascular comorbidities,
these factors complicate clinical decision making. One of the ways to decrease a patient’s
risk is to ensure a timely prognosis of complications.

Despite the fact that various risk scales (Euroscore, Euroscore II, STS score) are suc-
cessfully used in cardiac surgery, there is still no single prognostic risk assessment scale for
patients with thoracic aortic pathology. Currently, there are several attempts being made
to design specific predictive models for thoracic aortic pathology risk assessment [3,4].
However, extension of the dataset is required to identify the most significant risk factors,
due to the heterogeneity in the obtained predictors in all studies. The significant risk factors
are used to create a scale that is correct for assessing perioperative risk in patients with
thoracic aorta.

Machine learning (ML) can provide tools for personalized risk prediction based on real-
world data and the clinical history of a patient [5]. It employs collected routine clinical data
to implement mathematical models that can forecast risks [6]. The ML models can predict
the expansion of aortic aneurysm based on the anatomical features extracted from CT scans
and textual documents. The ML algorithm developed by Hirata et al. [7] could predict an
expansion of an aneurysm with high accuracy. Another study used ML techniques to make
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a prognosis on the risk of aortic aneurysm growth in 85% and 71% of patients at 12 and
24 months, respectively [8].

The incidence of adverse events is not the same in each patient. The evaluation of
risk factors for adverse events in patients after such a complex procedure is crucial. To
date, some authors have attempted to identify predictors of early postoperative compli-
cations [4,9–11]. However, searching the predictors for perioperative and postoperative
complications and mortality after thoracic aortic surgery is still an issue. Recent studies
have investigated the problem of TAA and related risks.

Table 1 summarizes the results of the review performed for cardiovascular predic-
tive modelling.

Table 1. Recent studies for cardiovascular predictive modelling.

Scheme Algorithm AUC-ROC Data Target

Lee, 2018 [12] XGBoost 0.78 Open heart and TAA surgery Acute kidney injury

Zhong, 2021 [13] XGBoost 0.93

Coronary artery bypass
surgery, aortic valve

replacement and other
heart surgeries

30-day mortality, septic shock,
liver dysfunction, and

thrombocytopenia

Allyn, 2017 [14] Model ensemble 0.78 Elective heart surgery Postoperative mortality

Fernandes, 2021 [15] XGBoost 0.88 Intraoperative open heart
surgery data Postoperative mortality

Coulson, 2020 [16] Logistic regression 0.78–0.85 Open heart surgery Acute kidney injury

The algorithms most frequently used for cardiovascular predictive modelling are
logistic regression (LR), ensemble models and tree models (random forest and decision
tree classifiers), and boosting strategies, such as XGBoost. The most frequent metric for
the evaluation of predictive models is the area under the receiver operating characteristic
curve (AUC-ROC). Thereby, a higher value corresponds to better discrimination [17].

The goal of the presented study is to develop predictive models for significant risk
factor identification in patients after thoracic aneurysm surgeries, using integrated data
from different medical institutions.

2. Materials and Methods

The model for risk prognosis was developed using two datasets from two clinical
providers. The first dataset contains 97 structured records for 137 patients with clinical
records on aortic operations. The second dataset contains 56,929 text documents from the
years 2008–2019 for the 343 TAA operations of 319 patients.

We formulated seven target features: in-hospital mortality; temporary neurological
deficit (TND); permanent neurological deficit (PND); prolonged (>7 days) lung ventilation
(LV); renal replacement therapy (RRT); myocardial infarction (MI); multiple organ failure
(MOF). In total, 61 input parameters were used for the risk prediction model. The features
were organized in the following categories: anthropometric data (6 features), comorbidities
(8 features), laboratory tests (5 features), coronary angiographic data (4 features), echocar-
diographic data (8 features), computed tomographic data (14 features), intraoperative
data (15 features), and concomitant cardiac procedures (3 features). The full feature list is
available in Appendix A.

The pipeline for the model development is represented in Figure 1.
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Figure 1. The pipeline for medical risk model development.

The features in the dataset with >30% missing values were eliminated. For manag-
ing features with up to 30% missing values, the k nearest neighbors (KNN) imputation
technique was applied. The Pearson’s correlation method was used for feature correlation
analysis. Features with a high correlation coefficient were eliminated. The synthetic mi-
nority over-sampling technique (SMOTE) was employed for balancing the dataset. The
classification was conducted using the two most important features, and all of the features
were used to compare performances. The feature selection was organized through the
voting of several techniques: univariate feature selection with a chi-squared test, recursive
feature elimination (RFE), extra trees classifier, and Lasso.

We used logistic regression (LR), random forest (RF) and CatBoost (CC) classifiers for
experiments. The parameters were tuned through the grid search, and the F-score was
used as the optimization metric.

LR is expressed by the following equation:

Z =
1

1 + e−(β0+β1x)
(1)

LR is the most frequently used machine learning model in medical applications, due
to its high interpretability. Its sensitivity to the multicollinearity problem is one of the
disadvantages of the LR model. Thus, highly correlated features should not be included in
the predictive model.

RF is an ensemble model based on decision trees. During classification, each tree
assigns the most likely target to each patient with a set of predictors. The averaging
function is expressed by the following equation:

Z = argmax
1
T

T

∑
t=1

pt(y|x) (2)

where pt (y|x) is the probability distribution for each tree. RF is also a widespread algorithm
for medical applications.

CatBoost is an ordered gradient boosting algorithm that addresses the problem of
target leakage. CC is effective on small datasets. Binary decision trees are used in the CC
classifier. The CC output can be expressed as follows:

Z = H(xi) =

J

∑
j=1

cj1{x∈Rj} (3)
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H(xi) is a decision tree function and Rj is a disjoint region corresponding to the leaves
of the tree.

The experiments were conducted with the following Python 3 packages: scikit-
learn [18] and CatBoost [19] for machine learning model implementation; seaborn [20] and
matplotlib [21] for data visualization; SMOTE [22] for dataset balancing; and SHapley Addi-
tive exPlanations (SHAP) [23] for the interpretation of black-box results. The discrimination
was evaluated using ROC curves.

Table 2 lists the machine learning models and parameters used in the research.

Table 2. Models and parameters.

Model Parameters

LR* (imp. feat.) ‘C’: 2.83, ‘solver’: ‘newton-cg’
LR + SMOTE (imp. feat.) ‘C’: 0.5, ‘solver’: ‘newton-cg’

LR + SMOTE (all feat.) ‘C’: 4.0, ‘solver’: ‘liblinear’
RF (imp. feat.) ‘criterion’: ‘gini’, ‘max_features’: ‘auto’

RF + SMOTE (imp. feat.) ‘criterion’: ‘gini’, ‘max_features’: ‘auto’
RF + SMOTE (all feat.) ‘criterion’: ‘gini’, ‘max_features’: ‘log2’

CC * (all. feat.) ‘depth’: 4, ‘l2_leaf_reg’: 3, ‘learning_rate’: 0.6
CC + SMOTE (imp. feat.) ‘depth’: 5, ‘l2_leaf_reg’: 2, ‘learning_rate’: 0.9

CC + SMOTE (all feat.) ‘depth’: 4, ‘l2_leaf_reg’: 1, ‘learning_rate’: 0.2
* LR–logistic regression, RF—random forest, CC—CatBoost classifier; imp. feat.—the model is composed using
only important features, all feat.—the model is composed using all available features.

3. Results

Table 3 shows the best performances for each classification target.

Table 3. Performance of the classifiers for each target.

Target Best Classifier ROC AUC F-Score Recall Precision

In-hospital mortality CC * + SMOTE (all feat.) 0.965 0.966 0.992 0.942
Temporary neurological deficit (TND) CC + SMOTE (all feat.) 0.960 0.959 0.936 0.983
Permanent neurological deficit (PND) CC + SMOTE (all feat.) 0.946 0.947 0.969 0.926
Prolonged lung ventilation (>7 days) CC + SMOTE (all feat.) 0.957 0.958 0.984 0.934

Renal replacement therapy (RRT) CC + SMOTE (all feat.) 0.985 0.984 0.992 0.978
Myocardial infarction (MI) CC + SMOTE (imp. feat.) 0.986 0.984 0.993 0.979

Multiple organ failure (MOF) CC + SMOTE (all feat.) 0.952 0.950 0.964 0.958

* CC—CatBoost classifier; imp. feat.—the model is composed using only important features, all feat.—the model
is composed using all available features.

Figure 2 represents the interpretation of the CatBoost classifier results for each target
variable. The diagram shows the impact of each feature on the model output.

The red color in Figure 2 relates to a higher value of the feature (for binary features,
it corresponds to one), while the blue color corresponds to a lower feature value. The
negative SHAP value corresponds to a negative impact on prediction, leading the model to
predict zero, and a positive SHAP value corresponds to a positive impact on prediction,
leading the model to predict one. For instance, a higher intraoperative hematocrit leads to
a lower mortality risk, and a lower intraoperative hematocrit leads to a higher mortality
risk. A decreased level of red blood cells leads to lower risks of TND cases, but a decreased
level of red blood cells does not necessarily lead to higher risks of TND cases.

Figure 3 represents the plot, showing the most powerful predictors for a particular
patient from the dataset for in-hospital mortality.

The bold value in Figure 3 indicates the model’s output value. The red features increase
the prediction and the blue features decrease the prediction. Aortic valve insufficiency has
a positive impact on the output value and the red blood cell feature has a negative impact
on the output value.
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Figure 3. The example of a single patient’s prediction.

4. Discussion

Despite the fact that a number of scoring systems for cardiac risk assessment have been
developed and successfully applied in practice, they do not take into account the specificity
of thoracic aortic pathology. More and more medicine-related studies concentrate on
building machine learning models to learn from historical experience [24], and to identify
specific risk factors.

Currently, there are a number of studies devoted to the identification of prognostic
factors for postoperative outcomes in patients with thoracic aortic pathology. Age, NYHA
III–IV class of heart failure, renal insufficiency, ascending aorta dilatation, involvement of
the aortic arch in the pathological process, lower limb malperfusion, and emergent/urgent
aortic surgery are the most common risk factors that affect the survival and development of
postoperative complications. In addition, the likelihood of a favorable prognosis decreases,
due to reoperations, combined cardiac surgery (e.g., coronary artery bypass grafting), and
a prolonged cardiopulmonary bypass duration [4,11]. Some studies have emphasized the
negative role of increased blood components in transfusions (packed red blood cells, fresh
frozen plasma, and platelets) [4,9,10].

Great attention is paid to the prognostic criteria for thoracic aortic surgery; however,
there are few studies that aim to identify the relationship between risk factors and adverse
outcomes. This study is dedicated to the development of a predictive model based on
integrated medical data, using two datasets from high-throughput aortic centers.

Feature selection plays an important role in medical risk prediction using machine
learning models. We removed six features due to discrepancies in the data storage formats
and in the diagnostic methods applied in the participating clinics, and because of the
missing values. The exploratory data analysis resulted in the removal of weight, due to the
high correlation with two other features. The circulatory arrest time, cardioplegic arrest
time, and cardiopulmonary bypass time were eliminated because of the large number
of missing values, as shown in [25], acknowledging that the application of imputation
methods can distinctly affect the performance of the predictive model.

We tested three machine learning algorithms to develop a predictive model: (1) LR;
(2) RF; (3) CatBoost. CatBoost, with the SMOTE balancing technique, demonstrated the
best performance for the most targets.

We demonstrated several tools for CatBoost evaluation and interpretation: featuring
importance scores, which are summarized using summary plots for each target variable
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(Figure 2); comparison with other well-known machine learning models (LR and RF), using
metrics such as ROC AUC, F-score, Recall, and Precision (Table 3). An accuracy mea-
surement can be misleading, due to the fact that higher metric values indicate overfitting,
especially on imbalanced datasets [26]. Precision is the ratio between correctly classified
patients and all patients assigned to the class. Recall is the rate of correctly classified
patients. If recall equals one, the prediction of positive classes is perfect. This metric is
crucial to evaluate medical prediction models, as it is important to identify as many cases of
the pathological event as possible. A low recall value corresponds to a high rate of positive
cases of medical risk missed. F-score is the harmonic mean of recall and precision. The use
of F-score in parameter tuning helps to penalize models for extreme values [27].

The SHAP value was used to ensure interpretability of the model. SHAP covers two
aspects: global and local interpretability. Global interpretability explains the relationships
of predictors with target variables, i.e., risk factors with risks, and allows the consistency
of the model to be analyzed with the current practices. Local interpretability helps to
understand why a particular case or patient obtains a particular prediction.

Figure 2 illustrates the summary plots for each target variable, showing negative and
positive relationships of predictors with targets. These plots take into account the feature
importance, the impact of each feature on the final prediction, the initial value of the feature
(lower values are blue and higher values are red), and the correlation of the feature with
the target (lower intraoperative creatinine correlates with a lower risk of multiple organ
failure). The SHAP value provides the correlation, but not causation.

Figure 3 illustrates an example of a force plot for a single patient from the dataset. It
helps to understand the influence of each predictor on the final output. Such a plot might
be useful for future decision making.

The performance of the developed models could be compared to the results of other
studies in predicting postoperative cardiovascular complications. Coulson et al. [16] set
an aim to develop models to predict the risks of acute kidney injury and the need for
renal replacement therapy after cardiac surgery, using as few predictors as possible. The
simplicity and interpretability of the models, and the few predictors used, ensure the
accessability of prediction models for clinicians. Thus, a careful analysis of the literature
and accumulated practical experience is needed to stratify risk factors. The AUC ROC for
the acute kidney injury postoperative prediction was 0.70, and the AUC ROC for the need
for renal replacement therapy postoperative prediction was 0.85.

Fernandes et al. [15] investigated machine learning models to predict mortality after
cardiac surgery. The best results were shown by boosting classifiers and random forest,
showing 0.87 AUC ROC and up to 0.91 recall.

Czerny et al. [3] showed that logistic regression outperformed the other investigated
classifiers, with a mean AUC of 0.712 for predicting mortality rate in acute aortic dissection.

The CatBoost classifier performs better in comparison with the results from the literature.
In most cases, the obtained results are in line with the current literature. Thus, the

independent risk factors for postoperative acute kidney injury requiring RRT are impaired
preoperative renal function, reduced left ventricle ejection fraction, and transfusion of a
large volume of blood components, as well as being overweight [28–30]. In our model,
these factors contribute significantly to the postoperative acute kidney injury.

Additionally, Wang et al. [11] demonstrated that the large extent of aortic dissection
was an independent risk factor for early mortality. In another study, a significant negative
role of primary fenestration with aortic dissection, especially with type B, was revealed
as an important factor for mortality [31]. Moreover, the presence of this type of aortic
dissection led to an increase in postoperative renal complications [32]. In another study, an
enlarged abdominal aortic diameter was shown to be a risk factor for complications in the
postoperative period [33].

Nevertheless, we should point out that, from a clinical perspective, the impact of many
features in the predictive model is obscure. However, most of the features have a logical
clinical explanation. The example of such clinical significance is a direct relation of the
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aortic diameter at the sinuses of Valsalva to temporal neurological deficit, which is still
indistinct. To reveal the answer, one needs to resolve a logical chain. A large aortic root
is an indication that it has been replaced. This naturally prolongs the cardiopulmonary
bypass time and, successively, increases the risk of neurological deficiency.

Despite the successful implementation of surgical risk calculators (Euroscore, Eu-
roscore II, and STS score), a standardized prognostic risk assessment scale for patients with
thoracic aortic pathology has not yet been adopted. In the current literature, there have been
a few attempts to compile prognostic models [4]. However, due to the heterogeneity of the
predictors obtained in each particular study, the accumulation of more data is needed, in
order to identify the significant risk factors. Elaboration of the correct risk score calculation
for prognosis assessment in patients with thoracic aortic diseases is crucial. Our findings
provide additional support for clinical decision making, guiding a patient care team prior
to a surgical treatment, and promoting a safe postoperative period.

The presented study has certain limitations. Despite the integration of medical records
from the datasets of two different clinics, the number of patients and clinical cases (oper-
ations) is relatively small. We are planning to extend it in the future. The study faced a
problem of unbalanced data, which is a traditional concern for medical data [12]. This leads
to situations where machine learning algorithms tend to classify the data into predominant
classes. SMOTE for data balancing, and F-measure as the optimization metric, which is less
sensitive to data imbalance, were applied to address the problem. However, the study still
has limitations due to the imbalanced medical datasets. Another limitation is related to
the loss of data during the integration process. We had to compare and map not only the
logical data structures and contents, but also diagnostic methods and treatment approaches
in different institutions. This reduced the amount of data we could include in the study.

5. Conclusions

This study has implemented models for postoperative risk prognosis for patients
with thoracic aortic disease, using real-world data from two different medical institutions,
comprising from both structured data and free-text medical records. The obtained findings
provide additional support for clinical decision making, guiding a patient care team prior to
surgical treatment, and promoting a safe postoperative period. Future studies may address
the current limitations of the study, such as relevant synthetic patients’ generation, model
validation in a medical practice, and the development of applied risk stratification scales
based on the obtained results.
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Appendix A

Endpoints:
1 In-hospital mortality;
2 Temporary neurological deficit (TND);
3 Permanent neurological deficit (PND);
4 Prolonged lung ventilation (LV) (>7 days);
5 Renal replacement therapy (RRT);
6 Myocardial infarction (MI);
7 Multiple organ failure (MOF).
Anthropometric data:
1 Gender;
2 Age;
3 Height;
4 Weight;
5 Body mass index (BMI);
6 Body surface area (BSA).
Comorbidities:
1 Congenital heart disease (CHD);
2 Hypertension;
3 Coronary artery disease (CAD);
4 Previous MI;
5 Previous cerebrovascular accident;
6 Chronic obstructive pulmonary disease (COPD);
7 Marfan syndrome;
8 Aortic atherosclerosis.
Laboratory tests:
1 Preoperative hematocrit;
2 Preoperative urea;
3 Preoperative creatinine;
4 Preoperative glomerular filtration rate (GFR).
Coronary angiographic data:
1 Left main artery stenosis (LMA);
2 Right coronary artery stenosis (RCA);
3 Obtuse margin artery stenosis (OMA);
4 Left anterior descending artery (LAD).
Echocardiographic data:
1 Left internal carotid artery stenosis;
2 Right internal carotid artery stenosis;
3 Left ventricle ejection fraction;
4 Aortic valve stenosis;
5 Aortic valve insufficiency;
6 Mitral valve stenosis;
7 Mitral valve insufficiency;
8 Aortic diameter at sinuses of Valsalva.
Computed tomographic data:
1 Ascending aorta diameter;
2 Aortic arch diameter;
3 Segment A diameter = proximal descending aortic diameter;
4 Segment B diameter = distal descending aortic diameter;
5 Segment C diameter = abdominal aortic diameter;
6 Proximal entry (at sinotubular junction);
7 Proximal entry (at the ascending aorta);
8 Proximal entry (at the aortic arch);
9 Proximal entry behind the left subclavian artery = type B aortic dissection;
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10 Involvement aortic root in dissection;
11 Involvement ascending aortic in dissection;
12 Involvement aortic arch in dissection;
13 Thoracoabdominal dissection;
14 Abdominal aortic dissection;
15 Extension of aortic dissection down to iliac and/or femoral arteries.
Intraoperative data:
1 Cardiac arrest time;
2 Antegrade cerebral perfusion time;
3 Circulatory arrest time;
4 Deep hypothermia;
5 Moderate hypothermia;
6 Re-sternotomy for bleeding;
7 Surgery duration;
8 Red blood cells, units;
9 Fresh frozen plasma, units;
10 Platelets, units;
11 Drainage blood loss;
12 Intraoperative hematocrit.
13 Intraoperative creatinine.
Concomitant cardiac procedures:
1 Coronary artery bypass grafting;
2 Aortic valve replacement;
3 Mitral valve replacement.
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