Response functions and susceptibilities for multiresonant non-linear optical spectroscopy: perturbative computer algebra solution including feeding
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A diagrammatic perturbation theory is presented which permits the calculation of a molecular non-linear optical response function for a particular time sequence of light pulses, or a molecular non-linear-optical susceptibility for a particular combination of frequencies of the input light fields. Molecular relaxation is treated in the Markov approximation. The method also accounts for incoherent population transfer between molecular levels as long as a hierarchical level ordering is possible. The diagrams are especially useful for the selective generation of terms containing a particular resonance of interest, or obeying the rotating wave approximation. The algorithm has been implemented in the symbolic algebra language REDUCE. These procedures allow the automatic generation of all diagrams evolving from a particular experimental situation, and the automatic calculation of the corresponding response function or susceptibility.

1. Introduction

In non-linear optical spectroscopic experiments a sample is irradiated with one or several laser light fields. Each of these can be characterized by a time-dependent amplitude and a frequency. (The frequency may also vary with time, corresponding to a chirped light pulse.) Through interaction with the laser fields a non-linear polarization $P(r, t)$ is generated in the sample which radiates new light fields. They can be calculated from Maxwell's inhomogeneous wave equation with the polarization $P(r, t)$ as source term [1,2]. Depending on the phase relationship with the ingoing fields the new fields cause absorption and coherent or incoherent emission. Experiments are commonly distinguished as frequency-domain or time-domain experiments depending on whether the frequency or the time intervals of the ingoing and detected light pulses are varied as parameters. If phase and amplitude could be measured completely, both types of experiments would yield the same information. In practice, however, this is not possible. Results of both types of experiments hence complement each other, and spectroscopy in both domains is useful.

In the traditional theoretical treatment of non-linear optical spectroscopy the optical polarization is expanded in powers of the field strength of the incident light beams which are modelled as monochromatic plane waves. The response of the material in each order of the expansion is then given by a coupling constant of the material called its $n$th-order non-linear optical susceptibility $\chi^{(n)}$. The use of monochromatic waves corresponds to the idealized situation of a frequency-domain experiment. It also implies the consideration of a steady state. Strictly speaking, therefore, susceptibilities apply only to molecular systems in thermal equilibrium. Time-domain experiments can also be discussed in the framework of susceptibilities. However, a more natural description for time-domain experiments is provided by the molecular response functions $R^{(n)}$. For a system in thermal equilibrium the susceptibilities and response functions are related by a Fourier transformation [2]. In addition, gen-
eralized response functions can be defined which also apply to non-equilibrium situations.

The macroscopic optical polarization is the ensemble average of the time-dependent induced dipole moments of the molecules in the irradiated volume. These can be obtained from a calculation of the temporal evolution of the molecular system under the influence of the external fields. This is normally done with time-dependent perturbation theory which yields the wavefunction or the statistical operator of the molecular system as a power series in the external field strengths \([1]\). Comparison with the series expansion of the optical polarization shows that each order of perturbation theory yields the susceptibility of the corresponding order. Thus measurable spectroscopic quantities like line positions, linewidths, and intensities can be connected to molecular properties like level energies, relaxation parameters, and transition dipoles.

The series expansion of the polarization is in most cases a good approximation. It can, however, break down if any of the ingoing fields is "strong" and its frequency comes close to resonance with an optically allowed molecular transition. Methods have been developed which, in certain situations, allow the treatment of these fields in a non-perturbative way \([3-5]\). For all situations considered in this paper we assume that the series expansion is applicable.

Time-dependent perturbation theory with a light field containing several Fourier components (i.e. colors) results in many terms. All possible time-orderings of these Fourier components for a propagation of the wavefunction or its complex conjugate must be considered. E.g., the general expression for a third order susceptibility has 48 terms \([6]\). The use of perturbation theory quasi-naturally suggests a diagrammatic technique. Early approaches described the temporal evolution of the wavefunction in close analogy to Feynman diagrams \([7,8]\) but were only applicable to pure states. Systems with dephasing (coherence loss) are properly described by the statistical operator instead of the wavefunction. The corresponding diagrams must account for the propagation of its bra- and ket-part and their relative time ordering. This lead to the invention of double-sided Feynman diagrams consisting of two strings, one representing the bra, the other the ket \([9-13]\). An equivalent notation used a circle where each half corresponds to one of the strings \([14-16]\). The mathematical treatment lead to propagation rules, in which each radiative propagation step contributes a multiplicative factor to the susceptibility. Still another way of representing a particular contribution is by indicating the path in Liouville space along which the term is generated through successive evolutions on the bra or ket side. These diagrams are widely used by Mukamel and co-workers, e.g. in refs. \([17-19]\). We use similar evolution trees to enumerate all relevant paths (see ref. \([20]\) and fig. 3).

These approaches did account for phase relaxation, but not for the possibility of incoherent population transfer between molecular levels, called feeding. For non-resonant situations this should be of little importance, but may have drastic effects with resonances. An attempt of including feeding into the diagrammatic technique has been published \([21]\). However, it starts from a transformation to a time-independent formulation of the Liouville equation \([4]\) which is possible if only a single Fourier component need be considered for each matrix element of the statistical operator. This imposes the following restrictions: (i) Only one field may be resonant with a molecular level pair. (ii) Not more than \(n - 1\) fields are allowed for an \(n\)-level system. (iii) The rotating wave approximation (RWA) must be applicable. The present article describes a method that incorporates feeding into the diagrammatic perturbation theory without these restrictions. The result is a new propagation rule yielding a multiplicative factor to the susceptibility from each feeding step in the diagram.

A second new aspect of the present paper is the extension of the diagrammatic approach to the direct calculation of molecular response functions \(^1\). They give the response of the system to a sequence of infinitesimally short light pulses. Each radiative propagation step yields a multiplicative factor as in the case of susceptibilities. Feeding can also be included and results in a substitution rule.

This paper bears to some extent review character since the diagrammatic technique for the calculation of susceptibilities in the absence of feeding has been described in several previous papers. However, I feel that it is justified to present the theory with its new aspects (feeding and response functions) in a comprehensive context.

\(^1\) This possibility was briefly mentioned already in ref. \([22]\).
In particular so since it also uses a different graphical representation of the diagrams which is based on the molecular level structure. Earlier diagrams of this kind did not distinguish between propagation of the bra- and the ket-part of the density operator and were thus ambiguous. Our diagrams, previously used in refs. [20,22], do not suffer from this restriction, but can be unambiguously mapped to the double-sided Feynman diagrams. The extension to include feeding is readily made in an intuitively comprehensive way. In addition, these diagrams allow an easy visualization of the leading terms in the rotating wave approximation or displaying particular molecular resonances. Thus the relevant terms can be selected directly from inspection of the diagram, and not by inspection of the formula that it generates. With respect to this the other types of diagrams are rather abstract.

Finally, we describe an implementation of the algorithm presented in this paper into the computer-algebra language REDUCE (for the newest version see ref. [23]). We use this system for almost two years now to generate all valid diagrams for a particular experimental situation, and automatically calculate the corresponding susceptibility and/or response function.

2. Response functions and susceptibilities

In order to understand the results of a nonlinear optical experiment on a molecular level, the macroscopic optical polarization $P(r, t)$ must be expressed in terms of molecular properties, in particular the energy level structure, the magnitude and direction of transition dipoles, and relaxation parameters. The quantum mechanical connection between the microscopic and the macroscopic quantities is given by

$$P(r, t) = N \text{Tr}\{\rho(r, t)\mu\},$$ (1)

where $\rho(r, t)$ is the statistical operator (often called density matrix) of the molecular ensemble, and $N$ is the number density of molecules. This equation is valid for arbitrarily strong light fields. In many cases, however, it is possible to expand the polarization in a Taylor series in powers of the field strength,

$$P(t) = P^{(0)}(t) + P^{(1)}(t) + P^{(2)}(t) + P^{(3)}(t) + \ldots.$$ (2)

This corresponds to a similar expansion of the statistical operator. In the following we assume that the response of the sample is local, i.e. the non-linear polarization at a particular point $r$ in space depends only on the light field at this point. Also, we consider a non-magnetic medium and represent the light beam by its electric field vector $E(r, t)$. When the Taylor series (eq. (2)) is valid, the most general relation between the non-linear polarization of a particular order and the electric field strength is given by the convolution

$$P^{(n)}(t) = \int dt_n \ldots \int dt_1 Q^{(n)}(t, t_n, \ldots, t_1) \cdot E(t_n) \ldots E(t_1),$$ (3)

where $Q^{(n)}(t, t_n, \ldots, t_1)$ is a generalized response function. Causality requires that $Q^{(n)}$ vanishes if any of the time arguments $t_n$ is larger than $t$. For a system in equilibrium this generalized response function is invariant against a shift of all time arguments by a constant time interval $\tau$. A function $R^{(n)}$ can then be defined with one time argument less,

$$Q^{(n)}(t, t_n, \ldots, t_1) = Q^{(n)}(t - \tau; t_n - \tau, \ldots, t_1 - \tau) = Q^{(n)}(0; t_n - t, \ldots, t_1 - t) = R^{(n)}(t_n - t, \ldots, t_1 - t).$$ (4)

The causality condition implies that $R^{(n)}$ is non-vanishing only for negative time arguments. This function is ordinarily called the response function. After introducing the Fourier transform $\mathcal{F}$ of the electric field,

This form is found in mathematical textbooks as well as in some books on non-linear optics [24–27]. With this definition an electric field component $\mathcal{E}\exp(i\omega t)$ has positive frequency. Other books on non-linear optics use the opposite sign convention for $\omega$, e.g. [1,2,28,30], or put the factor $2\pi$ into the integral over time [2]. The present choice is consistent with our previous usage of frequency arguments in the susceptibilities [4,20,22].
\[ E(\omega) = \int dt \, E(t) \exp(-i\omega t), \] (5)

\[ E(t) = \int \frac{d\omega}{2\pi} E(\omega) \exp(i\omega t), \] (6)

the definition of the non-linear polarization eq. (3) for the equilibrium system can be rewritten as

\[ P^{(n)}(t) = \int \frac{d\omega_n}{2\pi} \ldots \int \frac{d\omega_1}{2\pi} \chi^{(n)}(\omega_n, \ldots, \omega_1) : E(\omega_n) \ldots E(\omega_1) \exp \left( i \sum_{k=1}^{n} \omega_k t_k \right), \] (7)

where the non-linear susceptibility \( \chi^{(n)} \) and the response function are related by

\[ \chi^{(n)}(\omega_n, \ldots, \omega_1) = \int \ldots \int \chi^{(n)}(t_n, \ldots, t_1) \exp \left( i \sum_{k=1}^{n} \omega_k t_k \right), \] (8)

\[ R^{(n)}(t_n, \ldots, t_1) = \int \frac{d\omega_n}{2\pi} \ldots \int \frac{d\omega_1}{2\pi} \chi^{(n)}(\omega_n, \ldots, \omega_1) \exp \left( -i \sum_{k=1}^{n} \omega_k t_k \right). \] (9)

For the present purpose it is sufficient to represent the incident light beams by a superposition of plane waves,

\[ E(r, t) = \frac{1}{2} \sum_j [ \delta_j(r, t) + \delta^*_j(r, t) ], \] (10)

\[ \delta_j(r, t) = e_j \exp \left[ i(\omega_j t - k_j r) \right]. \] (11)

Each particular wave is characterized by its frequency \( \omega_j \), its wavevector \( k_j \), and its amplitude \( \delta_j(t) \) which may be time-dependent. Eqs. (1) and (2) contain \( r \) only as a parameter. The factors \( \exp(-ik_j r) \) in eq. (10) hence appear only as multiplicative factors in \( P(r, t) \). After solution of the wave equation this results in the well known phase matching conditions for parametric processes. For the discussion of the local response we may consider a molecule at the origin of the coordinate system and set \( r = 0 \).

Let us now consider two ideal experimental situations. In the ideal frequency domain experiment the laser fields are monochromatic and their Fourier transform is a sum of \( \delta \)-functions,

\[ E(r, \omega) = \pi \sum_j [ \delta_j(\omega - \omega) \exp(-ik_j r) + \delta^*_j(\omega + \omega) \exp(ik_j r) ]. \] (12)

The polarization calculated according to eq. (7) decomposes into a sum of monochromatic plane waves:

\[ P(r, t) = \frac{1}{2} \sum_j [ \mathcal{R}_j(r, t) + \mathcal{R}^*_j(r, t) ], \] (13)

\[ \mathcal{R}_j(r, t) = e_j \exp \left[ i(\omega_j t - k_j r) \right]. \] (14)

For example, the third order polarization wave at frequency \( \omega_4 = \omega_1 - \omega_2 + \omega_3 \) with wave vector \( k_p = k_1 - k_2 + k_3 \) is

\[ \mathcal{P}^{(3)}(r, t) = \frac{3}{2} \chi^{(3)}(\omega_1, -\omega_2, -\omega_3) : \delta_1 \delta^*_2 \delta^*_3 \exp \left[ i(\omega_4 t - k_p r) \right]. \] (15)

The numerical factor \( \frac{3}{2} \) occurs since in the product \( EEE \) the term \( \delta_1 \delta^*_2 \delta^*_3 \) appears six times. In the general case the numerical factor will be \( N_p / 2^n - 1 \), where \( N_p \) is the number of permutations of the electric field amplitudes, and \( n \) is the order of the polarization. We obtain the result that the response of the molecular system in an ideal frequency-domain experiment is given by the susceptibility at the corresponding frequencies. It can hence be calculated from the molecular parameters in two steps. First the statistical operator of the molecular system under the influence of the monochromatic plane waves must be calculated. Then the polarization is obtained from eq. (1) and compared to the corresponding macroscopic expression, e.g. eq. (15).

The other idealized experimental situation considers the response of the molecular system when it is irradi-
ated by a sequence of ultrashort light pulses. In this case the electric field can be written in the form
\[
E(r, t) = \frac{1}{2} \sum_{j} \left[ \delta_{j} \exp \left[ i (\omega_{j} t - k_{j} \cdot r) \right] + \delta_{j}^{*} \exp \left[ -i (\omega_{j} t - k_{j} \cdot r) \right] \right] \delta(t - \tau_{j}).
\]  
(16)

This ansatz characterizes each light pulse by a complex amplitude vector \( \delta_{j} \), a carrier frequency \( \omega_{j} \), a wave vector \( k_{j} \) and a real temporal envelope function \( \delta(t) \) centered at time \( \tau_{j} \). The notion of a carrier frequency is only valid if the temporal width of the pulse envelope is larger than the inverse frequency. This is still true for light pulses in the femtosecond range. In the limiting case of infinitely short light pulses the envelope function approaches the \( \delta \)-function and the carrier frequency loses its physical meaning.

The polarization \( P(r, t) \) generated by the field of eq. (16) can be calculated with eq. (3) and is a sum of terms each corresponding to a particular pulse sequence in \( E(r, t) \), a particular carrier frequency, and a wave vector,
\[
P(r, t) = \frac{1}{2} \sum_{j} \left[ A(t) \exp \left[ i (\omega_{j} t - k_{j} \cdot r) \right] + A^{*}(t) \exp \left[ -i (\omega_{j} t - k_{j} \cdot r) \right] \right].
\]
(17)

The complex envelope functions \( A(t) \) reflect the molecular relaxation dynamics and will in general retain finite temporal widths even in the limit of infinitesimally short light pulses. As an example, let us consider a sequence of three light pulses with different frequencies \( \omega_{1}, \omega_{2}, \) and \( \omega_{3} \). One of the terms in eq. (17) then describes a wave with carrier frequency \( \omega_{4} = \omega_{1} - \omega_{2} + \omega_{3} \) and with wave vector \( k_{4} = k_{1} - k_{2} + k_{3} \). Its amplitude in the \( \delta \)-pulse limit is the sum of the three terms containing the product \( \delta_{1} \delta_{2}^{*} \delta_{3}^{*} \) of field amplitudes:
\[
P_{4}^{(3)}(t) = \frac{1}{2} Q^{(3)}(t; \tau_{1}, \tau_{2}, \tau_{3}) \delta_{1} \delta_{2}^{*} \delta_{3}^{*} \exp \left[ i (\omega_{1} \tau_{1} - \omega_{2} \tau_{2} + \omega_{3} \tau_{3}) \right].
\]
(18)

In a realistic experiment the signal due to this process can be readily distinguished from that of other pulse sequences and other carrier frequencies through an appropriate choice of phase matching conditions. If the statistical operator is calculated for an idealized sequence of \( \delta \)-function pulses, a comparison of the polarization according to eq. (1) with the macroscopic expression, e.g. eq. (18), will yield the contribution of this particular pulse sequence to the response function in terms of molecular properties. A response function defined in this way corresponds to a single time sequence of pulses. Since the susceptibility describes the answer of the system in the steady state, it contains information about all possible time orderings of the input field components.

The fact that only one time sequence is considered in each term of the response function and only one frequency component in each term of the susceptibility is not a shortcoming but an advantage. Also in an actual experiment one is not interested in the complete response function or susceptibility, but only in such a particular contribution. The choice of phase matching conditions effectively selects a Fourier component of the signal to be measured, and the time delays between pulses can also be set by the experimenter.

3. Perturbative calculation of the statistical operator

In quantum mechanics the properties of a partially coherent molecular ensemble are completely described by its statistical operator \( \rho \). Any macroscopic quantity is calculated as the trace of the product of the corresponding microscopic operator with \( \rho \). Thus the optical polarization \( P(t) \) is the average of the microscopic dipole moment \( \mu \), as expressed in eq. (1). Typically the calculation is done in the basis of the eigenstates of the unperturbed Hamiltonian and the trace is written as a double sum,
\[
P(t) = \sum_{k} \rho_{kl}(t) \mu_{lk}.
\]
(19)

where \( \rho_{kl}(t) = \langle k | \rho(t) | l \rangle \) are the matrix elements. The diagonal elements \( \rho_{kk}(t) \) give the population of the molecular levels, whereas the off-diagonal elements \( \rho_{kl}(t) \) are frequently called coherences since they are mainly responsible for the radiation of parametric signals. The temporal evolution of the statistical operator is determined by the Liouville equation, which in the interaction picture reads
\[ \dot{\rho} = \frac{i}{\hbar} [\rho, V] - (\dot{\rho})^R. \]  

(20)

In the following we use the interaction operator between the molecules and the light fields in the dipole approximation, \( V(t) = -\mu \cdot E(t) \). The operator \((\dot{\rho})^R\) describes the relaxation of the system towards equilibrium in the absence of the external fields. In the Markov approximation its matrix elements are

\[ (\dot{\rho})^R_{kl} = -\Gamma_{kl} \rho_{kl}, \]  

(21)

\[ (\dot{\rho})^R_{kk} = -\Gamma_{kk} \rho_{kk} + \sum_{m \neq k} \gamma_{mk} \rho_{mm}. \]  

(22)

The parameter \( \Gamma_{kl} = \Gamma_{lk} = 1 / T_2(kl) \) is the phase relaxation rate constant of the level pair \((kl)\), \( \Gamma_{kk} = 1 / T_1(k) \) is the total decay rate constant of the level \( k \), and \( \gamma_{mk} \) is the rate constant of incoherent population transfer (feeding) from level \( m \) to level \( k \). The conservation of total population (\( \text{Tr}\{\rho\} = 1 \)) requires that the feeding parameters obey the equation

\[ \sum_k \gamma_{mk} = \Gamma_{mm}. \]  

(23)

Eq. (20) is a system of coupled differential equations for the matrix elements of \( \rho(t) \). The coupling due to the interaction \( V(t) \) can be removed by a perturbative treatment. For this purpose \( \rho(t) \) is expanded in a Taylor series in powers of the perturbation,

\[ \rho(t) = \rho^{(0)}(t) + \rho^{(1)}(t) + \rho^{(2)}(t) + \rho^{(3)}(t) + \ldots. \]  

(24)

Then the Liouville equation for a particular order \( \rho^{(n)}(t) \) is

\[ \dot{\rho}^{(n)}_{kl} = -\Gamma_{kl} \rho^{(n)}_{kl} + f(t), \]  

(25)

\[ f(t) = \frac{i}{\hbar} \{ \rho^{(n-1)}, V \}_{kl} + \delta_{kl} \sum_{m \neq k} \gamma_{mk} \rho^{(n)}_{mm}. \]  

(26)

The differential equations of the diagonal elements are still coupled through the feeding parameters. In case of an off-diagonal element \( f(t) \) contains only matrix elements of \( \rho \) in a lower order and does not depend on the matrix element under consideration. Hence it is simply a function of time, and eq. (25) can be integrated to yield

\[ \rho^{(n)}_{kl}(t) = \exp(-\Gamma_{kl} t) \int_{-\infty}^{t} dt' \exp(\Gamma_{kl} t') f(t'). \]  

(27)

We note that eqs. (25) and (27) are linear in \( f(t) \). If \( f(t) \) is the sum of several terms, the integral in eq. (27) can be written as the corresponding sum. In this way the off-diagonal elements of \( \rho^{(n)}(t) \) can be calculated iteratively beginning with a suitable zero-order solution, usually \( \rho^{(0)} \), where the index \( a \) labels the ground state. These iterations can be continued to any desired order as long as no step involves a diagonal element of \( \rho \). This is possible for the lowest order terms describing sum- and difference-frequency mixing as well as CARS and CSRS. However, populations do occur in the calculation of grating experiments, polarization spectroscopy, transient hole-burning, and higher order contributions to CARS and CSRS. In order to apply the formalism to all matrix elements the feeding parameters are usually neglected in the diagrammatic perturbation theories. This certainly introduces an error and a correct description is desirable.

For the two-level system feeding can be treated exactly [13]. The diagonal matrix elements of the relaxation operator are

\[ (\dot{\rho})^R_{aa} = -\Gamma_{aa} \rho_{aa} + \gamma_{ba} \rho_{bb}, \quad (\dot{\rho})^R_{bb} = -\Gamma_{bb} \rho_{bb} + \gamma_{ab} \rho_{aa}. \]  

(28)
Since the total population is conserved, we have $\rho_{ab}^{(n)} = -\rho_{ba}^{(n)}$ in all orders $n \geq 1$. Each level has only the other to decay to, so that $\gamma_{ab} = \Gamma_{aa}$ and $\gamma_{ba} = \Gamma_{bb}$. Consequently, eq. (28) can be rewritten in the form

$$\left( \dot{\rho}^{(n)} \right)^{aa}_{aa} = -\Gamma_{aa}^{a} \rho^{(n)}_{aa}, \quad \left( \dot{\rho}^{(n)} \right)^{bb}_{bb} = -\Gamma_{bb}^{b} \rho^{(n)}_{bb},$$

with $\Gamma_{aa}^{a} = \Gamma_{bb}^{b} = \Gamma_{aa} + \Gamma_{bb}$. Hence the two differential equations are decoupled by formally neglecting feeding and replacing the decay rate constants with the effective rate constant $\Gamma_{aa}$.

For multilevel systems such a transformation to a decoupled set of differential equations is in general not possible. However, the technique presented in eq. (27) can still be used to calculate the diagonal matrix elements one at a time if a hierarchical level ordering can be found. This is true if the levels can be arranged in an order $a < b < c \ldots$ such that $\gamma_{mk} = 0$ for $m < k$. This means that feeding occurs only from higher levels to lower ones, and such a situation is not unlikely to occur at low temperatures.

For a hierarchically ordered system the differential equation of the highest level populated, say $\rho^{(n)}_{aa}$, contains no feeding contribution and can hence be solved in the manner of eq. (27). In the differential equation for the population of the next lower level $\rho^{(n)}_{bb}$ in the same order of perturbation theory, the term $\gamma_{aa}^b \rho^{(n)}_{aa}$ is now an already known function of time. Hence the differential equation is again of the form of eq. (25) and can be integrated. In this way all diagonal elements can be calculated from top to bottom. A strategy for the perturbative calculation of the susceptibility or the response function of a hierarchically ordered molecular system involves the steps shown in fig. 1. This technique can be incorporated into the diagrammatic method of perturbation theory, thereby allowing for the specific calculation of only those terms which are of interest for a particular experimental situation.

4. Generation of diagrams

A straightforward application of the strategy outlined in fig. 1 will yield all matrix elements of $\rho^{(n)}$, each containing all Fourier components that can be generated by an $n$-fold combination of the Fourier components contained in the interaction operator $V$. A particular experiment, however, is often described by only a single Fourier component of a single matrix element $\rho^{(n)}_{kl}$. A strategy that allows us to specifically calculate only the terms of interest is provided by the technique of diagrammatic perturbation theory. To understand the basic principle behind it, let us write the operators $\rho$ and $V$ as sums of elementary operators,

\begin{align}
\rho^{(n)} &= \sum_{k,l} \rho^{(n)}_{kl}, \\
\rho^{(n)}_{kl} &= |k\rangle \rho^{(n)}_{kl} \langle l|, \\
V &= \sum_{r,s} \left[ \hat{V}_r(\omega_r) + \hat{V}_s(-\omega_s) \right], \\
\hat{V}_r(\omega_r) &= |r\rangle \langle r| V_{rs}(\omega_r).
\end{align}

The matrix element $V_{rs}(\omega_r)$ in the interaction representation has the form

$$V_{rs}(\omega_r) = -\frac{i}{\hbar} \mu_{rs} \cdot \mathbf{d}_r \exp \left[ i(\omega_r + \omega_s) t \right] \mathcal{A}(t - \tau_r),$$

where $\omega_r = (\epsilon_r - \epsilon_s) / \hbar$ and $\epsilon_r$ is the energy of the molecular level $r$. For the calculation of susceptibilities $\mathcal{A}(t) = 1$, for response functions $\mathcal{A}(t) = \delta(t)$. The commutator of a single $\rho^{(n)}_{kl}$ with a single $\hat{V}_r(\omega_r)$ yields two terms,

$$\left[ \rho^{(n)}_{kl}, \hat{V}_r(\omega_r) \right] = |k\rangle \rho^{(n)}_{kl} \langle l| V_{rs}(\omega_r) \langle s| - |r\rangle \langle r| V_{rs}(\omega_r) \langle s| \langle k\rangle \rho^{(n)}_{kl} \langle l|. \quad (35)$$
choose: \( \rho^{(0)} \) 
V(t) = monochromatic waves 
or \( \delta \)-function pulses 
set: \( n = 1 \)

calculate all matrix elements 
of the commutator 
\[ [\rho^{(n-1)}(t), V(t)] \]
iterate: \( n := n + 1 \)

integrate:
\[ \rho_{kl}^{(n)}(t) = \frac{i}{\hbar} e^{-i \omega \tau} \int_{-\infty}^{t} dt' [\rho^{(n-1)}(t'), \rho] e^{i \omega t'} \]

add feeding in hierarchical order:
\[ \rho_{kl}^{(n)}(t) := \rho_{kl}^{(n)}(t) + \sum_{m} e^{-i \omega \tau} \int_{-\infty}^{t} dt' \gamma_{mk} \rho_{mk}^{(n)}(t') e^{i \omega t'} \]

form trace: \( P^{(n)} = N \text{Tr} \{ \rho^{(n)} \} \)
and compare with:
\( P^{(n)} = \chi^{(n)} \cdot E \cdots E \) for monochromatic waves
\( P^{(n)} = \mathcal{O}^{(n)} \cdot E \cdots E \) for \( \delta \)-function pulses

Fig. 1. Flow diagram for the perturbative calculation of the statistical operator of a multilevel system under the influence of several light fields. Feeding within a hierarchically ordered level system is considered.

If \( l = r \), the bra of the first operator and the ket of the second fit together like the pieces of a domino game. Then the first term will yield a contribution to \( \tilde{\rho}_{kl}^{(n+1)} \), i.e. the bra-index of \( \rho \) has evolved from \( l \) to \( s \). Similarly the second term yields a contribution to \( \tilde{\rho}_{kl}^{(n+1)} \) if \( s = k \) and evolves the ket-index of \( \rho \) from \( k \) to \( r \).

It should be reminded that the commutator of \( \tilde{\rho}_{kl}^{(n)} \) with the full operator \( \tilde{V} \) is the sum of eq. (35) over the indices \( r, s, \alpha \) and the sign of \( \omega \). Hence even if a particular choice of the Fourier component has been made, the bra and ket of \( \tilde{\rho}_{kl}^{(n)} \) are evolved to all possible values, i.e. the result must be summed over these indices. However, in resonant situations the contribution of a single level is often dominant.

A particular sequence of propagation steps with elementary propagation operators can be graphically represented by a diagram. Each diagram leads to an additive contribution to the susceptibility or the response function. Several diagrams may contribute to the same Fourier component of the matrix element of interest. Our aim is to find all possible valid diagrams for a particular experimental situation. In a second step the susceptibility or response function is directly constructed from these diagrams.

We prefer a notation in which the framework of the diagram is the molecular level picture. The indices for the bra and ket can be marked with a full and an empty circle, respectively. Thus diagram (i) in fig. 2 corresponds to \( \rho_{ma}^{(0)} \), diagram (ii) to \( \rho_{ba}^{(0)} \). Since \( \rho_{ma}^{(0)} \) is by far the most common initial condition, the circles are usually omitted in this case. A propagation step is represented by a vertical arrow, and the sequence of steps proceeds from left to right. An interaction operator \( V_{rs}(\omega) \) is represented by an arrow pointing from level \( r \) to level \( s \). It
Fig. 2. Building blocks for diagrams describing perturbative propagation for a matrix element of the statistical operator. (i,ii) Initial conditions, (iii,iv) bra-propagation, (v,vii) ket-propagation, (vii) feeding.

points up if the frequency $\omega$ is positive and down when it is negative. If this operator propagates the bra side of $\rho$ the arrow is drawn full with its tail starting at the old bra-index and pointing to the new bra-index. For the propagation of the ket-index the arrow is broken with its head at the old index.

Thus a monochromatic interaction starting from $\rho_{aa}^{(0)}$ yields the four first-order diagrams (iii–vi) in fig. 2. The level $k$ is drawn as a dotted line in order to indicate that the final results still must be summed over this index. Those diagrams in which $k$ comes close to a real level $b$ give rise to resonant contributions. No real level can be below the ground state, and hence the diagrams (iv) and (v) are neglected within the rotating wave approximation (RWA). Since the indices of the interaction operator are obvious from the beginning and end of the arrow, and the sign of the frequency is known from its direction, it is sufficient to label each arrow only by the index of the frequency involved.

Successive arrows must begin where the previous of the same type left off. The total number of full and broken arrows in the diagram is equal to the perturbative order of the matrix element represented by this diagram, and the sum of the corresponding interaction frequencies indicate its Fourier component. The actual bra and ket indices of a certain diagram are given by the head of the latest full arrow and the tail of the latest broken arrow. If both indices are equal, the diagram represents a population term. In this case a propagation via feeding is possible, where $\gamma_{mk}$ is represented by a curled arrow from $m$ to $k$, as shown in the last diagram of fig. 2. This interaction propagates both indices from $m$ to $k$. The result is again a population term of the same perturbative order.

As an example we discuss a three-colour grating experiment within a three-level system. Two lasers with frequencies $\omega_1$ and $\omega_2$ are resonant with the transition from the ground state $a$ to the upper state $c$, and the third laser is resonant with the transition from $a$ to the intermediate level $b$. We are interested in the third-order response of the system at the frequency $\omega_4 = -\omega_1 - \omega_2 + \omega_3$. Within the rotating wave approximation only the three interaction matrix elements $V_1 = V_{ac}(\omega_1)$, $V_2 = V_{ca}(-\omega_2)$, and $V_3 = V_{ak}(\omega_3)$ need to be considered, and each may occur only once in each diagram. Fig. 3 shows the path diagram indicating all the possible distinct
Fig. 3. Left: schematic representation of all paths in perturbation theory arising in a fully resonant three-colour grating experiment in a three-level system. Two fields with frequencies $\omega_1$ and $\omega_2$ are resonant with the a→c transition, the third with frequency $\omega_3$ is resonant with the a→b transition. The signal of interest is the response at frequency $\omega_1 - \omega_2 + \omega_3$. Right: the corresponding diagrams.

propagation sequences and below the resulting diagrams. All paths start from the zero-order density matrix with the only nonvanishing element $\rho_{00}^{(0)} = 1$. In the first step $V_1$ and $V_3$ can only be applied to the bra side, and $V_2$ to the ket side, leading to three first order terms $\rho_{01}^{(1)}(\omega_1)$, $\rho_{10}^{(1)}(-\omega_2)$, and $\rho_{11}^{(1)}(\omega_1)$. Propagation of $\rho_{01}^{(1)}(\omega_1)$ on either the bra or the ket side with $V_2$ yields contributions to the populations $\rho_{11}^{(2)}(\omega_1 - \omega_2)$ and $\rho_{cc}^{(2)}(\omega_1 - \omega_2)$. Other contributions to these populations result from the application of $V_1$ to both sides of $\rho_{01}^{(1)}(-\omega_2)$. A coherence $\rho_{cb}^{(2)}(\omega_3 - \omega_2)$ also occurs through ket-propagation of $\rho_{cb}^{(1)}(-\omega_2)$ with $V_3$ and bra-propagation of $\rho_{ab}^{(1)}(\omega_3)$ with $V_2$. In third order no propagation of $\rho_{cc}^{(2)}(\omega_1 - \omega_2)$ is possible with the available coupling terms. The two paths leading to $\rho_{cc}^{(2)}(\omega_1 - \omega_2)$ both used already the couplings $V_1$ and $V_2$, so only $V_3$ can be applied to yield a contribution to $\rho_{cc}^{(3)}(\omega_1 - \omega_2 + \omega_3)$. This yields the two diagrams (i) and (ii). Similarly two contributions to the same matrix element arise from the ket-propagation of $\rho_{cc}^{(2)}(\omega_1 - \omega_2)$ with $V_1$, shown as diagrams (iii) and (iv). With the neglect of feeding no more diagrams are possible. Feeding connects $\rho_{cb}^{(2)}$ directly with $\rho_{cc}^{(2)}$ and also indirectly via $\rho_{cc}^{(3)}$. Since two paths lead to $\rho_{cc}^{(2)}$, feeding yields four additional paths to $\rho_{cc}^{(2)}$ which consequently yield four diagrams (v−viii). The occurrence of $\rho_{cb}^{(3)}$ finally allows for a new ket-propagation to $\rho_{cc}^{(3)}(\omega_1 - \omega_2 + \omega_3)$ via $V_3$, giving the diagrams (ix) and (x) in fig. 3. This example shows that even in a seemingly simple situation the number of diagrams can be large, and increases even more when feeding is considered. It is therefore important to find a strategy which guarantees that all necessary diagrams have been found. As will be shown later, such a strategy can be designed and programmed.

5. Calculation of susceptibilities

The contributions to the susceptibility are calculated from the steady-state response of the system under the influence of monochromatic waves. For a particular Fourier component of a density matrix element $\rho_{km}^{(n-1)}(t)$ with oscillation frequency $\Omega$ we can make the ansatz in the interaction picture

$$\rho_{km}^{(n-1)}(t) = r_{km}^{(n-1)} \exp \left[ i (\omega_{km} + \Omega) t \right].$$

(36)
Propagation of the bra-index with an interaction $V_{ml}(\omega_{\alpha})$ in the form given in eq. (34) yields a contribution to $\rho_{kl}^{(n)}(t)$. It is found through integration of eq. (27) with
\[ f(t) = \frac{-1}{\hbar} r_{km}^{(n-1)} \mu_{ml} \cdot \delta_{\alpha} \exp \left[ i (\omega_{kl} + \Omega + \omega_{\alpha}) t \right], \] (37)
where we have used $\omega_{km} + \omega_{ml} = \omega_{kl}$. The result is
\[ \rho_{kl}^{(n)}(t) = r_{km}^{(n-1)} \frac{-\mu_{ml}}{\hbar (\omega_{kl} + \Omega + \omega_{\alpha} - i\Gamma_{kl})} \cdot \delta_{\alpha} \exp \left[ i (\omega_{kl} + \Omega + \omega_{\alpha}) t \right]. \] (38)
This has again the form of eq. (36) with the new oscillation frequency being $\Omega' = \Omega + \omega_{\alpha}$ and the new amplitude
\[ r_{kl}^{(n)} = r_{km}^{(n-1)} \frac{-\mu_{ml}}{\hbar (\omega_{kl} + \Omega + \omega_{\alpha} - i\Gamma_{kl})} \cdot \delta_{\alpha}. \] (39)
Thus the choice of functional form remains consistent. Usually the zero-order density matrix has the oscillation frequency $\Omega = 0$. Then the oscillation frequency $\Omega'$ of $\rho_{kl}^{(n)}(t)$ is the sum of the $n$ field frequencies of the $n$ propagation steps with the interaction operator. After the last step in the propagation sequence the susceptibility is calculated by taking the trace $\text{Tr} \{ \mathcal{N}_{pp} \}$. In the case of eq. (38) this cancels the factor $\exp(i\omega_{kl}t)$ and adds a factor $N_{\mu_{ik}}$. We know that the result is related to the macroscopic susceptibility by
\[ N_{\mu_{ik}}^{(n)}(t) = \chi^{(n)}(\omega_n, \ldots, \omega_1) : \prod_{\alpha} \left[ \frac{1}{\hbar} \delta_{\alpha} \exp(i\omega_{\alpha}t) \right]. \] (40)
Comparison with eq. (38) shows that the bra-propagation of $\rho_{km}$ with $V_{ml}(\omega_{\alpha})$ yields a multiplicative factor
\[ \frac{-\mu_{ml}^{(\alpha)}}{\hbar (\omega_{kl} + \sum \omega_{\alpha} - i\Gamma_{kl})} \] (41)
to the susceptibility. The symbol $\otimes$ indicates a tensorial multiplication, and $\sum \omega_{\alpha}$ is the sum of all field frequencies occurring in the diagram up to and including the step considered. The superscript in $\mu_{ml}^{(\alpha)}$ identifies the field component whose polarization vector forms the scalar product with it. When the susceptibility is expressed in Cartesian coordinates, this index labels the Cartesian index of $\chi$ associated with the field with frequency $\omega_{\alpha}$. If we perform the same calculation for a ket-propagation, e.g. of $\rho_{ml}$ with $V_{km}(\omega_{\alpha})$ leading to $\rho_{kl}$, the contribution to the susceptibility is
\[ \frac{-\mu_{kl}^{(\alpha)}}{\hbar (\omega_{kl} + \sum \omega_{\alpha} - i\Gamma_{kl})}. \] (42)
Except for the change in sign we obtain the same result: the index pair occurring in the denominator is that of the density matrix element generated in this propagation step, and the index pair occurring in the numerator is that of the interaction.

Finally we consider the propagation from $\rho_{mn}^{(n)}$ by a feeding step with rate constant $\gamma_{mk}$ to $\rho_{kl}^{(n)}$. Taking again an ansatz according to eq. (36) for $\rho_{mn}^{(n)}$ we have to integrate eq. (27) with the function
\[ f(t) = \gamma_{mk} r_{mm}^{(n)} \exp \left( i \sum \omega_{\alpha} t \right). \] (43)
The result is that this propagation also yields a multiplicative factor to the susceptibility, namely
\[ \frac{-\gamma_{mk}}{\sum \omega_{\alpha} + i\Gamma_{kk}}. \] (44)
Again the index pair in the numerator is that of the coupling and the index pair in the denominator is that of the
generated matrix element. The graphical representation of the three types of propagation steps in the diagrams and their multiplicative contributions to the susceptibility are summarized in fig. 4.

The contribution to the susceptibility represented by a diagram can therefore be obtained in the following way:
- The first factor is the starting zero-order matrix element of the density matrix, usually $\rho^{(0)}_{xx} = 1$.
- Each propagation step yields a factor according to the prescription given above.
- The last factor $N\mu_k^{(*)}$ results from taking the trace $\text{Tr}\{N\rho \mu \}$.
- The resulting expression must be summed over the indices of all levels occurring in the diagram. If resonances occur, the sum can be truncated to the largest contribution.

As examples we give below the susceptibilities for the two third-order diagrams in fig. 5 describing CARS and CSRS with a ground state vibrational resonance within the rotating wave approximation,

$$\chi_{ijkl}^{\text{CARS}}(\omega_1, -\omega_2, \omega_1) = \frac{N}{\hbar^3} \sum_{cd} \rho^{(0)}_{ad} \left(\frac{-\mu_{ab}}{(\omega_{ac} + \omega_1 - i\Gamma_{ac})} \frac{-\mu_{bc}^{(*)}}{(\omega_{bd} + 2\omega_1 - \omega_2 - i\Gamma_{bd})} \frac{-\mu_{cd}^{(*)}}{(\omega_{ad} + 2\omega_1 - \omega_2 - i\Gamma_{ad})}\right),$$

(45)

$$\chi_{ijkl}^{\text{CSRS}}(\omega_1, \omega_1, -\omega_2) = \frac{N}{\hbar^3} \sum_{cd} \rho^{(0)}_{ad} \left(\frac{-\mu_{ab}^{(*)}}{(\omega_{da} - \omega_2 - i\Gamma_{da})} \frac{-\mu_{bc}^{(*)}}{(\omega_{bd} + \omega_1 - \omega_2 - i\Gamma_{bd})} \frac{-\mu_{cd}^{(*)}}{(\omega_{bc} + 2\omega_1 - \omega_2 - i\Gamma_{bc})}\right).$$

(46)

The sum over the levels $c$ and $d$ can be truncated to those levels fulfilling the resonance conditions expressed in

<table>
<thead>
<tr>
<th>Diagram</th>
<th>Susceptibility</th>
<th>Response function</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>bra:</strong></td>
<td>$\frac{-\mu_{mi}^{(*)}}{\hbar(\omega_{kl} + \sum \omega - i\Gamma_{kl})}$</td>
<td>$\frac{-i}{\hbar} \left(\mu_{mi}^{(*)}(t_n)\otimes\right)$</td>
</tr>
<tr>
<td><strong>ket:</strong></td>
<td>$\frac{\mu_{km}^{(*)}}{\hbar(\omega_{kl} + \sum \omega - i\Gamma_{kl})}$</td>
<td>$\frac{i}{\hbar} \left(\mu_{km}^{(*)}(t_n)\otimes\right)$</td>
</tr>
<tr>
<td><strong>feeding:</strong></td>
<td>$\frac{-i\gamma_{mk}}{\sum \omega - i\Gamma_{kk}}$</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 4.** Summary of the three types of propagators in diagrams and their contributions to susceptibilities and response functions.
the first and third resonance denominators. The formula generated from the diagram, without summing over indices, represents the fully resonant case. If only the vibrational $\omega_{ab}$-resonance occurs, the double sum must be performed. The result can be rewritten as

$$\chi_{ijkl}(\omega_1, -\omega_2, \omega_1) = -N\mu_{aa}^{(i)}\beta_{ij}^{CARS}\alpha_{kl}^{CARS}\frac{1}{\hbar(\omega_{ab} + \omega_1 - \omega_2 - i\Gamma_{ab})}$$ (47)

$$\chi_{ijkl}(\omega_1, -\omega_2, \omega_1) = -N\mu_{aa}^{(i)}\beta_{ij}^{CSRS}\alpha_{kl}^{CSRS}\frac{1}{\hbar(\omega_{ab} + \omega_1 - \omega_2 + i\Gamma_{ab})}.$$ (48)

Here the polarizabilities $\alpha$ and $\beta$ are defined as

$$\beta_{ij}^{CARS} = \sum_c \frac{\mu_{ac}^{(i)}\mu_{cb}^{(i)}}{\hbar(\omega_{ac} + \omega_a + i\Gamma_{ac})},$$ (49)

$$\beta_{ij}^{CSRS} = \sum_c \frac{\mu_{ac}^{(i)}\mu_{cb}^{(i)}}{\hbar(\omega_{bc} + \omega_a - i\Gamma_{bc})},$$ (50)

$$\alpha_{ij}^{CARS} = \sum_c \frac{\mu_{ac}^{(i)}\mu_{cb}^{(i)}}{\hbar(\omega_{ac} + \omega_1 - i\Gamma_{ac})},$$ (51)

$$\alpha_{ij}^{CSRS} = \sum_c \frac{\mu_{ac}^{(i)}\mu_{cb}^{(i)}}{\hbar(\omega_{bc} + \omega_a - i\Gamma_{bc})},$$ (52)

with $\omega_4 = 2\omega_1 - \omega_2$. When the transition dipoles are real and all field frequencies are far from electronic resonances, $\beta^{CARS} = \alpha^{CSRS}$, and near the vibrational resonance $\beta^{CSRS} = \alpha^{CARS}$. In this case the dephasing parameters may be neglected and all polarizabilities become real. Under these conditions the validity of the rotating wave approximation must be checked, and indeed three further diagrams can be found each for CARS and for CSRS that display the vibrational resonance and yield contributions to the polarizabilities. These are shown as diagrams iii to viii in fig. 5. When all four contributions to each process are added the formula for the susceptibility has again the form of eqs. (47) and (48), but with the polarizabilities given by

$$\beta_{ij}^{CARS} = \sum_c \left( \frac{\mu_{ac}^{(i)}\mu_{cb}^{(i)}}{\hbar(\omega_{ac} + \omega_a + i\Gamma_{ac})} + \frac{\mu_{ac}^{(i)}\mu_{cb}^{(i)}}{\hbar(\omega_{bc} - \omega_a - i\Gamma_{bc})} \right),$$ (53)
Strictly speaking only dc-Fourier components of the equilibrium populations are allowed as starting values of the zero-order density matrix, since the susceptibility refers to the equilibrium system. Hence, for a hierarchically ordered multi-level system only $\rho_{kk}^{(0)} = 1$ is valid. The only exception is a system in which populations are restricted to two levels and which can be treated according to eq. (29). However, it may happen that the lifetime $T_1(k) = 1/\Gamma_{kk}$ of an excited state $k$ is much longer than all other decay parameters involved in the propagation paths for a particular diagram starting from that level. In this case an initial condition $\rho_{kk}(0) \neq 0$ is meaningful for the description of experiments on a timescale shorter than $T_1(k)$.

It should be noted that the contribution of an individual diagram can diverge if it involves a matrix element of the ground state in the evolution sequence. This yields a denominator $\sum \omega - i \Gamma_{\text{eq}}$ which vanishes if a dc component is considered and infinite lifetime is assumed. This must of course be an artifact, and it turns out that the divergence cancels with other terms generated by the same time ordering of perturbations, but including feeding.

6. Calculation of response functions

For the calculation of the response function represented by a diagram we have to replace the temporal envelope in the interaction operator of eq. (34) with a $\delta$-function. Then we must consider the effect that each of the three possible propagation steps has on a particular density matrix element, e.g. $\rho_{kk}^{(n-1)} (t)$. This density matrix element is the result of $(n-1)$ impulsive interactions, the last occurring at time $t_{n-1}$. It is obvious from the Liouville equation that after this time, i.e. in the absence of an interaction, the density matrix element will decay exponentially with rate constant $\Gamma_{km}$. Hence a reasonable ansatz which, as we will see, remains self-consistent through all evolution steps is

$$\rho_{km}^{(n-1)} (t) = \rho_{km}^{(n-1)} \exp[-\Gamma_{km}(t-t_{n-1})], \quad \text{if} \ t > t_{n-1},$$

$$= 0, \quad \text{otherwise}, \quad (57)$$

with an amplitude $\rho_{km}^{(n-1)}$ constant in time. We consider again propagation of the bra-index with an interaction $V_{\alpha l}(\omega_{\alpha})$ which is now a $\delta$-function impulse centered at time $t_n$.

$$V_{\alpha l}(\omega_{\alpha}) = -\frac{i}{2\hbar} \mu_{ml}(t) \cdot \vec{\alpha}_l \exp[i(\omega_{ml} + \omega_{\alpha}) t] \delta(t - t_n). \quad (58)$$

Here the time dependence of the dipole operator accounts for a possible change in orientation of the molecule with time. The integral of eq. (27) yields then for $\rho_{kk}^{(n)} (t)$ an expression of the same form as eq. (57),

$$\rho_{kk}^{(n)} (t) = \rho_{kk}^{(n-1)} \left( -\frac{i}{2\hbar} \mu_{ml}(t) \cdot \vec{\alpha}_l \right) \exp[-\Gamma_{km}(t-t_{n-1})] \exp[-\Gamma_{kl}(t-t_n)] \exp[i(\omega_{ml} + \omega_{\alpha}) t_n],$$

$$\quad \text{if} \ t > t_{n-1}. \quad (59)$$

We know that after taking the trace $\text{Tr}[Np\mu]$ the final expression must be of the form
Hence the factor $i \delta_a \exp(i \omega_d t)$ in eq. (59) does not contribute to the generalized response function. The contribution from the bra-propagation step is therefore found if we first replace $t$ with $t_n$ in the parent expression and then multiply with
\[
\frac{-i}{\hbar} [\mu_l^{(a)}(t_n) \otimes] \exp \left[ -\Gamma_{kl}(t-t_n) + i \omega_m t_n \right],
\]
where the symbol $\otimes$ again indicates tensorial multiplication with the term from the next propagation step. At the end of the propagation steps the trace $\text{Tr}[N \mu]$ will yield a final factor $N \mu_k^{(a)}(t) \exp[i \omega_d t]$. It is easily seen that the same result is found for the response function when each bra-propagation produces a factor
\[
\frac{-i}{\hbar} [\mu_m^{(a)}(t_n) \otimes] \exp \left[ -(i \omega_k + \Gamma_k)(t_{n+1} - t_n) \right],
\]
and only $N \mu_k^{(a)}(t)$ is considered as the contribution of the trace. In the final result $t_{n+1}$ is interpreted as $t$, i.e. the time argument of the generated polarization. (Eq. (62) is directly obtained when the calculation is performed in the Schrödinger picture.)

For the ket-propagation we obtain the same result, except for a change of sign. E.g., the propagation of $\rho^{(a-1)}_{ml}$ with $V_{km}(\omega_{\alpha})$ at time $t_n$ leading to $\rho_k^{(a)}$ yields the factor
\[
\frac{i}{\hbar} [\mu_k^{(a)}(t_n) \otimes] \exp \left[ -(i \omega_k + \Gamma_k)(t_{n+1} - t_n) \right].
\]

In both equations, (62) and (63), the index pair of the dipole operator is that of the interaction and the index pair in the exponential is that of the generated density matrix element.

The third type of propagation is through feeding. If we describe the population of the upper level by a single exponential decay
\[
\rho_{mm}(t) = r_m^{(a)} \exp \left[ -\Gamma_{mm}(t-t_n) \right]
\]
for times $t > t_n$, the integration of eq. (27) for $\rho_k^{(a)}$ generated through feeding with rate constant $\gamma_{mk}$ is found to be
\[
\rho_k^{(a)}(t) = r_m^{(a)} \frac{\gamma_{mk}}{\Gamma_{mm} - \Gamma_{kk}} \left\{ \exp \left[ -\Gamma_{kk}(t-t_n) \right] - \exp \left[ -\Gamma_{mm}(t-t_n) \right] \right\}.
\]

Hence this propagation step could be described by a multiplicative factor of
\[
\frac{\gamma_{mk}}{\Gamma_{mm} - \Gamma_{kk}} \left\{ 1 - \exp \left[ (\Gamma_{kk} - \Gamma_{mm})(t-t_n) \right] \right\}.
\]

However, since feeding replaced the single exponential decay with a double exponential, one rising and one falling, eq. (64) is in fact not the general ansatz for a population term. The general expression for a diagram of a population term is a sum of several exponentials if it contains several feeding steps. Propagation is then not described by a single factor. The general rule is instead a substitution rule: the formula of the generated population is found by replacing in the parent formula all exponentially decaying terms with the time argument $(t_{n+1} - t_n)$ according to the rule
\[
\exp \left[ -\Gamma_{xx}(t_{n+1} - t_n) \right] \rightarrow \frac{\gamma_{mk}}{\Gamma_{xx} - \Gamma_{kk}} \left\{ \exp \left[ -\Gamma_{kk}(t_{n+1} - t_n) \right] - \exp \left[ -\Gamma_{xx}(t_{n+1} - t_n) \right] \right\}.
\]
In the special case $\Gamma_{xx} = \Gamma_{kk}$ the substitution rule is

$$\exp[-\Gamma_{xx}(t_{n+1} - t_n)] \rightarrow \gamma_{mn} \exp[-\Gamma_{kk}(t_{n+1} - t_n)](t_{n+1} - t_n).$$

(68)

This concludes the derivation of propagation rules for the response functions. They are summarized together with the corresponding rules for the susceptibilities in fig. 4.

The calculation of the contribution to the response function by a particular diagram involves the following steps:

- The first factor is the starting zero-order matrix element of the density matrix. This could be a population in a higher excited state prepared at time $t_0$,

$$\rho_{mn}^{(0)}(t) = \rho_{mn}^{(0)}(0) \exp[-\Gamma_{mn}(t-t_0)].$$

(69)

- Each bra- or ket-propagation step yields a factor according to the prescription given above. A feeding step is treated according to the substitution rule.

- The last factor $N\mu^2(t)$ results from taking the trace $\text{Tr}\{N\rho\phi\}$, in complete analogy to the case of susceptibilities.

- The resulting expression must in principle be summed over the indices of all levels occurring in the diagram, although this sum is often not written explicitly.

As an example and for comparison to the third-order susceptibilities for CARS and CSRS discussed in the previous section we give here the corresponding response functions:

$$Q_{\text{CARS}}^{(1, \omega_1)}(t, t_3, t_2, t_1) = i \sum_{\text{levels}} \rho_{aa}^{(0)}(t_1) \otimes \mu_{ab}^{(k)}(t_2) \otimes \mu_{bd}^{(l)}(t_3) \otimes \mu_{dd}^{(l)}(t)
\times \exp[-(i \omega_{ab} + \Gamma_{ab})(t_2 - t_1) - (i \omega_{bd} + \Gamma_{bd})(t_3 - t_2) - (i \omega_{dd} + \Gamma_{dd})(t - t_3)].$$

(70)

$$Q_{\text{CSRS}}^{(1, \omega_1)}(t, t_3, t_2, t_1) = i \sum_{\text{levels}} \rho_{aa}^{(0)}(t_1) \otimes \mu_{bd}^{(l)}(t_2) \otimes \mu_{dc}^{(l)}(t_3) \otimes \mu_{dd}^{(l)}(t)
\times \exp[-(i \omega_{bd} + \Gamma_{bd})(t_2 - t_1) - (i \omega_{dc} + \Gamma_{dc})(t_3 - t_2) - (i \omega_{dd} + \Gamma_{dd})(t - t_3)].$$

(71)

Both response functions are only valid for the time sequence $t > t_3 > t_2 > t_1$. If the orientations of all dipole moments are fixed in time, the general response functions above depend only on time differences. They can therefore be written as normal response functions with the new variables $t' = t - t$. This can be Fourier-transformed to the susceptibility, but the signs of the frequencies from the diagram must be considered. Thus

$$\chi_{\text{CARS}}^{(1, \omega_1)} = \int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\infty}^{0} \exp[i(\omega_1 t' - \omega_2 t_2' + \omega_1 t_3')] R_{\text{CARS}}^{(1, \omega_1)}(t_3', t_2', t_1') \exp[-(i \omega_1 t' + \omega_2 t_2' + \omega_1 t_3')]$$

(72)

yields the result of eq. (45). In the corresponding transformation for the CSRS formula the exponential factor must be $\exp[i(-\omega_2 t_2' + \omega_1 (t_2' + t_3'))]$. In a similar way the response function can be found through the inverse transformation of the susceptibility contribution from a single diagram. Although in this case the integration ranges are not restricted as above, the result will nevertheless reflect the correct time-ordering, since the complex Lorentzian lineshape $F(\omega)$ and the single sided exponential decay $F(t)$ form a Fourier-transform pair:

$$F(\omega) = \frac{-i}{\omega_0 + \omega - i\Gamma},$$

(73)

$$F(t) = u(t) \exp[-(i \omega_0 + \Gamma)t],$$

(74)

$$u(t) = 0, \quad \text{if } t < 0,$$

(75)

$$= 1, \quad \text{otherwise}.$$
non-resonant levels is not directly evident from the formulas of the response functions since they do not contain the frequencies of the light fields involved. It is, however, intuitively clear that a propagation step at time \( t_n \) leading to a non-resonant ("virtual") level must be followed immediately by the next step, and thus a term proportional to \( \delta(t_{n+1} - t_n) \) should appear in the response function. To show this let us take eq. (47) for the CARS susceptibility in which the summation over non-resonant levels has been performed. If we transform this back into the response function with the additional assumption that the frequency dependence of the polarizabilities \( \alpha \) and \( \beta \) can be neglected, we obtain

\[
\mathbf{R}_{\text{CARS}}(t_3, t_2, t_1) = \int \frac{d\omega_1}{2\pi} \int \frac{d\omega_2}{2\pi} \int \frac{d\omega_3}{2\pi} \frac{N\rho_{\text{CARS}}(0) \rho_{\text{CARS}}^\dagger \exp[-i(\omega_1 t_1 + \omega_2 t_2 + \omega_3 t_3)]}{\hbar (\omega_{ab} + \omega_1 - \omega_2 - i\Gamma_{ab})} \exp[-i(\omega_1 t_1 - \omega_2 t_2 + \omega_3 t_3)]
\]

(76)

This finding can be generalized to yield the substitution rule

\[
\sum_\mathbf{T} \mu_{ki}^{[\alpha]} \otimes \mu_{lm}^{[\beta]} \exp[-i(\omega_{il} + \Gamma_{il}) (t_{il} - t_{ia})] \rightarrow i \sum_\mathbf{T} \mu_{ki}^{[\alpha]} \otimes \mu_{lm}^{[\beta]} \exp[-i(\omega_{il} + \Omega - i\Gamma_{il}) (t_{il} - t_{ia})] \delta(t_{il} - t_{ia})
\]

(77)

where \( \Omega \) is the sum of all field frequencies used in the diagram up to and including the interaction at time \( t_{ia} \) which generates the matrix element \( \rho_{ij}(\Omega) \).

If the dipoles change their orientations with time, e.g. due to rotational diffusion, the tensorial product of the dipole moments must be averaged over the orientational distribution function on the basis of an appropriate model for the rotational dynamics. For a system in thermal equilibrium the result will be a rotational correlation function which depends on time intervals only. Fourier transformation to the susceptibility is then again possible in the manner of eq. (72). In the case of exponentially decaying rotational correlation functions the corresponding rate constants will add to the dephasing rate constants in the resonance denominators which determine the linewidths of resonances. This suggests that response functions are often the more flexible choice even for the description of a frequency-domain experiment.

7. Computer algebra implementation

The crucial task in the calculation of the susceptibility of a multilevel system for a particular set of interactions is the complete generation of all relevant diagrams. For this purpose propagation of all initial density matrix elements with all possible distinct permutations of the interactions must be considered. In each step the possibility for a bra-evolution and a ket-evolution must be checked. Each time a diagonal element occurs in the perturbation sequence new diagrams arise from the decay (feeding) of this population to all lower levels, which can again occur directly or indirectly. Since this can lead to an enormous number of possible combinations, of which only a small fraction will lead to valid diagrams, it is tempting to perform this task with a computer.

Indeed, computer algebra systems like REDUCE can perform algebraic operations on mathematical expressions, like addition, multiplication, differentiation, and integration. They provide a programming environment in which new procedures can be defined which can perform more complicated operations. REDUCE can handle various types of objects, e.g. mathematical expressions, arrays, and matrices. Special objects are lists of other objects, \( \{A, B, C\} \). These objects can be lists themselves. An elementary interaction operator or a single Fourier component of a particular matrix element of the statistical operator can be represented by a list of four items, a 4-list, in the following way,

\[
\hat{V}_{rs}(\omega_\alpha) \rightarrow \{r, s, \omega_\alpha, \mathcal{V}\},
\]

(78)

\[
\hat{\mu}_{kl}(\omega_\alpha) \rightarrow \{k, l, \omega_\alpha, \rho\},
\]

(79)
where \( V = -\mu_{\alpha \beta} \sigma_{\alpha \beta}/2 \) and \( \rho \) are the values of the matrix elements. The first two items in each 4-list are the ket-and bra-index of the elementary operator. These indices are integer numbers labelling the levels in ascending order. These are used to address the relevant molecular parameters from predefined matrices. The complete operators \( V \) and \( \rho \) are represented by lists of such 4-lists. E.g., the interaction operator relevant to the three-color grating experiment in a three level system as discussed in fig. 3 is

\[
V = \{\{1, 3, \omega_1, V_1\}, \{3, 1, -\omega_2, V_2\}, \{1, 2, \omega_3, V_3\}\}. 
\]

(80)

Diagrams are also represented by lists which begin with the zero order density matrix element. A radiative propagation step is indicated by the key-word "BRA" or "KET" followed by the 4-list of the interaction operator involved. Feeding is indicated by the key-word "FEED" and the list \( \{m, l\} \), where \( m \) and \( l \) are the indices of the upper and lower level. E.g., the diagram vii in fig. 3 is coded by the string \{START, 1, 1, 0, 1, KET, 3, 1, -\omega_2, V_2, BRA, 1, 3, \omega_1, V_1, FEED, 3, 1, BRA, 1, 2, \omega_3, V_3\}.

The calculation of a susceptibility involves the following steps:

- Define the starting density operator. In most cases this is only a single matrix element, namely \( \rho^{(0)}_{aa} = 1 \), represented by \( \rho = \{\{1, 1, 0, 1\}\} \).
- Define the interaction operator as in eq. (80).
- Specify a list of interactions to be considered in the perturbation sequence. E.g., \( \text{VLIST} := \{1, 1, 2, 2, 3\} \) specifies a fifth order calculation with the interactions \( V_1 \) and \( V_2 \) considered twice resulting in the Fourier component at \( 2\omega_1 - 2\omega_2 + \omega_3 \).
- Set switches that determine whether feeding and the rotating wave approximation are to be considered or not.
- Call the SUSCEPTIBILITY procedure.

This procedure first generates a list of all permutations of \( \text{VLIST} \). Then it propagates all initial density matrix elements according to all permuted time-ordered lists of interactions. In every step it is checked whether a bra-and/or ket-propagation is possible, and the resulting diagrams are added to the list for the next higher order of perturbation theory. This list is then checked for the occurrence of population terms, and if the switch for feeding is set, all diagrams that can be generated by feeding to lower levels are appended to the list. After all possible diagrams have been generated in this way, the corresponding contributions to the susceptibility are calculated according to the propagation rules (eqs. (41), (42), and (44)). The resulting expressions for each diagram can be printed. The value returned by the procedure is the sum of all terms after taking the limit \( \Gamma'_{aa} \to 0 \). The procedure for the calculation of response functions works in complete analogy, except that the list of interactions is not permuted and the limit \( \Gamma'_{aa} \to 0 \) is not taken. The returned value is then the response function for a particular time sequence of interactions, which may contain several diagrams.

As mentioned earlier, the contribution of a single diagram to the susceptibility can diverge if infinite lifetime is assumed for the ground state. Therefore, the limit \( \Gamma'_{aa} \to 0 \) must be performed after the terms corresponding to a particular time sequence of interactions have been summed. However, care has to be exercised in using the relation between the decay rate constants and the feeding parameters, eq. (23), at the same time. As an example we discuss the three diagrams shown in fig. 6 which give the second-order contribution of frequency \( \omega_1 - \omega_2 \) to

\[\text{Fig. 6. Second-order diagrams describing the Fourier components at frequency } \omega_1 - \omega_2 \text{ of the populations in a two-level system. For discussion see text.}\]
the populations of a two-level system for the time ordering $V_1$ before $V_2$. The formulas for the corresponding steady-state density matrix elements are

$$
\rho^{(2)}_{bb}(i) = \frac{-A}{d-i\Gamma_{bb}},
$$

$$
\rho^{(2)}_{aa}(ii) = \frac{A}{d-i\Gamma_{aa}},
$$

$$
\rho^{(2)}_{aa}(iii) = \frac{i\gamma_{ba}A}{(d-i\Gamma_{bb})(d-i\Gamma_{aa})},
$$

with $d=\omega_1-\omega_2$ and

$$
A = \frac{1}{4\hbar^2} \frac{\mu_{ab} \cdot \sigma_1 \mu_{ba} \cdot \sigma_2}{\omega_{ab} + \omega_1 - i\Gamma_{ab}}.
$$

Conservation of population requires that the sum of these three terms must vanish, so that

$$
\rho^{(2)}_{aa}(ii) + \rho^{(2)}_{aa}(iii) = -\rho^{(2)}_{bb}(i).
$$

The two-level case is correctly treated by setting $\Gamma_{aa} = \Gamma_{bb}$ and formally neglecting feeding, $\gamma_{ba} = 0$. This indeed fulfills eq. (85). In the general case, however, we have to add the contributions to the same matrix element and perform the limit $\Gamma_{aa} \to 0$. With $\Gamma_{bb} = \gamma_{ba}$ this gives still the correct result if $d \neq 0$. However, if we consider a detuning taking the same frequency for both interactions, the expression for $\rho^{(2)}_{aa}$ is

$$
\rho^{(2)}_{aa} = -i A \frac{\Gamma_{bb} - \gamma_{ba}}{\Gamma_{bb} \Gamma_{aa}}.
$$

Applying $\Gamma_{bb} = \gamma_{ba}$ leads to $\rho^{(2)}_{aa} = 0$ which is obviously wrong. Taking the limit $\Gamma_{aa} \to 0$ leads to divergence which is also wrong.

One way out of this dilemma would be to define all frequencies involved in the perturbation sequence to be different. The relations between the feeding parameters and the decay parameters can then be used and the limit of infinite lifetime for the ground state can be taken. The actual frequencies are set into the final expression. Such a procedure would, however, greatly restrict the flexibility of our approach. The other option is to regard the use of eq. (23) also as a limit and couple it to that for the ground state lifetime. For this purpose, eq. (23) was replaced by

$$
\sum_k \gamma_{mk} = \Gamma_{mm} - \Gamma_{aa}.
$$

(87)

For the three-level case we could show that this ansatz avoids the divergence problems, but we have no general proof for an arbitrary number of levels. However, many REDUCE calculations on the basis of eq. (87) were performed for systems with up to six levels, and the answer was always correct.

8. Summary

The diagrammatic method for the perturbative calculation of non-linear optical susceptibilities has been reviewed and extended to include incoherent population transfer from higher to lower levels. The corresponding diagrams allow an easy visualization of the predominant contributions arising when certain input light frequencies are in resonance with optically allowed molecular transitions. The method was further extended to the direct calculation of molecular non-linear optical response functions. These describe the reaction of the molecular system to a sequence of ultrashort light pulses and are hence more appropriate for the description of time-
domain experiments than susceptibilities. The algorithm for the generation of the complete set of diagrams arising from a particular experimental situation could be programmed within the computer-algebra system REDUCE. This program also generates the formulas for the susceptibility or the response function from the diagrams. Recently we have also successfully applied this method to the calculation of absorption and spontaneous or stimulated emission spectra, which are properly described by time correlation functions of matrix elements of the statistical error.
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