
Theoretical investigation of the interplay of
proximity-induced spin interactions and

correlated phenomena in multilayer graphene
systems

Dissertation
zur Erlangung des Doktorgrades der Naturwissenschaften

(Dr. rer. nat.)
der Fakultät für Physik

der Universität Regensburg

vorgelegt von

Iaroslav Zhumagulov

aus

Snezhinsk, Russland

im Jahr 2023



Promotionsgesuch eingereicht am: 21.06.2023
Die Arbeit wurde angeleitet von: Prof. Dr. Jaroslav Fabian

Prüfungsausschuss:

Vorsitzender: Prof. Dr. Jascha Repp
Erstgutachter: Prof. Dr. Jaroslav Fabian
Zweitgutachter: Prof. Dr. Milena Grifoni
weiterer Prüfer: Prof. Dr. Vladimir Braun

Termin Promotionskolloquium: 16.11.2023



Abstract

The interplay of proximity-induced spin interactions and correlated phenomena in multi-
layer graphene systems is a promising avenue for developing electronics and spintronics.
Being able to manipulate and alter correlated states in these systems is of great im-
portance in studying new physical phenomena. This thesis delves into the interplay of
proximity-induced spin interactions and correlated phenomena in Bernal bilayer graphene
(BBG) and rhombohedral trilayer graphene (RTG) systems in detail. We utilize ab
initio-fitted effective models of BBG and RTG, which are encapsulated by transition
metal dichalcogenides (spin-orbit proximity effect) and ferromagnetic Cr2Ge2Te6 (ex-
change proximity effect) and include Coulomb interactions using the random-phase
approximation to study potential correlated phases at different displacement field and
doping. Our results show a wide range of spin-valley resolved Stoner and intervalley
coherence instabilities induced by the spin-orbit proximity effects, such as the emergence
of a spin-valley-coherent phase due to valley-Zeeman coupling.

Zusammenfassung

Die Wechselwirkung von durch Nähe induzierten Spin-Wechselwirkungen und korrelierten
Phänomenen in mehrschichtigen Graphensystemen bietet vielversprechende Möglichkeiten
für die Entwicklung von Elektronik und Spintronik. Die Fähigkeit, korrelierte Zustände
in diesen Systemen zu manipulieren und zu verändern, ist von großer Bedeutung für
die Erforschung neuer physikalischer Phänomene. Diese Arbeit untersucht im Detail
das Zusammenspiel von durch Nähe induzierten Spin-Wechselwirkungen und korre-
lierten Phänomenen in Bernal Bilayer Graphene (BBG) und rhomboedrischem Trilayer
Graphene (RTG). Wir verwenden ab initio-angepasste effektive Modelle von BBG und
RTG, die von Übergangsmetall-Dichalkogeniden (Spin-Bahn-Proximity-Effekt) und ferro-
magnetischem Cr2Ge2Te6 (Austausch-Proximity-Effekt) eingekapselt sind und Coulomb-
Wechselwirkungen unter Verwendung der Random-Phase-Approximation einschließen, um
potenziell korrelierte Phasen bei unterschiedlichen Verschiebungsfeldern und Dotierungen
zu untersuchen. Unsere Ergebnisse zeigen eine breite Palette von spin-valley aufgelösten
Stoner- und intervalley Kohärenzinstabilitäten, die durch die Spin-Bahn-Proximity-Effekte
induziert werden, wie zum Beispiel das Auftreten einer spin-valley-kohärenten Phase
aufgrund der Valley-Zeeman-Kopplung.
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List of used acronyms:

DFT – Density Functional Theory
LDA – Local Density Approximation
GGA – Generalized Gradient Approximation
SDFT – Spin Density Functional Theory
LSDA – Local Spin Density Approximation
NCPP – Norm-Conserving Pseudopotentials
USPP – Ultrasoft Pseudopotentials
PAW – Projector-Augmented Wave
SOC – Spin-Orbit Coupling
MLWF – Maximally Localized Wannier Functions
TMDC – Transition Metal Dichalcogenides
2D – two-dimensional/two dimensions
PIA – Pseudospin Inversion Asymmetry
QSHE – Quantum Spin Hall Effect
RPA – Random Phase Approximation
BCS – Bardeen-Cooper-Schrieffer
TWBG – Twisted Bilayer Graphene
RTG – Rhombohedral Trilayer Graphene
BBG – Bernal Bilayer Graphene
SO – Spin-Orbit
EX – Exchange
CGT – Cr2Ge2Te6
IVC – Intervalley Coherent
SVC – Spin-Valley-Coherent
FM – Ferromagnetic
AFM – Antiferromagnetic
CDW – Charge-Density-Wave
SVP – Spin-Valley-Polarized
VP – Valley-Polarized
VP – Spin-Polarized
FL – Fermi-Liquid
PDW – Pair-Density-Wave
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Introduction

The field of 2D materials offers a rich platform for exploring new physics and device
innovation. Since the discovery of graphene, there has been a surge in research in this
area, with growing interest in other 2D materials such as insulating transition metal
dichalcogenides (TMDCs), superconductors, and magnetic materials. Although many of
these materials have great technological potential, graphene remains the focus of many
research institutions due to its unique dispersion properties and recent advances in device
manufacturing.

Meanwhile, spintronics, also known as spin electronics, is a rapidly developing field that
aims to exploit electron spin properties to create information storage devices and logic
devices that exploit the electron spin degrees of freedom. Spintronics mainly relies on
materials with pronounced magnetic and spin-orbital properties. In particular, spin-orbit
coupling is critical in various spintronics phenomena and devices, such as the spin Hall
effect, spin relaxation, and spin transistors.

Despite graphene’s excellent charge transport properties and status as the most common
two-dimensional material, it is of little use for spintronics due to its weak magnetic and
spin-orbit properties. However, graphene’s potential in spintronics is still being explored
as we delve deeper into 2D materials, especially van der Waals heterostructures. The
electronic states of these materials can be influenced not only by their intrinsic properties
but also by proximity effects, which can enhance spin interactions in graphene despite
its weak spin-orbit coupling. The researchers theoretically predicted and experimentally
confirmed that in graphene-based heterostructures, it is possible to induce spin-orbit
and exchange interactions using the proximity effect, leading to spin splitting at the
meV level, sufficient to build spintronic devices operating at the temperature of liquid
helium. Thus, Chapter 1 of the thesis aims to lay a theoretical foundation for studying
and evaluating proximity-induced spin interactions in graphene.

Proximitized graphene has an attractive property where its proximity-induced valley-
Zeeman intrinsic spin-orbit coupling can create pseudohelical edge states. These states
carry pure spin solely current along the zigzag edge of graphene. What is unique about
these edge states is that they are protected by time-reversal symmetry. As long as the
scatterers at the edges maintain this symmetry, particles in this state cannot scatter
back. These states are non-dissipative, which could lead to a groundbreaking change
in on-chip interconnects by significantly decreasing power consumption in spintronics
devices. However, there is an issue with graphene systems that have valley-Zeeman
intrinsic spin-orbit coupling, as pseudohelical edge states coexist with intravalley states
that lack time-reversal symmetry protection. It nullifies the benefits of pseudohelical edge
states. Is it possible to isolate the pseudohelical edge states and remove the unwanted
intravalley states? The Chapter 2 of the text addresses this problem and provides a
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Introduction

solution.
The discovery of correlated phases and superconductivity in magic-angle twisted bilayer

graphene, which has a planar band structure at the Fermi level, has led to extensive
research both theoretically and experimentally. However, controlling the twist angle
and minimizing twist disorder remains a challenge, even though twist angle is a new
way to tune the electronic properties of van der Waals heterostructures. Recent results
have shown that correlation phenomena are present not only in moiré structures: semi-
and quarter-metallic states and superconductivity have been observed in rhombohedral
trilayer graphene (RTG), and isospin magnetism and spin-polarized superconductivity in
Bernal bilayer graphene (BBG) demonstrating that the rich physics of strong electronic
correlations can manifest itself in more traditional graphene systems without moiré
pattern. In RTG and BBG, the low-energy band structure can be efficiently tuned
using a displacement field, and the correlated phases are easily accessible through gate
doping. This tunability makes RTG and BBG promising platforms for studying strongly
correlated physics.

Given the advancements in researching strong electronic correlations in multilayer
graphene systems and the spin interactions induced by the proximity effect, it is natural
to raise a question: What would happen if these phenomena were combined? What
kind of effects can be achieved, and is it possible to induce new correlated states in
multilayer graphene systems through the spin interactions induced by the proximity
effect? Chapters 4 and 5 are devoted to attempts to answer these questions.

Before exploring proximity-induced spin interactions and correlated phenomena in
multilayer graphene systems, it is crucial to establish the theoretical foundation for our
study. Despite the various methods available to study strong electronic correlations,
we opted for many-body perturbation theory using Green’s functions, introduced in
Chapter 3. This method is widely accepted and provides reliable results in this field. By
utilizing the Random Phase Approximation to examine correlated instabilities in the
particle-hole channel and the linearized Eliashberg equation and parquet equation to
analyze correlated instabilities in the particle-particle channel, we present a comprehensive
overview of correlated states in multilayer graphene systems with proximity-induced spin
interactions and address any inquiries on the topic.

2



1. From materials to models

1.1. Introduction

In the world of quantum mechanics, various interactions and phenomena influence the
behavior of materials at the atomic and molecular levels. This Chapter delves into the
theoretical frameworks and approximations that help us comprehend and anticipate these
behaviors. We begin with the fundamental Born-Oppenheimer approximation, simplifying
the many-body problem by separating nuclear and electronic motions. Moving forward,
we explore Density Functional Theory (DFT), a powerful tool that has advanced our
understanding of electronic systems. In DFT, we analyze the role of spin, which leads us
to the Spin Density Functional Theory (SDFT) and the challenges and solutions presented
by the pseudopotential approach. As we venture further, the Chapter sheds light on the
relativistic effects within DFT, introducing the Dirac equation and its implications for
Spin-Orbit Coupling (SOC). This section explains how the pseudopotential approach is
modified to include relativistic effects. After that, we move from the continuous to the
discrete and explore tight-binding models based on DFT. Our focus then centers on the
Wannier orbitals basis, explicitly highlighting the importance of Maximally Localized
Wannier Functions (MLWF).

The Chapter culminates by applying these theoretical constructs to a real-world marvel
- monolayer graphene. We will dissect its tight-binding model, explore the role of MLWFs
in graphene, and finally, probe into the intriguing world of proximity-induced spin-orbit
and exchange couplings in graphene. The provided models of proximity-induced spin-
orbit and exchange couplings in graphene serve as a starting point for our modeling
of topological edge states in graphene flakes/nanoribbons Chapter 2 and also of the
correlated states in multilayer graphene systems in Chapters 4 and 5.

As we navigate this Chapter, readers will gain a comprehensive understanding of the
theoretical underpinnings that govern the quantum behavior of materials, setting the
stage for subsequent Chapters that delve into applications and advanced topics.

1.2. Born-Oppenheimer approximation

Crystals and molecules, consisting of many interacting atomic nuclei and electrons,
are canonical examples of the many-body problem. Many degrees of freedom make it
impossible to solve this problem exactly. However, since, in most cases, we are interested in
describing the physics of specific phenomena, physical science provides for and encourages
the use of approximations. Thus, one of the most common approximations of solid
state physics is the Born-Oppenheimer approximation [1], which assumes that, since the

3



1. From materials to models

mass of atomic nuclei is much greater than the mass of electrons, atomic nuclei can be
considered in most cases static when studying the electronic subsystem of solids.

The Born-Oppenheimer approximation allows us to assume that we can describe the
interaction of electrons with atomic nuclei based on the Hamiltonian.

Ĥ =
∑

a

P̂2
a

2Ma
+ 1

2

a̸=b∑
a,b

ZaZb

|R̂a − R̂b|︸ ︷︷ ︸
Ĥnuc

∑
i

−∇2
i

2 + 1
2

i ̸=j∑
i,j

1
|r̂i − r̂j |︸ ︷︷ ︸

Ĥel

+
∑
a,i

Za

|R̂a − r̂i|︸ ︷︷ ︸
Ĥel−nuc

, (1.1)

with Za are nucleus charges, Ma are nucleus masses, and nucleus momentum operators
P̂a, by the interaction of electrons with a periodic potential V (r̂). So, we can write the
electron subsystem Hamiltonian as

Ĥ =
∑

i

[
−∇2

i

2 + V (r̂i)
]

︸ ︷︷ ︸
Ĥkin

+ 1
2

i ̸=j∑
i,j

1
|r̂i − r̂j |︸ ︷︷ ︸

Ĥint

, (1.2)

This Hamiltonian is written in atomic units and does not imply relativistic and magnetic
effects, which will be discussed in subsequent Chapters. As stated, the (1.2) Hamiltonian
consists of two parts: Ĥkin is a one-particle component, and Ĥint is the interaction
between electrons. Ĥkin describes the motion of electrons in a periodic potential and
is a one-particle problem that can be solved exactly. However, the second part of the
Hamiltonian (1.2), Ĥint, describing the interaction between electrons, is completely many-
particle and, in most cases cannot be solved exactly. As in the case of the interaction of
electrons with atomic nuclei, various approximations are often used to solve the problem
of the interaction of electrons, one of which is the Density Functional Theory, which will
be considered in the next section.

1.3. Density Functional Theory

The DFT is one of the main approximations for solving the many-particle problem of
electron interaction. First formalized by Hohenberg and Kohn in 1964 [2, 3], it provides
a remarkably efficient way to calculate the ground-state properties of many-electron
systems. DFT is based on the Hohenberg-Kohn theorem [2, 4], which states that the
energy of the ground state of a many-particle electron system is an electron density
functional, which is at a minimum with the electron density of the ground state. Although
the theorem is easy to prove [5], finding the exact functional takes time and effort. The
most common form of total energy density functional is [6]:

E[ρ] = Ekin[ρ] + Eion[ρ]︸ ︷︷ ︸
Ĥkin

+EH [ρ] + Exc[ρ]︸ ︷︷ ︸
Ĥint

, (1.3)
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1.3. Density Functional Theory

Figure 1.1: A schematic representation of the conversion from a many-electron system to
its corresponding electron density via Density Functional Theory. Adapted from [7].

where Ekin[ρ] is kinetic term, Eion[ρ] - ionic term, EH [ρ] - Hartree term and the last,
Exc[ρ], is the exchange-correlation energy term. The first two terms describe the kinetic
part of the (1.2) Ĥkin electron subsystem Hamiltonian. In comparison, the last two terms
correspond to electron interaction Hamiltonian Ĥint. As the Hohenberg-Kohn theorem
states [2], to find the electron density of the ground state, one must minimize the energy
of the ground state, i.e.,

δ{E[ρ] − µ(
∫
d3rρ(r) −N)}
δρ

= 0 (1.4)

where µ is the Lagrange multiplier (chemical potential), which fixes the system’s number
of electrons N [6].

The first exactly known term of the energy density functional is Eion[ρ], which describes
the interaction of electrons with atomic nuclei. Eion[ρ] can be expressed as:

Eion[ρ] =
∫
d3rVion(r)ρ(r) (1.5)

with the ionic potential
Vion(r) =

∑
l

Za

|r − Ra|
, (1.6)

where Zl is the charge of the atomic nucleus, and Rl is its position. This component is
completely classical since it describes only the electrostatic interaction between atomic
nuclei and electrons without implying any quantum statistics of electrons or atomic
nuclei.

At the same time, the interaction between electrons cannot be factorized as the product
of two densities, just like the interaction between electrons and atomic nuclei. Therefore,
the interaction between electrons is described by two components of the total energy
density functional Exc[ρ] and EH [ρ]. Hartree term EH [ρ] which can be expressed as:,

EH [ρ] = 1
2

∫
d3rd3r′ ρ(r)ρ(r′)

|r − r′|
(1.7)
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1. From materials to models

It describes the classical electrostatic interaction between electron densities, while the
exchange-correlation component includes quantum exchange and correlation processes
stemming from the fermionic statistics of electrons.

At the moment, we are facing the problem that the two remaining components, such
as Ekin[ρ] and Exc[ρ], do not have the exact form. To solve this problem for the kinetic
energy functional, a set of auxiliary wave functions {ϕi(r)} are usually used that reproduce
the electron density of the system:

ρ(r) =
N∑
i

|ϕi(r)|2 (1.8)

With the introduction of a set of auxiliary orthogonal wave functions, the problem of
determining the kinetic energy functional becomes exactly solvable and can be expressed
as:

Ekin[ρ] = −1
2

N∑
i

⟨ϕi|∇2|ϕi⟩ (1.9)

Although using a set of auxiliary functions solves the problem of calculating the kinetic
functional, attempts to derive a kinetic functional depending only on the electron density
continue. So, the approximate kinetic energy functionals are the basis of orbital free
density functional theory. One of the simplest approximations for only density-dependent
kinetic functionals is the Thomas-Fermi model:

Ekin[ρ] = ET F [ρ] = 3
10(3π)

2
3

∫
d3rρ(r)

5
3 , (1.10)

which was obtained for a homogeneous gas and is inaccurate for most systems. Using
auxiliary wave functions significantly increases the accuracy of calculating the kinetic part
of the ground state energy. However, it also substantially increases the computational
cost.

In the next step, we transform the problem of finding the ground state by minimizing
the energy concerning density ρ into the problem of finding the ground state by minimizing
the energy concerning a set of auxiliary wave functions ϕi, with the following equation

{δE[ρ] − εi(
∫
d3r|ϕi(r)|2 − 1)}
δϕi

= 0, (1.11)

where εi are the Lagrange multipliers, guarantee normalization of the auxiliary wave
functions [6]. Such minimization of the ground state energy through auxiliary wave
functions introduces the wide-known Kohn-Sham equation [8]:

δ

δϕi(r)

[
E[ρ] − εi(

∫
d3r′|ϕi(r)|2 − 1)

]
= (1.12)[

−∇2

2 + Vion(r) +
∫
d3r′ ρ(r′)

|r − r′|
+ δExc[ρ]

δρ(r)

]
ϕi(r) − εiϕi(r) = 0
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1.3. Density Functional Theory

which can be solved iteratively to determine the ground state density. The problem is
reduced to solving the effective single-particle problem with Kohn-Sham potential VKS(r),
which has the following form:

VKS(r) =
∑

l

Zl

|r − Rl|
+
∫
d3r′ ρ(r′)

|r − r′|
+ δExc[ρ]

δρ(r) (1.13)

The exchange-correlation functional is the last unknown component of the total energy
density functional. The most common and the most simple form of the Exc[ρ] functional is
the local density approximation (LDA) [4, 9, 10, 11]. In this approximation, the nonlocal
exchange-correlation functional is replaced by its form for a homogeneous electron gas as
a function of local density so that total exchange-correlation energy can be evaluated as
the integral of the local components [9, 10, 11]:

Exc[ρ] =
∫
d3rELDA

xc [ρ(r)] (1.14)

LDA implies a weak spatial electron density variation, perfectly describing s-metals. Still,
it is poorly suited for semiconductors or d-f electrons, with a robust electron density
localization. Despite the limitations of LDA, it is widely used to study the band structure
of electronic systems. It gives fascinatingly correct results, while the original DFT was
designed to calculate the ground state energy.

To calculate the band structure using Kohn-Sham equations, the Lagrange multipliers εi

are usually interpreted as the physical single-particle energies of the electron system, which
correspond to the approximation of the interaction of electrons by the effective potential
indicated in Eq.(1.13). The set of auxiliary wave functions {ϕi(r)} can also be interpreted
as single-particle wave functions of the electronic system and called Kohn-Shame orbitals.
Such an approach often describes the electronic structure surprisingly well, although it
fails to explain the band gap in semiconductors or systems of highly correlated electrons
with strong localization [12, 13, 6]. However, for most cases, LDA serves as the starting
point, based on which models and ingredients are built for many-body methods that
correct the above-described shortcomings of LDA.

LDA is not the only method used to describe the exchange-correlation functional,
which is a critical component in DFT. Many other approximations have been developed
and utilized, each with unique strengths and weaknesses. One of the most widespread
approximations is the Generalized Gradient Approximation (GGA) [14, 15, 11]:

Exc[ρ] =
∫
d3rEGGA

xc [ρ(r),∇ρ(r),∇2ρ(r)] (1.15)

The GGA exchange-correlation functional is influenced not solely by the local density
but also by the gradients of the local density. While it is a step beyond LDA in terms of
complexity and accuracy, it does not necessarily provide a significant advantage when
accurately describing electronic systems. It is because GGA, like LDA, is based on the
electron gas model and can sometimes fail to capture the nuances of real-world systems.

The most recent significant progress in developing exchange-correlation functionals is
hybrid functionals [16, 17, 13]. The fundamental concept behind these functionals is to
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1. From materials to models

substitute a fraction α of the exchange energy from GGA functional with exact Fock
exchange:

Exc = EGGA
c + (1 − α)EGGA

x + αEFock
x , (1.16)

where

EFock
x = −

N∑
ij

ϕ∗
i (r)ϕj(r)ϕ∗

j (r′)ϕi(r′)
|r − r′|

(1.17)

Hybrid functionals are particularly effective in addressing issues that other approximations
struggle with. For instance, they are known to provide a solution to the semiconductor
band gap problem, which is a notorious challenge in computational materials science.
It makes hybrid functionals a valuable tool in studying and predicting the electronic
properties of semiconductors.

However, it is essential to note that hybrid functionals are not entirely based on
first principles. It is because they incorporate a free parameter α, which controls the
functional’s " hybridity " degree. This parameter determines the mix of exchange-
correlation energy derived from DFT and the Hartree-Fock theory. While this flexibility
can be advantageous, it also means that the results can depend on the chosen α value,
which is not derived from fundamental principles but is instead fitted to experimental
data. It introduces empiricism into the calculations, which departs from the purely
first-principles approach of methods like LDA or GGA.

1.3.1. Spin in Density Functional Theory

Since its inception by Hohenberg and Kohn in the 1960s [2, 3], DFT has emerged as
a powerful tool in studying condensed matter systems. Its ability to approximate the
behavior of a many-electron system using functionals of electron density has revolutionized
our understanding of complex materials. However, incorporating spin into DFT, known as
Spin Density Functional Theory (SDFT), adds another layer of complexity and potential
to this already potent theoretical framework.

The most explicit approach to incorporate spin into DFT is by expressing the Kohn-
Sham orbitals in a spin-resolved representation [18, 19, 4, 12]

ϕi(r) =
(
ϕi↑(r)
ϕi↓(r)

)
. (1.18)

As a consequence, the resulting density will also be decomposed in terms of spin and will
exhibit the following structure:

ρ̂(r) = ραβ(r) =
N∑
i

ϕiα(r)ϕ∗
iβ(r) (1.19)

where α and β are the spin indices. The electron density matrix, denoted as ραβ,
represents the density matrix considering spin degrees of freedom. Therefore, we can
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1.3. Density Functional Theory

express the charge density of the system as n(r) = 1
2 Tr [ρ̂(r)σ̂0] and the magnetic density

as m(r) = 1
2 Tr [ρ̂(r)σ̂z], where σ̂i are the spin 1/2 Pauli matrices:

σ0 =
(

1 0
0 1

)
and σz =

(
1 0
0 −1

)
(1.20)

Incorporating spin into DFT does not affect the classical components of the ground
state energy, such as kinetic, Hartree, and ionic contributions, as they do not convey
information about the fermionic spin statistics of electrons:

Ekin[ρ̂] = −1
2
∑
iα

⟨ϕiα|∇2|ϕiα⟩ (1.21)

EH [ρ̂] = 1
2

∫
d3rd3r′n(r)n(r′)

|r − r′|
(1.22)

Eion[ρ̂] =
∫
d3rVion(r)n(r). (1.23)

However, the exchange-correlation functional, which integrates quantum effects, demon-
strates a significant dependence not only on the electron charge density n(r) but also on
the electron magnetization m(r) within a given system

Exc[ρ̂] =
∫
d3rExc[ρ̂] =

∫
d3rELSDA

xc [n(r),m(r)]. (1.24)

For this, the Local Spin Density Approximation (LSDA) [18] was developed based on
and similar to the LDA. LSDA considers the magnetization of the system and is accurate
for systems in which the magnetization changes slowly. Despite strict assumptions, this
approximation successfully describes various physical systems, from atoms and molecules
to solids and surfaces. However, it is critical to recognize that LSDA has limitations and
issues that encourage continuous research and improvement in this area.

Incorporating spin into the DFT turns identifying the ground state into an iterative
process, considering the electron density and the system’s magnetization. Consequently,
the resulting effective Kohn-Sham equation for the spin-differentiated Kohn-Sham orbital
adopts the following form:

∑
α

[(
−∇2

2 + Vion(r) +
∫
d3r′ n(r′)

|r − r′|
+ Vxc(r)

)
σ̂0 − 1

2Bxc(r)σ̂z

]
αβ

ϕiβ(r) = εiαϕiα(r),

(1.25)
where

Vxc(r) = Exc[ρ̂]
δn(r) (1.26)

effective exchange-correlation single-particle potential similar to LDA and

Bxc(r) = Exc[ρ̂]
δm(r) (1.27)

an effective exchange-correlation magnetic field.
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1. From materials to models

LSDA simplifies the complex many-body problem with magnetic effects by approx-
imating the exchange-correlation energy as a local function of spin density. Although
this approximation is not exact, it has successfully predicted various physical proper-
ties of various systems, from simple atoms to complex solids [20, 21, 22]. LSDA has
succeeded in many systems but faces disadvantages in others due to its fundamental
local approximation. Several enhancements have been introduced to LSDA, known as
spin-dependent GGAs and hybrid functionals [23, 24, 4]. Problems and limitations are
inherent in SDFT, including self-interaction errors and difficulties in accurately repre-
senting exchange-correlation functionals. Despite these challenges, including spin in DFT
has opened up new possibilities for studying magnetic materials, spintronic devices, and
other spin-dependent phenomena in condensed matter physics [25].

1.3.2. Pseudopotential approach

The description of the DFT method is complete with a brief introduction of the pseu-
dopotential approach [26]. The idea of the pseudopotential method is to replace the
problem for all electrons with a pseudo-problem that reduces computational complexity
while maintaining high accuracy.

Figure 1.2: Comparison of a wavefunction in the Coulomb potential of the nucleus (blue)
to the one in the pseudopotential (red). Adapted from [27].

One of the critical problems in DFT calculations is associated with rapidly oscillating
wave functions of core electrons near atomic nuclei, which require substantial compu-
tational resources to process [4, 28]. Pseudopotentials are introduced to simplify this
task. They replace the strongly bound core electrons and the atomic nucleus with a
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1.3. Density Functional Theory

smooth, effective potential, which is then used to solve the Kohn-Sham equation for
valence electrons. It eliminates the need to account for fluctuations in the wave functions
of core electrons with high momentum, as shown in fig.1.2.

The freedom to construct a pseudopotential also allows one to use the frozen core
approximation [29]. This approximation assumes that the Kohn-Sham orbitals of the
core electrons remain fixed during the complete calculation. This approximation has
become extremely popular due to its well-controlled accuracy and efficiency, which is
determined by one parameter - the number of frozen orbitals. It simplifies the calculation
by reducing the number of electrons that must be accounted for explicitly.

The first step of constructing any pseudopotential is a self-consistent DFT calculation
in an atom. In the non-relativistic case, the Kohn-Sham equation will look like this as

−1
2
d2ϕae

l (r)
dr2 +

(1
2
l(l + 1)
r2 + VKS(r) − εae

l

)
ϕae

l (r) = 0 (1.28)

where l is orbital momentum quantum number, VKS(r) = VH(r) + Vxc(r) + Vion(r)
is Kohn-Sham potential and ϕl(r) are Konh-Sham orbitals. The subsequent steps in
constructing pseudopotentials may differ depending on their type. In our work, we will
consider one of the simplest and most common types of pseudopotentials, norm-conserving
pseudopotentials (NCPP), introduced by Hamann, Schlüter, and Chiang in 1979 [30].
For a given reference atomic configuration, they must meet the following conditions:

1. The Kohn-Sham orbital energies from the pseudopotential solution should match
those from the all-electron solution, εps

l = εae
l .

2. The pseudopotential solution Kohn-Sham orbitals (pseudo states), ϕps
l (r), should

be nodeless.

3. The pseudopotential solution Kohn-Sham orbitals ϕps
l (r) should match the all-

electron solution Kohn-Sham orbitals ϕae
l (r) (atomic states) outside the core radius

rc, which roughly corresponds to the wavefunction’s extreme peak.

4. Norm-conservation criteria
∫ rc

0 |ϕps
l (r)|2dr =

∫ rc
0 |ϕae

l (r)|2dr.

Fulfilling the above conditions requires us to generate the Kohn-Sham orbitals ϕps
l (r).

So, the next step is to invert the Kohn-Sham equation to extract the effective potential
Vl(r). The last step is the unscreening process: removing valence contribution to Hartree
and exchange-correlation potentials:

V ps
l (r) = Vl(r) − VH [nps(r)] − Vxc [nps(r)] , (1.29)

where nps(r) = 1
4π

∑
l fl|ϕps

l (r)| with fl is the occupancy of state with orbital momentum
l. The result of the procedure performed is a pseudopotential, which has the form

V̂ ps =
∑
lm

V ps
l (r)|lm⟩⟨lm| =

∑
lm

V ps
l (r)δ(r − r′)Ylm(r̂)Y ∗

lm(r̂′), (1.30)

where Ylm(r̂) are spherical harmonics with l - orbital momentum quantum number and
m - magnetic quantum number. Such form immediately indicates the nonlocal nature of
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1. From materials to models

pseudopotential, which is a non-ideal from the side of computational efficiency. However,
at the moment, the most common norm-conserving pseudopotential has a full nonlocal
separable form, which improves this drawback:

V̂ ps = V ps
loc(r) + V̂ ps

non−loc, (1.31)

where V ps
loc(r) is behaving like long-range potential −Zv/r with Zv as the pseudo-ion

charge for r > rc, while the second component represents short-range nonlocal ionic
scattering potential for r > rc. It is very convenient to recast the nonlocal part on the
pseudopotential into the fully nonlocal form [31, 32]:

V̂ ps
non−loc =

∑
lm

|δV ps
l ϕps

lm⟩⟨δV ps
l ϕps

lm|
⟨ϕps

lm|δV ps
l |ϕps

lm⟩
=
∑

i

vi|βi⟩⟨βi|, (1.32)

where δVl(r) = V ps
l (r)−V ps

loc(r), and |βi⟩ is the set of scattering projectors with correspond-
ing scattering amplitudes vi. The form (1.31) significantly increases the computational
efficiency, comparing with (1.30), which makes it possible to efficiently calculate V̂ ps|ψ⟩:

V̂ psψ⟩ = V ps
loc(r)|ψ⟩ +

∑
i

vi|βi⟩⟨βi|ψ⟩ (1.33)

It requires only O(pN) computations for each Kohn-Sham orbital, where p represents the
number of projectors |βi⟩ and N denotes the size of the plane waves basis or the number
of mesh grid points.

Pseudopotential construction is only sometimes straightforward. Choosing the correct
reference electronic configuration, defining the appropriate cutoff radius rc, and con-
structing smooth pseudopotentials are all non-trivial tasks [4, 24, 28]. Furthermore, the
pseudopotential depends on the exchange-correlation functional used in its construction
and may not be transferable to other functionals or systems with a significantly different
electronic environment.

In addition to norm-preserving pseudopotentials, there are other types, each with
advantages and limitations. The next step in the evolution above norm-conserving
pseudopotentials is Ultrasoft Pseudopotentials (USPP) [33], which were introduced to
overcome the transferability issues in NCPPs and reduce the plane-wave cutoff energy or
mesh grid spacing in total DFT calculations. General formulation of V̂US for USPP is
the same as NCPP:

V̂US = Vloc(r) +
∑
lm

Dlm|βl⟩⟨βm| (1.34)

However, in contrast to the norm-conserving pseudopotential, charge density with USPP
can "leak":

n(r) =
∑

i

|ψi(r)|2 +
∑

i

∑
lm

⟨ψi|βl⟩Qlm(r)⟨βm|ψi⟩ (1.35)

where the Qlm are augmentation charges

Qlm(r) = ϕ∗
l (r)ϕm(r) − ϕ̃∗

l (r)ϕ̃m(r), (1.36)
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1.4. Relativistic effects in Density Functional Theory

with atomic states ϕm(r) and pseudo-waves ϕ̃l. Violation of the norm conservation
significantly enhances the transferability of the pseudopotential. However, this also
increases computational complexity and challenges developing post-DFT methods.

Moreover, the current final step of the evolution of pseudopotentials for DFT cal-
culations is Projector-Augmented Wave (PAW) pseudopotentials [34], compromising
efficiency and accuracy. This method keeps the full wave function information and can
reconstruct the all-electron wave function when needed. It makes PAW pseudopotentials
highly accurate and applicable to various systems. PAW method introduced a linear
transformation T̂ , which connects "true" orbitals |ψi⟩ to "pseudo" orbitals |ψ̃i⟩:

|ψi⟩ = T̂ |ψ̃i⟩ = |ψ̃i⟩ +
∑

l

(
|ϕl⟩ − |ϕ̃l⟩

)
⟨βl|ψ̃i⟩ (1.37)

where |ϕl⟩ are atomic states and |ϕ̃l⟩ are pseudo-waves. Assuming that in the core region
|ψ̃i⟩ = |ϕ̃l⟩⟨βl|ψ̃i⟩ we can easily recover the USPP expression for the charge density n(r).
The PAW procedure can be used to reconstruct all-electron orbitals from pseudo-orbitals

The choice of the correct pseudopotential for DFT calculation depends on the specifics of
the system under study, including the elements involved, the properties to be computed,
and the computational resources available. Although pseudopotentials significantly
reduce computational costs, it is essential to note that they also introduce another level
of approximations, and all-electron calculations or experimental results must verify their
use to ensure accurate predictions.

1.4. Relativistic effects in Density Functional Theory
Relativistic effects appear in many areas of physics, including condensed matter. They
can significantly change the electronic structure and materials’ physical and chemical
properties. These effects are especially noticeable in heavy element compounds, in which
valence electrons move at high speeds comparable to the speed of light. As a result,
relativistic effects can change these materials’ molecular bond characteristics, band
structure, magnetism, and other properties [35].

There are two main relativistic effects in condensed matter physics:

1. The relativistic kinetic correction that arises from the increase in the effective mass
of an electron as its speed approaches the speed of light

m = me√
1 − v2

c2

(1.38)

which results in a contraction of the Bohr radius of the electron orbitals:

a0 = ℏ2

me2 (1.39)

This effect is known as the Lorentz contraction. It causes a shift in the energy
levels of electronic states, changing the material’s band structure accordingly.
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1. From materials to models

2. And the spin-orbit coupling (SOC) arises due to the electron spin’s interaction with
the nuclei’s electrostatic field gradient. This effect leads to splitting and mixing
spin electronic states, significantly affecting the material’s properties.

The standard DFT formulation does not take into account relativistic effects. However,
the relativistic formulation of the DFT or the Dirac-Kohn-Sham method includes them [36,
37]. The Dirac-Kohn-Sham is based on the Dirac equation, which describes quantum
mechanics and special relativity in a compatible manner. Dirac-Kohn-Sham calculations
can consider special relativistic effects and spin-orbit coupling, making them suitable for
studying materials with heavy elements. While this adds complexity, it provides a more
accurate and comprehensive understanding of these materials and their properties.

1.4.1. Dirac equation: Spin-Orbit Coupling
Before we delve into the development of the Dirac-Kohn-Sham equations, it is necessary to
review the Dirac equation. The report by Andrea Dal Corso significantly influenced this
section, "Introduction to non-collinear magnetism and spin-orbit coupling in quantum
espresso" (Cissa and Democritus, Trieste), and the doctoral degree of Tobias Frank
Thesis [38].

The Dirac wave equation, developed by Paul Dirac in 1928 [39], describes elementary
particles with spin 1

2 , such as electrons, within the framework of quantum mechanics.
The Dirac equation for an electron, written in Hartree units (c = 1/α = 137.04), can be
expressed as follows [39, 40]:

i
∂ψ(r, t)
∂t

=
(
α̂ααp̂ − β̂c2

)
ψ(r, t) (1.40)

where, p̂ = −i∇∇∇ is momentum operator, and

α̂αα = (σx ⊗ σx, σx ⊗ σy, σx ⊗ σz) (1.41)

and
β̂ = σz ⊗ σ0 (1.42)

are given in terms of the Pauli matrices:

σ0 =
(

1 0
0 1

)
, σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
(1.43)

A convenient transformation of the Dirac eigenfunctions is the division of the four-
component spinor

ψ(r, t) =


ψ1(r, t)
ψ2(r, t)
ψ3(r, t)
ψ4(r, t)

 (1.44)

into major

ψA(r, t) =
(
ψ1(r, t)
ψ2(r, t)

)
(1.45)
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1.4. Relativistic effects in Density Functional Theory

and minor
ψB(r, t) =

(
ψ3(r, t)
ψ4(r, t)

)
(1.46)

components. After turning on the interaction of an electron with an external electro-
magnetic field, with the corresponding vector A(r) and scalar ϕ(r) fields, using ansatz
ψ(r, t) = exp [−iEt]ψ(r) and minimal coping p̂ → p̂ + A(r) = π̂ππ and E → E + ϕ(r), we
can derive the following set of equations:

cσ̂σσπ̂ππψB(r) +
[
c2 − ϕ(r) − E

]
ψA(r) = 0 (1.47)

cσ̂σσπ̂ππψA(r) −
[
c2 + ϕ(r) + E

]
ψB(r) = 0 (1.48)

We can simplify these equations further, bringing them to the non-relativistic limit.
Employing the definition of the reduced energy as E′ = E − c2, we can rewrite the
equation (1.48) as

ψB(r) = cσ̂σσπ̂ππψA(r)
E′ + 2c2 + ϕ(r) ≈ 1

2cσ̂
σσπ̂ππψA(r) (1.49)

where we expanded the denominator in a Taylor series of [E′ + ϕ(r)] /2m , ignoring term
of order 1/c2. Inserting expression (1.49) in the equation (1.47), we obtain the Pauli
equation [1

2 (σ̂σσπ̂ππ) (σ̂σσπ̂ππ) − ϕ(r) − E′
]
ψA(r) = 0 (1.50)

Using the relationship:
(σ̂σσπ̂ππ) (σ̂σσπ̂ππ) = π̂ππ2 + σ̂σσ · ∇ × A(r) (1.51)

we can rewrite Pauli’s equations as follows:

[
ĤP auli − E′

]
ψA(r) =

[
π̂ππ2

2 + 1
2σ̂
σσ × B(r) − ϕ(r) − E′

]
ψA(r) = 0 (1.52)

This equation illustrates that the electron’s magnetic moment is attributed to its orbital
motion and spin-orbital momentum. By keeping terms up to the order of 1/c2 in the
Taylor series, we derive the equation Ĥψ = E′ψ applicable for a two-component spinor,
representing the Hamiltonian as [40]

Ĥ = ĤP auli − p̂4

8c2 − 1
8c2 ∇ · ∇ϕ(r) − 1

4c2 σ̂σσ · [∇ϕ(r) × p̂] (1.53)

The first two corrections to the Hamiltonian Pauli are scalar-relativistic mass velocity
and Darwinian components. The function of the mass velocity component is to serve
as a kinetic energy modification of the second order, which facilitates orbit contraction.
Meanwhile, Darwin’s part causes energy shifts in s-like states.

The spin-orbit coupling (SOC) is the third correction of the equation referenced as
(1.53). The energy changes caused by the scalar-relativistic mass velocity and Darwin’s
components are generally near 0.01 meV. On the other hand, the spin-orbit interaction
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predominantly ranges from 1 to 100 meV for valence electrons [40]. Due to their negligible
energy scale, the first two corrections - scalar-relativistic mass velocity and Darwin’s
components - can typically be disregarded.

The most important correction to Pauli Hamiltonian is spin-orbit coupling, which can
be rewritten in the case of a spherical potential as [40]

ĤSOC = 1
4c2 σ̂σσ · [∇ϕ(r) × p̂] = 1

4c2
∂ϕ(r)
r∂r

σ̂σσ · (r̂ × p̂) = 1
2c2

∂ϕ(r)
r∂r

Ŝ · L̂ (1.54)

where L̂ = r̂ × p̂ is orbital momentum and L̂ = σ̂σσ/2 is spin orbital momentum.
Spin-orbit coupling removes degeneracy from 2(2l + 1) levels |nlmlms⟩. Each level

is characterized by shell number n, orbital momentum quantum number l, magnetic
quantum number ml, and spin quantum number ms. It splits states into two groups: one
with degeneracy 2l+ 2, in which spin and orbital momentum are parallel (j = l+ 1

2), and
another with degeneracy 2l, where spin and orbital momentum are antiparallel (j = l− 1

2).
Spin-orbit coupling eigenstates are usually denoted as |nljmj⟩, where j and mj are the
quantum numbers of the total orbital momentum Ĵ = L̂+ Ŝ and its projection on the
selected axis.

The splitting of energy levels of the hydrogen-like atom under the influence of the
spin-orbit coupling can be represented as

∆ESOC = 1
2
Z4α

n3
l

l(l + 1) (1.55)

where α = 1/c is the fine structure constant approximately, Z is the nuclear charge, l is
the quantum number of the orbital momentum. Thus, spin-orbit coupling is expected to
be especially pronounced in systems with heavy elements.

1.4.2. Pseudopotential approach: Spin-Orbit Coupling
In this subsection, we describe a minimal implementation of the spin-orbit coupling in the
DFT framework. To achieve this, we will be utilizing the norm-conserving pseudopotential
methodology, which has been explained in detail in previous sections of this discussion.

It would be helpful to express the radial Dirac-Kohn-Sham equations, shown in Equation
(1.48), using Hartree atomic units. The equations are presented below:

c

(
d

dr
− κ

r

)
ψB(r) + [ε− VKS(r)]ψA(r) = 0, (1.56)

c

(
d

dr
+ κ

r

)
ψA(r) −

[
2c2 + ε− VKS(r)

]
ψB(r) = 0. (1.57)

Here, ε is defined as E−c2 and the radial Kohn-Sham potential, VKS(r), is a summation
of the ionic potential Vion(r), Hartree potential VH(r), and exchange-correlation potential
Vxc(r).

Next, for valence electrons outside the core region, we propose a ψB(r) in Equation
(1.57), which is:
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ψB(r) = 1
2c

(
d

dr
+ κ

r

)
ψA(r) (1.58)

This substitution is valid under the assumption that ε and VKS(r) for r > rc are
negligible in magnitude. The outcome of this simplification leads to the ensuing Dirac-
Kohn-Sham equation:

1
2

(
d2

dr2 + κ(κ+ 1)
r2

)
ψA(r) + [VKS(r) − ε]ψA(r) = 0 (1.59)

The equation implies that the radial wave function for positive energy is ψA(r)/r. Similarly,
the wave function for negative energy is ψB(r)/r, which mixes significantly with ψA(r)
in heavy atoms, mainly within the nucleus area.

The quantum number κ represents the relativistic quantum number, which is equal to
the orbital momentum quantum number l when j = l− 1

2 , and to −(l+ 1) when j = l+ 1
2 .

The orbital wave function associated with ψA(r) has a specific structure. For j = l + 1
2

and mj = m+ 1
2 , the following is valid:

|Φl,j
mj

⟩ =
(
l +m+ 1

2l + 1

) 1
2

|Y m
l ⟩| ↑⟩ +

(
l −m

2l + 1

) 1
2

|Y m+1
l ⟩| ↓⟩. (1.60)

However, for j = l − 1
2 and mj = m− 1

2 , the orbital wave function form is different:

|Φl,j
mj

⟩ =
(
l −m+ 1

2l + 1

) 1
2

|Y m−1
l ⟩| ↑⟩ +

(
l +m

2l + 1

) 1
2

|Y m
l ⟩| ↓⟩. (1.61)

| ↑⟩ and | ↓⟩ are represent the eigenfunctions of the z-component of the Pauli spin
operator.

The following steps are much like those used to construct the norm-conserving pseu-
dopotential described earlier. The outcome will be V̂ ps in the form presented below:

V̂ ps(r) =
∑
l,mj

|Φl,j
mj

⟩V ps
l,j (r)⟨Φl,j

mj
| (1.62)

=
∑
l,mj

|Φl,j
mj

⟩V ps
l+1/2(r)⟨Φl,j

mj
| + |Φl,j′

m′
j
⟩V ps

l−1/2(r)⟨Φl,j′

m′
j
| (1.63)

where j = l + 1
2 , mj = m+ 1

2 , j′ = l − 1
2 and m′

j = m− 1
2 . It may be rewritten as

V̂ ps(r) =
∑

l

|l⟩[V ion
l (r) + V so

l (r)L̂ · Ŝ]⟨l| (1.64)

where
V ion

l (r) = 1
2l + 1[lV ps

l,l−1/2(r) + (l + 1)V ps
l,l+1/2(r)] (1.65)

and
V so

l (r) = 2
2l + 1[V ps

l,l+1/2(r) − V ps
l,l−1/2(r)] (1.66)

17



1. From materials to models

By using a pseudopotential like the one in Eq.(1.64), it becomes possible to utilize the
Pauli equation (Eq.(1.51)) instead of the entire relativistic four-component Dirac equation
when considering spin-orbit coupling in DFT. This method is called the scalar relativistic
approach and can accurately account for all relativistic effects up to order 1/c2 [41].

It should be noted that a fully relativistic pseudopotential approach and a full-electron
fully relativistic approach with a four-component Dirac equation give higher accuracy
than the scalar-relativistic pseudopotential approach. However, the choice of the correct
approximation always depends on the required accuracy, and often, a less accurate but
more extensive calculation can give much more reliable theoretical predictions.

1.5. Tight-binding models from DFT
The tight-binding method is a quantum mechanical approach to studying the electronic
structure of molecules and solids [42, 43, 44, 45]. One of its main advantages is that it
requires less computer time than other electronic structure calculations while still produc-
ing accurate results. The tight-coupling method is a popular and almost indispensable
tool in electron transport [46, 47] or strong electron correlations [48, 49].

For non-interacting systems, tight-binding calculations are explicit, and analytic results
can often be obtained by studying electrons in molecules and solids [44, 45]. In this section,
we offer a basic overview of the construction process of the tight-binding models based
on the DFT/Kohn-Sham equation results, explaining how to obtain the Hamiltonian
matrix by selecting a basis of Wannier functions.

1.5.1. Wannier orbitals basis

The tight-binding model is commonly used in solid-state physics to describe the behavior
of electrons in a crystal. This model approximates where the wave function of an electron
located at each lattice site in a crystal can be represented as a superposition of atomic
orbitals. When periodic boundary conditions are applied, Kohn-Sham’s potential or any
other single-particle potential will show periodicity for any given lattice vector R. It can
be expressed mathematically as:

V (r) = V (r + R) (1.67)

By utilizing Bloch’s theorem, the Kohn-Sham orbitals (represented as ψ) can be defined
in the following form:

ψkn(r) = eikrukn(r) (1.68)

The equation uses k to represent a crystal momentum wavevector within the first Brillouin
zone, while n stands for a band index. It is necessary to define the Wannier orbitals [42, 50],
labeled as wn, and represent localized wave functions. These orbitals can be described
using a Fourier series of Bloch waves, as demonstrated below:

wn(r + R) = V

(2π)3

∫
BZ

d3keikRψkn(r) (1.69)
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1.5. Tight-binding models from DFT

Electrons in Wannier orbitals are tightly bound to lattice sites and move by hopping
from one site to another [42, 50]. The corresponding energy of this hopping process can
be calculated as

tnm
ij =

∫
d3rw∗

n(r + Ri)
[
−∇2

2 + V (r)
]
wm(r + Rj) (1.70)

As a result, we have hopping amplitude tnm
ij from lattice site i and Wannier orbital

n to lattice site j and Wannier orbital m. The next step is to rewrite the Kohn-Sham
equation using the second quantization language

Ĥ =
∑

σ

∫
d3rψ̂†

σ(r)
[
−∇2

2 + VKS(r)
]
ψ̂σ(r) (1.71)

where VKS(r) is Kohn-Sham potential, µ is the chemical potential, and ψ̂†
σ(ψ̂σ) is creation

(annihilation) operators for an electron of spin σ at position r. Redefining field operator
ψ̂†

σ as
ψ̂†

σ =
∑
in

w∗
n(r + Ri)ĉ†

inσ (1.72)

where ĉ†
inσ(ĉinσ) is the creation (annihilation) operator for an electron of spin σ at

Wannier orbital n at lattice site i. As a result, we can define the general tight-binding
form of Hamiltonian (1.71):

Ĥ =
∑

σ

∑
ij,nm

tnm
ij ĉ†

inσ ĉjmσ (1.73)

Thus, we encoded all information from the Kohn-Sham equations into the compact form
of the matrix tnm

ij without losing generality.
In the Wannier function basis, the Hamiltonian is a tight-binding model that proves

very practical [47, 48, 46]. Wannier basis helps obtain a minimal model with only a few
essential orbitals while retaining the fundamental physics. It is crucial when dealing with
complex materials since the electronic structure problem could comprise thousands of
degrees of freedom on a plane-wave or real-space basis. In contrast, on a Wannier basis,
the whole problem could fit into a few/lesser number degrees of freedom [52].

1.5.2. Maximally Localized Wannier Functions

When working with the construction tight-binding model from DFT, mentioning Maxi-
mally Localized Wannier Functions (MLWF) is crucial [53, 51]. Wannier functions can
have different centers and spreads, which means they are not unique without specific
details. The Maximally Localization approach is commonly used to construct the Wannier
orbital basis. The process involves solving an optimization problem that seeks the set
of unitary transformations of the Bloch wavefunctions that minimize the spread of the
Wannier functions. The MLWFs are highly localized in real space; each function is only
non-zero in a small crystal region. This characteristic makes the MLWFs an excellent
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1. From materials to models

Figure 1.3: This illustration shows how Bloch functions can be converted into Wannier
functions. The left side of the image displays a real-space representation of three Bloch
functions, denoted as eikxψkn(x), which belong to a single band in 1D. Each Bloch
function has a different value of the wave vector k, and filled circles represent the lattice
vectors. The thin lines depict each Bloch function’s eikx envelopes. The Wannier functions
associated with the same band are shown on the right side of the image. These functions
create periodic replicas that are identical to one another. The two sets of Bloch functions
at every k value within the Brillouin zone and Wannier functions at each lattice vector
encompass the same Hilbert space. Adapted from [51].
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1.5. Tight-binding models from DFT

Figure 1.4: Examples of the Maximally Localized Wannier Functions produced from the
DFT results for Si (a) and GaAs (b). These MLWFs illustrate the σ-bonded combinations
of sp3 hybrids. The red and blue colors in the isosurfaces represent opposite amplitude
values for the real-valued MLWFs. Adapted from [51].

basis for real-space calculations and a valuable tool for interpreting chemical bonding or
electronic structure.

The Wannier function with band index n at cell R is commonly defined as follows:

|wnR⟩ = V

(2π)4

∫
d3ke−ikR|ψw

kn⟩ (1.74)

The Bloch function, denoted as |ψw
kn⟩, can be expressed as a linear combination of the

Kohn-Sham wavefunctions

|ψw
kn⟩ =

∑
m

Unm(k)|ψkm⟩ (1.75)

The Wannier function scheme aims to localize the coefficients Umn(k) to ensure the
wavefunctions have a minimal quadratic extent.

Ω =
∑

n

⟨wn0|r2|wn0⟩ − |⟨wn0|r|wn0⟩|2 (1.76)

When the bands are energy-separated, the Wannier orbitals are well-defined and occupy
the same Hilbert space as the separated bands. However, when bands are present in the
same energy range, an frozen energy window is introduced, and Umn(k) is optimized with
bounded states within the window. As the frozen energy window increases, the Wannier
function becomes more localized as the optimization is performed in a larger Hilbert
space. If the band structure is entangled outside the window, an additional entangling
procedure can be introduced using the operator Udis(k)

|ψw
kn⟩ =

∑
m

Unm(k)
∑

l

Udis
ml (k)|ψkl⟩ (1.77)

which, by rotating the wavefunctions, removes entanglement between the Bloch wave-
functions outside the frozen energy window for bands fixed in the window. A more
detailed description of this procedure is presented in the review article.
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1. From materials to models

trino” billiards !Berry and Modragon, 1987; Miao et al.,
2007". It has also been suggested that Coulomb interac-
tions are considerably enhanced in smaller geometries,
such as graphene quantum dots !Milton Pereira et al.,
2007", leading to unusual Coulomb blockade effects
!Geim and Novoselov, 2007" and perhaps to magnetic
phenomena such as the Kondo effect. The transport
properties of graphene allow for their use in a plethora
of applications ranging from single molecule detection
!Schedin et al., 2007; Wehling et al., 2008" to spin injec-
tion !Cho et al., 2007; Hill et al., 2007; Ohishi et al., 2007;
Tombros et al., 2007".

Because of its unusual structural and electronic flex-
ibility, graphene can be tailored chemically and/or struc-
turally in many different ways: deposition of metal at-
oms !Calandra and Mauri, 2007; Uchoa et al., 2008" or
molecules !Schedin et al., 2007; Leenaerts et al., 2008;
Wehling et al., 2008" on top; intercalation #as done in
graphite intercalated compounds !Dresselhaus et al.,
1983; Tanuma and Kamimura, 1985; Dresselhaus and
Dresselhaus, 2002"$; incorporation of nitrogen and/or
boron in its structure !Martins et al., 2007; Peres,
Klironomos, Tsai, et al., 2007" #in analogy with what has
been done in nanotubes !Stephan et al., 1994"$; and using
different substrates that modify the electronic structure
!Calizo et al., 2007; Giovannetti et al., 2007; Varchon et
al., 2007; Zhou et al., 2007; Das et al., 2008; Faugeras et
al., 2008". The control of graphene properties can be
extended in new directions allowing for the creation of
graphene-based systems with magnetic and supercon-
ducting properties !Uchoa and Castro Neto, 2007" that
are unique in their 2D properties. Although the
graphene field is still in its infancy, the scientific and
technological possibilities of this new material seem to
be unlimited. The understanding and control of this ma-
terial’s properties can open doors for a new frontier in
electronics. As the current status of the experiment and
potential applications have recently been reviewed
!Geim and Novoselov, 2007", in this paper we concen-
trate on the theory and more technical aspects of elec-
tronic properties with this exciting new material.

II. ELEMENTARY ELECTRONIC PROPERTIES OF
GRAPHENE

A. Single layer: Tight-binding approach

Graphene is made out of carbon atoms arranged in
hexagonal structure, as shown in Fig. 2. The structure
can be seen as a triangular lattice with a basis of two
atoms per unit cell. The lattice vectors can be written as

a1 =
a
2

!3,%3", a2 =
a
2

!3,− %3" , !1"

where a&1.42 Å is the carbon-carbon distance. The
reciprocal-lattice vectors are given by

b1 =
2!

3a
!1,%3", b2 =

2!

3a
!1,− %3" . !2"

Of particular importance for the physics of graphene are
the two points K and K! at the corners of the graphene
Brillouin zone !BZ". These are named Dirac points for
reasons that will become clear later. Their positions in
momentum space are given by

K = '2!

3a
,

2!

3%3a
(, K! = '2!

3a
,−

2!

3%3a
( . !3"

The three nearest-neighbor vectors in real space are
given by

!1 =
a
2

!1,%3" !2 =
a
2

!1,− %3" "3 = − a!1,0" !4"

while the six second-nearest neighbors are located at
"1!= ±a1, "2!= ±a2, "3!= ± !a2−a1".

The tight-binding Hamiltonian for electrons in
graphene considering that electrons can hop to both
nearest- and next-nearest-neighbor atoms has the form
!we use units such that #=1"

H = − t )
*i,j+,$

!a$,i
† b$,j + H.c."

− t! )
**i,j++,$

!a$,i
† a$,j + b$,i

† b$,j + H.c." , !5"

where ai,$ !ai,$
† " annihilates !creates" an electron with

spin $ !$= ↑ , ↓ " on site Ri on sublattice A !an equiva-
lent definition is used for sublattice B", t!&2.8 eV" is the
nearest-neighbor hopping energy !hopping between dif-
ferent sublattices", and t! is the next nearest-neighbor
hopping energy1 !hopping in the same sublattice". The
energy bands derived from this Hamiltonian have the
form !Wallace, 1947"

E±!k" = ± t%3 + f!k" − t!f!k" ,

1The value of t! is not well known but ab initio calculations
!Reich et al., 2002" find 0.02t% t!%0.2t depending on the tight-
binding parametrization. These calculations also include the
effect of a third-nearest-neighbors hopping, which has a value
of around 0.07 eV. A tight-binding fit to cyclotron resonance
experiments !Deacon et al., 2007" finds t!&0.1 eV.

a
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2

b

b
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2

K
Γ
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M
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A B
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FIG. 2. !Color online" Honeycomb lattice and its Brillouin
zone. Left: lattice structure of graphene, made out of two in-
terpenetrating triangular lattices !a1 and a2 are the lattice unit
vectors, and "i, i=1,2 ,3 are the nearest-neighbor vectors".
Right: corresponding Brillouin zone. The Dirac cones are lo-
cated at the K and K! points.
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Figure 1.5: Honeycomb lattice and its Brillouin zone. Left: The lattice structure of
graphene, made out of two interpenetrating triangular lattices (a1 and a2 are the lattice
unit vectors, and δi, i = 1, 2, 3 are the nearest-neighbor vectors). Right: corresponding
Brillouin zone. The Dirac cones are at the K and K ′ points. Adapted from [55].

1.6. Proximity-induced spin-interactions in graphene
In this section, we discuss examples of the applicability of the theory described in previous
Chapters. This section describes the properties of graphene, including its band structure
and underlying tight-binding Hamiltonian. The tight-binding Hamiltonians are based
on the effective pz orbitals of graphene, which can be influenced by proximity materials
such as monolayer transition metal dichalcogenides (TMDCs) or ferromagnets causing
modification of the Dirac bands. These modifications can be quantified using a set of
parameters that consider spin-orbit and exchange effects. Finally, we briefly overview the
predicted proximity-induced spin-orbit and exchange interactions in single- and multilayer
graphene with realistic model parameters from density functional theory examples.

1.6.1. Tight-binding model of monolayer graphene
Graphene, a single layer of carbon atoms arranged in a hexagonal lattice, has extraordinary
electronic properties and potential applications in nanoelectronics [54, 55, 56, 57, 58, 59,
60]. The tight-binding model offers a computationally efficient approach to understanding
and predicting the electronic properties of graphene. However, accurately determining
the hopping parameters from first-principles calculations, particularly DFT, is crucial for
the model’s fidelity. This section discusses the parametrization of the graphene tight-
binding model using DFT, ensuring a strong foundation for subsequent investigations
and applications.

The band structure and orbital-specific density of states of graphene are shown in
Fig. 1.6, calculated using the LDA approach in spinless DFT, obtained using Quantum
Espresso code [61, 62], applying norm-conserving pseudopotentials and the LDA exchange-
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1.6. Proximity-induced spin-interactions in graphene

(c)

B

A

Figure 1.6: Graphene’s band structure (a) and orbital-resolved density of states (b) are
calculated, along with a top view of its unit cell (c). Zero energy corresponds to the
Fermi level.

correlation functional. The s, px, and py orbitals merge to form sp2 hybridized covalent
σ-bonds in the graphene plane, which endow it with exceptional mechanical resilience.
The remaining pz orbitals, extending from the graphene plane, form π-bands near the
Fermi energy and influence graphene electronic and spin transport properties.

At the ±K points in the Brillouin zone, forming valence and conduction bands
intersect at Dirac points. Here, charge carriers behave like massless Dirac fermions with
a Fermi velocity of approximately 106m/s. The simplest tight-binding Hamiltonian,
which reproduces Dirac bands near ±K points in the Brillouin zone, considers only
nearest-neighbor hopping and can be written as:

Ĥ = − γ0
∑

s,⟨ij⟩

(
ĉ†

As(Ri)ĉBs(Rj) + ĉ†
Bs(Rj)ĉAs(Ri)

)
= − γ0

∑
s,iδδδ

(
ĉ†

As(Ri)ĉBs(Ri + δδδ) + ĉ†
Bs(Ri + δδδ)ĉis(Ri)

)
(1.78)

where ĉ†
(A/B)s(Ri)

(
ĉ(A/B)s(Ri)

)
is the creation (annihilation) operator for an electron

at sublattice A/B, shown in Fig. 1.5 (c), of spin s, and at unit cell i, γ0 is the nearest-
neighbor hopping amplitude, and δδδ is carbon-carbon translation vectors in graphene,
represented in Fig.1.5. Sum over δδδ is carried out over the nearest-neighbor vectors. We
diagonalize the Hamiltonian (1.78). Since graphene has a translation symmetry, we
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1. From materials to models

perform a Fourier transformation:

Ĥ = − γ0
∑
s,iδδδ

(
ĉ†

As(Ri)ĉBs(Ri + δδδ) + ĉ†
Bs(Ri + δδδ)ĉis(Ri)

)
= − γ0

N

∑
s,iδδδ

eikδδδ
(
ĉ†

As(k)ĉBs(k) + ĉ†
Bs(k)ĉAs(k)

)
(1.79)

where ĉ†
(A/B)s(k)

(
ĉ(A/B)s(k)

)
is the creation (annihilation) operator for an electron at

sublattice A/B, with spin s and momentum k. So, if we define

ψk = (ĉA↑(k)ĉA↓(k)ĉB↑(k)ĉB↓(k))T (1.80)

we can rewrite Hamiltonian (1.79) as

Ĥ =
∑

k
ψ†

kh(k)ψk (1.81)

where matrix h(k), also called the Bloch Hamiltonian, takes the form

h(k) =
(

0 γ0f(k)
γ0f

∗(k) 0

)
⊗ s0. (1.82)

Pauli matrix s0 is defined in spin basis and equal to identity since we have SU(2) symmetry
in Eq.(1.78). For the further derivation, we define the structural function

f(k) = −
∑

δδδ

eikδδδ. (1.83)

Expanding in the Taylor series the structural factor from Eq.(1.83) near ±K points in
the Brillouin zone, we can obtain

f(+K + q) = −
√

3a
2 (qx + iqy) (1.84)

f(−K + q) = −
√

3a
2 (−qx + iqy) (1.85)

It is necessary to say that the phase of f(k) carries no physical significance. Near K and
K ′ points in the Brillouin zone, the Hamiltonian (1.82) can be approximated as

h(+K + q) = −
√

3a
2 γ0

(
0 (−qx − iqy)

(−qx + iqy) 0

)
⊗ s0 (1.86)

h(−K + q) = −
√

3a
2 γ0

(
0 (+qx − iqy)

(+qx + iqy) 0

)
⊗ s0 (1.87)

So, we can effectively rewrite Hamiltonians (1.87) as

h(τK + k) = vF (τkxσx − kyσy) ⊗ s0 (1.88)
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1.6. Proximity-induced spin-interactions in graphene

Figure 1.7: MLWF produced from the DFT results for graphene and band structure
obtained from DFT and MLWF tight-binding model. This MLWF illustrates the pz-
orbitals. The blue and yellow colors in the isosurfaces represent opposite amplitude
values for the real-valued MLWFs. Zero energy corresponds to Fermi level.

where vF =
√

3a
2 γ0 is Fermi velocity, σx/y are Pauli matrices defined in sublattice A/B

basis and τ = ±1 is valley quantum number, which defines the proximity of q to +K
or −K in the Brillouin zone. Eq.(1.88) is 2D massless Dirac Hamiltonian (1.40), where
we have vF instead of c. Thus, we have obtained the famous Dirac Hamiltonian for a
graphene monolayer. Diagonalizing Hamiltonian (1.88), we obtain a linear dispersion

E(q) = ±vF q (1.89)

The Fermi velocity parameter can be estimated by fitting the band structure of graphene
from DFT in Fig.1.6 near ±K points in the Brillouin zone using Eq.(1.89). From DFT
calculations, the value of γ0 usually falls in the range of 2.5 to 3.1 eV [55]. However,
this can vary based on the specific DFT functional used and the degree of convergence
achieved in the calculations. For the particular graphene’s band structure, depicted in
Fig.1.6 (a), γ0 = 2.574 eV.

1.6.2. Maximally Localized Wannier Functions in Graphene
In this subsection, we will briefly describe the construction procedure on Maximally
Localized Wannier Functions in graphene to describe the bandstructure of graphene
near the Fermi level. As we have discussed before, the construction of MLWFs involves
transforming the Bloch functions, which are delocalized over the entire crystal, into a set
of localized functions that span the same subspace. The goal is to obtain a set of Wannier
functions that are as localized as possible within the unit cell or a chosen localization
region.
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1. From materials to models

Recall, that the Wannier function wn(r) corresponding to band n can be expressed
as [51]:

wn(r) = 1√
N

∑
k
e−ik·runk(r) (1.90)

where unk(r) is the periodic part of the Bloch function obtained by DFT using Quantum
Espresso package [61, 62], using norm-conserving pseudopotentials and the LDA exchange-
correlation functional.

The construction starts with an initial guess for the Wannier functions. For graphene,
a natural choice is the atomic orbitals of carbon, specifically the s, px, and py orbitals
that form the sp2 hybridization and the pz orbital responsible for π bonding. As shown
in Fig.1.6, graphene’s band structure near the Fermi level is mainly formed by pz orbitals.
So, a natural choice for the initial guess for MLWFs in graphene to describe band structure
near the Fermi level is pz carbon orbitals [55].

The Bloch functions of graphene are projected onto the trial orbitals, which we choose
as pz carbon orbitals, to obtain the initial Wannier functions. This projection ensures
that the Wannier functions are close to the desired atomic-like character.

|w(0)
n ⟩ =

∑
m

|umk⟩⟨ϕn|umk⟩ (1.91)

where |ϕn⟩ represents the trial MLWFs as pz carbon orbitals. Using the iterative
localization procedure, implemented in Wannier90 package [52, 63], the key step in
constructing MLWFs, by minimization of a Wannier function spread Ω defined as

Ω = ⟨wn|r2|wn⟩ − ⟨wn|r|wn⟩2, (1.92)

we obtain the MLWF corresponding to the pz orbital, localized around each carbon atom
but oriented perpendicular to the plane, representing the π bond. Our result for MLWF
is presented in Fig.1.7. Based on obtained MLWFs, we obtain all hopping parameters for
the Bloch Hamiltonian for graphene

tnm
ij =

∫
d3rw∗

n(r + Ri)
[
−∇2

2 + VKS(r)
]
wm(r + Rj) (1.93)

using Kohn-Sham potential VKS(r), obtained from DFT.
After a Fourier transform of the (1.93) hopping parameters and diagonalization of

the resulting Bloch Hamiltonian, we can obtain a band structure based on MLWFs.
An example of such a band structure for graphene is presented in Fig.1.7, where we
can see that the band structure based on MLWFs describes the results of DFT near
the Fermi level. We should note that hopping parameters (1.93) take into account not
only the hopping to the nearest neighbors but also the neighbors of the following order,
inducing particle-hole asymmetry beyond Fermi level, represented in Fig.1.6. A direct
comparison of nearest-neighbor hopping amplitude estimated from MLWFs hopping
amplitude obtained from a fitting procedure described in the previous subsection must
be corrected.
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1.6. Proximity-induced spin-interactions in graphene

Figure 1.8: Pristine graphene band structure with different electric fields. (a) Without
an electric field. (b) Electric field at E=1.0 V/nm. (c) E=2.44 V/nm. (d) E=4.0 V/nm.
Circles indicate the first principle’s results (with the Fermi level set at zero). Colorcode
denotes spin-polarization: red - up, blue - down, while black is an unpolarized case.
Adapted from [64].

1.6.3. Proximity-induced spin-orbit and exchange couplings

Graphene, characterized by a two-dimensional honeycomb arrangement of carbon atoms,
has excellent electronic, thermal, and mechanical properties. Its unique electron dispersion
reflects the behavior of Dirac particles, making it a platform for observing relativistic
quantum mechanics in solid-state media [54, 55, 56, 57, 58, 59, 60]. However, its spin-orbit
coupling is particularly weak, limiting its usefulness in spintronics [64, 65, 66, 67]. Recent
research has deepened the understanding of the proximity effect to enhance the SOC in
graphene when it comes into contact with different materials [68, 69, 70, 71, 72, 73, 74,
75, 76, 77].

Every carbon atom inherently possesses SOC, represented by the parameter λatom
I . In

its pristine graphene, SOC only slightly affects the dispersion around the Dirac points ±K,
with the following form of intrinsic SOC Hamiltonian [78, 79, 71, 68, 80, 70, 81, 82, 83, 84],

hI = λIτσzsz (1.94)

The parameter λI , consistent across all graphene atoms and approximately 12µeV [64],
leading to a negligible gap of 24µeV in its spectrum, even though the spin-orbit splitting
for pure atomic p states is about 8.74 meV [64]. For pristine graphene, the parameter
λI is mainly determined by the atomic spin-orbit coupling of carbon p orbitals through
hybridization with d orbitals [64], which have significant SOC splitting due to the large
orbital number l = 2.

Introducing a transverse electric field to the graphene plane slightly breaks the mirror
symmetry, inducing Rashba extrinsic SOC, with the following Hamiltonian

hR = λR (τσxsy − σysx) (1.95)
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characterized by the electric field-dependent parameter λR = κV , where V is amplitude
of the electric field and κ = 10µeV nm/V. As a result, pristine graphene band topology
can be tuned via an electric field, as shown in Fig.1.8. In the intrinsic case, without
an external field, the Dirac cones at ±K points are split into two cones with a gap
of 24 eV(0.28 K). Bands have double degeneracy due to the simultaneous presence of
time-reversal and mirror symmetries. However, applying a transverse electric field breaks
the spatial inversion symmetry, leading to 2λR spin splitting of energy levels. This
type of extrinsic splitting is analogous to the Rashba spin-orbit interaction observed in
semiconductor heterostructures.

The problem is to amplify this interaction without undermining graphene’s standout
features [56]. When graphene is in contact with a material known for its potent SOC, its
interface can lead to the hybridization of quantum states of both materials, facilitating
the transfer of specific attributes. Transition Metal Dichalcogenides, renowned for their
robust intrinsic SOC, emerge as ideal candidates to initiate SOC in graphene through
proximity [68, 69]. For instance, graphene on WS2 displays signs of increased SOC, as
evidenced by weak anti-localization in magnetotransport measurements [85]. Likewise,
MoSe2 and WSe2 substrates have yielded encouraging outcomes. DFT simulations suggest
that the SOC introduced in graphene layered on TMDs arises from combining graphene’s
π states with the TMDs’ d-orbitals. The nature and strength of the SOC are influenced
by the specific TMD chosen and the alignment of their structures [86].

Numerous investigations into the spin-orbit and exchange proximity effects in graphene
have the introduction of a Hamiltonian rooted in effective pz orbitals [78, 79, 71, 68, 80,
70, 84]. This Hamiltonian mirrors that of (1.88), symbolized as σ⊗ s. Here, σ represents
the sublattice domain (A, B), and s signifies the spin domain (↑,↓), leading to the four
foundational states |A ↑⟩, |A ↓⟩, |B ↑⟩, and |B ↓⟩. As established in preceding sections,
the low-energy band structure of graphene around the ±K points in its Brillouin zone
can be depicted by the massless Dirac Hamiltonian:

h(k) = vF (τkxσx − kyσy) ⊗ s0 (1.96)

In this equation, vF denotes the Fermi velocity, and k is gauged from ±K, with the
associated valley quantum number being τ = ±1.

The primary effect of proximity on the massless Dirac Hamiltonian is the distinct
effective potentials for sublattices A and B. The Hamiltonian can be represented as:

h∆ = ∆σz ⊗ s0 (1.97)

Here, ∆ signifies the variance between the sublattice potentials. This component effectively
characterizes the mass term from the Dirac Hamiltonian as seen in (1.40). It disrupts
the sublattice symmetry and introduces a bandgap in the Dirac cone dispersion. When
mass is introduced, graphene has the potential to shift into a topological insulator phase
under specific scenarios, showcasing edge states that remain stable despite defects.

When graphene is positioned on a substrate, disrupting its sublattice symmetry, an
added spin-orbit coupling can emerge due to the proximity effect. It leads to distinct spin-
orbit coupling parameters for each sublattice, denoted as λA

I and λB
I . The Hamiltonian
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1.6. Proximity-induced spin-interactions in graphene

can describe this phenomenon:

hI = τ
(
λA

I σ+ + λB
I σ−

)
⊗ sz (1.98)

Here, σ± is defined as 1
2 (σz ± σ0). The two most prominent configurations arise from

Eq. (1.98): one where λA
I ≈ λB

I and another where λA
I ≈ −λB

I . The first leads to the
Kane-Mele spin-orbit coupling [87], transforming graphene into a phase with quantum
spin Hall insulator properties and producing helical edge states resistant to backscattering.
The second configuration is termed valley-Zeeman spin-orbit coupling [68, 69]. With
this, graphene can support valley-polarized currents, offering a foundation for potential
valleytronic devices. This valley-Zeeman effect emerges from the disruption of inversion
symmetry and functions differently across the two valleys.

When a substrate is introduced, it can disrupt mirror symmetry, resulting in extra
SOC components. It is represented by:

hR = −λR (τσx ⊗ sy + σy ⊗ sx) (1.99)

This equation is termed the Rashba SOC Hamiltonian, characterized by the Rashba SOC
parameter, λR. Disrupting mirror symmetry can also be achieved by applying a gate
voltage to a graphene layer. However, this impact is minimal when compared to the
proximity effect.

The interaction between Rashba SOC and the unique behavior of electrons in graphene
offers a vast potential for spintronics [56, 88, 89, 90, 91, 92]. The Rashba SOC causes
an energy zone separation and eliminates spin degeneracy in the band structure. By
harnessing and adjusting Rashba SOCs, upcoming devices could utilize both charge and
spin, paving the way for quantum computing and data processing advancements.

In situations where mirror symmetry is disrupted, an additional Hamiltonian can be
added to the Rashba SOC in graphene:

hPIA = a
(
λA

PIAσ+ − λB
PIAσ−

)
⊗ (kxsy − kysx) (1.100)

It is known as the sublattice-resolved pseudospin inversion asymmetry (PIA) SOC
Hamiltonian. It’s defined by parameters λA

PIA and λB
PIA, which gauge the intensity of the

mirror plane asymmery [68, 69]. Nonetheless, the PIA’s presence near the valley’s center
is typically negligible, as its magnitude is tied to k. As a result, this proximity-induced
SOC component is frequently excluded from theoretical discussions.

Finally, when graphene is placed on a magnetic insulator, electrons from the Dirac
cone experience the magnetic order from the insulator. It breaks time-reversal symmetry,
which effectively leads to the following Hamiltonian:

hex =
(
−λA

exσ+ + λB
exσ−

)
⊗ sz (1.101)

where λA
ex and λB

ex being sublattice-resolved exchange parameters. Several experiments
have confirmed the presence of proximity-induced magnetic order in graphene. This
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Substrate γ0 [eV] ∆ [meV] λR [meV] λA
I [meV] λB

I [meV]
MoS2 2.668 0.52 0.13 –0.23 0.28
MoSe2 2.526 0.44 0.26 –0.19 0.16
WS2 2.657 1.31 0.36 –1.02 1.21
WSe2 2.507 0.54 0.56 –1.22 1.16

Table 1.1: Calculated tight-binding model orbital and spin-orbital parameters for
graphene/TMD heterostructures. Adapted from [69].

order can be detected through the non-zero anomalous Hall effect and spatially resolved
magnetization maps from spin-polarized scanning tunneling microscopy [93, 72, 73].

Proximity-induced exchange coupling in graphene has garnered significant attention
due to its potential in spintronic applications. One of the primary methods to induce
this phenomenon is placing graphene close to a magnetic substrate. Ferromagnetic
insulators, such as yttrium iron garnet [94], are popular as they induce strong exchange
coupling without introducing additional charge carriers. Another promising substrate
is chromium triiodide (CrI3) [73, 95], which, when layered with graphene, can lead to
the observation of spin-filtered tunneling. Additionally, hexagonal boron nitride (h-BN)
layers, when sandwiched between graphene and a magnetic insulator, can enhance the
coupling strength [70]. Overall, the choice of substrate plays a pivotal role in determining
the strength and nature of the proximity-induced exchange coupling in graphene.

As previously highlighted, TMDs are an excellent substrate for promoting spin-orbit
splitting in the Dirac cone. Through applying DFT, norm-conserving pseudopotentials,
and the PBE exchange-correlation functional, this study estimated the parameters for
proximity-induced spin-orbit coupling in the graphene Dirac cone within graphene/TMD
combinations [68, 69]. These findings are tabulated in Table 1.1. The research primarily
delves into how proximity effects influence the Dirac cone band structure. A comprehensive
analysis of four distinct graphene/TMD heterostructures is depicted in Fig. 1.9. Three
main observations emerge [69]:

1. An orbital gap resulting from the effective staggered potential ∆.

2. Band anticrossing due to spin-orbit couplings λA
I and λB

I .

3. Band spin splittings stemming from spin-orbit interactions and the disruption of
inversion symmetry.

Notably, the identified gap and spin-orbit coupling surpass those in pristine graphene.
The Rashba SOC effect remains negligible, attributed to the low Rashba SOC parameter
amplitude. In conclusion, the research suggests that when graphene is layered on WSe2,
it can manifest half-topological states safeguarded against backscattering on a single
edge, along with helical edge states. It implies the potential for graphene on WSe2 to
display the quantum spin Hall effect.
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1.6. Proximity-induced spin-interactions in graphene

Figure 1.9: Calculated electronic band structures for graphene/TMDC heterostructures
near the Dirac point are shown for (a) MoS2, (b) WS2, (c) MoSe2, and (d) WSe2. The
solid lines represent model fits, while the circles correspond to first-principles data. The
colors indicate the z component of the spin expectation value. Adapted from [69].
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2. Edge states in proximitized graphene
ribbons and flakes in a perpendicular
magnetic field: the emergence of lone
pseudohelical pairs and pure spin-current
states

2.1. Introduction

Before we delve into the complex study of correlation effects in multilayer graphene
systems, it was necessary first to provide insight into the phenomenon of proximity-
induced spin-orbit coupling in graphene. To do this, we studied the edge states of
graphene ribbons and flakes under a perpendicular magnetic field. Although our original
intention was to make this project primarily "educational", its development has exceeded
our expectations. The study grew into a full-fledged publication. In this Chapter, we
will discuss in detail the methodology we used and the findings of this study.

The manipulation and external control of the electronic structure in two-dimensional
materials through the proximity effect have garnered considerable attention in both
experimental and technological domains. It is particularly relevant for engineering
systems with unique magnetic and spin properties [56, 96, 97]. A case in point is the
incorporation of spin interactions into graphene, a material whose Dirac electrons are
characterized by weak spin-orbit coupling. One promising approach to achieve this is by
bringing graphene into close contact with transition metal dichalcogenides, which leads
to spin-orbit couplings at the meV scale [68, 98, 69, 99]. Furthermore, this coupling can
be fine-tuned by twisting the materials [100, 101, 102, 103].

The proximity-induced spin-orbit coupling generally depends on the sublattice [80, 78].
However, TMDC substrates introduce valley-Zeeman and Rashba couplings, which result
in uniform pseudospin spin-orbit fields that are opposite at the K and K ′ points [68, 98,
104], which was described in previous Chapter 1. Similar effects have been predicted
for graphene when it is placed on Bi2Se3-family topological insulators [105, 106], and
also for bilayer Jacutingaite [107]. A substantial body of experimental work has already
confirmed the existence of valley-Zeeman coupling in graphene subjected to proximity
effects [108, 109, 110, 111, 74, 91, 112, 90, 113, 114, 115, 116, 117].

Graphene exhibits two main types of edge states when spin-orbit coupling is present:
quantum spin Hall helical edge states and pseudohelical edge states. The discovery of
quantum spin Hall effect by Kane-Mele [87] was a consequence of the intrinsic SOC,
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2. Edge states in proximitized graphene ribbons and flakes in a magnetic field

Figure 2.1: Diagram illustrating proximity-induced properties in graphene. (a) Graphene
is positioned over a symmetry-breaking substrate. (b) The hopping parameters in the
study. Empty dots represent sublattice A, while filled dots denote sublattice B. Spin-up
characteristics are shown in red, and spin-down in blue. Dashed red lines highlight
spin-up intrinsic SOC hoppings (directions marked by arrows) for a consistent λA

I = λB
I

within a hexagon. Extended arrows mark helical states and their movement directions.
(c) The reciprocal K and K ′ directions relative to the lattice are displayed. Intrinsic
SOC hoppings for staggered intrinsic SOC, λA

I = −λB
I , are marked by red dashed lines.

Solid (dashed) gray arrows point to valley edge states in the τ = 1 (−1) valley. Red and
blue arrows depict pseudohelical states with a measurable spin current along the ribbon.
Adapted from [118].
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2.1. Introduction

Figure 2.2: Band structure of a one-dimensional graphene nanoribbon in QSHE regime.
Adapted from [87].

provided that each sublattice has equivalent intrinsic SOC values (i.e., λA
I = λB

I ). The
bulk band structure is gapped in the quantum spin Hall effect (QSHE) regime, while
gapless helical states carry spin and charge transport. Figure 2.2 shows the band structure
of a one-dimensional graphene nanoribbon in the QSHE regime, and helical states are
depicted in Figure 2.1(b). However, their existence has yet to be experimentally confirmed
in graphene due to the inherent weakness of the intrinsic coupling [64].

In graphene proximitized to exhibit valley-Zeeman coupling, two edge states emerge
within the spin-orbit gap: pseudohelical (intervelley), which are depicted in Figure 2.1(c),
and intravalley states [119]. For nanoscale ribbons with widths less than one micron,
the intravalley states are eliminated due to confinement-induced hybridization, leaving
only a single pseudohelical pair at each edge. These states are fully protected against
backscattering by time-reversal defects, much like the helical states observed in the
spin quantum Hall effect [87]. Interestingly, robust helical surface states can also be
generated through a mechanism very similar to that of pseudohelical states in graphene,
as demonstrated in the anisotropic Bernewig-Hughes-Zhang model [120].

The question arises: Can the lone pseudohelical pair be preserved in larger ribbons
and flakes where intravalley states are typically present? Our work demonstrates that
this can be achieved by applying a perpendicular magnetic field to proximitized graphene.
Magnetic effects usually manifest in Zeeman-like effects that create spin imbalance and
orbital effects that lead to Landau quantization. Previous studies have explored Zeeman
effects in proximitized graphene, revealing phenomena such as the quantum anomalous
Hall effect [121] and chiral Majorana modes [122]. The orbital response of helical edge
states to magnetic fields has also been investigated [123, 124, 125, 126, 127, 128, 129, 99].
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2. Edge states in proximitized graphene ribbons and flakes in a magnetic field

Bext > Bc

Figure 2.3: (a) Illustration of a graphene strip or fragment positioned on a substrate like
a TMDC, generating valley-Zeeman spin-orbit and Rashba coupling effects. A vertical
magnetic field influences the orbital conditions of the Dirac electrons. (b) Two categories
of edge states proximate to the Fermi level in graphene influenced by valley-Zeeman spin-
orbit interactions: (1-4) states with spin polarization and pseudohelical characteristics
between valleys, and (5) states within the same valley. (c) Isolated pairs of pseudohelical
states that appear beyond the threshold magnetic field.
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Surprisingly, the quantum spin Hall edge states, generated by uniform intrinsic (Kane-
Mele) spin-orbit coupling, are not necessarily eradicated by the cyclotron effect [130,
131]. However, a crossover between topological and trivial regimes can occur when a
perpendicular magnetic field is applied [132, 133].

Our work focuses on the theoretical response of pseudohelical and intravalley edge states
in proximitized graphene, specifically using realistic parameters for a graphene/WSe2
heterostructure to an external perpendicular magnetic field. Using a tight-binding model,
supplemented with Peierl’s substitution, explores the electronic structure of graphene
zigzag nanoribbons and finite flakes. The Landau levels calculated through this approach
are in excellent agreement with bulk predictions [124]. The pairs of pseudohelical edge
states are preserved even when the magnetic field breaks time-reversal symmetry, similar
to the quantum spin Hall effect [130]. However, the intravalley states, originating from
Rashba spin-orbit coupling [119], vanish when the magnetic field exceeds a specific critical
value Bc. Beyond this point, intravalley edge states merge with the conduction and
valence bands, opening an intravalley gap. A lone pair of pseudohelical states is found
within this gap at each zigzag edge. Effectively, the magnetic field eliminates the weakly
localized intravalley states, mimicking the effects of finite-size confinement [119].

2.2. Model and Methods

Our study focuses on Dirac electrons in graphene that proximity effects with transition
metal dichalcogenides or topological insulators have influenced. These proximity effects
induce significant spin-orbit interactions on the meV scale, specifically of the valley-
Zeeman and Rashba types. We are particularly interested in investigating finite systems
such as zigzag ribbons and flakes of graphene.

We employ a tight-binding Hamiltonian to model these systems as described in previous
works [69, 78, 134]. The Hamiltonian is given by:

Ĥ =
∑
⟨i,j⟩

tc†
iscjs +

∑
i

ξi∆c†
iscis

+ 2i
3
∑
⟨i,j⟩

λRc
†
iscjs′

[
(ŝ × dij)z

]
ss′

+ i

3
∑

⟨⟨i,j⟩⟩

λi
I√
3
c†

iscjs [νij ŝz] , (2.1)

In this Hamiltonian, c†
is and cis are the creation and annihilation operators for an

electron at site i with spin s. The notation ⟨i, j⟩ refers to nearest neighbors, while ⟨⟨i, j⟩⟩
refers to next-nearest neighbors.

The Hamiltonian consists of four terms:

1. The first term represents the nearest-neighbor hopping with amplitude t between
sites i and j, while preserving the spin.
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2. Edge states in proximitized graphene ribbons and flakes in a magnetic field

2. The second term accounts for the staggered potential ∆ induced by the proximity
effects. The signs ξi are +1 or −1 for the A and B sublattices, respectively.

3. The third term describes the Rashba spin-orbit coupling with amplitude λR [135,
136]. This term breaks the horizontal reflection symmetry and mixes states of
opposite spins and sublattices. The symbols dij and ŝ denote the unit vector from
site j to site i and the vector of spin Pauli matrices, respectively.

4. The fourth term models the valley-Zeeman spin-orbit coupling [68, 98, 125]. This
term preserves the spin but varies the intra-sublattice hopping depending on whether
the path along a hexagonal ring from the site j to i is clockwise (νij = −1) or
counterclockwise (νij = +1). The intrinsic spin-orbit coupling λi

I is generalized for
different strengths at the A and B sublattices.

The above-mentioned hoppings are depicted in Fig. 2.1(c).
Additionally, we model the orbital effects of a perpendicular magnetic field using

Peierl’s substitution [137, 138], which is mathematically represented as:

c†
j → c†

j exp
(

−i e
ℏc

Λ(rj)
)
, (2.2)

Here, Λ(r) serves as the function that generates the gauge transformation of the
vector potential A(r), such that A(r) → A(r) + ∇Λ(r). Upon undergoing a gauge
transformation, this term evolves into:

Ĥ =
∑
ij

tij exp
(

−i e
ℏc

(Λ(rj) − Λ(rl))
)
c†

icj + h.c.

=
∑
ij

tij exp
(

−i e
ℏc

(
∫ ri

ri

dr′ · A(r′)
)
c†

icj + h.c. (2.3)

This equation is commonly referred to as the Peierls substitution in lattice models. We
do not consider the Zeeman effects of the magnetic field as they are negligible for the
fields we are interested in, which are on the militesla scale.

The subsequent sections present numerical results that rely on parameters obtained
from first-principles calculations specific to the graphene/WSe2 system. These parameters
are taken from the work of Gmitra et al. [69]. They include the nearest-neighbor hopping
parameter t = −2.507 eV, the staggered potential ∆ = 0.56 meV, the Rashba spin-orbit
coupling parameter λR = 0.54 meV, and the intrinsic SOC parameters λA

I = 1.22 meV
and λB

I = −1.16 meV.
For the computational implementation, we utilize the Python-based numerical package

KWANT to calculate the band structure of zigzag nanoribbons and the electronic states
of a graphene flake with proximity-induced spin-orbit interaction [46].
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2.2.1. Scalling technique
Our study focuses on micron-sized systems where magnetic orbital effects remain signifi-
cant and intravalley edge states are not eliminated. The spin-orbit parameters are in the
meV range, so the systems under consideration must be large enough to resolve these
energy scales in their subband structures. We use a scaling technique described by Liu et
al. [139] to overcome the computational challenges associated with large structures. This
approach allows us to investigate smaller systems with appropriately rescaled parameters.

The finite-size level spacings in graphene ribbons are approximately given by ∆E ≈
πℏvF /w, as indicated in [140]. It can be reduced by modifying the Fermi velocity vF

through rescaling the nearest-neighbor hopping parameter

t̃ = t/sf , (2.4)

where sf is the scaling factor. Such rescaling also necessitates a corresponding adjustment
in the lattice constant a, mapped to

ã = sfa, (2.5)

to maintain an invariant energy spectrum. Significantly, this scaling trick does not affect
the Rashba and Zeeman spin-orbit terms, as these terms are independent of the lattice
constant a or Fermi velocity vF in the k · p theory near K/K ′ valleys [118]. Utilizing
the Fourier transform methodology along with the linearization of the Hamiltonian, as
described in Eq. (2.1), we can derive an effective k · p Hamiltonian in the vicinity of the
K and K ′ points [119]. The Hamiltonian can be expressed as a sum of four components:

Ĥ = Ĥk + Ĥ∆ + ĤR + ĤI , (2.6)

Ĥk = 3
2 ta (τkxσ̂x − kyσ̂y) ŝ0, (2.7)

Ĥ∆ = ∆σ̂z ŝ0, (2.8)
ĤR = λR (−τ σ̂xŝy + σ̂y ŝx) , (2.9)

ĤI = 1
2
[
λA

I (σ̂z + σ̂0) + λB
I (σ̂z − σ̂0)

]
τ ŝz, (2.10)

where τ = ±1 denotes the valley index and a represents the lattice site spacing. The
Pauli matrices σ̂ describe the sublattice degrees of freedom. Scaling affects only the Ĥk

term in Eq.Z(2.7), while leaving it invariant:

Ĥk =3
2 t̃ã (κkxσ̂x − kyσ̂y) ŝ0

=3
2 ta (τkxσ̂x − kyσ̂y) ŝ0 (2.11)

Scaling does not affect the remaining components of the Hamiltonian, as described in
Eq. (2.6).

Our calculations reveal that the intravalley states remain unchanged for sf up to 600.
It suggests that the criterion sf ≪ 3tπ/Emax from Ref. [139] may be too lenient when the
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2. Edge states in proximitized graphene ribbons and flakes in a magnetic field

Figure 2.4: Calculated evolution of the bulk Landau levels in graphene/WSe2 with
increasing the external magnetic field. The crossover magnetic field is indicated as a
dashed line. The color code corresponds to the sz expectation value in the left column
and the τz (valley) expectation value in the right column.

spin-orbit coupling is considered. Additionally, we observe that the Dirac cone broadens
as sf increases. It is because the momentum is expressed in units of π/ã, which varies
with sf . Notably, the finite-size quantization in the subband structure is consistent across
different scaling factors, and the intravalley states maintain the same velocities. The
intervalley states are also well-preserved, although their velocities change linearly with
sf .

The cyclotron energy in graphene is expressed as ℏωc =
√

2eℏBvF . We also rescale the
external perpendicular magnetic field B to B → Bs2

f to preserve this energy scale. This
rescaling remains physically meaningful if we focus on low-energy states where the linear
dispersion is applicable [139]. The scaling technique enables us to maintain the cyclotron
energy scale near the SOC parameters while substantially reducing the computational
resources needed for simulating large systems. The primary criterion for selecting the
scaling factor sf is sf ≪ 3tπ/Emax, where Emax is the maximum energy of interest [139].
Our study aims to resolve energies up to Emax = 2 meV, which adequately covers the
spin-orbit gap region where edge states form. Accordingly, we choose sf = 400, which
minimizes the finite-size effects to 0.05 meV for a system width comprising 400 unit cells.
The magnetic field strength corresponding to this energy scale is approximately 10−5 T.

2.3. Results

2.3.1. Bulk results

The initial step in understanding the behavior of edge states in proximitized graphene
subjected to an external magnetic field oriented perpendicularly to the plane involves
investigating the Landau levels in the bulk of the material. It is a crucial aspect, as
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the Landau levels provide insights into the electronic structure of the system in the
presence of a magnetic field. A comprehensive derivation of the Hamiltonian governing
these Landau levels in bulk proximitized graphene has been thoroughly discussed in
the literature, specifically in Ref. [124]. It is worth noting that graphene with spin-
orbit coupling in magnetic fields has also been explored from various angles by multiple
research groups [141, 127]. To visualize the behavior of Landau levels, we construct
what is known as a Landau fan diagram, as depicted in Fig. 2.4. When we compare
this with the Kane-Mele model for graphene [87, 130], we find that a staggered intrinsic
SOC fails to maintain a gap when an external magnetic field is applied. In the bulk of
proximitized graphene, the band gap predominantly forms between the nonzero Landau
levels originating from the K and K ′ valleys. Interestingly, this gap can be modulated by
varying the strength of the magnetic field. In contrast, the Kane-Mele model’s bulk band
gap is stable and forms between the zero Landau levels even when an external magnetic
field is present.

For systems that incorporate valley-Zeeman spin-orbit coupling, the bulk band gap
undergoes a transition: it closes and subsequently reopens when the external magnetic
field reaches a specific crossover value, as given by the equation [124]

Bc =

[
λA

I − λB
I − 2∆

] [(
∆ + λA

I

) (
∆ − λB

I

)
+ 4λ2

R

]
2eℏv2

F

[
2∆ + λA

I − λB
I

] . (2.12)

Utilizing the parameter set outlined in Ref. [68, 119] for our Hamiltonian, denoted
by Eq. (2.1), we find that the crossover magnetic field value for the graphene/WSe2
heterostructure is precisely 1.942 mT. This crossover point serves as a demarcation
between two distinct regimes. Below this field strength, the bulk band gap is formed by
differing nonzero Landau levels. Above this field, however, the first Landau levels define
the bulk band gap.

2.3.2. Zigzag ribbon results

The electronic band structure of zigzag graphene ribbons is systematically analyzed under
varying magnitudes of an externally applied magnetic field that is oriented perpendicular
to the ribbon plane. Specifically, we focus on ribbons with a width of 4.1µm. Utilizing
scaling factor sf = 400, the computational domain of the ribbon is effectively reduced
to encompass 72 carbon-carbon bonds, thereby making the simulation computationally
tractable. Figure 2.5 presents the computed band structure for three distinct magnetic
field strengths: 0 mT, 1.5 mT, and 3.0 mT. At a null magnetic field, the zigzag ribbon
exhibits two categories of edge states: the spin-unpolarized intravalley states and the
pseudohelical intervalley states that show strong spin polarization [119, 69]. Notably,
the intravalley edge states are more spatially extended into the bulk than the intervalley
states, a phenomenon attributed to their spectral closeness to the bulk states.

For comparative analysis with the bulk graphene properties [124], the Landau levels
at the K and K ′ valleys are also plotted. At low magnetic field strengths, specifically
1.5 mT, the formation of Landau levels becomes evident, and the bands at the K and K ′
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Figure 2.5: Calculated band structures for a zigzag ribbon with a perpendicular magnetic
field at B = 0 mT (a), B = 1.5 mT (b), and B = 3 mT (c). The color scheme represents
spin polarization on the left and edge polarization on the right. Dashed lines mark the
bulk Landau levels.
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(1) (2)

(a) Perfect tunneling

(1) (2)

(b) Perfect reflection

Figure 2.6: (a) Diagram illustrating pseudohelical states in a graphene flake enhanced by
proximity effects. These states originate at zigzag edges and move toward the armchair
edges, where they experience tunneling and spin inversion due to Rashba coupling. The
colors indicate the spin orientation orthogonal to the graphene layer. Tunneling is flawless
along the armchair edges when the magnetic field is zero. (b) In larger flakes where
B > Bc, the opposing pseudohelical edge states are fully reflected at the armchair edges,
forming a stationary, non-moving wave. This wave carries a net spin current but lacks a
charge current, resulting in a spin-unpolarized state. Refer to Fig. 2.3(c) for additional
details.
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valleys exhibit a loss of dispersion. These Landau levels exhibit predominantly bulk-like
characteristics, as evidenced by the lack of edge polarization. This observation agrees
with analytical predictions [124], thereby validating the scaling approach employed in
our simulations. At the extremities of the bulk energy continuum, edge states begin
to emerge, which are instrumental in the manifestation of the quantum Hall effect in
graphene. As the external magnetic field’s magnitude increases, the intervalley edge states
shift in k-space. Specifically, states with identical spin polarization shift coherently in
one direction, while states with opposite spin polarization shift in the opposite direction.
In general, the intervalley edge states remain relatively unaffected by the variations in
the perpendicular magnetic field.

Conversely, the intravalley states undergo significant modifications, eventually merging
with the bulk bands at magnetic fields below 1.5 mT. This behavior is analogous to
the predictions for 2D topological insulators subjected to a magnetic field [133]. A bulk
energy gap opens at a crossover magnetic field value of Bc ≈ 1.942 mT. Consequently,
the intravalley edge states vanish, leaving only the pseudohelical edge states, with one
pair at each zigzag edge of the ribbon.

2.3.3. Flake results
To investigate the properties of edge states, we conducted computational analyses on
low-energy states of graphene flakes with different sizes. In a zero magnetic field scenario,
pseudohelical states appear at the zigzag edges and reflect into intravalley states. This
reflection leads to the formation of standing waves that are distributed throughout the
flake. For nanoribbons with dimensions smaller than a micron, the intravalley states
become energetically gapped, allowing the pseudohelical states to tunnel through the
armchair edges and propagate freely along the edges of the flake.

We extended our study to consider the behavior of these states under a magnetic
field more significant than a critical value B > Bc. In such conditions, the intravalley
states in wide ribbons are also gapped. One may question whether the pseudohelical
states exhibit similar behavior to those in nanoribbons under these circumstances. Our
results indicate that this is not the case. Unlike the zero magnetic field condition,
where pseudohelical states are prohibited from reflecting at the armchair edges due to
time-reversal symmetry (as the pseudohelical pair is composed of time-reversal partners),
introducing a magnetic field enables such reflection. Remarkably, this reflection is perfect,
resulting in the localization of the pseudohelical pair at the zigzag edges and the emergence
of standing waves that exclusively carry spin currents. The fundamental distinction
between propagating pseudohelical edge states and non-propagating states carrying pure
spin current is illustrated in Figure 2.6.

In our research, we adopt the following definition for current J :

Jab = i
(
ψ†

bH
†
abM̂ψa − ψ†

aM̂Habψb

)
, (2.13)

where ψ denotes the wavefunction, Hab is the hopping matrix facilitating the transition
from site b to site a, and M̂ is the density operator. Specifically, M̂ is equal to ŝ0 for
charge current and ŝz for spin current.
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(b)

(d)(c)

(a)

Figure 2.7: Calculated spin (a) and charge (b) currents of the highest occupied flake
states (see text for flake parameters) through the cut in the middle of the flake and
the presence of a perpendicular magnetic field. Spin (c) and charge (d) densities of the
highest occupied state at the cut in the middle of the flake and in the presence of a
magnetic field.
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(a) Evolution of the spin current of the high-
est occupied flake state in the left column
and of the lowest unoccupied flake state in
the right column. The color bar corresponds
to the value of the spin current and is nor-
malized to the maximum value of the spin
current.

(b) Evolution of the charge density of the
highest occupied flake state in the left col-
umn and the lowest unoccupied flake state
in the right column. The color bar corre-
sponds to the charge density value and is
normalized to the maximum charge density
value.

Figure 2.8: Magnetic field evolution of pure spin current edge states.

The formation mechanisms for graphene flakes’ pseudohelical and pure spin current
states are fundamentally different yet intriguing. Pseudohelical states arise due to the
perfect tunneling of intervalley states across the armchair edge of the graphene flake. In
contrast, pure spin current states are formed through an ideal reflection mechanism of
the armchair edge. This distinction in the formation mechanisms is attributed to the
exponential decay in the probability of tunneling between zigzag edges as the distance
between them increases [119]. It is important to note that transitioning continuously
from pseudohelical states to pure spin current states is not feasible due to the periodic
opening and closing of the subband gap. Nevertheless, pseudohelical states are more
prevalent in narrow graphene flakes, while pure spin current states dominate in wider
flakes. These represent two distinct physical regimes.

To quantify the transition between these states, we introduce the typical spin-flip
length lR for the Rashba spin-orbit interaction, given by

lR ≈ 3a t

λR
. (2.14)

For the specific case of graphene coupled with WSe2, we find lR to be approximately
3.4 µm, smaller than the flake width considered in our study. Both pseudohelical and pure
spin current states are constructed from combinations of intervalley states. Specifically,
they consist of states (1) and (2) at the left edge and states (3) and (4) at the right
edge, as illustrated in Fig. 2.3(c). The critical difference lies in the mechanism by which
these states are combined. We researched the behavior of pure spin current states in a
graphene flake with dimensions of 16.3584 µm× 4.0896 µm, scaled by a factor of r = 400,
which corresponds to an auxiliary flake with 288 × 72 carbon-carbon bonds. The perfect
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(a) Evolution of the spin current of the high-
est occupied flake state without defects in
the left column and with two defects on
zigzag edges in the right column. Spin cur-
rent in the pure spin current regime is stable
under the influence of the internal scatters.

(b) Evolution of the charge density of the
highest occupied flake state without defects
on the left column and with two defects on
zigzag edges on the right column. Charge
density in the pure spin current regime is
stable under the influence of the internal
scatters.

Figure 2.9: Resilience of pure spin current edge states to internal scatterers. Edge defects
are represented as circles.

reflection mechanism is the dominant factor in this scenario, given that the flake width
exceeds the Rashba spin-flip length. We also analyzed the spin and charge currents and
densities in the center of the flake, perpendicular to the zigzag direction, as shown in
Fig. 2.7. Our findings suggest that charge current and spin densities disappear as the
external magnetic field increases, resulting in complete edge localization. Additionally,
the highest occupied states switch to pure spin current states with minimal spin density.
The same trend is observed for the lowest unoccupied states.

Fig. 2.8a illustrates the evolution of spin currents for these states. The highest occupied
and lowest unoccupied states exhibit similar spin current behaviors but are on opposite
zigzag edges. Pure spin currents emerge when the external magnetic field exceeds a
crossover value of Bc. Below this value, the states closest to the Fermi level are a complex
mixture of strongly localized intervalley states and weakly localized intravalley states.
These form a standing wave at the zigzag boundary, as tunneling through the armchair
edge is prohibited, supported by gapped ribbon armchair band structures [119]. Our
analysis indicates that when exposed to a magnetic field exceeding a specific threshold,
identified as Bc, distinct states emerge, characterized by a significant pure spin current.
These states mainly localize along a single edge of the graphene structure. Upon inspecting
the band structure of a zigzag ribbon configuration, it becomes apparent that these pure
spin current states are formed by combining intervalley edge states that reside on the
same edge of the ribbon. Remarkably, the stability of these states persists even when a
magnetic field is applied. This behavior is comparable to pseudohelical states, known for
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2. Edge states in proximitized graphene ribbons and flakes in a magnetic field

their resilience against scattering due to defects. Specifically, in the case of pure spin
current states, they demonstrate resistance against scattering events that could happen
at the zigzag edge of the graphene flake.

We evaluate the spin current and charge density to demonstrate the resilience of pure
spin current states when subjected to internal scatterers, considering two defects on the
zigzag edges of a proximitized graphene flake. The results are depicted in Figures 2.9a
and 2.9b. When the magnetic field exceeds the crossover value Bc, the spin current and
charge density remain stable, even after introducing internal defects by removing a lattice
site.

2.4. Conclusion
In our study, we explored the complex behavior of the electronic structure in graphene
ribbons and flakes when exposed to a perpendicular magnetic field. We focused on
graphene/WSe2 heterostructures, predicted to exhibit pseudohelical states [118]. Our
observations indicate that the magnetic field uniquely impacts these states. Specifically,
the pseudohelical edge states are preserved, while the intravalley edge states disappear
when the magnetic field reaches a critical value, denoted as Bc ≈ 1.9 mT. This critical
value is noteworthy as it signifies where the gap between the bulk Landau levels closes
and reopens. We further extended our analysis to finite flakes of graphene with micron
dimensions. Our findings reveal an intriguing phenomenon: rather than the pseudohelical
states perfectly tunneling through the armchair edges at zero magnetic fields, and they
reflect their counterpropagating partners when B > Bc. This reflection leads to the for-
mation of non-propagating, spin-unpolarized pure spin current states. Remarkably, these
states exhibit strong Resilience against scattering from zigzag edge defects. Our research
implies that these pure spin currents should be observable in wide graphene flakes with
dimensions of at least a few microns, particularly in graphene/TMDC heterostructures.
These states can be detected even under relatively weak magnetic fields, on the order of
a few milliteslas. Additionally, lone pseudohelical pairs can be observed in wide ribbons
when B > Bc or nanosized flakes where perfect tunneling through armchair edges is
feasible and intravalley states are gapped even without a magnetic field.
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3.1. Introduction

Our primary objective was to examine the behavior of many-body physics in multilayer
graphene systems, focusing on their interplay with spin interactions due to the proximity
effect. Although we have previously explored spin Hamiltonians resulting from the
proximity effect, our exploration of many-body theory has been limited, mainly through
DFT. While DFT is practical, it needs improvement in exploring the impact of strong
correlations. To gain a comprehensive understanding, we must expand our theoretical
horizons to include methods that can accurately explain strong electronic correlations.
Many-body perturbation theory using Green’s functions becomes a reliable and widespread
method in this context.

The upcoming Chapter will examine the one-particle and two-particle Green’s functions,
highlighting their primary characteristics. These mathematical foundations are necessary
for interpreting the many physical properties present in any system, including the spectral,
mechanical, and thermodynamic domains.

For example, the single-particle Green’s function is crucial in examining the spectral
function, which can supply information about photoemission spectroscopy. It encompasses
the excitation spectrum of individual particles within a system. It provides insight into
phenomena such as renormalization and its impact on attributes such as the effective
mass of electrons. A thorough understanding of the single-particle Green’s function is
vital in accurately predicting single-particle observables in a system, including aspects
such as density, spin, and more.

Additionally, the importance of two-particle Green’s functions must be considered.
They play a crucial role in determining the linear response of the system to external
disturbances caused by electric and magnetic fields or even pressure changes. A detailed
understanding of two-particle Green’s functions allows us to predict the system’s response
to these subtle external stimuli.

In summary, one- and two-particle Green’s functions are essential in understanding
and predicting many physical properties within a system. Their research is academically
relevant for physical experiments and observations. This Chapter will provide readers
with essential theoretical tools, including one-particle and two-particle perturbation
theories, and provide a theoretical foundation for the following Chapters 4 and 5. These
tools will enable a more profound analysis of interplay correlated phenomena with spin
interactions, especially in the context of proximity effects in multilayer graphene systems.
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3.2. Single-particle Green’s function
Let us delve into many-body perturbation theory by examining Green’s functions, charac-
teristics, and practical uses. All discussions in this section are based on various resources
and textbooks[142, 143, 144, 145]. Robert Eder’s talk "Green’s functions and self-energy
functionals" [146] has substantially influenced this section.

We will consider a model of interacting electrons in a complete set of single electron
states ϕa, where a represents the full single-particle quantum numbers such as unit cell,
orbital number, and z-component of spin. By introducing creation ĉ†

ā and annihilation
ĉa operators for electron states ϕa, we can rewrite the Hamiltonian of the interacting
electron system.

Ĥ = Ĥkin + Ĥint (3.1)

where
Ĥkin =

∑
ab̄

tābĉ
†
āĉb̄ (3.2)

and
Ĥint = 1

2
∑
āb̄cd

Vāb̄cdĉ
†
āĉ

†
b̄
ĉcĉd (3.3)

The matrix elements in this Hamiltonian were discussed in Chapter 1 and defined as

tāb =
∫
dxϕ∗

ā(x)
[
−∇2

2 + V (x)
]
ϕb(x) (3.4)

and
Vāb̄cd =

∫
dx

∫
dx′ϕ∗

ā(r)ϕd(r)V (r − r′)ϕ∗
b̄
(r′)ϕc(r′) (3.5)

The thermal average of any operator Ô defined as

⟨Ô⟩ = 1
Z

Tr
(
e−β(Ĥ−µN̂)Ô

)
(3.6)

where β = 1/kBT is inverse temperature, µ is a chemical potential and N̂ is the operator
for the number of electrons. The grand partition function is defined as

Z = Tr
(
e−β(Ĥ−µN̂)

)
(3.7)

We continue our discussion by introducing Green’s functions [143, 142, 145], which are
used to model hypothetical scenarios where a system is initially in thermal equilibrium.
At a specified time t, an operator called Â intervenes in the system by creating or
destroying an electron, inverting a spin, or performing a similar operation. After some
time, the modification is canceled using another operator, B̂, which is often the complex
conjugate of Â. We then calculate the overlap with the state if the system had evolved
unperturbed. Green’s function essentially characterizes how the disturbance created by
Â moves from time t to t′ before B̂ is eliminated.
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3.2. Single-particle Green’s function

To better understand this concept, we discuss Green’s functions in imaginary time (τ =
it) [147, 143, 142, 145]. Specifically, we will focus on the single-particle Green’s function,
where the disturbance involves either the removal or addition of a particle represented by
Â = ĉa and B̂ = ĉ†

b̄
, or the inverse. The Heisenberg operator in imaginary time (τ = it)

for any given operator Ô is defined as Ô(τ) = eτK̂Ôe−τK̂ , where K̂ = Ĥ − µN̂ . The
Green’s function in imaginary time is defined similarly.

Gab̄(τa, τb̄) = − ⟨T [ĉa(τa)ĉ†
b̄
(τb̄)]⟩

= − Θ(τa − τb̄)⟨ĉa(τa)ĉ†
b̄
(τb̄)⟩ + Θ(τb̄ − τa)⟨ĉ†

b̄
(τb̄)ĉa(τa)⟩ (3.8)

= 1
Z

(
− Θ(τa − τb̄)

∑
ij

e−βKie(τa−τb̄)(Ki−Kj)⟨i|ĉa|j⟩⟨j|ĉ†
b̄
|i⟩ (3.9)

+ Θ(τb̄ − τa)
∑
ij

e−βKie(τa−τb̄)(Kj−Ki)⟨i|ĉ†
b̄
|j⟩⟨j|ĉa|i⟩

)

In this equation, T represents the time ordering operator [142, 143, 145], which
rearranges the Heisenberg operators to ensure they decrease the time from left to right
and multiplies by −1 for each exchange of two fermionic operators. The symbols |i⟩ and
|j⟩ refer to the exact eigenstates (please do not confuse with single-particle states) of the
many-body Hamiltonian Ĥ with corresponding eigenvalues Ei and number of electrons
Ni, which yield Ki = Ei − µNi. From Eq. (3.9), we can observe that Gab̄(τa, τb̄) solely
depends on τ − τb̄, hence Gab̄(τa, τb̄) = Gab̄(τa − τb̄), and we can simplify further by
assuming τb̄ = 0. So, we will obtain the following form of the Green’s function:

Gab̄(τ) = 1
Z

(
− Θ(τ)

∑
ij

e−(β−τ)Kie−τKj ⟨i|ĉa|j⟩⟨j|ĉ†
b̄
|i⟩ (3.10)

+ Θ(−τ)
∑
ij

e−(β+τ)KieτKj ⟨i|ĉ†
b̄
|j⟩⟨j|ĉa|i⟩

)

The τ dependence for both terms in Eq. (3.10) is e−(β−|τ |)Ki and e−|τ |Kj . The infinite
sum over all eigengenstate |i⟩ and |j⟩ will converge only if

β − |τ | > 0 (3.11)
So, it is easy to see, that Green’s function G(τ) is well-defined only for τ ∈ [−β,+β] [148].
Therefore, we can express it as a Fourier series with frequencies nπ/β, and it is evident
from Eq. (3.10) that G(τ + β) = −G(τ). Hence, only odd n values contribute to the
Fourier series, and we can define the Fourier expansion of Green’s function G(τ).

Gab̄(τ) = 1
β

∞∑
n=−∞

e−iνnτGab̄(iνn), (3.12)

Gab̄(iνn) =
∫ β

0
dτeiνnτGab̄(τ), (3.13)
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3. Many-body pertrubation theory

where νn = (2n + 1)π/β are fermionic Matsubara frequencies [147]. Using Fourier
expansion, we can rewrite Gab̄(τ) as

Gab̄(iνn) = 1
Z

∑
ij

e−βKi + e−βKj

iνn − (Kj −Ki)
⟨i|ĉa|j⟩⟨j|ĉ†

b̄
|j⟩ (3.14)

This so-called Lehmann representation of the Green’s function [143, 142, 145] is useful
for practical computation using the exact diagonalization technique [149].

Defining the real-time Heisenberg operator Ô(t) = eitKÔe−itK , we can now write
retarded real-time Green’s function

GR
ab̄

(t− t′) = −iΘ(t− t′)
(
⟨ĉa(t)ĉ†

b̄
(t′)⟩ + ⟨ĉ†

b̄
(t′)ĉa(t)⟩

)
(3.15)

= −iΘ(t− t′) 1
Z

(∑
ij

e−βKie(t−t′)(Ki−Kj)⟨i|ĉa|j⟩⟨j|ĉ†
b̄
|i⟩ (3.16)

−
∑
ij

e−βKie(t−t′)(Kj−Ki)⟨i|ĉ†
b̄
|j⟩⟨j|ĉa|i⟩

)
(3.17)

and using the formula

−iΘ(t− t′)e−iEt = lim
η→0

1
2π

∫ ∞

−∞
dω

e−iωt

ω − E + iη
(3.18)

we can define retarded Green’s function for real frequencies

GR
ab̄

(ω) = 1
Z

lim
η→0

∑
ij

e−βKi + e−βKj

ω + iη − (Kj −Ki)
⟨i|ĉa|j⟩⟨j|ĉ†

b̄
|i⟩ (3.19)

It is easy to notice that we can obtain Eq. (3.19) from (3.14) by replacing iνn → ω + iη.
So, there is only one function Gab̄(z) of the complex variable z, which gives Gab̄(iνn)
when it is evaluated for the Matsubara frequencies and GR

ab̄
(ω) when it evaluated on a

line infinitesimally above the real axis.
Introducing the imaginary-time Green’s function is to provide a function that can be

computed with a powerful decomposition method on Feynman diagrams [150, 143, 142].
Although the real-time Green’s functions are interesting because they contain valuable
information about the system’s photoemission and inverse photoemission spectrum,
they are often difficult to evaluate using Feynman diagrams [143, 142]. The standard
approach is to approximate G(iνn) by expanding it in Feynman diagrams and only
get the real-time Green’s functions. The real-time Green’s function can be obtained
by analytic continuation of the Green’s function represented in Matsubara frequencies
G(iνn) to the real frequency axis, thereby obtaining the Green’s functions G(ω) for real
frequencies. Many methods exist for a given analytic continuation procedure, such as the
Padé approximation [151] and maximum entropy method [152].
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3.2. Single-particle Green’s function

To complete this section, we derive the Green’s function of a system of electrons
without interaction with Hamiltonian Ĥ0 = ∑

ab̄ tābĉ
†
āĉb̄ at zero temperature β → ∞.

The Green’s function G(z) will have the following form:

Gab̄(z) =
∑

i

 ⟨0|ĉa|i⟩⟨i|ĉ†
b̄
|0⟩

z − (Ki −K0) +
⟨0|ĉ†

b̄
|i⟩⟨i|ĉa|0⟩

z + (Ki −K0)

 (3.20)

where |0⟩ is a many-body ground state. By diagonalizing the Hamiltonian

Ĥ0 =
∑
ab̄

tābĉ
†
āĉb =

∑
s

εsĉ
†
s̄ĉs (3.21)

we will obtain∑
ab̄

(ϕs)∗
ā tābϕ

s
b = εs with ĉ†

s̄ =
∑

a

ϕs
āĉ

†
ā and ĉs =

∑
a

(ϕs
a)∗ ĉa (3.22)

The many-body ground state |0⟩ can be represented as

|0⟩ =
∑

εs<µ

ĉ†
s̄|vac⟩ =

∑
εs<µ

|s⟩, (3.23)

where |s⟩ are single-particle states. Therefore, with identity ∑i |i⟩⟨i| = 1, we can calculate

⟨0|ĉ†
b̄
|i⟩⟨i|ĉa|0⟩ = ⟨0|ĉ†

b̄
ĉa|0⟩ = ρab̄

⟨0|ĉa|i⟩⟨i|ĉ†
b̄
|0⟩ = ⟨0|ĉaĉ

†
b̄
|0⟩ = 1 − ρab̄ (3.24)

where ρab̄ is density matrix of the ground state. For the single-particle case, the density
matrix will look like

ρab̄ =
∑

εs<µ

ϕs
a(ϕs

b̄
)∗ and 1 − ρab̄ =

∑
εs>µ

ϕs
a(ϕs

b̄
)∗ (3.25)

There is no interaction in this Hamiltonian. Based on Eq.(3.20), we can conclude that
the difference between Ki and K0 should be equal to εs − µ for the first component, and
Ki −K0 should be equal to −εs + µ for the second component. It is because the only
difference between |i⟩ and |0⟩ is one electron, which gives a non-zero component. Finally,
we arrive at the following result:

Gab̄(z) =
∑

εs<µ

ϕs
a(ϕs

b̄
)∗

z − (εs − µ) +
∑

εs>µ

ϕs
a(ϕs

b̄
)∗

z − (εs − µ)

=
∑

s

ϕs
a(ϕs

b̄
)∗

z − (εs − µ) (3.26)

which can be represented as an inverse operator to the bilinear form of the Hamiltonian
Ĥ0 = Ĥkin − µN̂
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3. Many-body pertrubation theory

G(z) = 1
z − Ĥ0

=
∑

s

|s⟩⟨s|
z − εs + µ

(3.27)

This form of Green’s function G(z) is quite common and is used in many theories and
approximations. Also, this notation allows one to extract the effective single-particle
frequency-dependent Hamiltonian Ĥ(z) by inverting the Green’s function obtained from a
many-particle calculation, which, for example, is very useful when calculating topological
numbers.

In conclusion, we demonstrate that when there is no many-particle interaction, any
operator that commutes with the Hamiltonian

[
Û , Ĥ0

]
= 0 will also commute with the

single-particle Green’s function
[
Û ,G(z)

]
= 0. So we can present the following:

Ĥ0 =
∑

s

(εs − µ) |s⟩⟨s|. (3.28)

So we can write [
Û , Ĥ0

]
=
∑

s

(εs − µ)
(
Û |s⟩⟨s| − |s⟩⟨s|Û

)
= 0 (3.29)

A non-trivial solution for this equation will yields

Û |s⟩⟨s| − |s⟩⟨s|Û = 0 (3.30)

Using this condition, we can prove that

[
Û ,G(z)

]
=
∑

s

Û |s⟩⟨s| − |s⟩⟨s|Û
z − εs + µ

= 0 (3.31)

For a system without interaction, the single-particle Green’s function preserves all the
symmetries inherent in the Hamiltonian of the system.

3.2.1. Dyson equation

The Dyson equation has vast applications in many-body quantum physics. It relates the
"full" Green’s function, which considers the effects of the interaction of particles, with
the non-interacting Green’s function. Although the equation is conceptually simple, its
applications have far-reaching implications and contribute to a better understanding
of interacting systems. The equation was developed to explain how particles such as
electrons behave under the influence of the collective effects of many other particles.
Instead of giving exact solutions for these complex systems, the Dyson equation allows
iterative approximation of the system’s behavior, taking into account interaction effects
step by step.

To derive the Dyson equation, suppose we have a system that can be described by the
single-particle Hamiltonian Ĥ0. We will add a single-particle perturbation through the
external potential V̂ . The Lippmann-Schwinger equation gives us the relation between
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3.2. Single-particle Green’s function

the unperturbed state |ϕ0⟩ with energy ω and the eigenstate |ϕ⟩ of the full Hamiltonian
Ĥ = Ĥ0 + V̂ as

|ϕ⟩ =
(
1 −G0V̂

)−1
|ϕ0⟩ (3.32)

where
G0 =

(
ω + iη − Ĥ0

)−1

|η→0+
(3.33)

It should be noted that the Green’s function G0 depends only on Ĥ0. Hence, we can
continue the discussion and show that the equation (3.32) is equivalent to |ϕ⟩ = GG−1

0 |ϕ0⟩,
where G = (1 − G0V̂ )−1G0 is the "full" Green’s function, which expresses the Dyson
equation:

G = G0 +G0V̂ G (3.34)
In general terms a = {a, τa}, where a is full single-particle quantum numbers and τa -

imaginary time, the Dyson equation can be written as

Gab̄ = G0
ab̄

+
∑
c̄d

G0
ac̄V̂c̄dGdb̄ (3.35)

where all repeated indexes are integrated. Green’s functions G and G0 can be completely
non-local in space, spin, and time. Similar criteria can be applied to an external potential
perturbation V̂ . The Dyson equation is the sum of a geometric progression, where the
zero element is the Green’s function of the unperturbed system G0, and the denominator
of the progression is G0V̂ . Despite its simplicity, the Dyson equation is the most common
in quantum many-body physics due to the introduction of the self-energy concept, which
we will consider in the next section.

3.2.2. Self-energy
To continue our discussion, we introduce the concept of the self-energy component. To
do this, we return to the definition of the Heisenberg evolution of the operator Ô(τ) in
the imaginary time τ . We can write the equation of motion for a given operator as

−∂τ Ô(τ) =
[
Ô(τ), Ĥ

]
(3.36)

and Ĥ the fully many-body Hamiltonian, represented in general terms as

Ĥ =
∑
āb

tābĉ
†
āĉb̄︸ ︷︷ ︸

Ĥkin

+ 1
2
∑
āb̄cd

Vāb̄cdĉ
†
āĉ

†
b̄
ĉcĉd︸ ︷︷ ︸

Ĥint

(3.37)

And by employing relation [Â, B̂Ĉ] = B̂[Â, Ĉ] + [Â, B̂]Ĉ and ĉ†
āĉa + ĉaĉ

†
ā = 0 we can

write that Heisenberg equation of motion for the single-particle Green’s function as

−∂τGab̄(τ) = δ(τ) +
∑

c

tācGcb̄(τ) + Fāb̄(τ) (3.38)
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The last term F on the right-hand side of Eq. (3.38) carries information about
many-body interaction in the system and has the following form

Fāb̄(τ) = −
∑
c̄de

Vāc̄de⟨T [(ĉ†
c̄ĉdĉe)(τ)ĉ†

b̄
(0)]⟩. (3.39)

So, now we can define self-energy Σāc(τ) using equation

Fāb̄(τ) =
∫ β

0
dτ ′Σāc(τ − τ ′)Gcb̄(τ

′) (3.40)

. And, by performing Fourier transform, we can solve the equation (3.38) as

(−∂τ − tāc)Gcb̄(τ) −
∫ β

0
dτ ′Σāc(τ − τ ′)Gcb̄(τ

′) = δ(τ) (3.41)

(iωv − tāc − Σāc(iωv))Gcb̄(τ) = 1 (3.42)

Moreover, as a result, we can restore the famous Dyson equation:

Gab̄(iωv) = G0
ab̄

(iωv) +G0
ac̄(iωv)Σc̄d(iωv)Gdb̄(iωv) (3.43)

where G0
ab̄

correspond to a solution of Eq.(3.42) in a non-interacting case Σ = 0:

(iωv − tāc)G0
cb̄

(τ) = 1 (3.44)

So, we define the self-energy component as a bilinear correction Σāb to tāb that accurately
describes the influence of many-electron interactions on the single-particle Green’s func-
tion. Exact calculation of the (3.39) is often impossible; therefore, self-energy component
approximation techniques are prevalent. One such technique is the Hartree-Fock ap-
proximation. Using Wick’s theorem, described in details in Appendix A with neglecting
two-particle correlations (Ĥint ≈ 0 in Eq.(3.37)), we can decompose

⟨T [(ĉ†
c̄ĉdĉe)(τ)ĉ†

b̄
(0)]⟩ =⟨T [ĉ†

c̄(τ)ĉe(τ)]⟩⟨T [ĉ†
b̄
(0)ĉd(τ)]⟩ − ⟨T [ĉ†

c̄(τ)ĉd(τ)]⟩⟨T [ĉ†
b̄
(0)ĉe(τ)]⟩

=ρec̄Gdb̄(τ) − ρdc̄Geb̄(τ) (3.45)

and get the following expression

Fāb̄(τ) = −
∑
c̄de

Vāc̄de⟨T [(ĉ†
c̄ĉdĉe)(τ)ĉ†

b̄
(0)]⟩

=
∑
c̄de

(Vāc̄ed − Vāc̄de) ρec̄Gdb̄(τ) (3.46)

So, we can obtain the equations for the self-energy component in the Hartree-Fock
approximation as

ΣHF
āb =

∑
c̄d

( Vāc̄db︸ ︷︷ ︸
Hartree

−Vāc̄bd︸ ︷︷ ︸
Fock

)ρdc̄ (3.47)
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3.2. Single-particle Green’s function

We can use the Hartree-Fock approximation under the conditions of applicability of
the Wick theorem (See Appendix A), that is, under the conditions of the absence of
two-particle correlations in the system, which corresponds to the original derivation
of the Hartree-Fock method for a many-particle function in the form of the Slater
determinant [153].

3.2.3. Quartic symmetrized interaction tensor
In further Chapters and sections, to simplify the story, we will use the quartic symmetrized
interaction tensor, which can be obtained from the interaction tensor V , defined through
the interaction Hamiltonian as

Ĥint = 1
2
∑
āb̄cd

Vāb̄cdĉ
†
āĉ

†
b̄
ĉcĉd (3.48)

Now, we carry out symmetrization over all pair-wise fermionic permutations as

Vāb̄cd = 1
2 (Vāb̄cd − Vb̄ācd) (3.49)

Vāb̄cd = 1
2 (Vāb̄cd − Vāb̄dc) (3.50)

and as a second step, we perform reindexing as

Vāb̄cd ⇒ Vcādb̄. (3.51)

Therefore, the Hamiltonian (3.48) can be rewritten as

Ĥint = 1
2
∑
āb̄cd

Vcādb̄ĉ
†
āĉ

†
b̄
ĉcĉd (3.52)

For further future derivations simplification, we will multiply the tensor V by 2, so

Ĥint = 1
2
∑
āb̄cd

Vcādb̄ĉ
†
āĉ

†
b̄
ĉcĉd ⇒ 1

4
∑
āb̄cd

Vcādb̄ĉ
†
āĉ

†
b̄
ĉcĉd (3.53)

One example of the resulting simplification is the formula for Hartree-Fock self-energy
from Eq. (3.47):

ΣHF
b̄a

=
∑
cd̄

Vab̄cd̄ρcd̄ (3.54)

When further mentioning interaction tensor V , we will mean quartic symmetrized
interaction tensor.

3.2.4. Single-particle Green’s function perturbation theory
When dealing with non-interacting systems, calculating the single-particle Green’s func-
tion is simple. However, adding interactions to the system makes the process more
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3. Many-body pertrubation theory

cb̄

a d̄

Vab̄cd̄ Gcd̄

Figure 3.1: First-order Feynman diagram for the single-particle Green’s function.

complex, and direct numerical solutions become impossible due to the exponential growth
of the Hilbert space with the number of degrees of freedom. To overcome this problem,
perturbation theory is commonly used, starting from the non-interaction limit and using
the relation between interaction and kinetic parts of the Hamiltonian as the perturbation
parameter.

The use of Feynman diagrams is to represent perturbations and the complexity of inter-
action problems visually. These diagrams are translated into mathematical expressions
through specific rules to obtain all terms of the perturbation series. The Green’s function,
which includes interaction effects, can be represented as a perturbation series [143, 154].
The Feynman diagram technique is a systematic way of building all terms in a given series
order. First and second-order Feynman diagrams are depicted in Fig.3.1 and Fig.3.2,
respectively. However, constructing an infinite sum of Feynman diagrams is impossible,
so the series must be truncated in a particular order.

Upon examining the diagrams of second order (Fig. 3.2), we notice that some are
repeats of first-order diagrams connected with a non-interacting Green’s function. These
are called single-particle reducible diagrams. They can be split into two diagrams by
cutting one non-interacting Green’s function Gfē (Fig. 3.2 (a)). In contrast, diagrams
that cannot be split by cutting one Green’s function are called single-particle irreducible
(Fig. 3.2 (b)), including first- and second-order diagrams. To create all Feynman diagrams
systematically, we start with single-particle irreducible ones and remove the incoming and
outgoing Green’s functions from these diagrams. We refer to the sum of these irreducible
diagrams as the self-energy Σb̄a, shown diagrammatically in Fig.3.3, representing the
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3.2. Single-particle Green’s function
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3. Many-body pertrubation theory
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3.2. Single-particle Green’s function

Σc̄d

Σc̄d

Gab̄

G0,ab̄

G0,ab̄

Gab̄ G0,ac̄ Gdb̄

G0,cb̄G0,ac̄

+ +

+

Σc̄d Σēf

G0,dēG0,ac̄ G0, f b̄

+ + . . .

=

=

(b)

(a)

Figure 3.4: Dyson equation in two different representations. (a) is an infinite ladder,
while the (b) is a sum of geometric progression.
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3. Many-body pertrubation theory

following equation

Σb̄a =
∑

i

Σi (3.55)

Σ(1)
b̄a

=
∑
cd̄

Vab̄cd̄Gcd̄ (3.56)

Σ(2)
b̄a

=
∑

cd̄f ḡhē

Vfb̄cḡGhḡGfēVaēhd̄Gcd̄ (3.57)

All possible perturbations for the single-particle Green’s function can be reconstructed
using self-energy and the famous Dyson equation, diagrammatically shown in Fig.3.4.
Since the Dyson equation represents an infinite ladder, geometric progression sum with
scale factor G0Σ, all reducible diagrams will be restored by multiplying the non-interacting
single-particle Green’s function with self-energy.

3.3. Two-particle Green’s function
Before we continue our discussion, it must be mentioned that Georg Rohringer’s works [155,
156, 157] has substantially influenced this section. We continue our story by defining the
two-particle Green’s function’s most general form [143, 156, 97, 157]:

Gābc̄d(τā, τb, τc̄, τd) =
〈
T
[
ĉ†

ā(τa)ĉb(τb)ĉ†
c̄(τc)ĉd(τd)

]〉
(3.58)

Assuming the time ordering τa > τb > τc > τd, we can rewrite the two-particle Green’s
function as

Gābc̄d(τā, τb, τc̄, τd) = 1
Z

∑
i

e−(β+τd−τa)Ki⟨i|ĉ†
ae

(τb−τa)K̂ ĉbe
(τc−τb)K̂ ĉ†

ce
(τd−τc)K̂ ĉd|i⟩ (3.59)

So, we can state that the infinity sum over states |i⟩ of equation (3.59) will converge
only in case of

β + τd − τā > 0 (3.60)
Taking into account that the two-particle Green’s function has τd as the smallest

imaginary time and τā as the largest, we can obtain

τd + β > τā > τb > τc̄ > τd (3.61)

So, each time argument must be within β. We can further simplify the two-particle
Green’s functions by exploiting the cyclic property of the trace. If we assume that τā is
the largest and τd is the smallest argument of imaginary time, then using

Gābc̄d(τā, τb, τc̄, τd) =Tr
[
e−βK̂eτāK̂ ĉ†

ae
−τāK̂ ĉb(τb)ĉ†

c(τc̄)eτdK̂ ĉde
−τdK̂

]
=Tr

[
e−βK̂ ĉb(τb)ĉ†

c(τc̄)eτdK̂ ĉde
−τdK̂e(τā−β)K̂ ĉ†

ae
−(τā−β)K̂

]
=Tr

[
e−βK̂e(τd+β)K̂ ĉde

−(τd+β)K̂eτāK̂ ĉ†
ae

−τaK̂ ĉb(τb)ĉ†
c(τc̄)

]
(3.62)
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3.3. Two-particle Green’s function

we can write the Kubo-Martin-Schwinger boundary conditions [158, 159]:

Gābc̄d(τā, τb, τc̄, τd) = −Gābc̄d(τa − β, τb, τc, τd) (3.63)
Gābc̄d(τā, τb, τc̄, τd) = −Gābc̄d(τā, τb, τc̄, τd + β) (3.64)

Please be aware that these relationships only apply when τa is the largest time argument,
and τd is the smallest time argument. If this is not the case, transforming τā into τā − β
or τd into τd + β will result in a set of imaginary times that do not meet the necessary
condition (3.61). As a result, these times will not be within the domain of definition for
the two-particle Green’s function.

According to Eqs. (3.64), all time imaginary arguments can be limited to the range
of [0, β]. We can use Eq. (3.64) repeatedly for the largest or smallest time argument
to compute the value of the two-particle Green’s function for all other combinations of
time arguments. Finally, we can represent the two-particle Green’s function as a Fourier
expansion thanks to the antiperiodicity condition in Eq. (3.64):

Gābc̄d(τā, τb, τc̄, τd) = 1
β4

∑
a,b,c,d

ei(νāτā−νbτb+νc̄τc̄−νdτd)Gābc̄d(νā, νb, νc̄, νd) (3.65)

Gābc̄d(νā, νb, νc̄, νd) =
∫ β

0
dτā

∫ β

0
dτb

∫ β

0
dτc̄

∫ β

0
dτd

e−i(νāτā−νbτb+νc̄τc̄−νdτd)Gābc̄d(τā, τb, τc̄, τd) (3.66)

where ωi are odd (fermionic) Matsubara frequencies.

3.3.1. Symmetry properties of the two-particle Green’s function
We continue our discussion with the overall approach to analyzing the symmetry properties
of the two-particle Green’s functions. Specifically, we will look at a transformation
represented by an invertible operator called Û . This operator will change how the
creation and annihilation operators behave.

ĉ†′

ī
= Û−1ĉ†

ī
Û and ĉ

′
i = Û−1ĉiÛ (3.67)

We can define Green’s function as transformed, expressed using the transformed
fermionic operators.

G
′
ābc̄d(τā, τb, τc̄, τd) =

〈
T
[
ĉ†′

ā (τā)ĉ′
b(τb)ĉ†′

c̄ (τc̄)ĉ
′
d(τd)

]〉
(3.68)

The Green’s function that has transformed can be expressed in the following manner:

G
′
ābc̄d(τā, τb, τc̄, τd) =

〈
T
[
ĉ†′

ā (τā)eτbK̂Û−1ĉb Ûe
−τbK̂eτc̄K̂Û−1︸ ︷︷ ︸

e(τc̄−τb)K̂′

ĉ†
c̄Ûe

−τcK̂ ĉ
′
d(τd)

]〉
(3.69)

The matrix element can be interpreted differently according to the associative law.

63



3. Many-body pertrubation theory

G
′
ābc̄d(τā, τb, τc̄, τd) =

〈
T
[
eτāK̂Û−1ĉ†

āe
(τb−τā)K̂′

ĉbe
(τc̄−τb)K̂′

ĉ†
c̄e

(τd−τc̄)K̂′
ĉdÛe

−τc̄K̂
]〉

(3.70)

where K̂ ′ is defined as:
K̂ ′ = ÛK̂Û−1 (3.71)

Assuming time ordering with τa > τb > τc > τd and considering the cyclic property of
the trace, we can express it as follows:

G
′
ābc̄d(τā, τb, τc̄, τd) = Tr

[
e−βK̂eτāK̂Û−1ĉ†

āe
(τb−τā)K̂′

ĉbe
(τc̄−τb)K̂′

ĉ†
c̄e

(τd−τc̄)K̂′
ĉdÛe

−τdK̂
]

= Tr
[
Ûe−τdK̂e−βK̂eτāK̂Û−1︸ ︷︷ ︸

e−τdK̂′
e−βK̂′ eτāK̂′

ĉ†
āe

(τb−τā)K̂′
ĉbe

(τc̄−τb)K̂′
ĉ†

c̄e
(τd−τc̄)K̂′

ĉd

]
= Tr

[
e−βK̂′

eτāK̂′
ĉ†

āe
(τb−τā)K̂′

ĉbe
(τc̄−τb)K̂′

ĉ†
c̄e

(τd−τc̄)K̂′
ĉde

−τdK̂′] (3.72)

We assume the system recognizes Û as a symmetry if it commutes with K̂. It means
that the transformed Hamiltonian is the same as the original one.[

Û , K̂
]

= 0 → K̂
′ = K̂ (3.73)

Hence, in this case, the modified Green’s function will match the initial one:

G
′
ābc̄d(τā, τb, τc̄, τd) =Tr

[
e−βK̂′

eτāK̂′
ĉ†

āe
(τb−τā)K̂′

ĉbe
(τc̄−τb)K̂′

ĉ†
c̄e

(τd−τc̄)K̂′
ĉde

−τdK̂′]
= Tr

[
e−βK̂eτāK̂ ĉ†

āe
(τb−τā)K̂ ĉbe

(τc̄−τb)K̂ ĉ†
c̄e

(τd−τc̄)K̂ ĉde
−τdK̂

]
=Gābc̄d(τā, τb, τc̄, τd) (3.74)

We can assert that the two-particle Green’s function is stable over the transformation
using the symmetry operator Û , which commutes with the Hamiltonian of the system.
In the following, we will discuss the symmetry properties of Green’s functions, which can
be formally derived using this equation as the basis.

One of the key properties of the two-particle Green’s function is time and space
translation symmetry. If Hamiltonian K̂ is time-independent, the two-particle Green’s
function does not explicitly depend on four imaginary-times τā, τb, τc̄ and τd, but only on
three τd − τā, τb − τd, and τd − τc̄. To prove it, we consider the time translation operator

T̂τ = e−τK̂ (3.75)

which commutes with any time-independent Hamiltonian. For the specific choice τ = −τd

we can transform the two-particle Green’s function using the time translation operator
T̂τ = e−τdK̂ and we obtain that

Gābc̄d(τā, τb, τc̄, τd) = Gābc̄d(τd − τā, τb − τd, τd − τc̄, 0) (3.76)
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3.3. Two-particle Green’s function

Together with Kubo-Martin-Schwinger boundary conditions, the time translation
invariance of the two-particle Green’s function leads to a further simplification:

G̃ābc̄d(νā, νb, νc̄, νd) =
∫ β

0
dτā

∫ β

0
dτb

∫ β

0
dτc̄

∫ β

0
dτd

e−i(νāτā−νbτb+νc̄τc̄−νdτd)Gābc̄d(τd − τā, τb − τd, τd − τc̄, 0) (3.77)

To introduce new time variables τi, where i = a, b, c, we use the transformation
τi = τi + τd. The integral over τi needs to be performed within the interval [−τd, β − τd].
However, as the two-particle Green’s function is antiperiodic concerning τi with a period
of β, integrating this function over any interval with a length of β is equivalent to
integrating it from 0 to β. Finally, we can integrate the remaining time variable τd, which
only appears in the phase factor e−i(νāτā−νbτb+νc̄τc̄−νdτd), to obtain the energy conservation
relation: ∫ β

0
dτde

−i(νāτā−νbτb+νc̄τc̄−νdτd) = βδ(νā − νb + νc̄ − νd) (3.78)

As a result, we obtain that:

G̃ābc̄d(νā, νb, νc̄, νd) =βδ(νā − νb + νc̄ − νd)
∫ β

0
dτā

∫ β

0
dτb

∫ β

0
dτc̄

e−i(νāτā−νbτb+νc̄τc̄)Gābc̄d(τā, τb, τc̄, τd)
=βδ(νā − νb + νc̄ − νd)Gābc̄d(νā, νb, νc̄) (3.79)

The preceding discussion reveals that analyzing the two-particle Green’s function in
Fourier space is only necessary, which relies on three frequencies instead of four. It is
because of the system’s time-translational invariance, which results in energy conservation.

We will also consider translational symmetry, which implies that the system remains
invariant when shifted by the lattice vector R. We denote the operator associated with
this shift as Û = T̂R. Similar to our previous discussion of time translation symmetry,
where we chose R = Rd, we can easily derive a relation similar to the equation (3.76),
but this time taking into account lattice vectors Ri instead of time intervals τi.

Gābc̄d(Rā,Rb,Rc̄,Rd) = Gābc̄d(Rā − Rd,Rb − Rd,Rc̄ − Rd,R0) (3.80)

where R0 represent the origin of the coordinate system. Performing the Fourier transform
with respect to the Ri we obtain:

G̃ābc̄d(kā,kb,kc̄,kd) =
∑

Rā,Rb,Rc̄,Rd

ei(kāRā+kbRb+kc̄Rc̄+kdRd)Gābc̄d(Rā,Rb,Rc̄,Rd)

=(2π)d

V
δ(kā − kb + kc̄ − kd)Gābc̄d(kā,kb,kc̄). (3.81)
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The symbol k0 refers to zero momentum, V represents the volume of the unit cell, and d
is the system’s dimensionality. Therefore, examining the two-particle Green’s function
is only required to study a system with translation symmetry, which depends on three
momentums ki instead of four.

3.3.2. SU(2) spin symmetry
A system exhibits SU(2) spin symmetry when its Hamiltonian commutes with each
generator of this group, particularly with the spin operators in all three spatial dimensions.

[K̂, ŝi] = 0 i = x, y, z (3.82)

where ŝi are spin operators, which reads:

ŝi = 1
2
∑
s̄s

ĉ†
s̄s

i
s̄sĉs (3.83)

with sum over j - lattice sites and si
s̄s denotes Pauli matrices

sx =
(

0 1
1 0

)
, sy =

(
0 −i
i 0

)
, sz =

(
1 0
0 −1

)
(3.84)

A consequence of the SU(2) spin symmetry is spin conservation of the n-particle Green’s
function, specifically for the z-component of the spin. It can be expressed as:

sā + sc̄︸ ︷︷ ︸
sz of the outgoing particles

= sc + sd︸ ︷︷ ︸
sz of the ingoing particles

(3.85)

For incoming particles, their total spin in the z-direction must match that of the
outgoing particles. This statement can be proven by dividing the Hilbert space into
orthogonal subspaces based on corresponding eigenvalues of the hermitian operator ŝz.
The two-particle Green’s function can then be represented accordingly.

Gsāsbsc̄sd
(τā, τb, τc̄, τd) = 1

Z

∑
i

∑
sz

e−βKi,sz ⟨i, sz|ĉ†
sā

(τā)ĉsb
(τb)ĉ†

sc̄
(τc̄)ĉsd

(τd)|i, sz⟩ (3.86)

assuming time-ordering τā > τb > τc̄ > τd. Since the operators ŝi commute with the
Hamiltonian, we can state that for any operator of the form eγK̂ :

eγK̂ |i, sz⟩ = |i, sz⟩ (3.87)

Commutation relations between the creation and annihilation operators, respectively,
and ŝz read:

[ŝz, ĉ
†
s] = sĉ†

s [ŝz, ĉs] = −sĉs, (3.88)

where s = ±1
2 corresponds to spin-up and spin-down states, respectively. So, it immedi-

ately follows that
ĉ†

s|i, sz⟩ = |j, sz + s⟩ ĉs|i, sz⟩ = |j, sz − s⟩ (3.89)
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3.3. Two-particle Green’s function

So, now, we can calculate

⟨i, sz|ĉ†
sā

(τā)ĉsb
(τb)ĉ†

sc̄
(τc̄)ĉsd

(τd)|i, sz⟩ =
= ⟨i, sz|j, sz + sā − sb + sc̄ − sd⟩ ∝ δ(sā − sb + sc̄ − sd) (3.90)

This equation represents the principle of spin conservation, provided that states with
different sz values are orthogonal. Spin conservation leads to a significant simplification
of the two-particle Green’s functions. Only six spin combinations remain under SU(2)
spin symmetry out of 24 = 16 combinations for a two-particle Green’s function.

sā = sb = sc̄ = sd, (sā = sb) ̸= (sc̄ = sd), (sā = sd) ̸= (sb = sc̄) (3.91)

Due to Eqs. (3.85) and (3.90), the two-particle Green’s functions vanish for all other
spin combinations.

3.3.3. Crossing symmetry
The Fermi-Dirac statistics and Pauli principle are demonstrated by crossing symmetry.
The "symmetry" designation is misleading since it is unrelated to Hamiltonian invariance.
It originates from the time-ordering of fermionic operators in equation (3.58). The order
of fermionic operators chosen to define the Green’s function does not play a role other
than the sign. The replacement of two creation or annihilation operators in equation
(3.58) does not change the two-particle Green’s function, except for an additional minus
sign:

Gābc̄d(τā, τb, τc̄, τd) = −Gācb̄d(τā, τc, τb̄, τd) (3.92)

Please keep in mind that the intersection numbers need to be either even or odd,
indicating the corresponding statements’ placement in the trace. Suppose the parity
of the intersection numbers varies. In that case, this leads to a series of creation and
annihilation operators that need to be covered in the definition of the two-particle Green’s
function mentioned in Eq. (3.58). As a result, such permutations are not appropriate for
demonstrating cross symmetry. It is worth noting that there is no cross relation for the
single-particle Green’s function. However, there is a specific relationship applicable to
the two-particle version:

Gābc̄d(τā, τb, τc̄, τd) = −Gc̄bād(τc̄, τb, τā, τd)
= −Gādc̄b(τā, τd, τc̄, τb)
=Gc̄dāb(τc̄, τd, τā, τb) (3.93)

Working with two-particle Green’s functions becomes more accessible by considering
crossing-symmetry, as it allows for significant simplifications.

3.3.4. Generalized susceptibiliy
Studying how systems respond to external perturbations is crucial in condensed matter
physics. One mathematical representation that captures this response is the generalized
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Figure 3.5: Diagrammatic representation of Eq.(3.96)

susceptibility. In this section, we explore its intricacies and implications. The generalized
susceptibility has the following form

χābc̄d(τā, τb, τc̄, τd) = G2
ābc̄d(τā, τb, τc̄, τd) −G1

bā(τb − τā)G1
dc̄(τd − τc̄) (3.94)

where G2 is the two-particle Green’s function and G1 is the single-particle Green’s function.
Using Wick’s theorem, we can express the generalized susceptibility in non-interacting
scenarios in terms of single-particle Green’s function as

χ0
ābc̄d(τā, τb, τc̄, τd) =G2

ābc̄d(τā, τb, τc̄, τd) −G1
bā(τb − τā)G1

dc̄(τd − τc̄)
=G1

bā(τb − τā)G1
dc̄(τd − τc̄) −G1

dā(τd − τā)G1
bc̄(τb − τc̄)

−G1
bā(τb − τā)G1

dc̄(τd − τc̄)
= −G1

dā(τd − τā)G1
bc̄(τb − τc̄) (3.95)

Therefore, we can write the (3.94) equation as

χābc̄d(τā, τb, τc̄, τd) = G2
ābc̄d(τā, τb, τc̄, τd) − χ0

ādc̄b(τā, τd, τc̄, τb), (3.96)

which diagrammatic representation is shown in Figure 3.5.
The system’s time translation invariance allows the expression of the generalized

susceptibility through three distinct time variables: τ1, τ2, and τ3. Hence, the generalized
susceptibility will have the form:

χābc̄d(τā, τb, τc̄, τd) = χābc̄d(τā − τd, τb − τd, τc̄ − τd, τd − τd) = χābc̄d(τ1, τ2, τ3) (3.97)

After the Fourier transformation, the generalized susceptibility will depend only on three
fermionic Matsubara frequencies due to energy conservation νd = νā − νb + νc̄. We
introduce two frequency notations to simplify the representation: particle-hole (particle-
hole) and particle-particle (particle-particle).

ph : νā = ν, νb = ω + ν, νc̄ = ω + ν ′, νd = ν ′ (3.98)
pp : νā = ν, νb = ω − ν, νc̄ = ω − ν ′, νd = ν ′ (3.99)

where ν = π
β (2n+1) and ν = π

β (2n′+1) are fermionic Matsubara frequencies and ω = π
β 2m

is a bosonic Matsubara frequency. Considering that the creation and annihilation
operators correspond to outgoing and incoming electrons and incoming and outgoing
holes, the frequency convention has a physical basis in both scenarios:
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3.3. Two-particle Green’s function

1. In the particle-hole case, an electron with energy ν + ω scatters off a hole with
energy −ν (minus sign due to particle-hole transformation), transferring energy ω.

2. In the particle-particle-case, two electrons with energies ν ′ and ω − ν ′ scatter,
transferring energy ω.

Therefore, based on the previously mentioned frequency conventions, we define the Fourier
transform of the three-time generalized susceptibility in two ways. For particle-hole-case:

χph
ābc̄d(ν, ν ′, ω) =

∫ β

0
dτ1

∫ β

0
dτ2

∫ β

0
dτ3χābc̄d(τ1, τ2, τ3)e−iντ1ei(ω+ν)τ2e−i(ω+ν′)τ3 (3.100)

and for particle-particle-case:

χpp
ābc̄d(ν, ν ′, ω) =

∫ β

0
dτ1

∫ β

0
dτ2

∫ β

0
dτ3χābc̄d(τ1, τ2, τ3)e−iντ1ei(ω−ν′)τ2e−i(ω−ν)τ3 (3.101)

Since the full two-particle Green’s function includes particle-hole and particle-particle
scattering, χph can be expressed in terms of χpp and vice versa. After performing a Fourier
transform, the corresponding susceptibilities χ0,ph and χ0,pp will have the following forms:

χ0,ph
ābc̄d(ν, ν ′, ω) = −βG1

dā(ν)G1
bc̄(ω + ν)δνν′ χ0,pp

ābc̄d(ν, ν ′, ω) = −βG1
dā(ν)G1

bc̄(ω − ν)δνν′

(3.102)
For systems with translational symmetry, to further simplify the representation of the

generalized susceptibility in momentum space, taking into account symmetry relations
(3.80) and (3.81), we also introduce momentum notations, by analogy with frequency
representation ω → q, ν → k and ν ′ → k′ for particle-hole (particle-hole) and particle-
particle (particle-particle) channels:

ph : kā = k, kb = q + k, kc̄ = q + k′, kd = k′ (3.103)
pp : kā = k, kb = q − k, kc̄ = q − k′, kd = k′ (3.104)

The momentum convention is physically motivated:

1. In the particle-hole-case, an electron with momentum k + q scatters off a hole
with momentum −k (minus sign due to particle-hole transformation), transferring
momentum q.

2. In the particle-particle-case, two electrons with energies k′ and q − k′ scatter,
transferring momentum k.

We define the Fourier transform of the generalized susceptibility (Eq.(3.80)) using the
momentum frequency conventions mentioned earlier, for particle-hole-case:

χph
ābc̄d(k,k′,q) =

∑
R1,R2,R3

χābc̄d(R1,R2,R3,R0)e−ikR1ei(q+k)R2e−i(q+k′)R3 (3.105)
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3. Many-body pertrubation theory

and for particle-particle-case:

χpp
ābc̄d(k,k′,q) =

∑
R1,R2,R3

χābc̄d(R1,R2,R3)e−ikR1ei(q−k′)R2e−i(q−k)R3 (3.106)

the corresponding susceptibilities χ0,ph and χ0,pp will have the following forms:

χ0,ph
ābc̄d(k,k′,q) = −G1

dā(k)G1
bc̄(q + k)δkk′ (3.107)

χ0,pp
ābc̄d(k,k′,q) = −G1

dā(k)G1
bc̄(q − k)δkk′ (3.108)

Furthermore, for further narration, in systems with translational symmetry, we will
use the following notation:

ν → (ν,k) ν ′ → (ν ′,k) ω → (ω,q) (3.109)

3.3.5. Physical susceptibility from generalized susceptibility

Finally, let us show that generalized susceptibility is incredibly convenient because we
can calculate any physical susceptibility observed experimentally from it. To prove this
statement, we introduce a generalized representation of the bilinear operators Â and B̂:

Â(τ) = eτK̂
∑
ab

(
Aābĉ

†
āĉb

)
e−τK̂ (3.110)

where K̂ = Ĥ − µN̂ , for a physical susceptibility in particle-hole-channel (according to
energy conservation convention):

χÂB̂(ω) =
∫ β

0
dτeiωτχÂB̂(τ)

=
∫ β

0
dτeiωτ

(
⟨Â(τ) − ⟨Â⟩⟩

) (
⟨B̂(0) − ⟨B̂⟩⟩

)
=
∫ β

0
dτeiωτ ⟨Â(τ)B̂(0)⟩ − βδ0ω⟨Â⟩⟨B̂⟩ (3.111)

Using the (3.110) definition, we can rewrite the physical susceptibility formula as

χÂB̂(ω) =
∑
ābc̄d

AābBc̄d

(∫ β

0
dτeiωτ ⟨(ĉ†

āĉb)(τ)(ĉ†
c̄ĉd)(0)⟩ − βδ0ω⟨ĉ†

āĉb⟩⟨ĉ†
c̄ĉd⟩

)

=
∑
ābc̄d

AābBc̄d
1
β2

∑
νν′

χph
ābc̄d(ν, ν ′, ω) (3.112)

Eq. (3.112) applies to any Hamiltonians, both with and without interaction, and is
instrumental in solving theoretical problems because physical susceptibility shows clear
signatures of phase transitions, such as magnetic or superconducting phase transitions.
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3.3. Two-particle Green’s function

χ0χ0= + +

ā d

G2

ā d

b c̄ b c̄

χ0

ā d

b c̄

F

ā df h̄

b c̄ē g

χ0 χ0

Figure 3.6: Diagrammatic representation of Eq.(3.116)

3.3.6. Full vertex function

From the previous section, we know that in the non-interacting limit, according to Wick’s
theorem, we can write two-particle Green’s function G2 as

G2
ābc̄d(τā, τb, τc̄, τd) = G1

bā(τb − τā)G1
dc̄(τd − τc̄) −G1

dā(τd − τā)G1
bc̄(τb − τc̄) (3.113)

However, in the presence of interaction, in Eq.(3.113) will be another term Gcorr, which
takes into account interaction corrections

G2
ābc̄d(τā, τb, τc̄, τd) =G1

bā(τb − τā)G1
dc̄(τd − τc̄) −G1

dā(τd − τā)G1
bc̄(τb − τc̄)

+Gcorr
ābc̄d(τā, τb, τc̄, τd) (3.114)

where

Gcorr
ābc̄d(τā, τb, τc̄, τd) =∑

fēgh̄

G1
fā(τf − τā)G1

bc̄(τb − τc̄)Ffēgh̄(τf , τē, τg, τh̄)G1
gc̄(τg − τc̄)G1

dh̄
(τd − τh̄) (3.115)

Here, we introduce the concept of the full vertex function F , which represents all
scattering processes between two quasi-particles. Using the full vertex function F and
the definition of the bare susceptibility χ0, we can rewrite the expression (3.114) as

G2
ābc̄d(τā, τb, τc̄, τd) = G1

bā(τb − τā)G1
dc̄(τd − τc̄) −G1

dā(τd − τā)G1
bc̄(τd − τc̄)

+
∑
fēgh̄

G1
fā(τf − τā)G1

bē(τb − τē)Ffēgh̄(τf , τē, τg, τh̄)G1
gc̄(τg − τc̄)G1

dh̄
(τd − τh̄)

=χ0
ādc̄b(τā, τd, τc̄, τb) + χ0

ābc̄d(τā, τb, τc̄, τd)
+
∑
fēgh̄

G1
fā(τf − τā)G1

bē(τb − τē)Ffēgh̄(τf , τē, τg, τh̄)G1
dh̄

(τd − τh̄)G1
gc̄(τg − τc̄)

=χ0
ādc̄b(τā, τd, τc̄, τb) + χ0

ābc̄d(τā, τb, τc̄, τd)
+
∑
fēgh̄

χ0
ābēf (τā, τb, τē, τf )Ffēgh̄(τf , τē, τg, τh̄)χ0

h̄gc̄d
(τh̄, τg, τc̄, τd) (3.116)
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χ

ā d

b c̄

χ0

ā d

b c̄

F

ā df h̄

b c̄ē g

χ0 χ0= +

Figure 3.7: Diagrammatic representation of Eq.(3.117)

Also, we can express the full generalized susceptibility as

χābc̄d(τā, τb, τc̄, τd) =χ0
ābc̄d(τā, τb, τc̄, τd)

+
∑
fēgh̄

χ0
ābēf (τā, τb, τē, τf )Ffēgh̄(τf , τē, τg, τh̄)χ0

h̄gc̄d
(τh̄, τg, τc̄, τd)

(3.117)

Despite the cumbersomeness of the (3.116) and (3.117) equations described above, they
look quite simple in diagrammatic representation. They are shown in the Figures 3.6
and 3.7 .

3.4. Parquet equation

Before diving into the parquet equation, we must introduce the concept of reducibility
for two-particle diagrams of the full vertex function F . The reducibility classification
is based on how the diagrams can be separated by cutting two internal single-particle
Green’s function lines. Irreducible diagrams cannot be separated this way and are similar
to irreducible self-energy diagrams on a single-particle level. On the other hand, reducible
diagrams can be split into two parts by cutting two internal single-particle Green’s
function lines. The reducibility always refers to a specific channel that determines how
two of the four outer legs can be separated from the other two. It is worth noting that
there are different ways to cut lines in a diagram.

In Figure 3.8, we have labeled the four legs of vertex functions as a, b̄, c, and d̄. Among
these, a and c represent outgoing particles, while b̄ and d̄ refer to incoming particles.
Based on this labeling, we can distinguish between three possibilities in Figure 3.8:

• (a) Diagrams in which (a, b̄) can be separated from (c, d̄) are referred to as
particle-hole longitudinal (particle-hole) reducible diagrams.

• (b) In diagrams where (a, c) can be separated from (b̄,d̄), we call them particle-
particle (particle-particle) reducible.

• (c) Finally, (a, d̄) from (b̄,c) are referred to as particle-hole transversal (p̄h) reducible
diagrams.
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(c)

a d̄

b̄ c

A

a d̄

b̄ c

A B

(b)a d̄

b̄ c

A B
B

(a)

Figure 3.8: Schematic representation of a generic (a) particle-hole longitudinal reducible
diagram (particle-hole), (b) particle-particle reducible diagram (particle-particle), and
(c) particle-hole transversal reducible diagram (p̄h), contributing to the full scattering
amplitude F . Figure reproduced from [155].
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3. Many-body pertrubation theory

Each diagram is fully irreducible or reducible in one channel only. For example,
Fig. 3.8(a) shows the diagram in the longitudinal particle-hole channel (particle-hole).
Subdiagrams A and B can be separated by cutting the Green’s function lines a and b̄. If
the diagram is reducible in the transverse particle-hole channel (p̄h), it can be divided
into two parts, one of which contains the outer legs a and d̄, and the other b̄ and c by
cutting two internal lines. However, it is impossible to divide subdiagrams A and B
into two parts by cutting only one inner line because it would lead to subdiagrams with
three outer branches, violating particle conservation. Hence, every diagram is either fully
irreducible or reducible in at most one channel. It means that the full vertex function
F can be decomposed into four parts: a completely two-particle irreducible (Λ) and a
two-particle reducible contribution (Φr) in three different channels:

F = Λ + Φph + Φp̄h + Φpp (3.118)

This equation is the two-particle analog of the classification of single-particle diagrams
as reducible and irreducible, defining self-energy.

3.4.1. Bethe-Salpeter equation

Although it is easy to calculate the full vertex function F from the generalized susceptibil-
ity χ using the (3.117) equation, to work with the parquet equation, additional relations
are needed between F and the reducible vertices Φr. It can be achieved by defining new
quantities Γr:

F = Φr + Γr r = pp, ph, p̄h (3.119)

Since F contains all diagrams and Φr contains all diagrams reducible in channel r, Γr

is the set of all irreducible diagrams in the respective channel. Moreover, since each
diagram is either fully irreducible or reducible in a given channel, we have that

Γr = Λ + Φi + Φj i, j ̸= r (3.120)

In this case, the diagram in Fig. 3.8(a) belongs to both Γp̄h and Γpp because it is reducible
in the longitudinal particle-hole (particle-hole) channel.

The Bethe-Salpeter equation [160, 143] allows to calculate the Γr vertices from F
through an integral equation:

F = Γr + Γrχ
0
rF Φr = Γrχ

0
rF (3.121)

As expressed in Equation (3.121), F encompasses both irreducible diagrams in channel
r (denoted as Γr) and reducible ones (denoted as Φr). The reducible diagrams can be
depicted using the irreducible diagrams and the complete set of diagrams, F . When these
components are linked with the bare susceptibility, it produces reducible diagrams for
channel r. It is worth noting that while any given reducible diagram can be divided into
two subdiagrams in multiple manners, the Bethe-Salpeter stipulation ensures that the left
subdiagram is always associated with the irreducible vertex Γr, ensuring a unique split.
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χ

ā d

b c̄

χ0

ā d

b c̄

Γ

ā df h̄

b c̄ē g

χ0 χ= +

Figure 3.9: Diagrammatic representation of Bethe-Salpeter equation (3.122).

Making one of the components irreducible eliminates the potential for double counting
any diagrams.

Finally, the Bethe-Salpeter equation (3.121) states another useful equation, which
connects susceptibility χr and irreducible diagrams Γr in channel r.

χr =χ0
r + χ0

rFχ
0
r

=χ0
r + χ0

r

[
Γr + Γrχ

0
rF
]
χ0

r

=χ0
r + χ0

rΓrχ
0
r + χ0

rΓrχ
0
rFχ

0
r

=χ0
r + χ0

rΓr

[
χ0

r + χ0
rFχ

0
r

]
=χ0

r + χ0
rΓrχr (3.122)

We can write the (3.122) equation using the sum formula for geometric progression as:

χr =
[
1 − χ0

rΓr

]−1
χ0

r (3.123)

Hence, we can find a criterion for the divergence χr of dressed susceptibility for any
channel r:

1 != χ0
rΓr, (3.124)

which we can express as an eigenvalue equation

λΨr = χ0
rΓrΨr (3.125)

Here, Ψr represents a particle channel of χr, where divergence occurs. Resulting criteria
(3.124) can be expressed as:

1 != λ (3.126)

The above equations are convenient tools for finding phase transition points where the
susceptibility tends to infinity.

Despite the original formulation (3.121), this equation is often called the Bethe-
Salpeter equation. It resembles the Dyson equation but uses the bare susceptibility
χ0

r and irreducible vertex in r channel Γr, rather than the bare single-particle Green’s
function and self-energy, respectively. As a result, we obtain the dressed susceptibility χr

instead of the dressed single-particle Green’s function.
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Γph,vūdc̄

b

uā

v̄

Σc̄d

d

c̄

= χ0
ph,ābv̄u

ā

b

Σābλ

Figure 3.10: Diagrammatic representation of linearized RPA equation (3.131).

3.4.2. Random phase approximation

Bohm and Pines first proposed the random phase approximation (RPA) in 1950 [161,
162, 163]. They distinguished two types of electron response to perturbations: one that
remains constant regardless of the electron’s position and another that averages zero due
to the unpredictable location of the electrons. RPA only considers sequential response.
More recent research has shown that determining the response function using RPA is
similar to endlessly adding the most significant terms of perturbation theory, resulting
in a series of Feynman bubble diagrams. While RPA’s straightforwardness facilitates
a preliminary understanding of specific scenarios, its perturbation theory basis is most
accurate when applied to non-interacting systems.

It is recognized that RPA can sometimes overestimate system response and critical
phase shift temperatures. Notably, RPA does not adhere to the Mermin-Wagner theorem,
which assumes magnetic states above absolute zero for 2D systems, and also violates
the Pauli principle in specific sum rules. However, its value lies in its ability to simplify
the study of nesting effects at the Fermi surface and because it captures the general
characteristics of systems.

The RPA method is often used for superconductors, especially when spin and charge
fluctuations promote Cooper pairing. This method uses the RPA susceptibility to form
the core of the irreducible vertex Γpp, simplifying the calculation of critical temperature
and superconducting symmetry [164, 165, 166, 167]. It has been used effectively for
various materials and, in particular, has predicted d-wave pairing in cuprate models,
consistent with experimental results [166, 165, 167].

The RPA approach approximate the irreducible Γph vertex as

ΓRPA
ph,ab̄cd̄

= Vab̄cd̄ (3.127)

So, ΓRPA
ph represents all possible scattering paths with amplitudes, provided via interaction
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Hamiltonian Ĥint:
Ĥint = 1

4
∑
āb̄cd

ΓRPA
ph,cādb̄

ĉ†
āĉ

†
b̄
ĉcĉd (3.128)

In most cases, ΓRPA
ph is frequency independent, since Ĥint is usually frequency indepen-

dent. However, in the general case, ΓRPA
ph can be frequency dependent. The physical

susceptibility in the particle-hole channel, taking into account the frequency-independent
interaction, in the RPA approximation will have the form:

χRPA
ph,ābc̄d(ω) = χ0

ph,ābc̄d(ω) +
∑
fēgh̄

χ0
ph,ābēf (ω)ΓRPA

ph,f ēgh̄
χRPA

ph,h̄gc̄d
(ω), (3.129)

where
χ0

ph,ābēf (ω) = 1
β2

∑
νν′

χ0
ph,ābc̄d(ν, ν ′, ω). (3.130)

Using the (3.125) equation, we can derive criteria for emerging a static (ω = 0) particle-
hole-instability with an infinite lifetime

λΣāb =
∑
v̄uc̄d

χ0
ph,ābv̄u(ω = 0)Γph,uv̄dc̄Σc̄d (3.131)

where
χ0,ph

ābc̄d(ω = 0) = − 1
β

∑
ν

G1
dā(ν)G1

bc̄(ν) (3.132)

Here, Σāb is the order parameter of possible instability in the particle-hole channel. A
diagrammatic representation of Eq.(3.131) is shown in Fig.3.10. Hence, RPA is sensitive
to phase symmetry breaking, so it makes RPA valuable for studying collective excitations
in many-body quantum physics. By accounting interactions on the mean field level, RPA
can effectively detect symmetry-breaking phases.

3.4.3. Linearized Eliashberg equation
The last topic in this Chapter is the linearized Eliashberg equation [168, 169, 170, 171].
The superconducting state occurs when the particle-particle susceptibility χpp diverges
at zero frequency (ω = 0). So, taking into account Eq.(3.124), we can write

1 != χ0
ppΓpp (3.133)

Furthermore, reformulate this equation as an eigenvalue problem.

λ∆āb̄(ν) = 1
β2

∑
ν′ν′′

∑
vuc̄d̄

χ0
pp,āvb̄u

(ν, ν ′)Γpp,ud̄vc̄(ν
′, ν ′′)∆c̄d̄(ν ′′)

=
{
χ0,pp

ābc̄d(ν, ν ′) = −βG1
dā(ν)G1

bc̄(−ν)δνν′

}
=

= − 1
β

∑
ν′

∑
vuc̄d̄

G1
vā(ν)G1

ub̄
(−ν)Γpp,ud̄vc̄(ν, ν

′)∆c̄d̄(ν ′) (3.134)
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Γpp,vd̄uc̄

b̄

vā

u

Δc̄d̄

d̄

c̄

= χ0
pp,āub̄v

ā

b̄

Δāb̄λ

Figure 3.11: Diagrammatic representation of Linearized Eliashberg Equation (3.134).

Here, the eigenvectors ∆āc̄(ν) correspond to the particular channel in which χpp(ω = 0)
diverges. A diagrammatic representation of Eq.(3.134) is shown in Fig.3.11. This
divergence corresponds to the superconducting order parameter and superconducting gap
functions. One can use the linearized Eliashberg equation to find the superconducting
order parameter, its symmetry, and the critical temperature of the superconducting
transition Tc.

In the Bardeen-Cooper-Schrieffer (BCS) theory [172], a foundational superconductivity
theory, the interaction responsible for pairing electrons is assumed to be constant within
a specific frequency range. However, the linearized Eliashberg equation offers a more
generalized perspective than the BCS theory. It extends the concepts of the linearized
BCS gap equation to account for gaps and pairing interactions that vary with frequency.
Instead of assuming a constant interaction as in BCS, the Eliashberg equation allows
for interactions that can change depending on the frequency. When considering the
scenario where the frequency dependence is taken to its limit, essentially making it
frequency-independent, we can draw a connection between the Eliashberg equation and
the BCS theory. In this scenario, the mathematical summation over fermionic Matsubara
frequencies, which involves two one-particle Green’s functions in the linearized Eliashberg
equation, can be computed analytically. For a system characterized by a single energy
band and a Green’s function that does not interact with other entities and which has a
specific dispersion relation, the equation becomes:

∆(k) = − 1
2Nk

∑
k′

tanh(ε(k′))
2ε(k′) Γ(q = 0,k′,k)∆(k′) (3.135)

This equation is essentially the linearized BCS gap equation. It describes the energy gap
as a function of the wave vector, k. It highlights the relationship between the Eliashberg
equation and the BCS theory in the case of frequency-independent interactions.

However, the effective particle-particle coupling Γpp is still undefined. To resolve this
problem, we can apply the parquet equations described in the previous sections and
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RPA. The irreducible particle-particle vertex Γpp can be constructed from from fully
irreducible vertex Λ, and reducible vertexes in particle-hole and p̄h channels Φph and
Φp̄h, respectively:

Γpp = Λ + Φph + Φp̄h (3.136)

As a first approximation, we can assume that

Ĥint = 1
4
∑
abcd

Λab̄cd̄ĉ
†
b̄
ĉ†

d̄
ĉaĉc (3.137)

So, we consider all first-order two-particle diagrams in fully irreducible vertex Λ. Our
next step, will be constructing Φph and Φp̄h using RPA. As we know

Φr = Γrχ
0
rF = ΓrχrΓr (3.138)

and RPA assume that ΓRPA
ph = Λ. Hence, we can define that

Φph(ω) = ΛχRPA
ph (ω)Λ (3.139)

where χRPA
ph =

[
1 − χ0

phΛ
]−1

χ0
ph Corresponding ΦRPA

p̄h
in p̄h channel, can be calulated

from ΦRPA
ph using crossing symmetry. To sum up, we can write the irreducible particle-

particle vertex Γpp as

Γpp,ab̄cd̄(ω = ν − ν ′) = Λab̄cd̄ + Φph,ab̄cd̄(ω) −Φph,ad̄cb̄(ω)︸ ︷︷ ︸
crossing symmetry

(3.140)

We obtained the irreducible vertex Γpp using the parquet equation and RPA, which
considers spin and charge fluctuations leading to Cooper instability. Equations (3.134)
and (3.140) provide a comprehensive framework for studying superconductivity, including
repulsive interaction-induced superconductivity.
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4. Emergent correlated phases in
rhombohedral trilayer graphene induced
by proximity spin-orbit and exchange
coupling

4.1. Introduction

We began to study the interaction of many-particle effects with spin interactions caused
by the proximity effect from not a minimal multilayer graphene system, like Bernal
bilayer graphene (BBG), but from a more complicated rhombohedral trilayer graphene
(RTG) system. The groundbreaking discovery of correlated electronic phases and super-
conductivity in magic-angle twisted bilayer graphene (TWBG) has garnered significant
attention [173, 174, 175, 176] in the condensed matter community. This system is char-
acterized by a highly flat electronic band structure at the Fermi level, and this feature
is extensively studied [177, 178, 179, 180, 181, 182, 183, 184, 185, 186, 187], in both
theoretical [188, 189, 190, 191, 192, 193, 194, 195, 196, 197, 198] and experimental re-
search [199, 200, 201, 202, 203, 204, 205, 206, 207, 208, 209, 210, 211, 212, 213]. However,
controlling the stacking and twist angles in van der Waals heterostructures remains a
formidable challenge [214, 215, 216, 217, 218, 219, 220, 221].

Interestingly, electronic correlations in multilayer graphene systems are not confined
to moiré patterns. Recent observations have shown the emergence of half and quarter
metallic states as well as superconductivity in RTG [222, 223, 224, 225, 226, 227] and
BBG [228, 229, 230, 231, 232, 233, 234, 235, 236, 237, 238]. Both systems exhibit strong
electronic correlations, similar to magic-angle TWBG. The common feature among all
systems mentioned above is the presence of well-pronounced van Hove singularities
near the charge neutrality point [177, 178, 239]. In RTG, the low energy of these
singularities allows for the tuning of symmetry-breaking phases through doping [222],
and its multilayer structure enables efficient control of these phases via a displacement
field [239, 222]. Figure 4.1 shows the experimental results, adapted from [222], the inverse
compressibility ∂µ

∂ne
of the Fermi liquid in RTG as a function of displacement field and

carrier density, where we can observe negative values, which are direct evidence of the
presence of strong electron correlations in this system [240]. However, the nature of the
correlated phases and the measurement of local magnetic structure, spin and charge
transport still need to be uncovered due to insufficient experimental data.

Furthermore, van der Waals engineering offers another venue for tuning electronic
band structures. Specifically, proximity-induced spin interactions, such as spin-orbit (SO)
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4. Emergent correlated phases in RTG induced by proximity SO and EX coupling

Figure 4.1: The false-color plot of the experimental inverse compressibility of RTG as
a function of displacement field D and carrier density ne for hole and electron doping
regimes. Adapted from [222].

and exchange (EX) couplings, can endow graphene with inherently lacking properties,
like SO or EX fields. From theoretical predictions [241, 86, 68, 69, 242, 243, 134, 244,
245, 246, 78, 242, 243, 244, 247] and experimental observations [108, 109, 111, 74, 91,
112, 90, 113, 114, 117, 248, 110] it was confirmed the appearance of various types of SO
coupling as well as (anti)ferromagnetic EX couplings on the meV scale [247, 245, 246,
249, 242, 243, 244, 248, 110, 247]. Moreover, it has been suggested that these SO and
EX couplings can be interchanged via a displacement field [242, 243].

One intriguing question that naturally arises is the interplay between correlated
electronic physics and proximity-induced spin interactions. In the context of RTG, two
key observations set the stage for this research: (i) The van Hove singularity is primarily
formed by the bands that include the pz orbitals of the top and bottom layers [239], and
(ii) the scale of spin proximity effects is on the order of meV, which is also the expected
scale for the correlated band gaps. These observations lead us to hypothesize that spin
proximity effects could impact the symmetry-broken phases in RTG.

In the present work, we provide compelling evidence that proximity-induced SO and
EX interactions give rise to and govern new strongly correlated phases. We focus our
study on MoSe2/RTG/WSe2 heterostructures to investigate the SO proximity effects
and on CGT/RTG/CGT heterostructures with parallel and antiparallel magnetizations
of CGT (Cr2Ge2Te6), depicted in Fig. 4.2, to explore the EX proximity effects [244]. It
needs to be mentioned that Cr2Ge2Te6 is a ferromagnetic material with layers, known
for its potential use in spintronics and magnetic storage [250, 251, 252, 253, 254]. Via
utilizing the random-phase approximation methodology [161, 162, 163, 255, 256, 257],

82



4.1. Introduction

ZOLLNER, GMITRA, AND FABIAN PHYSICAL REVIEW B 105, 115126 (2022)

FIG. 4. Top: Zooms to the ABC TLG bands in the vicinity of the K point. We compare DFT data (symbols) with model Hamiltonian fits
(solid lines) employing parameters from Table III in Appendix A. In the dispersion, we specify the band gap at the Fermi level. Bottom: The
corresponding calculated density of states (DOS). From left to right, we increase the transverse electric field from 0 to 1 V/nm.

it has been explicitly shown by DFT calculations that mainly
twisting influences proximity exchange, while straining de-
termines the position of the graphene Dirac states within the
CGT band gap. This band offset is again tunable by gating,
thereby influencing proximity exchange. Also these findings
should be applicable for our TLG structures.

Initial atomic structures are set up with the atomic sim-
ulation environment (ASE) [124] and visualized with VESTA

software [125]; see Fig. 5. Our choice of the encapsulat-
ing monolayers is based on the fact that TMDCs and CGT
are semiconductors, providing strong spin-orbit and exchange
couplings to graphene, correspondingly [12,24,25,54,60]. An-
other important factor for our choice is the lattice matching,
such that the different materials can be combined in com-
mensurate supercells for periodic DFT calculations, without
straining them beyond reasonable limits.
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FIG. 5. Geometries of the encapsulated TLG heterostructures. Left: TMDC (MoSe2 and WSe2) encapsulated ABA and ABC TLG. Right:
CGT encapsulated ABA and ABC TLG. The relaxed interlayer distances are indicated. We also specify the direction of a positive electric field.
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Figure 4.2: Encapsulated RTG heterostructure geometries. On the left: RTG encapsulated
by TMDC (MoSe2 and WSe2). On the right: RTG encapsulated by CGT. Reproduced
from [244].

we initially compute the correlated phase diagram for pristine RTG. The results reveal
an intervalley coherent (IVC) state [258] and a Stoner instability, consistent with prior
predictions [259, 260].

Remarkably, introducing spin interactions disrupts the degeneracies associated with
the IVC and Stoner phases, thereby inducing spin anisotropy and spin bias. It leads to
the emergence of novel phases, such as a spin-valley-coherent (SVC) state. The SVC
phase is primarily driven by proximity-induced valley-Zeeman coupling, while Rashba
coupling plays a secondary role. The emergence of the SVC phase opens up exciting new
avenues for spintronics applications [25], as the Coulomb interactions give rise to unique
spin-valley couplings. Moreover, we find that the magnetic heterostructures exhibit a
pronounced magneto-correlation effect; the induced phases are highly sensitive to the
relative orientation of the CGT magnetizations.
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4. Emergent correlated phases in RTG induced by proximity SO and EX coupling

(c)

Figure 4.3: ABC-stacked Graphene’s band structure (a) and orbital-resolved density of
states (b) are calculated, along with its crystal structure (c).

4.2. Pristine RTG tight-binding model
To realistically model the orbital physics of RTG, we utilize the Bloch Hamiltonian from
[239, 244, 261, 262, 263]:

ĥ0(k, τ) =



∆ + V γ0f γ4f
∗ γ1 0 0

γ0f
∗ η + V γ3f γ4f

∗ γ6 0
γ4f γ3f

∗ ∆ + um γ0f γ4f
∗ γ1

γ1 γ4f γ0f
∗ ∆ + um γ3f γ4f

∗

0 γ6 γ4f γ3f
∗ η − V γ0f

0 0 γ1 γ4f γ0f
∗ ∆ − V


(4.1)

that acts on single-particle, pz-orbital Bloch states. These states have momenta k =
(kx, ky) measured from K and K ′ valleys. The linearized nearest-neighbor structural
factor is given by f = −

(√
3a/2

)
(τkx − iky), where a is graphene’s lattice constant

and τK/K′ = ±1 is the valley index. For a visualization interpretation of the orbital
hopping parameters, refer to Fig. 4.4 (a). We use an orbital basis ordered according to
(A1, B1, A2, B2, A3, B3), representing the layer-resolved sublattices l = 1, 2, 3. The unit
cell of RTG is shown in Fig. 4.4 (a). The on-site energies V and um are incorporated
into the Hamiltonian to account for the electrostatic potentials on different layers. The
parameter um represents the potential energy difference between the central layer and the
average potential of the outer layers. At the same time, V corresponds to the potential
energy difference between the external layers, describing an effect of the displacement
field. Additionally, η and ∆ are on-site potentials whose asymmetry arises due to the
vertical hoppings γ1 and γ6, see Fig. 4.4(a).
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4.2. Pristine RTG tight-binding model

γ1
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B1A1
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(a)

Figure 4.4: (a) The RTG unit cell displays interlayer orbital hoppings and calculated
single-particle electronic dispersions at K ′ (b) and K (c) without displacement fields
for pristine RTG. Panels (b) and (c) are color-coded to denote atomic projections, as in
panel (a). The Fermi level corresponds to a zero energy value.

Our analysis began with calculating the band structure of pristine RTG. Figure 4.4
displays a single-particle electronic band structure of RTG near K ′ (b) and K (c) without
a displacement field. The band structure is color-coded based on atomic projections
defined in panel (a), and we observe that the low-energy bands are mainly localized
on B1/A3 lattice sites. Using this information, we downfolded Hamiltonian (4.1) into a
effective two-orbital Hamiltonian h̃0(k, τ) in the orbital basis B1/A3 (See Appendix C):

h̃0(k, τ) = (vfk)3/γ2
1 [σ̂x cos(3ϕ) + σ̂y sin(3ϕ)] + γ6σ̂x + V

(
1 − (vfk)2

γ1

)
σz, (4.2)

The Fermi velocity of the Dirac electron is denoted as vF = (
√

3a/2)γ0, and Pauli matri-
ces σ̂i are defined based on B1/A3 sites basis while tanϕ = ky/kx. The Hamiltonian (4.2)
only considers γ0, γ1, and γ6 hopping and neglects γ3 and γ4 for simplicity. Hopping γ3
and γ4 contribute minor effects on RTG band structure [239]. The downfolding procedure
is described in the Appendix C.

Figure 4.5 displays the low-energy electronic band structure at K ′ (a) and K (b)
for pristine RTG without displacement fields V = 0 using Hamiltonian (4.1). There is
a strong trigonal effect in the low-energy band structure of pristine RTG. Reviewing
Hamiltonian (4.2), we can conclude that the γ6 hopping from the second component of
Eq. (4.2) causes the trigonal warping effect in the low-energy band structure of pristine
RTG, while the first component produces the Dirac cone. At the same time, the last
component Eq.(4.2), which describes the influence of the displacement field, exhibits the
“Mexican Hat” effect [264].

The bandgap of pristine RTG can be opened via the displacement field V , which
is demonstrated in Fig. 4.6. The band structure becomes flatter, and the density of
states near the van Hove singularity increases with increasing displacement field, as
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4. Emergent correlated phases in RTG induced by proximity SO and EX coupling

Figure 4.5: Low-energy electronic band structure of RTG at K ′ (a) and K (b) calculated
from ĥ(k, τ) without displacement fields for pristine RTG. Color code denote band energy.
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Figure 4.6: Calculated low-energy electronic dispersions at K ′ (a) and K (b) using ĥ(k, τ)
and the low-energy density of states (c) with and without displacement fields for pristine
RTG. The amplitude of the displacement field is color-coded.
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shown in Fig. 4.6 (c) with consideration of finite temperature broadening (T = 4.2 K).
Due to trigonal warping and effective bandgap control, RTG is a promising material for
correlated physics.

4.3. Proximity-induced spin interactions

Figure 4.7: Calculated low-energy electronic dispersions at K ′ (a),(b), and (c) and K
(d), (e) and (f) using ĥ(k, τ) + ĥprox(τ) with and without displacement fields for MoSe2-
/RTG/WSe2 heterostructure. Colorcode denotes band structure spin-polarization.

Pristine RTG has weak SO coupling at K and K ′ valleys, around 10 µeV scale [261,
263]. To induce larger spin splittings, RTG should be encapsulated by strong SO or
magnetic materials such as MoSe2 and WSe2, and ferromagnetic CGT, respectively.
The corresponding Hamiltonian for proximity-induced SO and EX couplings in RTG
electrons is given by ĥprox(τ) = ∑

l ĥ
l
R(τ) + ĥl

I(τ) + ĥl
ex(τ), which includes the Rashba

and intrinsic SO, and EX terms for the l-th layer [244, 69, 78, 134], parameterized by
sublattice-resolved couplings λl

R, λAl/Bl

I , and λ
Al/Bl
ex , respectively.

87



4. Emergent correlated phases in RTG induced by proximity SO and EX coupling

Figure 4.8: Calculated low-energy electronic dispersions at K ′ (a),(b), and (c) and K
(d), (e) and (f) using ĥ(k, τ) + ĥprox(τ) with and without displacement fields for CGT-
/RTG/CGT heterostructure with ferromagnetic CGT alignments. Colorcode denotes
band structure spin-polarization.

ĥl
R(τ) =

(
0 2iλl

R s
τ
−

−2iλl
R s

τ
+ 0

)
, (4.3)

ĥl
I(τ) =

(
τ λAl

I sz 0
0 −τ λBl

I sz

)
, (4.4)

ĥl
ex(τ) =

(
−λAlex sz 0

0 −λBlex sz

)
. (4.5)

In this equation, sx,y,z represents the Pauli matrices, while sτ
± represents valley-resolved

spin-flip operators. The latter can be expressed as

sτ
± = 1

2(sx ± iτsy)

Each matrix ĥl is a 4 × 4 matrix that is defined on a spin-sublattice resolved basis,
consisting of four components: Al↑, Al↓, Bl↑, Bl↓. Here, A and B refer to different
sublattices, while ↑ and ↓ denote the spin-up and spin-down states, respectively.
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4.3. Proximity-induced spin interactions

Figure 4.9: Calculated low-energy electronic dispersions at K ′ (a),(b), and (c) and K (d),
(e) and (f) using ĥ(k, τ) + ĥprox(τ) with and without displacement fields for CGT/RTG-
/CGT heterostructure with antiferromagnetic CGT alignments. Colorcode denotes band
structure spin-polarization.

Due to the short-range proximity effects in the system, the spin Hamiltonian only
considers the two outermost layers of the material. It is a significant simplification, as the
inner layers’ effects are negligible or not considered in this context. Additionally, when
TMDCs induce it, the SO coupling in graphene exhibits a specific characteristic known
as the valley-Zeeman type. The reference [68] was discussed in detail. A notable feature
of this type of SO coupling is that the values of λAl

I and λBl
I are approximately opposite

in sign, which means that if one has a positive value, the other will have a negative value
of the same magnitude, and vice versa.

As we wrote earlier, in our work, we considered only three types of heterostructures:
MoSe2/RTG/WSe2, CGT/RTG/CGT heterostructure with ferromagnetic and antiferro-
magnetic CGT alignments, with the proximity-induced Hamiltonian parameters, which
tabulated in Tab.4.1. The band structures and their dependence on the displacement
field are shown in Fig. 4.7, Fig. 4.8, and Fig. 4.9, respectively. The MoSe2/RTG/WSe2
heterostructure is characterized by the spin order corresponding to the valley-Zeeman
SO coupling, and the time-reversal symmetry is preserved. In contrast, the time-reversal
symmetry is broken for the CGT/RTG/CGT heterostructures. One interesting obser-
vation is the appearance of spin splitting for a CGT/RTG/CGT heterostructure with

89



4. Emergent correlated phases in RTG induced by proximity SO and EX coupling

MoSe2/RTG/WSe2 CGT/RTG/CGT FM CGT/RTG/CGT AFM
λ1

R 0.233 0 0
λA1

I 0.209 0 0
λB1

I -0.204 0 0
λ3

R -0.475 0 0
λA3

I 1.125 0 0
λB3

I -0.983 0 0
λA1

ex 0 -3.393 -3.393
λB1

ex 0 -3.393 -3.393
λA3

ex 0 -3.349 3.349
λB3

ex 0 -3.349 3.349
Table 4.1: Transposed parameters of the proximity-induced Hamiltonian for heterostruc-
tures: MoSe2/RTG/WSe2, CGT/RTG/CGT heterostructure with ferromagnetic (FM)
and antiferromagnetic (AFM) CGT alignments. All parameters in meV.

antiferromagnetic CGT alignments at a finite displacement field. This effect occurs due
to mirror-symmetry violation since the displacement field makes the top and bottom
RTG layers inequivalent, while mirror-symmetry is preserved for the zero displacement
field. Hence, we get spin splitting of van Hove singularities.

Suppose we apply a similar downfold procedure to the Hamiltonian (4.1) in the previous
section for the proximity-induced Hamiltonian. In that case, we can obtain the following
proximity Hamiltonians, which are extremely useful for subsequent analysis:

ĥR(τ) =
∑

l

ĥl
R(τ)

=(λ1
R + λ3

R)(vFk)2

t21
[cos (2ϕ) (τ σ̂xŝy − σ̂y ŝx) − sin (2ϕ) (τ σ̂xŝx − σ̂y ŝy)] (4.6)

ĥI(τ) =
∑

l

ĥl
I(τ) =

(
τ λA3

I sz 0
0 −τ λB1

I sz

)
(4.7)

ĥex(τ) =
∑

l

ĥl
ex(τ) =

(
−λA3

ex sz 0
0 −λB1

ex sz

)
(4.8)

The equations (4.7) and (4.8) were obtained as the first non-zero component of the Taylor
expansion near k → 0.

4.4. Correlated phenomena via random phase approximation
Our research aims to explore the correlation effects within RTG. These effects are
represented by the Hamiltonian, which is referred to as

Ĥ = Ĥkin + Ĥint − µN̂, (4.9)
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where µ denotes chemical potential and N̂ - the operator for the number of electrons.
Hamiltonian (4.9) is primarily composed of two components: the kinetic term Ĥkin and
the interaction term Ĥint:

Ĥkin =
∑

kτ,si,s′j

[
ĥ(k, τ)

]
si,s′j

ĉ†
sτi(k)ĉs′τj(k), (4.10)

Ĥint = U0
(
n↑K n↓K + n↑K′ n↓K′

)
+ U1nK nK′ , (4.11)

The symbol µ represents the chemical potential. The operator ĉ(†)
sτi(k)/ĉsτi(k) cre-

ation/annihilation operator Bloch electron, characterized by a spin, denoted by s, which
can be either ↑ (up) or ↓ (down). Additionally, the electron is associated with a valley,
symbolized by τ , which can be either K or K ′, RTG sublattice, represented by i, and a
valley-momentum given by k.

Our study explores the minimal interaction model, which includes intra- and interval-
density interactions. Repulsive couplings characterize these interactions. Specifically,
the intravalley interactions are represented by U0, while the intervalley interactions are
symbolized by U1. Both these couplings are positive, indicating their repulsive nature.
In addition to the minimal interaction model, the long-range Coulomb potential is also
often used for this type of system [259, 260]

V (q) = 2π tanh(qD)
εq

(4.12)

which is called dual-screened potential. At this potential, D is sample-gate distance, and
ε is environmental dielectric constant. Although using a dual gate-screened potential
is closer to reality, we decided to use a minimal model to reduce the number of free
parameters and simplify the calculations in order to extract the maximum amount of
interpretable information.

The term nsτ denotes the spin-valley number operator for the sτ -channel, which is
restricted by a momentum cut-off, Λ:

nsτ =
∑

|k|<Λ

∑
i

ĉ†
sτi(k)ĉsτi(k) (4.13)

The formula gives the valley-resolved number operator:

nτ = n↑τ + n↓τ

For our analysis, we emphasize the SU(4)-symmetric interactions. We assign values of
19 eV to both U0 and U1 [265, 259], with momentum cutoff Λ equal to 0.06 Å−1. The
cutoff role is minimal, and it should be sufficient to reach the criteria ΛvF ≫ U0ne/A,
where vf is Fermi velocity, ne is electron doping and A is unit cell area, which proves that
kinetic energy of the system is much large than the energy of interaction, demonstrating
the applicability of the many-body perturbation methods. Adopting these interaction
parameters, we derive a pristine RTG phase diagram consistent with experimental findings,
as in the studies [222, 266]. In the following sections, we will analyze the influence of
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the Hamiltonian interaction parameters in more detail. However, it is important to
clarify that we assume that these interaction parameters remain consistent when we
extend our analysis to encapsulated cases, such as MoSe2/RTG/WSe2 heterostructure
and CGT/RTG/CGT heterostructure with ferromagnetic and antiferromagnetic CGT
alignments.

To understand the correlated phase diagram associated with our model of proximitized
RTG, we utilize the Random Phase Approximation. Our initial step involves calculating
the static irreducible susceptibility, denoted as χ0

ph, in the context of spin-valley indices.
We calculated χ0

ph(ω,q) as generalized Lindhard’s susceptibility [255, 256, 257]:

χ0
ph,ābc̄d(ω,q) = − 1

Nkβ

∑
νk
Gdā(ν,k)Gbc̄(ω + ν,k + q)

= − 1
Nkβ

∑
νk

(∑
i

und(k)u∗
nā(k)

iν − εn(k)

)
︸ ︷︷ ︸

Gdā(ν,k)

∑
j

umb(k + q)u∗
mc̄(k + q)

iν + iω − εm(k + q)


︸ ︷︷ ︸

Gbc̄(ω+ν,k+q)

= 1
Nk

∑
k

∑
ij

u∗
nā(k)umb(k + q)u∗

mc̄(k + q)und(k)f(εn(k)) − f(εm(k + q))
iω + εm(k + q) − εn(k)

(4.14)

where una(k) and εn(k) are eigenvectors and eigenvalues obtained from diagonalization
bilinear form of Ĥkin − µN̂ , i.e.:[

ĥ(k) + ĥprox

]
ab
unb(k) = [εn(k) + µ]una(k) (4.15)

Here, indexes a/b encode the combination of spin s, valley τ quantum number, and
sublattice index, while n represents the band index. Temperature dependence is taken
into account via Fermi-Dirac occupations:

f(ε) = 1
eβε + 1 (4.16)

In what follows, we point out that all calculations in this Chapter are done at a tem-
perature equal to T = 1/(kBβ) = 4.2 K. Also, we constrain chemical potential by fixing
electron doping:

ne =
∫

|k|<Λ

d2k
(2π)2

∑
n

(
f(εn(k)) − 1

2

)
, (4.17)

The additional offset −1/2 in Eq. (4.17) is to set the chemical potential to zero at charge
neutrality.

In static ω = 0 and local q = 0 limit, Eq.(4.14) can be rewritten as:

χ0
ph,ābc̄d = 1

Nk

∑
k

∑
ij

u∗
nā(k)umb(k)u∗

mc̄(k)und(k)f(εn(k)) − f(εm(k))
εm(k) − εn(k) (4.18)
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In our calculation, we have omitted the dependence of the generalized susceptibility on
the sublattice index since the interaction Hamiltonian (4.11) does not take sublattice
degrees of freedom into account. Therefore, we can trace out sublattice degrees of freedom
from the generalized susceptibility (4.18):

χ̃0
ph,ābc̄d =

∑
ij

χ0
ph,(āi)(bi)(c̄j)(dj) (4.19)

Here, indexes ā, b, c̄ and d encode only the combination of spin s and valley τ quantum
number, while i and j represent sublattice indexes. Hence, χ̃0

ph carries information only
about spin-valley degrees of freedom. In follows, we will use the notation χ0

ph for χ̃0
ph.

Our next step was calculating the generalized susceptibility corrected using RPA and
χ0

ph. RPA-corrected susceptibility, considered in Chapter 3, can be calculated as

χRPA
ph,ābc̄d = χ0

ph,ābc̄d +
∑
ēf ḡh

χ0
ph,ābēf ΓRPA

ph,f ēhḡχ
RPA
ph,ḡhc̄d (4.20)

Here, ΓRPA
ph stands for the fully-irreducible vertex in ph channel, obtained using RPA,

which state that:
Ĥint = 1

4
∑
ab̄cd̄

ΓRPA
ph,cādb̄

ĉ†
āĉ

†
b̄
ĉcĉd (4.21)

For interaction Hamiltonian (4.11) ΓRPA
ph has the following form:

Γ0220 = Γ1331 = +U0 (4.22)
Γ0022 = Γ1133 = −U0 (4.23)

Γ0110 = Γ0330 = Γ1221 = Γ2332 = +U1 (4.24)
Γ0011 = Γ0033 = Γ1122 = Γ2233 = −U1 (4.25)

where spin-valley indexes degrees of freedom parametrized by:

0 = (↑ ×K) , 1 =
(
↑ ×K ′) , 2 = (↓ ×K) , 3 =

(
↓ ×K ′) . (4.26)

All unmentioned components of the Γ tensor can be obtained by the relation Γabcd = Γdcba.
According to the linearized RPA equation, the correlated phase emerges when the

largest eigenvalue, λc, of the product χ0
phΓRPA

ph reaches or surpasses the unity. When this
occurs, χRPA

ph experiences a divergence, leading to instability. To determine the channel
of instability, we solve the linearized RPA equation:

λcΣāb =
∑
ēf ḡh

χ0
ph,ābēf ΓRPA

ph,f ēhḡΣḡh, (4.27)

where
Σ̂ =

∑
āb

Σābĉ
†
āĉb (4.28)

correspond to the order parameter of emerged instability. To identify all potential
correlated phases in RTG, denoted as Σ̂, we diagonalize of χ0

phΓRPA
ph at zero displacement

field V = 0 and charge-neutrality point µ = 0. This assumption is based on the results
that the eigenvalues of tensor χ0

phΓRPA
ph remain relatively constant despite changes in

displacement field and doping.
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4. Emergent correlated phases in RTG induced by proximity SO and EX coupling

4.5. Pristine RTG phase diagram
We start our study from correlated phases in pristine RTG, where we observe only two
symmetry-breaking instabilities: local instability and non-local instability with spatial
modulation with form-factor equal to ei(K−K′)r. Such non-local instability effectively
enlarges the RTG unit cell into a “magnetic”

√
3 ×

√
3-unit cell due to possessed spatial

modulations governed by wave vector q = 2π
3a (1,

√
3). Both phases are spin-degenerate

due to SU(2) spin symmetry in pristine RTG. However, local instability is characterized
by Pauli matrices τ0/τz in valley K/K ′ basis, while non-local, in τx/τy. Hence, local and
non-local physical susceptibility can be obtained as:

χnon-loc =
∑
ābc̄d

[
s⊗ τx/y

]
āb
χ0

ph,ābc̄d

[
s⊗ τx/y

]
c̄d
, (4.29)

χloc =
∑
ābc̄d

[
s⊗ τ0/z

]
āb
χ0

ph,ābc̄d

[
s⊗ τ0/z

]
c̄d
, (4.30)

where s represents any Hermitian operator in spin subspace, we can show that local
physical susceptibility is equal to the density of states at the Fermi level:

χloc = 1
Nk

∑
k

∑
nm

f(εn(k)) − f(εm(k))
εm(k) − εn(k)∑

ij

∑
ābc̄d

[
s⊗ τ0/z

]
āb
u∗

n(āi)(k)um(bi)(k)u∗
m(c̄j)(k)um(di)(k)

[
s⊗ τ0/z

]
c̄d

= 1
Nk

∑
k

∑
ij

f(εn(k)) − f(εm(k))
εm(k) − εn(k)∑

nm

∑
ābc̄d

δābδc̄du
∗
n(āi)(k)um(bi)(k)u∗

m(c̄j)(k)um(di)(k)

= 1
Nk

∑
k

∑
ij

δij
f(εn(k)) − f(εm(k))

εm(k) − εn(k)

= − 1
Nk

∑
k

∑
i

∂f

∂ε

∣∣∣
εik

= ρ(εF ) (4.31)

Thus, the linearized RPA equation for local instability will be effectively equivalent to
the Stoner criterion, which is:

gρ(εF ) ≥ 1, (4.32)
where g is effective local coupling. In follows, we will refer to the local instability as the
Stoner one. Therefore, any correlated phase having the order parameter as:

Σ̂Stoner =
∑
āb

[
s⊗ τ0/z

]
āb
ĉ†

āĉb (4.33)

we will call the Stoner correlated phase. In turn, we will call the non-local instability
inter-valley-coherent state since the order parameter for this correlated phase has the
form

Σ̂IVC =
∑
āb

[
s⊗ τx/y

]
āb
ĉ†

āĉb (4.34)
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4.5. Pristine RTG phase diagram

Figure 4.10: Phase diagram of pristine RTG for different ne and V . There are two
main phases: intervalley coherent (IVC) and Stoner instability. The white background
represents stable Fermi liquid (FL). Based on the experimental data presented in Figure
4.1, we believe that the interaction parameters U0 and U1, set at 19 eV each, are the closest
to the actual values. This is because the boundaries of the correlated phases, determined
by these parameters, closely match the phase boundaries (indicated by negative values of
inverse compressibility) in the experimental phase diagram, depicted in Fig. 4.1.
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4. Emergent correlated phases in RTG induced by proximity SO and EX coupling

and there is an inter-valley hopping that can induce an inter-valley-coherent state.
Having found out the possible correlated phases in pristine RTG at zero doping level

in the charge neutrality point, we calculated the phase diagram of pristine RTG in the
axis of the level of electron doping ne and displacement field V . To do this, we calculated
the generalized susceptibility χ0

ph,ābc̄d(ne, V ) for different levels of electron doping ne

by adjusting the chemical potential µ, and displacement field V . Our next step was
to calculate the critical parameter λc for each instability, Stoner and IVC, using the
following formula:

λΣ
c (ne, V ) = 1

∥Σ∥2 ⟨Σ|χ0
ph(ne, V )ΓRPA

ph |Σ⟩

= 1∑
āb Σ∗

bāΣāb

∑
ābūvc̄d

Σ∗
bāχ

0
ph,ābūv(ne, V )ΓRPA

ph,vūdc̄Σc̄d (4.35)

Here, prefactor 1
∥Σ∥2 is important in order to normalize the projection vector Σ of the

tensor χ0
phΓRPA

ph , otherwise Eq.(4.35) will give incorrect values of λc. Because λc increases
monotonically with increased interaction amplitude, the instability with a larger value of
λc is more favorable. Figure 4.10 shows our pristine RTG phase diagrams. We define the
regions of the phase diagram where none of the instabilities emerge as the Fermi-liquid
(FL) regime. Stoner and IVC instabilities are observed in both hole and electron doping
regimes at various levels of the displacement field. Although in Figure 4.10 we have
presented phase diagrams for various SU(4) interaction parameters, we believe that the
value U0 = U1 = 19 eV is the closest to the experimental phase diagram [222].

Due to the vast number of free parameters, it is difficult to establish any analytical
criterion unambiguously determining the IVC or Stoner phase. However, both phases
emerge near van Hove singularities and correspond to different channel nesting, IVC, at
a finite momentum equivalent to the intervalley moment. In contrast, the Stoner phase
corresponds to nesting at zero moment, that is, the density of states at the Fermi level.
Due to SU(2)-symmetry, Stoner and IVC instabilities are strongly degenerate in the spin
channel, so it is not possible to construct a band structure of correlated phases in pristine
RTG.

4.6. MoSe2/RTG/WSe2 phase diagram: SO coupling
Our next step was to calculate the phase diagram of the MoSe2/RTG/WSe2 heterostruc-
ture. To identify all potential correlated phases in MoSe2/RTG/WSe2 heterosture, we
diagonalize of χ0

phΓRPA
ph at zero displacement field V = 0 and charge-neutrality point µ = 0.

For this heterostructure, due to the lack of SU(2)-symmetry, we obtained spin-resolved
instabilities, such as:

1. Charge-Density-Wave (CDW) instability is characterized by spatial charge modula-
tion with wave vector q = 2π

3a (1,
√

3) and is the IVC instability derivative of the
charge channel instability. Therefore, the order parameter for CDW instability is:

Σ̂CDW =
∑
āb

[
s0 ⊗ τx/y

]
āb
ĉ†

āĉb (4.36)
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4.6. MoSe2/RTG/WSe2 phase diagram: SO coupling

Figure 4.11: Phase diagram of the MoSe2/RTG/WSe2 heterostructure model as a function
of the displacement field V and the doping density ne for three different interaction
configuration: (a) U0 = U1 = 14 eV, (b) U0 = U1 = 19 eV, and (c) U0 = U1 = 24 eV. The
diagram predicts six different phases, with symmetry breaking: CDW± (charge density
wave), SVC± (spin-valley coherence), and SVP± (spin-valley polarized state). These
phases are color-coded to indicate potential instability in the Fermi liquid state (shown
in white).
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4. Emergent correlated phases in RTG induced by proximity SO and EX coupling

2. Spin-Valley-Coherent (SVC) instability also characterized by spatial modulation
with wave vector q = 2π

3a (1,
√

3) and is the IVC instability derivative. However, in
addition to spatial modulation, SVC is characterized by spin-valley-flip hopping.
As a result, we have the following form of the order parameter for SVC± instability:

Σ̂SVC± =
∑
āb

[sxτx ± syτy]āb ĉ
†
āĉb, (4.37)

which indicates that correlated SVC± phases induce inter-valley spin-flip-hopping.

3. Finally, Spin-Valley-Polarized (SVP) instability is local, so is a Stoner instability
derivative. SVP± instabilities have order parameters as:

Σ̂SVP± =
∑
āb

[szτ0 ± s0τz]āb ĉ
†
āĉb, (4.38)

and it is characterized by spin-valley polarization. So, SVP± correlated phase
induces gap opening between spin-valley flavors with an identical product of spin-
valley quantum number szτ .

Figure 4.11 displays the resulting phase diagram, which exhibits noticeable differences
compared to the phase diagram of the pristine RTG, as shown in Figure 4.10. Specifically,
the phase diagram now depends on the sign of the displacement field due to the non-
equivalence of proximitized substrates. The Stoner phase is split into two SVP± states.
Both states exhibit spin-valley polarization in the z direction and are consistent with the
behavior observed in the single-particle valley-Zeeman coupling, as discussed in [68].

In the IVC phase, the previously observed spin degeneracy has been removed. It
leads to four unique states, with two being spin-valley coherent states (SVC±) and the
other two indicating a charge density wave (CDW±). The CDW± phases are almost
degenerate, and their separation does not strongly depend on model parameters due to
the insignificant difference in the critical parameter λΣ

c . The SVC± phases appear at
electron doping near van Hove singularity split by RTG fields, which can be explained by
spin-valley correlations triggered by the valley-Zeeman RTG coupling [68]. We will try to
delve into the nature of each phase, and also, below, we will construct a band structure
for each correlated phase predicted in the MoSe2/RTG/WSe2 heterostructure.

4.6.1. Hartree-Fock correlated band structure
In the ensuing stage of our research, we shifted our focus towards elucidating the
band structure for states preliminarily categorized as being correlated. We adopt the
Hartree-Fock approximation as our computational methodology to meet this end. This
approximation is instrumental in calculating the self-energy component while considering
the influence of symmetry-breaking events. Subsequently, we tackle the solution of the
modified Schrödinger equation to derive the band structure of interest. The equation is
articulated as follows:∑

bj

[
ĥ(ai)(bj)(k) + ΣHF

ab δij

]
ũn(bj)(k) = [ε̃n(k) + µ] ũn(ai)(k), (4.39)
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4. Emergent correlated phases in RTG induced by proximity SO and EX coupling

The term ΣHF
ab denotes the Hartree-Fock self-energy in this mathematical expression. It

is pivotal to highlight that this self-energy is explicitly defined for the degrees of freedom a
and b, which pertain to spin and valley, respectively, as explicated in Equation (4.26). The
remaining component of the Hamiltonian termed the "bare kinetic energy," is described
as:

ĥ(ai)(bj)(k) =
[
ĥ(k) + ĥprox

]
(ai)(bj)

, (4.40)

Herein, a, b signifies the spin-valley indices and i, j represents the sublattice indices.
This framework enables us to determine the single-particle wave functions ũn(ai)(k) and
the associated single-particle energies ε̃n(k) that incorporate interaction corrections.

We calculate the Hartree-Fock self-energy, denoted as ΣHF
b̄a

(ν), by employing the
subsequent formula:

ΣHF
b̄a

(ν) = −
∑
cd̄

1
β2

∑
ω

∑
ν′

ΓRPA
ph,ab̄cd̄

(ω, ν, ν ′)Gcd̄(ν ′)

this term represents the general expression for Hartree-Fock self-energy

= −
∑
cd̄

1
β2

∑
ν′

[
βδ(ω = ν − ν ′)ΓRPA

ph,ab̄cd̄
(ω = ν − ν ′)

]
Gcd̄(ν ′)

focuses on elastic scattering events

= −
∑
cd̄

1
β

∑
ν′

ΓRPA
ph,ab̄cd̄

(ν − ν ′)Gcd̄(ν ′)

simplifies the expression by considering static scattering

= −
∑
cd̄

ΓRPA
ph,ab̄cd̄

[
1
β

∑
ν′

Gcd̄(ν ′)
]

introduces the density matrix
= −

∑
cd̄

ΓRPA
ph,ab̄cd̄

ρcd̄ = ΣHF
b̄a

(4.41)

finalizes the expression for Hartree-Fock self-energy (4.42)

Here, we assume that ΓRPA
ph is static and involves only elastic scattering. Gcd̄(ν ′) is

the single-particle Green function, and ρcd̄ is the density matrix defined in cd̄ spin-valley
degrees of freedom.

Subsequently, the density matrix ρab̄ can be calculated as:

ρab̄ =
∑
nk

∑
i

ũn(ai)(k)ũ∗
n(b̄i)(k)

[
f(ε̃n(k)) − 1

2

]
(4.43)

In this equation, f is the Fermi-Dirac distribution as given by Eq.(4.16). The additional
offset of −1/2 in Eq.(4.43) is included to set the chemical potential to zero at the charge
neutrality point. This adjustment is crucial when working with a finite momentum cutoff
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4.6. MoSe2/RTG/WSe2 phase diagram: SO coupling

Λ to mitigate the momentum cutoff convergence issue. The sublattice degree of freedom
is also traced in Eq.(4.43).

We are now in a position to assemble a self-consistent Hartree-Fock cycle by utilizing the
equations denoted by (4.39), (4.41), and (4.43). However, one of the inherent challenges
of the Hartree-Fock approach lies in determining the initial self-energy, denoted as Σāb.
The method itself cannot spontaneously break any symmetries; this symmetry-breaking
must be induced externally before the Hartree-Fock calculations can proceed.

To address this issue, we employ the order parameters Σāb obtained through the
Random Phase Approximation (RPA) method. We introduce an infinitesimal prefactor
γ to serve as the initial Hartree-Fock self-energy ΣHF

āb , as expressed in Equation (4.41):

ΣHF
āb = γΣāb (4.44)

By doing so, we set the stage for the subsequent calculation of the band structure of
correlated phases.

However, this raises an important question: Why can the phases predicted by the
RPA method be reliably detected when using the Hartree-Fock approach? To answer
this, we will demonstrate that RPA can be considered a linearized approximation of the
Hartree-Fock method, specifically for identifying symmetry-breaking phases.

We turn our attention to the Dyson equation, given by:

Gab̄(ν,k) = G0
ab̄

(ν,k) +
∑
c̄dēf

G0
ac̄(ν,k)ΣHF

c̄d G0
db̄

(ν,k) + . . . (4.45)

This equation treats the self-energy as being ’purely’ anomalous and conforming to
Equation (4.41). Assuming that the Hartree-Fock self-energy amplitude γ is small, we
can linearize the Dyson equation as follows:

Gab̄(ν,k) = G0
ab̄

(ν,k) + γ
∑
c̄dēf

G0
ac̄(ν,k)Σc̄dG

0
db̄

(ν,k) + O(γ2) (4.46)

After performing an integration over the fermionic Matsubara frequencies in Equation
(4.46), we arrive at a new equation, which can be expressed as:

1
Nkβ

∑
νk
Gab̄(ν,k) = 1

Nkβ

∑
νk
G0

ab̄
(ν,k) + γ

Nkβ

∑
c̄dēf

∑
νk
G0

ac̄(ν,k)Σc̄dG
0
db̄

(ν,k) + O(γ2)

(4.47)
In addition, we can utilize another equation for the non-interacting susceptibility, given

by:
χ0

ph,ābc̄d = − 1
Nkβ

∑
νk
Gdā(ν,k)Gbc̄(ν,k) (4.48)

By employing this equation, we can reformulate the original Dyson equation (4.46)
into a more concise form:

ρab̄ = ρ0
ab̄

− γ
∑
c̄dēf

χ0
ph,c̄db̄a

Σc̄d︸ ︷︷ ︸
ρ̃ab̄

+O(γ2) (4.49)
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4. Emergent correlated phases in RTG induced by proximity SO and EX coupling

Here, ρ̃ab̄ represents the anomalous density matrix, while ρ0
ab̄

denotes the density matrix
of the system in the absence of interaction corrections.

After calculating the new elements of the density matrix, we can incorporate them
into Equation (4.41). The resulting expression for the self-energy ΣHF

b̄a
is as follows:

ΣHF
b̄a

= −
∑
cd̄

ΓRPA
ph,ab̄cd̄

ρcd̄

= −
∑
cd̄

ΓRPA
ph,ab̄cd̄

ρ0
cd̄︸ ︷︷ ︸

=0

+γ
∑
cd̄

ΓRPA
ph,ab̄cd̄

ρ̃cd̄ + O(γ2) (4.50)

We treat the self-energy ΣHF
b̄a

as entirely anomalous. Consequently, the first term in
Equation (4.50) is nullified, reducing to zero. This simplification allows us to rewrite the
equation in its final form:

ΣHF
b̄a

=γ
∑
cd̄

ΓRPA
ph,ab̄cd̄

ρ̃cd̄

=γ
∑
c̄dēf

ΓRPA
ph,ab̄dc̄

χ0
ph,ēf c̄dΣēf

=γ
∑
c̄dēf

χ0
ph,b̄ac̄d

ΓRPA
ph,dc̄ef̄︸ ︷︷ ︸

crossing symmetry

Σēf = γΣb̄a. (4.51)

This final equation aligns with the linearized RPA equation, with a critical parameter λc

set to one. From this, we can deduce that the RPA and the Hartree-Fock method are
equivalent in identifying correlated instabilities without requiring iterative convergence
methods.

We performed calculations to determine the electronic band structure of the MoSe2-
/RTG/WSe2 heterostructure under specific conditions. These conditions include a finite
displacement field with a V = 20 meV value and doping levels corresponding to the
correlated phases labeled as SVP+, SVP−, SVC−, and SVC+. The phase diagram
identifies and predicts these specific phases, which can be referenced in Figure 4.11. The
outcomes of these calculations are visually represented in Figure 4.12. In this figure, the
band structures for the correlated phases SVP+, SVP−, SVC−, and SVC+ are displayed
in sub-panels (a), (b), (c), and (d), respectively. To provide a basis for comparison,
we also included band structures that were not corrected for interactions. These are
shown in sub-panels (e), (f), (g), and (h), and they correspond to similar doping levels
as their correlated-phase counterparts. It is worth noting that sub-panels (a) and (e)
represent the same doping levels and displacement field conditions. However, the critical
difference is that sub-panel (a) includes the effects of interaction corrections on the band
structure, while sub-panel (e) does not. We opted not to consider the Charge Density
Wave (CDW) phases in our calculations. This exclusion is because these phases exhibit
nearly degenerate characteristics, significantly complicating the Hartree-Fock calculation
method’s convergence process.

In every scenario examined, considering the interaction correction via the Hartree-Fock
method introduces an extra split between specific pairs of spin-valley flavors. This
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4.6. MoSe2/RTG/WSe2 phase diagram: SO coupling

split is defined by the order parameter associated with the particular instability under
consideration. To quantify this additional splitting, we can calculate the correlated
energy gap, denoted as γ, using the self-energy values obtained through the Hartree-Fock
method. The equation for this calculation is:

γΣ = 1∑
āb Σ∗

bāΣāb

∑
āb

ΣābΣHF
āb (4.52)

Once we have the γ value, we can model the system at the mean-field level. It is
achieved by incorporating γ into the Hamiltonian, which is expressed as:

ĤΣ = γΣ
∑
āb

Σābĉ
†
āĉb (4.53)

For instance, the correlated spin-valley polarized (SVP±) state can be characterized
by its own Hamiltonian, given by:

ĤSVP± = γSVP±

∑
āb

[szτ0 ± s0τz]āb ĉ
†
āĉb (4.54)

Similarly, the correlated spin-valley coupled (SVC±) state can be described by:

ĤSVC± = γSVC±

∑
āb

[sxτx ± syτy]āb ĉ
†
āĉb (4.55)

By following this approach, we can effectively model various states of the system, each
characterized by its unique Hamiltonian that incorporates the correlated energy gap γ.

In the study, we analyzed the calculated band structures as depicted in Figure 4.12.
Our findings revealed specific values for the correlated gaps associated with different
instabilities. Specifically, for the panel labeled as (a), which corresponds to the SVP+
instability, we measured a correlated gap value of γSVP+ = 0.992 meV. For the panel
marked as (b) related to the SVP− instability, the correlated gap was found to be
γSVP− = 1.198 meV. Similarly, for panel (c) associated with the SVC− instability, the
correlated gap was γSVC− = 0.997 meV. Lastly, for panel (d) corresponding to the SVC+
instability, the correlated gap was γSVC+ = 0.847 meV.

Notably, the magnitudes of these correlated gaps are in close agreement with the values
of the RTG coupling parameters. The proximity effect induces these parameters, and
they serve as a direct indicator explaining the significant alterations observed in the
phase diagram of the MoSe2/RTG/WSe2 heterostructure, as shown in Figure 4.11. The
modifications are substantial compared to the original RTG phase diagram in Figure
4.10.

Therefore, RTG is an exceptional platform for investigating the intricate relationship
between proximity-induced spin interactions and correlated phenomena.

4.6.2. Fermi surfaces and Lifshitz transitions
Since RPA mainly reveals correlated phases, whose appearance is principally associated
with nesting, we construct Fermi surfaces with a finite doping level for a zero displacement
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4.6. MoSe2/RTG/WSe2 phase diagram: SO coupling

field to reveal nesting. Fermi surfaces are displayed in Fig.4.13, where the top row of
panels corresponds to the folded to the Γ point Fermi surfaces with correlation effects.
In contrast, the bottom row of panels corresponds to the folded to the Γ point Fermi
surfaces without correlation effects. Each column corresponds to a particular phase: the
first column shows the Fermi surface, which leads to SVP+ instability, second - SVC−,
third - SVC+, and last - SVC−. So, we can trace out which Fermi surface leads to a
particular instability.

In the study illustrated by Figure 4.13, we observe that incorporating correlation
effects alters the structure of the Fermi surfaces. This alteration triggers a Lifshitz
transition, characterized by a shift in the number of Fermi pockets on the surface.
Despite these changes, it is essential to note that the Fermi surface does not vanish
entirely. It is a hallmark of the absence of the Mott transition, commonly seen in TWBG.
The distinction between the correlation effects in RTG and TWBG becomes evident
here. In the context of a Mott transition, the interaction parameter U is usually much
larger than the bandwidth W , mathematically represented as U/W ≫ 1. In TWBG, the
bandwidth of bands near the Fermi level is constrained due to isolated bands. However,
RTG presents a different scenario: it lacks such isolated bands, and its bandwidth is
essentially “unlimited.” In RTG, as the momentum k increases, the bands near the Fermi
level evolve into a Dirac cone, limited only by an ultraviolet cutoff Λ. Therefore, the
criterion for a Mott transition in RTG can be reformulated as U/Λ → 0, concluding
the absence of the Mott transition. Our calculations confirm that a Mott transition is
unlikely to occur in RTG, underscoring the unique nature of correlation effects in different
graphene-based materials.

4.6.3. Influence of Rashba coupling on the phase diagram

One of the critical differences of the MoSe2/RTG/WSe2 heterostructure, in contrast to
the CGT/RTG/CGT heterostructures, is the presence of Rashba SO coupling, which
in turn excludes the possibility of using the spin sz as a good quantum number. The
fractional quantum number τz remains a good quantum number. To determine the effect
of Rashba SO coupling on the MoSe2/RTG/WSe2 heterostructure phase diagram, we
performed the following numerical experiment: we turned off Rashba SO coupling and
Valley-Zeeman SO coupling in turn and compared the final phase diagrams with the
original complete parametrization of SO proximity-induced coupling.

The final phase diagrams are presented in Fig.4.14. Panel Fig.4.14 (a) presents the
results for the full parameterization of SO proximity-induced coupling, panel (b) presents
the results for pure Valley-Zeeman SO coupling, and panel (c) for pure Rashba SO
coupling. As we can see, the resulting phase diagrams for complete parametrization and
pure Valley-Zeeman SO coupling do not differ. In contrast, for pure Rashba SO coupling,
we observe the manifestation of new correlated phases, such as:

1. Spin-Density-Wave (SDW) instability is characterized by spatial spin modulation
with wave vector q = 2π

3a (1,
√

3) and is the IVC instability derivative of the spin
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4. Emergent correlated phases in RTG induced by proximity SO and EX coupling

Figure 4.14: Phase diagram of the MoSe2/RTG/WSe2 heterostructure model as a function
of the displacement field V and the doping density ne for three different SO configuration:
(a) full proximity-induced SO parametrization, (b) pure Valley-Zeeman SO parametriza-
tion, and (c) pure Rashba SO parametrization. Interaction parameters are taken equal
to U0 = U1 = 19 eV. These phases are color-coded to indicate potential instability in the
Fermi liquid state (shown in white).
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4.7. Phase diagrams of a FM and AFM CGT/RTG/CGT heterostructure

channel instability. Therefore, the order parameter for SDW instability is:

Σ̂SDW =
∑
āb

[
sz ⊗ τx/y

]
āb
ĉ†

āĉb (4.56)

2. Spin-Polarized (SP), local instability, Stoner derivative with the following order
parameter:

Σ̂SPx/y
±

=
∑
āb

[
(τz ± τ0)sx/y

]
āb
ĉ†

āĉb, (4.57)

characterized by spin in-plane polarization. SPx/y
± correlated phase induces gap

opening between spin-valley flavors with an identical product of valley quantum
number τ

Therefore, we can conclude that the influence of Rashba SO coupling on the phase
diagram of the MoSe2/RTG/WSe2 heterostructure is minimal, which in turn is a conse-
quence of the mutual suppression of proximity-induced Rashba SO coupling from MoSe2
and WSe2 substrates, which can be observed from downfolded k · p Hamiltonian for
Rashba SO coupling:

ĥR(k, τ) = (λ1
R + λ3

R)(vFk)2

t21
[cos (2ϕ) (τ σ̂xŝy − σ̂y ŝx) − sin (2ϕ) (τ σ̂xŝx − σ̂y ŝy)]. (4.58)

So, we can introduce new effective Rashba SO coupling amplitude λ̃R = λ1
R + λ3

R =
0.233[meV] − 0.475[meV ] = −0.242[meV]. We can observe that the resulting effective
Rashba SO coupling, due to different signs of proximity-induced Rashba SO coupling
from MoSe2 and WSe2 substrates, is strongly suppressed and almost equal in amplitude
for graphene/MoSe2 case (See Table 4.1).

To summarize, we can state that the effect on MoSe2/RTG/WSe2 heterostructure phase
diagram of Valley-Zeeman SO coupling is more pronounced when compared with Rashba
SO coupling. Furthermore, SVP and SVC correlated phases are mainly Valley-Zeeman
SO coupling induced.

4.7. Phase diagrams of a ferromagnetic and antiferromagnetic
CGT/RTG/CGT heterostructure

4.7.1. Ferromagnetic CGT/RTG/CGT heterostructure: phase diagram

We continue our discussion of the interplay of proximity-induced spin interaction with
correlated phenomena by constructing a phase diagram of correlated instabilities for
the CGT/RTG/CGT with ferromagnetic (FM) CGT alignments heterostructure. This
heterostructure induces strong EX coupling in the RTG, as described in the previous
sections. Using RPA in conjunction with the Hartree-Fock method, we repeat the
MoSe2/RTG/WSe2 heterostructure analysis for the FM CGT/RTG/CGT heterostruc-
ture.
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4. Emergent correlated phases in RTG induced by proximity SO and EX coupling

Figure 4.15: Phase diagram of the CGT/RTG/CGT heterostructure with ferromagnetic
CGT alignments as a function of the displacement field V and the doping density ne.
The diagram predicts six different phases, with symmetry breaking: CDW± (charge
density wave), VP± (valley-polarized state), and SPx/y

± (in-plane spin-polarized state).
These phases are color-coded to indicate potential instability in the Fermi liquid state
(shown in white).
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4.7. Phase diagrams of a FM and AFM CGT/RTG/CGT heterostructure

Compared to the MoSe2/RTG/WSe2 heterostructure, with the diagonalization of
χ0

phΓRPA
ph at zero displacement field V = 0 and charge-neutrality point µ = 0, we also

identified such instabilities as:

1. Charge-Density-Wave (CDW) instability is characterized by spatial charge modula-
tion with wave vector q = 2π

3a (1,
√

3) and is the IVC instability derivative of the
charge channel instability. Therefore, the order parameter for CDW instability is:

Σ̂CDW± =
∑
āb

[
(s0 ± sz) ⊗ τx/y

]
āb
ĉ†

āĉb (4.59)

Such splitting indicates that only two spin-valley flavors can form a correlated CDW
phase. From Eq.(4.59), we can state that CDW phases represent spin-conservative
inter-valley hopping.

2. Valley-Polarized (VP) instability is local, so is a Stoner instability derivative. VP±
instabilities have order parameters as:

Σ̂VP± =
∑
āb

[(sz ± s0)τz]āb ĉ
†
āĉb, (4.60)

and characterized by charge-valley polarization. So, the VP± correlated phase
induces a gap opening between spin-valley flavors with an identical spin quantum
number sz product.

3. Spin-Polarized (SP) instability is also local, Stoner derivative with the following
order parameter:

Σ̂SPx/y
±

=
∑
āb

[
(τz ± τ0)sx/y

]
āb
ĉ†

āĉb, (4.61)

and it is characterized by spin in-plane polarization. SPx/y
± correlated phase induces

a gap opening between spin-valley flavors with an identical product of valley
quantum number τ .

Determining possible instabilities, we calculated the phase diagram with ferromagnetic
CGT alignments. Figure 4.15 shows the resulting phase diagram. The IVC phase
splits into two CDW± phases, while the Stoner phase splits into four instabilities: two
VP± and two SPx/y

± phases. Similar to the CDW± phases in the MoSe2/RTG/WSe2

heterostructure, the SPx/y
± phases in the CGT/RTG/CGT with ferromagnetic CGT

alignments have almost degenerate character, and their separation does not strongly
depend on model parameters due to the insignificant difference in the critical parameter
λΣ

c . Due to the almost degenerate character of SPx/y
± phases, we will not examine their

band structure using the Hartree-Fock method.

4.7.2. Ferromagnetic CGT/RTG/CGT heterostructure: correlated band
structure

As in the case of the MoSe2/RTG/WSe2 heterostructure, we predict Lifshitz transi-
tions near points on the phase diagram for the CGT/RTG/CGT heterostructure with
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4. Emergent correlated phases in RTG induced by proximity SO and EX coupling
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4. Emergent correlated phases in RTG induced by proximity SO and EX coupling

ferromagnetic CGT alignments, where correlated phases emerge. In Figure 4.16, the
calculated Fermi surfaces are shown at zero displacement field level but at a finite doping
level corresponding to the predicted points of the phase diagram where the appearance
of correlated phases is expected. The first column panels (a) and (e) show the Fermi
surface leading to VP+ instability, the second column panels (b) and (f) show VP−, the
third (c) and (g) show CDW+, and the last (d) and (h) show CDW−.

Using the Hartree-Fock method, we calculated the band structure with interaction
correction for VP+, VP−, CDW+, and CDW− correlated phases. We show the resulting
band structures in Fig.4.17. As in the case of the MoSe2/RTG/WSe2 heterostructure,
we predict the opening of a correlated gap and obtain values of correlated gaps for each
correlated phase. For the calculated band structures presented in Fig.4.17, we obtained
the following values of the correlated gaps: For panel (b), corresponding to VP− instability
γVP− = 1.869 meV, for panel (c), corresponding to CDW+ instability γCDW+ = 0.911
meV, and for panel (d), corresponding to CDW− instability γCDW− = 0.747 meV, for
panel (a), corresponding to VP+ instability, we do predict the value correlated gap equal
to γVP− = 1.823 meV.

4.7.3. Antiferromagnetic CGT/RTG/CGT heterostructure: phase diagram

The last heterostructure whose phase diagram we will look at is the CGT/RTG/CGT
heterostructure with AFM CGT alignment. This structure differs in that at zero
displacement field, it has mirror symmetry, which in turn protects the band structure
of this system from spin splitting. However, with a finite displacement field, mirror
symmetry is violated, and, in combination with proximity-induced EX coupling, a Kane-
Mele-model-like spin order appears. Repeating the same procedure applied to the previous
heterostructure, CGT/RTG/CGT heterostructure with FM CGT alignment, we obtained
the band structure shown in Fig.4.18. As for CGT/RTG/CGT heterostructure with FM
CGT alignment, SPx/y

± phases have almost degenerate behavior.
All correlated phases we observe in the FM CGT/RTG/CGT heterostructure are

shown in the phase diagram in Fig.4.18. However, unlike the FM CGT/RTG/CGT
heterostructure phase diagram, we observe asymmetry concerning the displacement field.
Therefore, we can claim that we are keeping a magneto-correlation effect — strong
sensitivity of the correlated phases to the relative magnetization orientations (parallel or
antiparallel) of the encapsulating ferromagnetic layers. The phase diagram is sensitive
to the magnetic ordering of the CGT layers. Based on this effect, we can propose a
magnetic field-controlled correlated valve.

4.7.4. Antiferromagnetic CGT/RTG/CGT heterostructure: correlated band
structure

Also, in addition to analyzing the phase diagram, we built Fermi surfaces, but for the
finite displacement field V = 10 meV for inducing spin splitting to visualize the Lifshitz
transition. The resulting Fermi surfaces are shown in Fig.4.19. As for the previous
heterostructures, we observe Lifshitz transitions only for one spin-valley pair, which forms

112



4.7. Phase diagrams of a FM and AFM CGT/RTG/CGT heterostructure

Figure 4.18: Phase diagram of the CGT/RTG/CGT heterostructure with antiferromag-
netic CGT alignments as a function of the displacement field V and the doping density
ne. The diagram predicts six different phases, with symmetry breaking: CDW± (charge
density wave), VP± (valley-polarized state), and SPx/y

± (in-plane spin-polarized state).
These phases are color-coded to indicate potential instability in the Fermi liquid state
(shown in white).
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4. Emergent correlated phases in RTG induced by proximity SO and EX coupling
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4.7. Phase diagrams of a FM and AFM CGT/RTG/CGT heterostructure
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4. Emergent correlated phases in RTG induced by proximity SO and EX coupling

a correlated phase.
Calculated examples of correlated band structures for CGT/RTG/CGT heterostructure

with AFM CGT alignment are shown in Fig.4.20. We also calculated the correlated
gap values: For panel (a), corresponding to VP+ instability, we do predict the value
correlated gap equal to γVP− = 2.134 meV, for panel (b), corresponding to VP+ instability
γVP+ = 1.787 meV, for panel (c), corresponding to CDW+ instability γCDW+ = 0.890
meV, and for panel (d), corresponding to CDW− instability γCDW− = 0.958 meV.

The amplitudes of the non-zero correlated gaps in ferro- and antiferromagnet CGT-
/RTG/CGT heterostructures are comparable with the values of EX coupling parameters
induced by the proximity effect, which directly indicates the reason for the substantial
modification of the CGT/RTG/CGT heterostructure with ferromagnetic CGT alignments
phase diagram shown in Fig.4.15, compared to the pristine RTG phase diagram, in Fig.4.10.
It is an additional argument that RTG is an excellent platform for studying the interplay
of proximity-induced EX coupling with correlated phenomena.

4.8. Conclusions
Our study on RTG delved into the effects of proximity-induced RTG and EX coupling on
its correlated phase diagram. Using ab initio-fitted effective models, we discovered a range
of spin-valley resolved instabilities brought about by RTG proximity effects. Interestingly,
a unique spin-valley-coherent phase emerged due to valley-Zeeman coupling. We also
observed that proximity EX removed phase degeneracies, making the correlated phases
sensitive to magnetization orientations of the encapsulating magnetic layers. Our research
underscores that correlation phenomena are not exclusive to moiré structures, and our
findings suggest that RTG, even without moiré patterns, can exhibit strong electronic
correlations. By leveraging van der Waals engineering, we could tune electronic band
structures, introduce RTG fields and spin polarization to graphene, and model correlated
phase diagrams of the resulting system. The presented phase diagrams for various
heterostructures further elucidate these effects. Overall, our work offers valuable insights
for spintronics, highlighting the potential of Coulomb-induced spin-valley couplings in
RTG.
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5. Swapping exchange and spin-orbit
induced correlated phases in ex-so-tic van
der Waals heterostructures

5.1. Introduction

Having considered the RTG system as a platform for studying the interaction of electronic
correlations and spin interactions caused by the proximity effect, our next step was to
explore a more experimentally widespread graphene system manifesting correlation effects
- Bernal Bilayer Graphene (BBG) [228, 229, 230, 231, 232, 233, 234, 235, 267].

Figure 5.1: Experimentally determined inverse compressibility of pristine BBG at zero
magnetic field. Adapted from [228].

In condensed matter physics, twisted graphene structures have been a fertile ground for
discovering a plethora of novel electronic correlation effects [173, 174, 175, 176]. However,
recent advancements have shown that moiré patterns are not the sole avenue for exploring
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5. Swapping EX and SO induced correlated phases in ex-so-tic heterostructures

correlated physics. Specifically, RTG has exhibited quarter and half-metallic states [222,
223, 224, 225, 226, 227] as well as superconductivity [266, 268, 269, 259, 260, 224, 270, 271].
Furthermore, BBG has been the stage for the observation of isospin magnetism and spin-
polarized superconductivity [228, 229, 230, 231, 232, 233, 234, 235, 267]. The experimental
results depicted in Figure 5.1, taken from [228], showcase the inverse compressibility ∂µ

∂ne

of the Fermi liquid in BBG at zero magnetic field. The diagram displays negative values,
indicating the presence of strong electron correlations within this system [240]. However,
further data is required to uncover the nature of the correlated phases and measure the
local magnetic structure, spin, and charge transport. A common thread linking these
phenomena is the presence of van Hove singularities near the charge neutrality point,
which amplify electron-electron interactions [177, 178, 239]. Intriguingly, these correlated
phases can be tuned by a displacement field, altering the electronic levels of the van Hove
singularities [222, 266, 228, 229].

In addition to intrinsic properties, the electronic states of 2D materials in van der
Waals heterostructures can be significantly influenced by proximity effects [96]. For
instance, materials like graphene, which inherently exhibit weak spin-orbit coupling,
can experience enhanced spin interactions due to these effects [64, 272, 66]. Both
theoretically predicted [134, 241, 86, 68, 69, 242, 243, 244, 245, 246, 78, 242, 243, 244, 247]
and experimentally confirmed [108, 109, 111, 74, 91, 112, 90, 113, 114, 117, 248, 110],
proximity-induced spin-orbit (SO) and exchange (EX) interactions have been observed
in BBG-based heterostructures. Specifically, various types of SO couplings like valley-
Zeeman, Kane-Mele, and Rashba, along with (anti)ferromagnetic EX couplings, have
been identified, typically causing spin splittings on the milli-electronvolt (meV) scale [134,
108, 109, 111, 74, 91, 112, 90, 113, 114, 117, 248, 241, 86, 68, 69, 242, 243, 134, 244, 247,
245, 246, 249, 242, 243, 244, 248, 110, 247].

One of the most captivating outcomes of these proximity effects is the ability to
interchange the spin couplings, EX and SO, by applying a displacement field. This
phenomenon emerges from the interplay between short-range proximity interactions and
layer polarization induced by the external field. A particularly relevant material system
for experimental study is BBG encapsulated on one side by a robust SO material like
WS2 and on the other by a magnetic semiconductor such as Cr2Ge2Te6 (CGT). This
unique heterostructure, termed as ’ex-so-tic,’ allows for the selective imprinting of either
SO or EX coupling onto the Bloch states of BBG [243].

Given the capability of BBG to host various correlated phases, we pose the question:
Is it feasible to switch between phases induced by EX and SO couplings? Our study
demonstrates that ’ex-so-tronic’ devices can provide on-demand correlated phases. It is
achieved by altering the effective single-particle excitation Hamiltonians through layer
polarization. Although our conclusions have broader implications, we focus on the
WS2/BBG/CGT system, for which an effective orbital and spin-interaction Hamiltonian
has been derived using DFT [242, 243]. The recent discovery of the potential for a
significant increase in the critical temperature of the superconducting transition in
BBG/TMDC systems [229], supported by theoretical predictions [237, 236, 273, 274, 267],
highlights the promising direction of studying the interplay of correlation phenomena in
multilayer graphene systems with the spin interactions caused by the proximity effect.
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5.2. Bernal Bilayer Graphene: electronic structure overview

Figure 5.2: Scheme of an ex-so-tic heterostructure comprising BBG encapsulated by WS2
and CGT, which proximitize the BBG by SO (WS2) and EX (CGT) interactions.

To scrutinize the stability of these phases, we employ the random-phase approximation
(RPA) [161, 162, 163, 255, 256, 257]. Initially, we examine the particle-hole instabilities in
pristine BBG, which features correlated phases such as intervalley coherence (IVC) [258]
and Stoner instabilities [259, 260]. The spin interactions induced by proximity SO and
EX couplings lift the spin and valley degeneracies in IVC and Stoner phases, leading
to a rich landscape of emergent spin-valley correlated phases. These phases can be
effectively swapped in ’ex-so-tic’ heterostructures like WS2/BBG/CGT. The evidence for
the intricate interplay between SO and EX interactions also manifests in the single-particle
(Hartree-Fock) excitation spectra, which we calculated in our study.

5.2. Bernal Bilayer Graphene: electronic structure overview

Since its discovery, graphene has been extensively studied due to its remarkable properties.
BBG presents intriguing phenomena and potential applications, characterized by a unique
electronic band structure resulting from a specific stacking order. In this section, we
explore the electronic properties of BBG.

BBG, also known as AB-stacked bilayer graphene, has a unique electronic structure
resulting from the specific stacking order of its two layers, as depicted in Fig. 5.3 (c).
In monolayer graphene, the electronic band structure exhibits Dirac cones, where the
conduction and valence bands meet at the Dirac points, resulting in a zero bandgap
semimetal behavior. However, the interlayer coupling in BBG modifies this structure,
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5. Swapping EX and SO induced correlated phases in ex-so-tic heterostructures

(c)

Figure 5.3: BBG’s band structure (a) and orbital-resolved density of states (b) are
calculated, along with its crystal structure (c).

whereby the Dirac cones from the individual layers hybridize, leading to parabolic bands
near the Fermi level, as represented in Fig. 5.3 (a). As in monolayer graphene, in BBG
pz orbitals, extending from the graphene plane, form π-bands near the Fermi energy (See
Fig. 5.3 (b)). The robust interlayer coupling in BBG is due to π-orbital overlap between
layers, resulting in a modified band structure.

The minimal tight-binding Hamiltonian for BBG captures interlayer interactions by
representing them in terms of hopping parameters between different atomic sites:

Ĥ = − γ0
∑

s,⟨ij⟩

(
ĉ†

Als
(Ri)ĉBs(Rj) + ĉ†

Bls
(Rj)ĉAls(Ri)

)
− γ1

∑
s,i

(
ĉ†

A1s(Ri)ĉB2s(Ri) + ĉ†
B2s(Rj)ĉA1s(Ri)

)
(5.1)

where ĉ†
(Al/Bl)s(Ri)

(
ĉ†

(A/B)s(Ri)
)

is the creation (annihilation) operator for an electron
at graphene sublattice A/B, with spin s, at unit cell i and graphene layer l. The most
crucial of these parameters are the intra-layer nearest-neighbor hopping term, similar to
monolayer graphene, denoted as γ0, and the inter-layer hopping term between vertically
aligned atoms (A1 and B2 sites), represented as γ1. The interlayer coupling leads to the
hybridization of the Dirac cones from the individual layers, resulting in the formation of
parabolic bands and the potential for a tunable bandgap. These additional terms can
introduce subtle effects and refine the predicted band structure.

If we define

ψk = (ĉA1↑(k)ĉA1↓(k)ĉB1↑(k)ĉB1↓(k)ĉA2↑(k)ĉA2↓(k)ĉB2↑(k)ĉB2↓(k))T (5.2)
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Figure 5.4: (a) The top-down view of the BBG lattice, (b) The BBG unit cell displays
interlayer orbital hoppings and calculated single-particle electronic dispersions at K
valley (c) without displacement fields for pristine BBG. Panel (c) is color-coded to denote
atomic projections on lattice sites A1/B2, as in panel (b). The Fermi level corresponds
to a zero energy value.

and perform a Fourier transformation of Eq.(5.1) , we can write

Ĥ =
∑

k
ψ†

kh(k)ψk (5.3)

where matrix h(k), the Bloch Hamiltonian, takes the form

h(k) =


0 γ0f(k) 0 γ1

γ0f
∗(k) 0 0 0
0 0 0 γ0f(k)
γ1 0 γ0f

∗(k) 0

⊗ s0, (5.4)

with f(k) = −
(√

3a/2
)

(τkx − iky) is the linearized nearest-neighbor structural function
with graphene’s lattice constant a, and τ = τK/K′ = ±1 is the valley index. While the
primary hopping terms γ0 and γ1 capture BBG’s essential electronic features, a more
refined description might consider higher-order hopping terms, such as interlayer hoppings
γ3 between A2 and B1 lattice sites and γ4 between lattice sites pairs such as A1/A2 and
B1/B2. Therefore, taking into account γ3, γ4, and structural asymmetry between lattice
sites A1/B2 and A2/B1 via onsite potential ∆ we can rewrite Eq. (5.4) as

h(k) =


∆ γ0f(k) γ4f

∗(k) γ1
γ0f

∗(k) 0 γ3f(k) γ4f
∗(k)

γ4f(k) γ3f
∗(k) 0 γ0f(k)

γ1 γ4f(k) γ0f
∗(k) ∆

⊗ s0. (5.5)
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5. Swapping EX and SO induced correlated phases in ex-so-tic heterostructures

All above-describe hoppings with onsite potential ∆ are depicted in Fig.5.4(b), and the
resulting bandstructure from Hamiltonian (5.5) for K valley is represented in Fig.5.4(c).

A fundamental property of BBG is its tunable bandgap. Unlike monolayer graphene, an
external electric field can open and adjust a bandgap in BBG. Applying this perpendicular
electric field alters the potential difference between the layers, causing a shift in the
electronic bands and opening a bandgap by an additional term in the Hamiltonian

ĤV = V
∑
s,li

(−1)l+1 (n̂Als(Ri) + n̂Bls) (5.6)

Therefore, for the bottom layer, depicted in Fig.5.4(b), we have +V potential, while for
the top layer −V , which results in a potential difference between the two layers equal to
2V . Within the tight-binding framework, this is incorporated as an onsite energy term,
which subsequently modifies the band structure, enabling the opening and tuning of a
bandgap. Including Eq.(5.6) in Eq.(5.5) we obtain

h(k) =


∆ + V γ0f(k) γ4f

∗(k) γ1
γ0f

∗(k) +V γ3f(k) γ4f
∗(k)

γ4f(k) γ3f
∗(k) −V γ0f(k)

γ1 γ4f(k) γ0f
∗(k) ∆ − V

⊗ s0. (5.7)

This adaptability is significant for electronic and optoelectronic applications, as it
facilitates the transition of BBG from a semimetal to a semiconductor, as shown in
Fig. 5.5 (a) and (b), where we visualize the electronic bandstructure of BBG at a
finite displacement field V near ±K point in BBG Brillioun zone. As in the case of
RTG in Chapter 4, the band structure of BBG becomes flatter, and the density of
states near the van Hove singularity increases with increasing V as shown in Fig. 5.5
(c) with consideration of finite temperature broadening (T = 0.4 K). In what follows,
we point out that all calculations in this Chapter are done at a temperature equal to
T = 1/(kBβ) = 0.4 K.

In Fig. 5.4 (c), we plot the atomic projected band structure on the A2/B1 lattice site
to show that the band structure near the Fermi level is mainly localized on the A2 and
B1 atoms. Therefore, we can assume that we can downfold four by four BBG Bloch
Hamiltonian from Eq. (5.4) into two by two Bloch Hamiltonian, using the technique
described in Appendix C, as

h̃(k) = (vFk)2

γ1
(cos(2ϕ)σx + τ sin(2ϕ)σy) ⊗ s0. (5.8)

Here, vF = (
√

3a/2)γ0 is the Fermi velocity of the Dirac electron, Pauli matrices σ̂i are
defined based on A2/B1 sites and tanϕ = ky/kx. The Hamiltonian (5.8) only considers
γ0 and γ1 hoppings and neglects γ3 and γ4 for simplicity. Displacement field V can be
represented in basis of A2/B1 lattice sites as

h̃V (k) =
(
V

(
(vFk)2

γ2
1

− 1
)
σz + O(V 2)

)
⊗ s0 (5.9)
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Figure 5.5: Calculated the low-energy electronic dispersions at K ′ (a) and K (b) using
ĥ(k, τ) and the low-energy density of states (c) with and without displacement fields for
pristine RTG. The amplitude of the displacement field is color-coded.

where we can note (vF k)2

γ2
1

term. This component, in the presence of a finite potential
V , modifies the band structure forming the so-called "Mexican hat" [264], shown in
Fig. 5.6, when the straight slot moves from the center K or K ′ valley to a finite moment
k. However, in Fig. 5.6, we can observe trigonal warping of BBG bandstructure at finite
displacement field V . This effect is mainly due to γ3 hopping, which can be represented
as an additional term to Hamiltonian (5.8)

h̃γ3(k) = v3k (cos(ϕ)σx + τ sin(ϕ)σy) ⊗ s0 (5.10)

where v3 = (
√

3a/2)γ3. Since Eq.(5.10) ∝ eiϕτ , while Eq.(5.8) ∝ ei2ϕτ , we low-energy
band structure of BBG has ϕ beating that result in trigonal warping. In turn, γ4
hopping introduces only a Fermi velocity correction to the Eq. (5.8) component without
fundamental modifications to the band structure, just like onsite potential ∆.

To summarize, we have considered all the components of the complete Bloch Hamil-
tonian (5.7) for BBG. The BBG band structure has two main effects: the presence of
a "Mexican hat" with a finite displacement field V and trigonal warping caused by γ3
hopping. Trigonal warping and "Mexican hat" induce a Lifshitz transition responsible for
the appearance of van Hove singularity in the low-energy region. The ability to broadly
control the band structure using an external V field, including control of the energy
position of van Hove singularity and density of states at van Hove singularity, makes
BBG an extremely attractive material for studying strong correlations.

5.3. Proximity-induced spin interaction in ex-so-tic BBG
heterostructure

We incorporate two specific couplings, SO and EX, to model the behavior of proximitized
BBG within a WS2/BBG/CGT heterostructure. The SO coupling arises from the
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5. Swapping EX and SO induced correlated phases in ex-so-tic heterostructures

Figure 5.6: Low-energy electronic bandstructure at K ′ (a) and K (b) calculated from
ĥ(k, τ) Eq.(5.7) with displacement fields V = 40 meV for pristine BBG. Color code
denotes band energy.

WS2 layer, while the EX coupling is due to the CGT layer. These couplings have
been demonstrated to have significant magnitudes, approximately around 1 meV. It
was confirmed through both theoretical ab initio DFT calculations and experimental
measurements, specifically weak-antilocalization measurements [85].

The interactions induced by EX and SO couplings are described near the K and K ′

valleys in the Hamiltonian, which are given by:

ĥprox(τ) =
∑

l

ĥl
vz(τ) + ĥl

ex(τ) (5.11)

The terms represent valley-Zeeman (vz) SO and EX (ex) coupling.
The representation of these interactions is as follows:

ĥl
vz(τ) =

(
τ λAlvz sz 0

0 −τ λBlvz sz

)
(5.12)

ĥl
ex(τ) =

(
−λAlex sz 0

0 −λBlex sz

)
(5.13)

These equations are parameterized by specific sublattice and layer-related couplings,
denoted as λAl/Bl

vz and λ
Al/Bl
ex . The term sz represents the spin Pauli matrix. Each

matrix ĥl is a 4 × 4 matrix that operates in a basis that resolves both spin and sublattice:
(Al↑, Al↓, Bl↑, Bl↓). Here, the layer l can be either the bottom layer (l = 1) or the top
layer (l = 2).

Notably, SO coupling in graphene induced by TMDCs is of the valley-Zeeman type.
As a result, the relationship between the couplings for the two sublattices is given by
λAlvz ≈ −λBlvz .
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Figure 5.7: Calculated electronic band structure at low energy for the WS2/BBG/CGT
system near the K and K ′ points. The band structure was obtained with a potential V
set to either +10 meV or -10 meV. The color-coded bands show spin polarization, with
red representing spin-up electrons and blue representing spin-down electrons. It is worth
noting that the spin quantization axis, z, is perpendicular to the layers of the material.

The numerical values for the parameters of the single-particle Hamiltonian, ĥ(k, τ) =
ĥ0(k, τ) + ĥprox(τ), where ĥ0 is pristine BBG Bloch Hamiltonian (5.7), are taken from
the ab initio results of Ref. [243] and presented in Table.5.1. The calculated low-energy
band dispersions for WS2/BBG/CGT are shown in Fig. 5.7. The signs of V and electron
doping ne determine the dominant proximity spin interaction. If both V and ne positive
or negative, the electrons at the Fermi level experience proximity EX coupling, while if
the signs of V and ne are opposite, the electrons at the Fermi level have strong proximity
SO or EX couplings, we use labels (SO) and (EX) in Fig. 5.7, respectively.

We look at the impact of EX and SO couplings in detail. To begin with, we calculate a
band structure for different levels of displacement field V , considering only SO coupling
with turned-off EX coupling. Figure 5.8 shows the resulting band structure. As we can
note, the SO splitting of the valence band and the conduction band depends on the sign
of the displacement field V ; therefore, the configuration of the WS2/BBG heterostructure
can be a spin-field Datta-Das transistor, based on the assumption that the type of excess
carries, such as hole or electron doping, does not depend on the sign of displacement field.
As Figure 5.8 shows, the spin-valley splitting of the possible WS2/BBG heterostructure
strictly corresponds to the Valley-Zeeman ordering. Consequently, in this heterostructure,
the manifestation of correlated phases corresponding to SO interaction, described in
Chapter 4 for the MoSe2/CGT/WSe2 heterostructure, is possible, which will be confirmed
in our further reasoning.

We also calculate the band structure of the WS2/BBG/CGT heterostructure with
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Figure 5.8: Calculated electronic band structure at low energy for the WS2/BBG/CGT
system near the K and K ′ points with turned off EX coupling. The band structure was
obtained with a potential V set to either -5 meV (a), 0 meV (b), and +5meV (c). The
color-coded bands show spin polarization, with red representing spin-up electrons and
blue representing spin-down electrons.

turned-off SO coupling at finite displacement field V to map the net effect of EX coupling
on the electronic structure of this system. Figure 5.9 shows the resulting zone structure
as we can see, as with EX coupling disabled in Figure 5.8, EX coupling "flows" from
the valence band to the conduction band as the displacement field V increases. The V
displacement field sign controls the ferromagnetic splitting: negative values of V will
introduce spin splitting of the valence band, while positive values will introduce spin
splitting of the conduction band. Thus, by controlling the displacement field V , it is
possible to implement an EX spin valve for spin-polarized excess charge carriers.

Summing up, we can state that the ex-so-tic WS2/BBG/CGT heterostructure has
incredible properties at the single-particle level. This heterostructure makes building
various spintronic devices, such as spin-field Datta-Das transistors and exchanging spin
valves possible. The manifestation of such spin possibilities and possible correlation
effects can attract interest from theoretical and experimental studies.
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Figure 5.9: Calculated electronic band structure at low energy for the WS2/BBG/CGT
system near the K and K ′ points with turned off SO coupling. The band structure was
obtained with a potential V set to either -10 meV (a), 0 meV (b), and +10 meV (c). The
color-coded bands show spin polarization, with red representing spin-up electrons and
blue representing spin-down electrons.

5.4. Correlated phenomena in pristine BBG
To describe correlated phenomena in BBG, we used the SU(4)-symmetric interaction
Hamiltonian, as in the case of RTG-based systems described in Chapter 4. The full
Hamiltonian of the system can be described as:

Ĥ = Ĥkin + Ĥint − µN̂, (5.14)

where µ is the chemical potential, N̂ is the number of electrons operator, the kinetic
term Ĥkin and the interaction term Ĥint, which in turn have the form

Ĥkin =
∑

kτ,si,s′j

[
ĥ(k, τ)

]
si,s′j

ĉ†
sτi(k)ĉs′τj(k), (5.15)

Ĥint = U0(n↑Kn↓K + n↑K′n↓K′) + U1nKnK′ . (5.16)

In this equation, the operator ĉ(†)
sτi(k)/ĉsτi(k) acts as the creation/annihilation operator

for Bloch electrons with a specific spin, denoted as s, which can be either up (↑) or
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γ0[eV] 2.432
γ1[eV] 0.365
γ3[eV] -0.273
γ4[eV] -0.164

∆[meV] 8.854
λA2

I [meV] 1.132
λB2

I [meV] -1.132
λA1

X [meV] -3.874
λB1

X [meV] 3.874
Table 5.1: The numerical values for the parameters of the single-particle Hamiltonian of
WS2/BBG/CGT heterostructure.

down (↓), and are associated with a valley (τ), either K or K ′, a sublattice (i), and a
valley-momentum (k). Our research focuses on a simplified interaction model containing
intra- and inter-valley interactions characterized by repulsive couplings. Specifically, U0
represents intravalley interactions, while U1 symbolizes intervalley interactions. Both
U0 and U1 are positive, indicating their repulsive nature. We introduce the spin-valley
number operator nsτ , constrained by a momentum cutoff Λ:

nsτ =
∑

|k|<Λ

∑
i

ĉ†
sτi(k)ĉsτi(k), (5.17)

which leads to the valley-specific number operator nτ = n↑τ + n↓τ . Based on prior
research, we set both U0 and U1 to 19 eV and the momentum cutoff Λ to 0.06 Å−1. We
assume these interaction parameters to be consistent even when extending our study to
more complex systems like ex-so-tic heterostructures based on BBG.

Before starting the study of correlation effects in ex-so-tic heterostructures based on
BBG, it is required to clarify these effects in pristine BBG for completeness. For this,
as in the case of pristine RTG in Chapter 4, we use RPA, which has proven effective in
finding correlated phases.

In pristine BBG, we only found Stoner and IVC instabilities. Since this system
has SU(2) symmetry, there is no possibility to induce spin-resolved correlated phases.
Therefore, we calculated the critical parameter λΣ

c corresponding to the RPA susceptibility
divergence criterion for correlated IVC phases and Stoner at a finite doping level of ne

and a displacement field of V as

λΣ
c (ne, ud) = 1

∥Σ∥2 ⟨Σ|χ0
ph(ne, ud)ΓRPA

ph |Σ⟩ (5.18)

for two particular order parameters

Σ̂Stoner =
∑
āb

[
s⊗ τ0/z

]
āb
ĉ†

āĉb (5.19)
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and
Σ̂IVC =

∑
āb

[
s⊗ τx/y

]
āb
ĉ†

āĉb (5.20)

where s represents any Hermitian operator in spin subspace.
Figure 5.10 presents obtained BBG phase diagram. This diagram categorizes areas

where no instabilities appear as the Fermi-liquid. Stoner and IVC instabilities manifest in
the chart, occurring in either the hole-doping or electron-doping regions and at different
displacement field V amplitude.

As in the case of the pristine RTG described in Chapter 4, for the pristine BBG,
due to the vast number of free parameters such as the electron doping level ne, the
displacement field V and the electron interaction parameter U = U0 = U1, it seems to us
impossible to analytically determine the separation boundaries of the IVC and Stoner
phases. However, the Stoner phase in the region of hole doping follows the position of
the van Hove singularity up to the region of high displacement field V . The particle-hole
asymmetry of the pristine BBG phase diagram follows the particle-hole asymmetry of
Bloch Hamiltonian (5.7) of pristine BBG. We can also note a significant decrease in the
area of correlated phases in the phase diagram of the pristine BBG, in comparison with
the phase diagram of the pristine RTG, with similar interaction parameters. This effect
is because the band structure of the pristine RTG is much flatter due to the γ6 hopping
connecting the outer layers of the RTG in Eq.(4.1).

5.5. WS2/BBG/CGT heterostructure phase diagramm
In the subsequent phase of our research, we focused on determining the phase diagram
for the complex WS2/BBG/CGT heterostructure. We aimed to pinpoint all the possible
correlated phases within this specific heterostructure. To achieve this, we performed
the diagonalization of the susceptibility function χ0

ph multiplied by the Random Phase
Approximation (RPA) vertex function ΓRPA

ph at zero displacement field V = 0, and at the
charge-neutrality point µ = 0.

The WS2/BBG/CGT heterostructure presents unique challenges due to the absence of
SU(2) spin symmetry. Additionally, it features both SO and EX coupling. As a result
of these complexities, our calculations revealed spin-resolved instabilities inherent to
systems with both SO and EX coupling mechanisms.

1. Spin-Valley-Coherent (SVC) IVC Instability Induced SO-Coupling: This type of
instability is characterized by a spatial modulation, represented by the wave vector
q = 2π

3a (1,
√

3). It manifests through a phenomenon known as spin-valley-flip
hopping. The representation of the order parameter for this SVC instability is
given by:

Σ̂SVC± =
∑
āb

[sxτx ± syτy]āb ĉ
†
āĉb (5.21)

2. Spin-Valley-Polarized (SVP) Stoner Instability Induced by SO-Coupling: This
instability is localized q = 0. The order parameter for this SVP instability is
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Figure 5.10: Phase diagram of pristine BBG for different electron doping levels ne and
displacement fields V . There are two main phases: intervalley coherent (IVC) and Stoner
instability. The white background represents stable Fermi liquid (FL).
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defined as:
Σ̂SVP± =

∑
āb

[szτ0 ± s0τz]āb ĉ
†
āĉb (5.22)

3. Charge-Density-Wave (CDW) IVC Instability Induced by EX-Coupling: This
instability is marked by a spatial modulation in charge, with the wave vector
q = 2π

3a (1,
√

3). The order parameter for the CDW instability is:

Σ̂CDW± =
∑
āb

[
(s0 ± sz) ⊗ τx/y

]
āb
ĉ†

āĉb (5.23)

4. Valley-Polarized (VP) Stoner Instability Induced by EX-Coupling: It is another
localized instability q = 0. The order parameter for this VP instability is:

Σ̂VP± =
∑
āb

[(sz ± s0)τz]āb ĉ
†
āĉb (5.24)

All the instabilities described above exhibit correlations that are divided between spin-
valley flavor pairs. For instance, the SVP phase is distributed among pairs having different
spin-valley quantum numbers szτ = ±1. On the other hand, the VP phase is solely
spread over the valley quantum number τ .

After conducting an in-depth analysis of all possible particle-hole correlated phases in
ex-so-tic WS2/BBG/CGT heterostructure, we have generated a correlated phase diagram,
as illustrated in Figure 5.11. This diagram unveils a more intricate set of behaviors
compared to the more pristine BBG-only system. In our previous discussions on the
band structure of this system, we emphasized the role of the displacement field V and the
electron doping level ne in determining the nature of energy band splitting at the Fermi
level. Specifically, when the product of the displacement field and electron doping level
(V ne) is positive, EX splitting of energy bands occurs at the Fermi level. Conversely,
when V ne < 0, SO splitting takes place. Based on these observations, we have identified
four distinct operational regimes in the phase diagram:

1. SO Coupling with Hole Doping: Occurs when V > 0 and ne < 0.

2. SO Coupling with Electron Doping: Occurs when V < 0 and ne > 0.

3. EX Coupling with Electron Doping: Occurs when V > 0 and ne > 0.

4. EX Coupling with Hole Doping: Occurs when V < 0 and ne < 0.

Further scrutiny of the phase diagram reveals that when the Fermi level intersects
bands with strong proximity to SO coupling, the Stoner phase evolves into two unique
SVP± states. These states display spin-valley polarization along the ±z axis. In contrast,
the IVC phase transitions into spin-valley coherent states, denoted as SVC±. This
behavior is primarily influenced by valley-Zeeman SO coupling, as referenced in [68].

Similarly, when the Fermi level intersects bands with strong EX coupling, the Stoner
phase transitions into valley-polarized states (VP±), and the IVC phase transitions into
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Figure 5.11: Phase diagram of the ex-so-tic WS2/BBG/CGT heterostructure as a function
of the displacement field V and the doping density ne. The diagram predicts eight
different phases, with symmetry breaking: CDW± (charge density wave), SVC± (spin-
valley coherence), VP± (valley polarized state), and SVP± (spin-valley polarized state).
These phases are color-coded to indicate potential instability in the Fermi liquid state
(shown in white).
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charge density wave states (CDW±). A closer look at the van Hove singularities (van Hove
singularities) reveals that two SVC± phases emerge when influenced by valley-Zeeman
SO coupling. These phases involve a combination of both spin and valley matrices—sx,
sy, τx, and τy—and can be interpreted as inter-valley spin-flip hopping that conserves
the spin-valley quantum number. It results in a correlated SVC phase, facilitated by
Coulomb interactions, and reduces kinetic energy.

In contrast, when van Hove singularities are influenced by EX interactions, two spin-
polarized CDW± phases emerge. Unlike SVC±, these phases involve only the s0 and sz

spin matrices but similarly intertwine the valleys via the τx matrix. Both SVC± and
CDW± exhibit spatial modulations defined by the wave vector q = 2π

3a (1,
√

3). This
results in an expansion of the BBG unit cell into a “magnetic”

√
3 ×

√
3-unit cell, thereby

reducing the size of the Brillouin zone and causing both valleys to fold into the Γ point.
Future discussions will employ the k vector, measured relative to the center of this
reduced Brillouin zone.

5.6. Hartree-Fock correlated band structure

The natural progression of our research involved an in-depth analysis of the band structure
in the correlated phases of a unique heterostructure based on BBG. We employed the
Hartree-Fock method, which we elaborated on in Chapter 4, to conduct this analysis.
Specifically, we focused on four primary correlated phases: SVP− and SVC−, which are
influenced by SO proximity-induced coupling, as well as VP+ and CDW−, which are
affected by EX proximity-induced coupling.

The outcomes of our calculations are visually represented in Figure 5.12, where the
band structure is folded to the (Γ) point in the Brillouin zone. Interestingly, our findings
align with those related to the RTG heterostructure discussed in the preceding Chapter.
While we did not detect a full gap opening indicative of a Mott transition, we did observe
the emergence of a correlated gap. This phenomenon is adequately captured at the
mean-field level by the order parameters we have previously described.

To quantify these observations, we estimated the amplitude of the correlated gap
for each phase. For the SVP− and SVC− phases, the amplitude was calculated to
be ΓHund

ph,SVP−
= 0.124 meV and ΓHund

ph,SVC−
= 0.121 meV, respectively. Similarly, for

the VP+ and CDW− phases, the amplitude was found to be ΓHund
ph,VP+

= 0.134 meV and
ΓHund

ph,CDW−
= 0.112 meV, respectively. Notably, these gap values are in close agreement with

the amplitude of the proximity-induced couplings. It strongly corroborates the significant
impact of proximity-induced couplings on the phase diagram of the WS2/BBG/CGT
heterostructure.

Additionally, we scrutinized changes to the Fermi surface when correlations were
introduced. In Figure 5.13, we display the spin-resolved Fermi surfaces folded to the Γ
point, both with and without the influence of correlation effects. The observed behavior
closely resembles that found in the case of RTG, described in Chapter 4. Specifically,
introducing correlations triggers a Lifshitz transition, leading to a variation in the number
of Fermi surface pockets. Importantly, it is evident that these correlation effects do not
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5. Swapping EX and SO induced correlated phases in ex-so-tic heterostructures

entirely obliterate the Fermi surface. This observation highlights the differences between
the correlated phases found in BBG-based heterostructures and those in a Mott insulator.

5.7. Hund’s coupling
In this section, we present preliminary results that indicate the possibility of inducing a
superconducting instability by Hund’s coupling.

While exploring the correlated phases in multilayer graphene heterostructures, we were
intrigued by a particular question. Specifically, we wondered what would happen if we
deviated from the conventional SU(4) interaction model, which is highly symmetrical
and straightforward. To investigate this, we introduced a relatively uncomplicated
additional term to the interaction model, the intervalley Hund’s interaction [260, 275].
This interaction can be represented as follows [260, 276, 259]:

ĤHund = J (n↑K − n↓K)
(
n↑K′ − n↓K′

)
, (5.25)

In this equation, J signifies the amplitude of Hund’s interaction, which, based on
general assumptions, should be smaller than SU(4) interaction amplitude U0 = U1. The
sign of J is crucial as it determines the nature of the interaction—either ferromagnetic
when negative or antiferromagnetic when positive.

The Hund’s interaction necessitates a modification to the existing irreducible RPA
vertex, denoted as ΓRPA

ph , in the particle-hole channel. Specifically, an extra component,
ΓHund

ph , must be added to account for the Hund’s interaction. This additional component
can be expressed as follows:

ΓHund
ph,0033 = ΓHund

ph,0110 = ΓHund
ph,1122 = ΓHund

ph,2332 = +J, (5.26)
ΓHund

ph,0011 = ΓHund
ph,0330 = ΓHund

ph,1221 = ΓHund
ph,233 = −J. (5.27)

It is worth noting that any components of the ΓHund
ph tensor that is not explicitly

mentioned can be derived using the relation:

ΓHund
ph,abcd = ΓHund

ph,dcba. (5.28)

This relation allows for the complete characterization of the ΓHund
ph tensor, thereby provid-

ing a comprehensive framework for incorporating Hund’s interaction into the particle-hole
channel. Thus, ΓRPA

ph must include both the component from SU(4) interaction model
from Eq. (4.25) and the component from Hund’s interaction from Eq. (5.27).

5.7.1. Hund’s coupling induces correlated phases

The primary objective of our test was to delve into the different phases that the Hund’s
interaction might induce. To illustrate this, we refer to figure 5.14, which presents the
phase diagrams. These diagrams are mapped as functions of two key parameters: Hund’s
interaction parameter, denoted as J , and the SU(4) model where U0 = U1.
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(a) (b)

(d)(c)

Figure 5.14: Phase diagrams of the ex-so-tic WS2/BBG/CGT heterostructure as a
function of the interaction parameter U of the fully rotation symmetric SU(4) model
and the Hund’s interaction parameter J for four doping modes and proximity-induced
couplings: (a) hole doping with SO coupling, (b) electron doping with EX coupling, (c)
hole doping with EX coupling and (d) electron doping with SO coupling.

For clarity, we have examined these interactions under four sets of displacement field
and doping parameters. Each of these sets corresponds to a specific mode: SO-coupled
hole filling at panel (a), EX-coupled electron filing at panel (b), EX-coupled hole filing
at panel (c), and SO-coupled electron filing at panel (d). Each mode provides a unique
perspective on the interaction and its implications, offering a comprehensive view of the
phenomenon under study.
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From our observations, the outcomes align with our expectations. When we look at
the Hund’s interaction parameter, its negative values indicate ferromagnetic ordering. It
leads to a full spin-polarized (SP), ferromagnetic-like ordering. The representation of
this order parameter is given by:

Σ̂SP =
∑
āb

[
τ0sx/y/z

]
āb
ĉ†

āĉb, (5.29)

On the other hand, when the Hund’s interaction parameter, denoted as J , takes on positive
values, it signifies antiferromagnetic ordering. This results in a full spin-valley-polarized
(SVP) ordering. The expression for this order parameter is:

Σ̂SVP =
∑
āb

[
τzsx/y/z

]
āb
ĉ†

āĉb. (5.30)

Selecting a specific value for the Hund’s interaction parameter J poses challenges. The
theoretical models available for aligning with experimental data come with a plethora of
free parameters. Making a definitive choice becomes intricate. Additionally, we find it
computationally intensive when considering a first-principles evaluation using the cRPA
method [277]. As a result, determining the entire phase diagram becomes a daunting
task. Due to these complexities, we have sidesteped the discussion on how the Hund’s
interaction influences the outcomes.

5.7.2. Hund’s coupling induces superconductivity
We faced fascinating predictions in exploring the effects of Hund’s interaction on corre-
lation within a unique heterostructure based on BBG. Specifically, we found that the
Hund’s interaction could induce a superconducting state. To validate and understand
this phenomenon, we embarked on a journey to map out the phase diagram that would
confirm the presence of a superconducting state. Our methodology was comprehensive; we
employed the RPA and a combination of the parquet and linearized Eliashberg equation
described in Chapters 3 and 4.

Breaking down our approach, the initial step was to craft an irreducible vertex in
the particle-particle channel. It was achieved using the parquet equation. We further
determined the fully reducible vertex in the particle-hole channel, leveraging the Random
Phase Approximation. The resulting irreducible particle-particle vertex can be represented
as:

Γpp,ab̄cd̄ = Λab̄cd̄ + Φph,ab̄cd̄ − Φph,ad̄cb̄, (5.31)

The symbol Λ denotes the fully irreducible vertex in the given equation, and Φph is the
fully reducible vertex when considering the particle-hole channel. It can be elaborated
upon and expressed in the following manner:

Φph,ab̄cd̄ =
∑
f̄eḡh

ΓRPA
ph,ab̄ef̄

χRPA
ph,f̄eḡh

ΓRPA
ph,hḡcd̄

(5.32)

It is crucial to note that in the context of RPA, ΓRPA
ph is equivalent to Λ.
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In the preceding sections, there has been a discussion on the methodology to compute
χ0

ph. Computation is based on the generalized Lindhards’ susceptibility formula, which
can be referenced from Eq.(4.14):

χ0
ph,ābc̄d(ω,q) = 1

Nk

∑
k

∑
ij

u∗
nā(k)umb(k + q)u∗

mc̄(k + q)und(k)f(εn(k)) − f(εm(k + q))
iω + εm(k + q) − εn(k)

(5.33)
In our research, we strategically chose to simplify our calculations and the subsequent
interpretation of our results. Specifically, we assumed that Γpp is entirely local, represented
as q = 0, and wholly static, denoted as ω = 0. As a result of this approximation, we
constructed Γpp using χ0

ph(ω = 0,q = 0).

We employed the linear algebra of two-particle Green’s functions within a particle-hole
channel to delve deeper into the methodology. Hence, using two-particle linear algebra,
detailed in Appendix B, we were able to compute the dressed RPA susceptibility, χRPA

ph ,
using the following equation:

χRPA
ph,ābc̄d =

∑
fēhḡ

[
1 − χ0

ph,ābēf ΓRPA
ph,f ēhḡ

]−1
χ0

ph,ḡhc̄d (5.34)

Having derived the χRPA
ph , we then proceeded to construct Γpp using the parquet equation,

as referenced in equation (5.31). However, a crucial point to note is the role of λc from
the equations:

λcΣāb =
∑
ēf ḡh

χ0
ph,ābēf ΓRPA

ph,f ēhḡΣḡh, (5.35)

When the value of λc surpasses unity, constructing Γpp becomes unfeasible due to the
divergence observed in χRPA

ph . It implies that the RPA method becomes unsuitable for
calculating the Cooper instability via the linearized Eliashberg equation whenever we
detect correlated particle-hole instabilities in the phase diagram. Consequently, within
this theoretical framework’s confines, it is impossible to witness the simultaneous presence
of correlated phases in particle-hole and particle-particle channels.

Now, we must determine the last missing ingredient for the linearized Eliashberg
equation - bare susceptibility in particle-particle channel χ0

pp. As in the case of bare
susceptibility in particle-hole channel χ0

ph, we used the transformed generalized Lindhards’
susceptibility formula, but for the particle-particle channel:
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χ0
pp,ābc̄d(ω,q) = − 1

Nkβ

∑
νk
Gdā(ν,k)Gbc̄(ω − ν,q − k)

= − 1
Nkβ

∑
νk

(∑
i

und(k)u∗
nā(k)

iν − εn(k)

)
︸ ︷︷ ︸

Gdā(ν,k)

∑
j

umb(q − k)u∗
mc̄(q − k)

iω − iν − εm(q − k)


︸ ︷︷ ︸

Gbc̄(ω−ν,q−k)

= − 1
Nk

∑
k

∑
ij

u∗
nā(k)umb(q − k)u∗

mc̄(q − k)und(k)

1 − f(εn(k)) − f(εm(q − k))
iω − εm(q − k) − εn(k) (5.36)

In static ω = 0 and local q = 0 limit, Eq.(5.36) can be rewritten as:

χ0
pp,ābc̄d(ω,q) = 1

Nk

∑
k

∑
ij

u∗
nā(k)umb(q − k)u∗

mc̄(q − k)und(k)

1 − f(εn(k)) − f(εm(−k))
εm(−k) + εn(k) (5.37)

In our analysis, we deliberately chose to exclude the dependence of the generalized
susceptibility on the sublattice subindex. This decision stems from the fact that the
interaction Hamiltonian of the SU(4) model, as Hund’s coupling, does not factor in the
sublattice degrees of freedom. As a direct consequence of this omission, it becomes feasible
for us to eliminate the sublattice degrees of freedom from the generalized susceptibility,
as denoted by equation (4.18). It can be expressed as:

χ̃0
pp,ābc̄d =

∑
ij

χ0
pp,(āi)(bj)(c̄i)(dj) (5.38)

In this equation, the indices ā, b, c̄, and d are symbolic representations that exclusively
encode the spin s and the valley τ quantum number combination. On the other hand,
the indices i and j are representative of the sublattice indices. As a result, the term χ̃0

pp

encapsulates information solely on the spin-valley degrees of freedom. For the sake of
simplicity and clarity in subsequent discussions, we will adopt the notation χ0

pp to refer
to χ̃0

pp.
To address the problem, we have meticulously gathered all the components required to

solve the linearized Eliashberg equation. This equation can be represented as:

λc∆āb̄ =
∑
efḡh̄

χ0
pp,āeb̄f

Γpp,eh̄f ḡ∆ḡh̄, (5.39)

where
∆̂ =

∑
āb̄

∆āb̄ĉ
†
āĉ

†
b̄

(5.40)
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Figure 5.15: Dependence of the channels amplitude of the diagonalized irreducible vertex
Γpp in the particle-particle channel obtained using RPA on the interaction parameter
SU(4) model U0 = U1. The vertical dashed line indicates the critical value of the
interaction parameter SU(4) model, corresponding to the divergence χRPA

ph .

The term, denoted by ∆̂, is crucial as it corresponds to the superconducting order
parameter associated with Cooper instability.

To initiate our study, we examined the pristine BBG’s phase diagram and the unique
heterostructure WS2/BBG/CGT. Our assumptions were based solely on SU(4) type
interactions within these systems. Despite our thorough study, we could not identify
any specific point in the phase diagram of either the unaltered or the unique BBG-
based systems that indicates the presence of a superconducting state. This particular
observation can be attributed to the pronounced symmetry of the Hamiltonian interaction.
Such a high degree of symmetry means that the degree at which a specific interaction
channel, denoted as Γpp, diminishes to zero, leading to superconducting ordering, is
almost identical to the degree at which the same channel intensifies or diverges to infinity.
This intensification mirrors the closeness of the divergence χRPA

ph , which subsequently
results in the emergence of a particle-hole instability.

It is noteworthy to mention that the regions where the superconducting state remains
stable for SU(4) type interactions are incredibly minute within the parametric space
defined by the interaction parameter SU(4) U0 = U1, the displacement field V , and
the doping level ne. Such regions pose a challenge for detection when using numerical
calculations. To elucidate further, the figure 5.15 we reference displays the Γpp channels,
which are derived from the diagonalization of Γpp, in line with the linear algebra detailed
in appendix B. There is a critical value for the SU(4) interaction parameter U0 =
U1 = 13.76 eV, at which the divergence χRPA

ph is observed. However, when U0 =
U1 = 13.57 eV, one of the Γpp channels undergoes softening due to the Kohn-Luttinger
mechanism [278, 279, 259, 280, 281], turning it attractive (indicating a negative value).
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The stability space that results from the superconducting state is approximately 0.2 eV
within the interaction parameter SU(4) parametric space. This further underscores the
elusive characteristics of superconductivity when considering the SU(4) interaction model.

In the figure labeled Figure 5.15, it is necessary to distinguish between the different
interpretations of the "divergence rates" associated with both Stoner and IVC channels
Γpp. In particular, the term "divergence level" refers to the tendency of specific channels
to either lead to infinity or fall into the negative realms. The sign ascribed to these
"divergence levels" is not merely coincidental; proximity to the emerging particle-hole
instability profoundly affects it. As the system approaches the emerging particle-hole
instability for the IVC channel, the "divergence rates" for Γpp will take on positive values
tending to infinity. Conversely, the "divergence rates" for Γpp associated with the Stoner
channel will take a negative sign, which means a descent into negative values.

The title of this section underscores a significant observation: the role of Hund’s
coupling in the induction of superconductivity. Through our study, we discerned that
incorporating Hund’s coupling leads to a marked enhancement in the parametric stability
of superconducting states. Figure 5.16 showcases two distinct phase diagrams to offer
a more straightforward visual representation. These are plotted concerning the SU(4)
interaction parameter and the Hund’s coupling, represented as J . Specifically, panels (a)
and (b) illustrate two scenarios: the first encompasses hole doping in conjunction with
SO coupling, while the second pertains to EX coupling. It should be noted that with
electron doping, sufficient superconductivity is difficult to ’catch’ numerically, even in
the presence of the Hund’s interaction.

Beyond the previously discussed particle-hole instabilities, our study also revealed a
spectrum of particle-particle instabilities, categorized as follows:

1. Singlet Cooper Instability: This form of instability is characterized by its zero final
quantum spin and valley numbers. The corresponding order parameter is:

∆̂Singlet± =
∑
āb̄

i [syτx ± sxτy]āb̄ ĉ
†
āĉ

†
b̄

(5.41)

2. Triplet Cooper Instability: Distinguished by a non-zero spin quantum number and
a zero valley number, its order parameter is:

∆̂Triplet± =
∑
āb̄

iτy [s0 ± sz]āb̄ ĉ
†
āĉ

†
b̄

(5.42)

3. ex-so-tic Type Cooper Instability - Singlet Pair-Density-Wave (PDW) [282]: Unique
for its zero spin quantum number and a non-zero valley number, its order parameter
is:

∆̂PDW± =
∑
āb̄

isy [τ0 ± τz]āb̄ ĉ
†
āĉ

†
b̄

(5.43)

A Pair-Density-Wave (PDW) is a theoretical superconductivity state distinct from
the conventional superconducting state. In a conventional superconductor, electron
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pairs condense into a state with a uniform phase, leading to zero electrical resistance.
In contrast, the superconducting order parameter oscillates in a PDW state in space,
leading to a modulated pairing amplitude. In our case, modulation wavevector
is equal to intervalley momentum q = 2π

3a (1,
√

3). This state has been proposed
to exist in certain high-temperature superconductors and is believed to coexist or
compete with other electronic orders, such as charge or spin density waves.

It is crucial to note that the existence of the Triplet Pair-Density-Wave is deemed
unfeasible. This assertion stems from the fact that the order parameters for this Cooper
instability type are:

∆̂ =
∑
āb̄

[szτ0 ± s0τz]āb̄ ĉ
†
āĉ

†
b̄

= 0 (5.44)

It culminates in a value of zero, affirming its non-existence.
From the phase diagram depicted in figure 5.16, we can observe a distinct pattern related

to superconducting ordering. Specifically, when we focus on Hund’s antiferromagnetic
interaction regime, a Singlet type of superconducting ordering emerges. This particular
ordering is closely situated near the SVP ordering. Intriguingly, this pattern mirrors
the behavior seen in the phase diagrams of high-temperature superconductors. In such
superconductors, the singlet superconducting d−wave ordering is found to be neighboring
the antiferromagnetic ordering.

On the other hand, when we shift our attention to the region characterized by the
ferromagnetic Hund’s interaction, a different type of superconducting ordering is evident.
Here, we notice the presence of triplet superconducting ordering, which is closely associated
with SP ordering. This observation is not unique to this system. When we examine
systems of heavy fermions, we find a similar trend. In the phase diagrams of these
systems, triplet superconducting ordering is found to be adjacent to ferromagnetism.
This consistency across different systems underscores the intricate relationship between
superconducting orderings and their neighboring interactions.

To validate the above reasoning, we constructed phase diagrams for pristine BBG. In
this endeavor, we set the interaction parameters at U0 = U1 = 16 eV and explored the
effects of J = ±4 eV. These diagrams were plotted against the displacement field V and
the electron doping level ne. The resulting diagrams can be viewed in figure 5.19.

The results show that the nature of the Hund’s interaction plays a pivotal role in
determining the types of orderings. Specifically:

1. For the antiferromagnetic Hund’s interaction, represented by J and showcased in
panel (a):

• The Stoner phase transitions into the SVP phase.
• The IVC phase evolves into the CDW phase.
• This interaction also induces a "coat" effect, corresponding to singlet super-

conducting ordering.

2. On the other hand, for the ferromagnetic Hund’s interaction, depicted in panel (b):
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(a)

(b)

Figure 5.16: Comparative Phase Diagrams for Two Distinct Regimes of WS2/BBG/CGT
system as a function of SU(4) interaction parameter U0 = U1 and Hund’s interaction
parameter J : (a) Incorporating hole doping in conjunction with SO coupling, and (b)
hole doping paired with EX coupling. Each diagram distinctly forecasts the emergence
of various phases. These are further categorized into two channels: the particle-particle
interactions (represented by the left color bars) and the particle-hole interactions (depicted
by the right color bars). The color gradations within these diagrams serve as indicators,
with each hue signifying a specific phase. Notably, the white regions within the diagrams
highlight areas with no potential instability within the Fermi liquid state.

• The Stoner phase transforms into the SP phase.

• The IVC phase shifts to the SVC phase.

• This interaction results in a "coat" over particle-hole instability, indicative of
triplet superconducting ordering.
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Figure 5.17: Dependence of the channels amplitude of the diagonalized irreducible vertex
Γpp in the particle-particle channel obtained using RPA on the Hund’s interaction
parameter J .

It is worth noting that there is no evidence of superconducting ordering in the absence
of the Hund’s interaction.

We also have undertaken a comprehensive calculation of the phase diagram for the
WS2/BBG/CGT heterostructure, mainly focusing on the influence of Hund’s coupling.
Our analysis is grounded on what we believe to be realistic SU(4) interaction parameters,
specifically with U0 = U1 = 16 eV. The results of this analysis, which incorporate Hund’s
coupling values of J = ±4, are illustrated in figure 5.19.

Upon examining the figure, several observations can be made:

1. Panel (a) showcases the antiferromagnetic nature of Hund’s coupling with a value
of J = +4 eV. It is predominantly associated with singlet superconducting ordering.
Notably, these orderings are primarily observed in regions corresponding to SO-
coupled filings.

2. Conversely, panel (b) highlights the ferromagnetic nature of Hund’s coupling,
represented by a value of J = −4 eV. In this scenario, the dominant feature is
the triplet superconducting ordering. These orderings are predominantly found in
regions that align with EX-coupled filings.

3. An additional point of interest is the PDW phase. It is worth noting that identify-
ing this phase is particularly challenging when considering the parametric space
displacement field, denoted as V , and the electron level of doping, represented by
ne.

In essence, our analysis underscores the pivotal role of Hund’s coupling in influencing
the superconducting orderings within the WS2/BBG/CGT heterostructure.
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(a)

(b)

Figure 5.18: Phase Diagrams for Two Distinct Interaction Regimes: U0 = U1 = 16 eV
and J = 4 eV at the panel (a) and J = −4 eV of pristine BBG system as function
displacement field V and electron level of doping ne. Each diagram distinctly forecasts
the emergence of various phases. These are further categorized into two channels: the
particle-particle interactions (represented by the left color bars) and the particle-hole
interactions (depicted by the right color bars). The color gradations within these diagrams
serve as indicators, with each hue signifying a specific phase. Notably, the white regions
within the diagrams highlight areas with no potential instability within the Fermi liquid
state.

However, the main question remains open: Why does the Hund’s interaction stabilize
superconductivity? The answer is quite evident from the analysis of superconductivity for
the SU(4) interaction model. The Hund’s interaction introduces a significant imbalance
between Stoner and IVC channels of the fully irreducible vertex in particle-particle channel
Γpp, thereby essentially separating in the parametric space the points of divergence, both
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(a)

(b)

Figure 5.19: Phase Diagrams for Two Distinct Interaction Regimes: U0 = U1 = 16 eV
and J = 4 eV at the panel (a) and J = −4 eV of WS2/BBG/CGT system as function
displacement field V and electron level of doping ne. Each diagram distinctly forecasts
the emergence of various phases. These are further categorized into two channels: the
particle-particle interactions (represented by the left color bars) and the particle-hole
interactions (depicted by the right color bars). The color gradations within these diagrams
serve as indicators, with each hue signifying a specific phase. Notably, the white regions
within the diagrams highlight areas with no potential instability within the Fermi liquid
state.

to infinity and to negative values, of different channels Γpp, as shown in the figure 5.17.
The softening of Γpp channels corresponding to superconducting ordering occurs much
faster and far from the χRPA

ph divergences.
Such logic suggests what will happen if, even in the absence of the Hund’s interaction, we

introduce asymmetry into the SU(4) interaction model through the nonequivalence of the
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(a)

(b)

Figure 5.20: Comparative Phase Diagrams for Two Distinct Regimes as a function of
SU(4) interaction parameter (U0 + U1)/2 and SU(4) interaction parameter imbalance
(U0 − U1)/2: (a) Incorporating hole doping in conjunction with SO coupling, and (b)
hole doping paired with EX coupling. Each diagram distinctly forecasts the emergence
of various phases. These are further categorized into two channels: the particle-particle
interactions (represented by the left color bars) and the particle-hole interactions (depicted
by the right color bars). The color gradations within these diagrams serve as indicators,
with each hue signifying a specific phase. Notably, the white regions within the diagrams
highlight areas with no potential instability within the Fermi liquid state.

intervalley and intravalley interaction U0 ̸= U1, we should also obtain superconductivity.
To do this, we constructed a phase diagram, again for two modes: hole doping in
conjunction with SO coupling and EX coupling, as a function of (U0 + U1)/2 and
(U0 − U1)/2, represented by the Figure 5.20. As can be seen from the results, we indeed
observe superconductivity, but now in a narrower parametric space.
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5.8. Conclusions

Amazingly, we observe singlet superconducting ordering in the case of EX-coupled hole
filling. In contrast, in the case of SO-coupled filling, we observe triplet superconducting
ordering, which is consistent with experimental data [266]. The imbalance induces a
superconducting state when the intravalley interaction U0 is less than the intervalley
interaction U1. This behavior has already been observed in theoretical work [283, 259,
260]. However, a significant imbalance towards the intravalley interaction U1 induces
Pair-Density-Wave ordering, Cooper instability with a finite momentum equal to the
intervalley momentum.

The relationship between intravalley and intervalley interactions presents a distinct
contrast to Hund’s interaction, as it does not lead to a broad parametric region where the
superconducting state remains stable. When we evaluate the complete phase diagram,
taking into account the displacement field V and the electron level of doping ne, it
becomes evident that there are no significant stable regions of any superconducting order
parameters. Based on our detailed calculations, we can confidently assert that Hund’s
interaction is the primary driving force behind the emergence of superconductivity in
BBG-based systems.

5.8. Conclusions

We delve into the intricate behavior of ex-so-tic heterostructures, specifically those
based on BBG, using RPA and Hartree-Fock methods. Our predictions indicate a
fascinating phenomenon: the correlated states of these heterostructures can transition
between SO and EX-driven phases. It suggests that a singular device constructed with
these heterostructures can manifest a comprehensive range of correlated phases. This
spectrum spans from the uniform Stoner valley-polarized phase to more complex states,
such as the spatially modulated spin-polarized Charge Density Wave and the intriguing
spin-flip-valley-flip spin-valley coherences.

While our research delves explicitly into the DFT parametrization of a particular
stacking configuration, namely the WS2/BBG/CGT, it is essential to note the broader
implications of our findings. They transcend this specific configuration and apply
to a myriad of twisted structures. These structures exhibit modified proximity spin
interactions and can be paired with various encapsulating SO materials. Furthermore,
our conclusions are equally relevant for an assortment of magnetic semiconductors and
insulators, emphasizing the universality and significance of our research in the broader
context of quantum mechanics and material science.

Also, we arrived at a significant conclusion in our most recent studies on systems
that utilize ex-so-tic heterostructures with BBG. While it may be the final point we are
highlighting, it is of lesser importance, and we found that Hund’s interaction could be
the primary driving force behind the superconducting ordering observed in experiments.
The superconducting order parameter is particularly sensitive to the sign of the Hund’s
interaction. This sensitivity provides us with a unique opportunity. By analyzing the
experimental data on the superconducting order parameter, we can reverse engineer
the information to gain deeper insights into the nature and characteristics of Hund’s
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interaction within a specific system. It could be pivotal in understanding the underlying
mechanisms at play.
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Summary and Outlook

Interplay of correlated phenomena and proximity-induced spin
interactions in multilayer graphene systems

Chapter 4 explores the correlated phases of rhombohedral trilayer graphene (RTG)
that are influenced by spin-orbit and exchange coupling induced by proximity. Our
study’s main goal was to uncover the impact of spin-orbit and exchange proximity
effects on the RTG’s correlated phase diagram. To achieve this, we employed ab initio-
fitted effective models of RTG encapsulated by transition metal dichalcogenides and
ferromagnetic Cr2Ge2Te6. The Coulomb interactions were integrated within the random-
phase approximation, providing insights into potential correlated phases across different
displacement fields and doping levels. Our research revealed a range of spin-valley resolved
Stoner and intervalley coherence instabilities caused by spin-orbit proximity effects. The
main finding is a spin-valley-coherent phase, which emerges due to the valley-Zeeman
coupling. Our study also discovered the role of proximity exchange in eliminating phase
degeneracies by biasing the spin direction, showing that the correlated phases are highly
sensitive to the magnetization orientations of the surrounding ferromagnetic layers.

In addition to RTG, we explored ex-so-tic van der Waals heterostructures in Chapter 5,
which use electrically tunable layer polarization to switch proximity-induced exchange or
spin-orbit coupling within the electronically active region. Our study focused on Bernal
bilayer graphene (BBG), which is encapsulated by a layered magnet (Cr2Ge2Te6) on one
side and a potent spin-orbit material (WS2) on the other. As for RTG, we employed
ab initio-fitted realistic, effective models for ex-so-tic van der Waals heterostructure
WS2/BBG/Cr2Ge2Te6 with the random-phase approximation, which was used to discern
the correlated phases. In comparison to the phase diagrams of RTG-based heterostructures
discussed in Chapter 4, the phase diagram of the WS2/BBG/CGT heterostructure is
more complex. It predicts numerous symmetry-breaking phases, such as the charge
density wave, spin-valley coherence, spin-valley polarized state, and valley polarized state.
An exciting discovery was that the displacement field could swap two correlated phases
caused by valley-Zeeman SO and EX couplings for a particular doping level. It allows for
exploring the complete range of correlated phases in a single device.

In addition to the correlated phases in BBG, at the end of Chapter 5 we presented
preliminary results on the influence of the Hund interaction on possible superconductivity
in multilayer proximitized graphene systems, using BBG as a particular example and
theoretical arguments in favor of the possible induction of superconductivity by the Hund
interaction in these systems.

Although extensive research has been conducted on the theoretical study of correlated
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systems in multilayer graphene systems with proximity-induced SO and EX couplings,
some questions still need to be answered. One such question pertains to calculating
correlated states in an external magnetic field. Additionally, several configurations of
proximity effect Hamiltonians, such as Kane-Mele SO, still need to be considered. The
critical temperatures and magnetic field also need further exploration, which can be done
using the theoretical formalism presented in this thesis. The most significant question
is the nature of superconductivity in multilayer graphene systems and how proximity-
induced SO and EX couplings can affect their properties. The upcoming workload is
much larger than what has been completed, highlighting the vastness of the field of the
interplay of correlated phenomena with proximity-induced spin interactions in multilayer
graphene systems.

In conclusion, our study profoundly explains the interplay between proximity-induced
spin-orbit and exchange couplings and their role in sculpting the RTG’s and BBG’s cor-
related phases. Future studies should focus on the practical applications of these findings
and seek experimental validation of the predicted phases to enrich our understanding of
the system.

The emergence of lone pseudohelical pairs and pure spin-current
states

In Chapter 2 of this thesis, we explore the behavior of edge states in proximitized graphene
ribbons and flakes under the influence of a perpendicular magnetic field. Our focus is
on understanding the formation and transformation of these states, particularly in the
case of proximity-induced valley-Zeeman and Rashba spin-orbit couplings. Two distinct
edge states emerge without a magnetic field: strongly localized pseudohelical and weakly
localized intravalley states. However, we revealed that the intravalley states disappear
when the magnetic field surpasses a critical magnetic field, leaving only the pseudohelical
edge states in zigzag graphene ribbons. In finite graphene flakes, pseudohelical states
behave differently. When the magnetic field is more significant than the critical one,
pseudohelical states perfectly reflect at armchair edges, causing standing waves at the
zigzag edges. Interestingly, these waves don’t carry any charge current but transport a
pure spin current.

A comprehensive tight-binding Hamiltonian model was employed to simulate the
behavior of Dirac electrons in proximitized graphene. The model captured the nuances of
spin-orbit interactions induced by proximity effects with transition metal dichalcogenides,
particularly WSe2. Additionally, our study explored Landau levels in the bulk system,
providing insights into the behavior of edge states under magnetic fields. The magnetic
field can shift the bulk band gap, mainly formed between non-zero Landau levels.

These findings have significant implications for spintronics, offering a pathway to
design systems with unique magnetic and spin properties by leveraging the behavior of
edge states in proximitized graphene. Our research provides a theoretical framework to
understand the behavior of edge states in proximitized graphene under magnetic fields,
potentially leading to innovative applications in spintronics and quantum computing.
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The study of edge states in proximitized multilayer graphene systems and their stability
under the influence of a magnetic field is an area that can be further explored. It includes
investigating novel correlated instabilities described in Chapters 4 and 5, such as the
spin-valley-coherent state. This direction is unknown and has significant potential for
practical technological applications and deepening our understanding of the physics of
correlated states in multilayer graphene systems.
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A. Wick theorem

In many practical cases, we need to evaluate the expectation values of higher-order
operators, such as the two-particle Green function, with a non-interacting Hamiltonian.
Wick’s theorem is a useful theoretical tool in such cases [284].

In this appendix, we consider a Hamiltonian

Ĥ0 =
∑

i

εiĉ
†
i ĉi (A.1)

i is an arbitrary set of single-particle quantum numbers, such as orbital, spin, and
momentum. We will also use the shorthand notation

Ai = ĉi or ĉ†
i (A.2)

for a simplicity, there ĉ† and ĉ fermionic creation and anihhilation operators. It is
necessary to discuss the time evolution of creation and annihilation using the equation of
motion

∂τ ĉi(τ) = −
[
ĉi(τ), Ĥ0

]
= −εiĉi(τ) (A.3)

Solving Eq.(A.3) we obtain
ĉi(τ) = e−τεi ĉi (A.4)

Moreover, using Heisenberg’s formulation of the evolution of the operator, we can write

ĉi(τ) = eτĤ0 ĉie
−τĤ0 (A.5)

Combining Eq.(A.5) and Eq.(A.3), we can define

ĉie
−τĤ0 = e−τĤ0 ĉie

−τεi (A.6)

The analogous equation we can derive for a fermion creation operator

ĉ†
ie

−τĤ0 = e−τĤ0 ĉ†
ie

τεi (A.7)

So, we can summarize the following equation

Aie
−τĤ0 = e−τĤ0Aie

siτεi (A.8)

where

si =
{

+1 Ai = ĉ†
i

−1 Ai = ĉi

(A.9)
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A. Wick theorem

A.1. Wick theorem of time-independent operators

First of all, we prove the Wick theorem for time-independent operators. We analyze the
following expectation value of n creation and n annihilation operators in arbitrary order:

⟨A1A2...A2n⟩ = 1
Z

Tr
(
e−βĤ0A1A2...A2n

)
(A.10)

For fermionic operators
[Ai, Aj ] = AiAj −AjAi (A.11)

We can use
AiAj = [Ai, Aj ] +AjAi (A.12)

to rewrite operator under trace of Eq.(A.10) as

A1A2A3...A2n = [A1, A2]A3...A2n +A2A1A3...A2n. (A.13)

So, it follows that

A1A2...A2n =
2n∑
i=2

(−1)i−2A2...Ai−1 [A1, Ai]Ai+1...A2n

+(−1)2n−1A2A3...A2nA1. (A.14)

Using the cyclic property of the trace, we can write

⟨A2A3...A2nA1⟩ = 1
Z

Tr
(
e−βĤ0A2A3...A2nA1

)
=es1βε1

Z
Tr
(
e−βĤ0A1A2A3...A2n

)
=es1βε1⟨A1A2A3...A2n⟩ (A.15)

and combining this property with Eq.(A.10) and (A.14), we can write

⟨A1A2A3...A2n⟩ =
2n∑
i=2

(−1)i−2⟨A2...Ai−1
[A1, Ai]

1 + es1βε1
Ai+1...A2n⟩ (A.16)

continuing the discussion and using relations

⟨ĉ†
i ĉ

†
j⟩ = 0, ⟨ĉ†

i ĉj⟩ =

[
ĉ†

i , ĉj

]
1 + esiβεi

, ⟨ĉiĉ
†
j⟩ =

[
ĉi, ĉ

†
j

]
1 + esiβεi

, ⟨ĉiĉj⟩ = 0 (A.17)

we can rewrite (A.16) as

⟨A1A2A3...A2n⟩ =
2n∑
i=2

(−1)i−2⟨A1Ai⟩⟨A2...Ai−1Ai+1...A2n⟩ (A.18)
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A.2. Wick theorem of time-dependent operators

By repeating this procedure for the remaining operators, we can prove Wick’s theorem
by obtaining the sum over all possible pairwise operator combinations. The two main
examples of two-particle Green function are:

⟨ĉ†
1ĉ2ĉ

†
3ĉ4⟩ = ⟨ĉ†

1ĉ2⟩⟨ĉ†
3ĉ4⟩ − ⟨ĉ†

1ĉ4⟩⟨ĉ†
3ĉ2⟩ (A.19)

and

⟨ĉ†
1ĉ

†
2ĉ3ĉ4⟩ = ⟨ĉ†

1ĉ4⟩⟨ĉ†
2ĉ3⟩ − ⟨ĉ†

1ĉ3⟩⟨ĉ†
2ĉ4⟩ (A.20)

A.2. Wick theorem of time-dependent operators
Time-dependent n-particle Green function we can define as

Gn(τi1 , ..., τin , τj1 , .., τjn) = (−1)n⟨T ĉi1(τi1)...ĉin(τin)ĉ†
jn

(τjn)...ĉ†
j1

(τj1)⟩ (A.21)

The corresponding Wick theorem is

Gn(τi1 , ..., τin , τj1 , .., τjn) =
∑
P

(−1)PG1(τi1 , τjP (1))...G
1(τin , τjP (n)) (A.22)

where sum ∑
P runs over all possible permutations P (1, 2, ..., n) = (j1, j2, ..., jn) and P

itself is the order of the permutation and

G1(τi, τj) = −⟨T ĉi(τi)ĉ†
j(τj)⟩ (A.23)

is the noninteracting single particle Green function. Therefore, for the time-dependent
two-particle Green’s function, Wick’s theorem is stated as

G2(τi1 , τi2 , τj1τj2) = G1(τi1 , τj1)G1(τi2 , τj2)︸ ︷︷ ︸
P =0

−G1(τi1 , τj2)G1(τi2 , τj1)︸ ︷︷ ︸
P =1

(A.24)
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B. Two-particle linear algebra

B.1. Particle-Hole channel
The product of susceptibility and vertex in a particle-hole channel is written as follows:

Pābd̄c =
∑
ūv

χ0
ph,ābūvΓph,vūcd̄ (B.1)

Therefore, we can rewrite this equation in matrix form, as a product of matrices:

P(āb),(d̄,c) = χ0
ph,(āb),(vū) · Γph,(vū),(d̄c) (B.2)

Thus, to convert a two-particle function in a particle-hole channel into a matrix form
from a tensor one, you need to transpose the last two indices and transform it from
tensor form to matrix. In the same way, we can calculate inverse functions for the
particle-hole channel in matrix form, for example in the case of calculating susceptibility
in the Random Phase Approximation framework.

χRPA
ph,(āb),(dc̄)︸ ︷︷ ︸
χRPA

ph,ābc̄d

=
∑
fēhḡ

1 − χ0
ph,(āb)(fē)︸ ︷︷ ︸
χ0

ph,ābēf

ΓRPA
ph,(fē)(ḡh)︸ ︷︷ ︸
ΓRPA

ph,fēhḡ


−1

(āb),(ḡh)

χ0
ph,(ḡh)(dc̄)︸ ︷︷ ︸
χ0

ph,ḡhc̄d

(B.3)

B.2. Particle-Particle channel
In the case of particle-particle channel, the product of susceptibility and vertex is written
as follows:

Pāb̄c̄d̄ =
∑
uv

χ0
pp,āub̄v

Γpp,vc̄ud̄ (B.4)

So, we can rewrite this equation in matrix form, as a product of matrices:

P(b̄ā),(c̄d̄) = χ0
pp,(b̄ā),(uv) · Γpp,(uv),(c̄d̄) (B.5)

To transform a two-particle function in the particle-hole channel into a matrix form from
a tensor form, it is necessary to transpose the order of the indices as follows: first to
second, second to third and third to first and transform from tensor form to matrix.

We can diagonalize the vertex Γpp by decomposing it into separate channels as follows:

uppϕpp,(uv) =
∑
(c̄d̄)

Γpp,(uv),(c̄d̄)ϕpp,(c̄d̄) (B.6)

where upp is eigenvalues of Γpp, which corresponds to the interaction in the channel ϕpp.
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C. Hamiltonian downfolding
Suppose we have a single-particle Hamiltonian H of high dimension, and we need to derive
a low-dimensional Hamiltonian in the subspace A, which would effectively reproduce the
physics near the energy ε. An effective downfolding procedure is often used for this [285].
To begin, we decompose our Hamiltonian H as follows:

H =
(
HAA HAB

HBA HBB

)
(C.1)

where subspace B denotes the entire space of the Hamiltonian H not included in the
subspace A. Thus, HAB and HBA, denote the hybridization between subspaces A and
B. To describe the downfolding procedure, we will use Green’s function. We can derive
the following equation(

ω1AA −HAA −HAB

−HBA ω1BB −HBB

)
·
(
GAA(ω) GAB(ω)
GBA(ω) GBB(ω)

)
=
(

1AA 0BA

0AB 1BB

)
(C.2)

where ω is real frequencies. Carrying out matrix multiplication, we get the following set
of equations

−HBAGAA(ω) + (ω1BB −HBB)GBA(ω) = 0BA (C.3)
−HABGBA(ω) + (ω1AA −HAA)GAA(ω) = 1AA (C.4)

Therefore, we can solve this set of equations and get(
ω1AA −HAA − ΣAA(ω)

)
GAA(ω) = 1AA (C.5)

where
ΣAA(ω) = HAB

[
ω1BB −HBB

]−1
HBA (C.6)

Equation (C.5) gives an exact solution for the Green’s function GAA(ω) describing
the physics of the subsystem A. We can assume that there is the following effective
Hamiltonian H̃AA(ω), which will effectively reproduce the Green’s function GAA(ω) as
follows: (

ω1AA − H̃AA(ω)
)
GAA(ω) = 1AA (C.7)

Equating equation (C.5) to equation (C.7) and solving we get

H̃AA(ω) = HAA +HAB
[
ω1BB −HBB

]−1
HBA (C.8)

Thus, when substituting ε instead of ω into the equation (C.8), we obtain an effective
Hamiltonian in the subspace A that effectively reproduces the physics of the system near
the energy ε.
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