Spectroscopic and line-narrowing properties of resonant sum and difference frequency generation
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Three wave mixing is investigated with respect to its spectroscopic applications under fully resonant conditions. A theoretical study of the appropriate second order susceptibility $\chi^{(2)}$ reveals interesting features both for sum and difference frequency generation. For difference frequency generation two different mechanisms are possible one of which allows the observation of resonances between excited states and the study of dephasing induced coherent emission. The coherence decay rate between the two excited states may be measured and also its pure dephasing rate. The line-narrowing characteristics of the fully resonant $\chi^{(2)}$ are studied with respect to correlation between the inhomogeneous distribution for different levels. The line-narrowing capabilities are found to be partly complementary for the sum—and the two difference frequency resonance configurations. This leads to the suggestion of new line-narrowing techniques which could provide information about type and amount of correlation in inhomogeneously broadened systems.

I. INTRODUCTION

Spectroscopic interest on molecular excited state dynamics is steadily increasing in recent years. While a detailed knowledge of the level structure of the excited states and their assignments is a prerequisite for such work, with increasing molecular size and excitation energy, the spectra become more and more complex and difficult to interpret. The absorption bands cited states and their assignments is a prerequisite for the study of dephasing induced coherent emission. The coherence decay rate between the two excited states may be measured and also its pure dephasing rate. The line-narrowing characteristics of the fully resonant $\chi^{(2)}$ are studied with respect to correlation between the inhomogeneous distribution for different levels. The line-narrowing capabilities are found to be partly complementary for the sum—and the two difference frequency resonance configurations. This leads to the suggestion of new line-narrowing techniques which could provide information about type and amount of correlation in inhomogeneously broadened systems.
which involve only a three level system (e.g., polarization spectroscopy), full resonance may be obtained, but the generated light will have the same frequency as one of the in-going beams. Therefore signal discrimination can be a limiting factor.

Up to now, effects based on the second order susceptibility $\chi^{(2)}$ have not been studied in the fully resonant configuration, and only a few experiments have been reported on resonance enhanced second harmonic generation$^{12,20}$ in organic systems. One reason why $\chi^{(2)}$ resonant responses have been neglected is that sum and difference frequency generation through dipolar interactions are restricted to noncentrosymmetric media and not applicable to isotropic systems. However, the needed anisotropy may always be induced by means of a static electric field of any sort, so this is not a fundamental restriction. The purpose of the present paper is, therefore, to study the spectroscopic properties of $\chi^{(2)}$ in the fully resonant configuration. It is shown that $\chi^{(2)}$ provides new information about the relaxation between pairs of excited states. Under certain circumstances $\chi^{(2)}$ also has line narrowing properties that could prove to be useful in condensed phase spectroscopy.

The second order susceptibilities discussed in this paper are amenable to study by a variety of techniques in a wide range of molecular systems. Some of the more obvious applications involve molecular crystals, mixed crystals, polymers, and surfaces. Noncentrosymmetric crystalline materials could be employed as host lattices for dipolar molecules whose spectra and dynamics are to be explored. Centrosymmetric host materials may also be used in sum and difference frequency generation experiments but a low frequency electric field is also necessary. The resonant parts of $\chi^{(2)}$ may be very large in such cases. These mixed crystal systems offer the opportunity to study moderately sharp optical and infrared transitions in the presence of relatively small inhomogeneous line broadening. Organic polymers and glasses which can be poled by electric fields could also be employed in the experiments. In these cases the line narrowing characteristics of $\chi^{(2)}$ spectroscopies could be more fully explored because the inhomogeneous distributions give rise to spectra much wider than the intramolecular decay widths. Molecules adsorbed on surfaces provide still another class of systems that are intrinsically noncentrosymmetric, in fact, resonance enhanced sum generation was recently shown for the case rhodamine dyes on fused silica.\textsuperscript{29}

In the following we will discuss a molecular three level model for $\chi^{(2)}$ in the fully resonant condition. The next section is dedicated to the effect of electric field parameters. This involves the solution of Maxwell's equations leading to formulas for phase matching conditions and build up of the signal. Time domain effects are not treated explicitly here. Section IV then deals with the predicted line shapes of the resonances under various experimental conditions. In Sec. V the line narrowing properties of $\chi^{(2)}$ are presented and some examples for different types of inhomogeneous distributions are given. Some new types of line narrowing spectroscopy are suggested.

II. MICROSCOPIC THEORY OF $\chi^{(2)}$ UNDER FULLY RESONANT CONDITIONS

The quantity usually measured in nonlinear spectroscopy is the intensity of the light beam generated in the nonlinear medium through coupling of the in-going beams. The calculation of this intensity may be done in three steps. The first step involves the calculation of the nonlinear susceptibilities from the material constants of the medium. In the second step the in-going fields are coupled through the susceptibility to yield the nonlinear polarization. The latter, finally, acts as a source term in Maxwell's equation determining the build up of the signal.\textsuperscript{31}

In this section we calculate $\chi^{(2)}$ in terms of quantum mechanical matrix elements of a molecular system. The connection between $P^{(2)}$, $\chi^{(2)}$, and the fields is, in general

$$P^{(2)}(\omega) = \int_{-\infty}^{\infty} d\omega' \chi(\omega', \omega - \omega')E(\omega')E(\omega - \omega').$$

Here, $P(\omega)$ and $E(\omega)$ denote the Fourier transform:

$$E(\omega) = \int_{-\infty}^{\infty} \frac{dt}{2\pi} E(t) \cdot e^{-i\omega t}.$$  

If the field is chosen as a sum of monochromatic waves, the integral equation (1) reduces to a simple product for each of the possible sum or difference frequency combinations:

$$P^{(2)}(\omega) = \chi^{(2)}; E E.$$  

Quantum mechanically the second order polarization is calculated as

$$\rho^{(2)} = \text{Tr}[\rho^{(2)}; \mu].$$

Here, $\mu$ is the dipole operator, and $\rho^{(2)}$ the second order density matrix obtained from a perturbation expansion in powers of the fields. Therefore $\rho^{(2)}$ is quadratic in the electric fields. When the fields in the perturbation are chosen to be monochromatic, the quantum mechanical result can be directly compared with Eq. (3) yielding the microscopic expressions for $\chi^{(2)}$ as the coefficients of the various Fourier components of $P^{(2)}$ in Eq. (4). Since $\chi^{(2)}$ is a material constant, the choice of monochromatic waves is not a restriction. In practical applications, of course, the finite frequency distribution of the fields (caused, e.g., through the finite duration of pulsed lasers), must be taken into account using Eq. (1).

The equation of motion for the density operator is given by the Liouville equation ($\hbar = 1$):

$$\dot{\rho} = i[\rho, V] + (\rho) \mathbf{p}.$$  

All operators are in the interaction picture and the perturbation $V(t)$ is described by the interaction of a classical field $E(t)$ with the dipole $\mu(t)$ of the charged particles: $V(t) = -\mu(t)E(t); \mu_{ab}(t) = \mu_{ab}(0) = \mu_{ab} \cdot \exp(\i \omega_{ab} t).$ The electric field is

$$E(t) = \sum_{n=1,2} \{ E_n \cdot \exp(-i\omega_n t) + E_n \exp(i\omega_n t) \}.$$
Since in second order a maximum of two fields can interact at a time, we may restrict ourselves to consider only two frequencies \( \omega_a = \omega_1, \omega_2 \). Both the positive and negative sign of the frequency are included in order to account properly for both counterrotating parts of the waves. The operator \( \langle \hat{\rho} \rangle^B \) accounts for relaxation due to interactions with the baths. Its matrix elements are given in terms of the phenomenological (Markovian) damping parameters \( \Gamma \) (coherence loss) and \( \gamma \) (population loss):

\[
\langle \hat{\rho} \rangle_{sa}^B = -\gamma_{sa} \rho_{sa} + \sum_{s' \neq s} \gamma_{s'a} \rho_{s'a} , \tag{7}
\]

\[
\langle \hat{\rho} \rangle_{as}^B = -\Gamma_{as} \rho_{as} .
\]

The feeding terms \( \gamma_{s'a} \rho_{s'a} \) couple the equations of motion of the diagonal elements. They would, however, only contribute to the fully resonant second order terms if the starting populations were different from the steady state populations. Since we will assume all molecules to be in the ground state before the interaction with the fields \( \langle \rho^{(2)}(t) \rangle = 1 \), we can neglect all feeding terms. The solution to Eq. (5) then reads:

\[
\rho_{ab}(t) = i \exp(-\Gamma_{ab} t) \int_0^t dt' \exp(\Gamma_{ab} t') \langle \rho(t'), V(t') \rangle_{ab} . \tag{8}
\]

This integral equation can be solved iteratively after expanding \( \rho \) in powers of the perturbation \( V \). Before going to the results for second order it is of interest to trace the development of \( \rho \) through the various orders using the diagram Fig. 1. This diagram, which may be easily extended to higher orders, is especially helpful in determining all important terms for the fully resonant case. It is based on the fact that a given matrix element \( \rho_{<r>}^{(n)} \), by virtue of the commutator, may couple through \( V_{ra} \) to contribute to \( \rho_{<r>}^{(n-1)} \), or with \( -V_{ra} \) to contribute to \( \rho_{<r>}^{(n+1)} \). In the first case the bra part of the density operator is changed, while in the second case the \( V \) operator with the negative sign changes the ket of \( \rho \), so that our diagram is analogous to the double sided diagrams presented by Yee and Gustafson.32 Thus, starting from \( \rho_{<r>}^{(0)} = 1 \), in first order, all conjugate pairs of matrix elements of type \( \rho^{(1)}_{<a} \) and \( \rho^{(1)}_{<b} \) are generated. In the general case, all levels \( \nu \) have to be considered, and each matrix element contains both frequencies \( \omega_\nu \) with positive and negative signs. Since we are interested in the resonant contributions, we may consider only two excited levels, namely, \( b \) and \( c \). This leads to matrix elements \( \rho_{ac}, \rho_{ba}, \rho_{cb}, \) and \( \rho_{ca} \) in first order, which are resonant terms with frequencies chosen as \( \omega_2 - \omega_1, \omega_1, \) and \( -\omega_2 \), respectively.

In second order, application of the same procedure leads to population terms and coherence terms. Only one of each complex conjugate pair of contributions to the population terms is shown in Fig. 1. Under fully resonant conditions these terms incorporate the same optical frequency component as in the first order, but with the opposite sign. Therefore, these zero frequency (or DC) terms do not contribute to the generation of the optical frequency polarization in second order. The nonlinear optical signal comes from the coherence terms depicted on the right-hand side of Fig. 1. Obviously two different types of matrix elements evolve, which we name type I and type II since they describe different physical processes. The type I matrix element describes coherence between the ground state and an excited state, such as \( \rho^{(2)}_{ac} \) or \( \rho^{(2)}_{ba} \). There is only one path to this matrix element, and both \( V \) operators involved in this path have the same sign. The type II matrix element \( \rho^{(2)}_{bc} \) describes coherence between two excited states and contains contributions from two paths, both with alternating signs of \( V \). This will be important for the line narrowing capabilities of the type II process which will be discussed in Sec. V. The general solution for a matrix element of \( \rho^{(2)} \) is

\[
\rho^{(2)}_{bc} = -\sum_{p_{<a}} \exp(-\Gamma_p) \int_{t'}^t dt' V_{bc}(t') \exp[(\Gamma_p \rho(t')) \cdot (-1)^n] \tag{9}
\]

The dummy indices 1 and 2 must be replaced by the index pairs of the first and second order matrix element involved in the path, and 0 or 1 or 2 denote the indices of the corresponding \( V \) operators. Finally, \( n \) is the total number of \( V \) operators occurring with negative sign in the path. The result of integration is

\[
\rho^{(2)}_{bc} = -\sum_{p_{<a}} \sum_{j=0}^n \frac{(E_a - \mu_j)(E_a - \mu_k)(-1)^n}{[(\omega_1 + \omega_2) + \Gamma_j][(\omega_1 + \omega_2 + \omega_a + \omega_b) + \Gamma_k]} \times \exp[i(\omega_1 + \omega_2 + \omega_a + \omega_b)] . \tag{10}
\]

The summation over the field components \( a \) and \( b \) yields 16 contributions from each path, but the constraint of being fully resonant will allow only one or two combinations to occur.

The optical polarization is obtained from the trace of \( \rho V \):

\[
\rho^{(2)} = \rho^{(2)}_{ba} \cdot \mu_{<b} + \rho^{(2)}_{bc} \cdot \mu_{<c} + \rho^{(2)}_{ba} \cdot \mu_{<a} + \rho^{(2)}_{bc} \cdot \mu_{<a} + c.c. \tag{11}
\]

The following susceptibilities for sum and difference frequency generation under fully resonant conditions are then readily found:
The physical meaning of Eqs. (12a)-(12d) is best explained with the diagrams in Fig. 2. In Fig. 2, the diagrams a-d correspond to Eqs. (12a)-(12d) having the same letter designation. Although the type I process may produce either sum or difference frequency generation, the mechanism of the physical processes involved are quite similar. This is already obvious from the formulas for \( \chi^{(2)} \), since Eqs. (12a) and (12b) only differ by the replacement of \( \omega_2 \) by \( \omega_3 \). As seen in the diagram, the frequency \( \omega_3 \) first couples the level \( c \) to the ground state, while in the second step \( \omega_1 \) couples levels \( c \) and \( b \), thus finally introducing coherence between the level pair \( ab \). The difference is only in the relative order of levels \( b \) and \( c \), leading to difference frequency generation if \( b \) is below \( c \), and to sum frequency generation if \( b \) is above \( c \). These processes differ quantum mechanically in that an \( \omega_1 \) photon is absorbed in (a) but emitted in (b). In the case of sum frequency generation, the generated wave will be in resonance with the transition from the ground state to a higher excited state of the molecule. The reabsorption of this wave is discussed in Sec. III.

The type II processes in the diagrams (c) and (d) obviously contribute to the same physical process, since they generate coherence between the same pair of levels \( b \) and \( c \) and only differ in the time ordering of the interactions. As long as monochromatic waves are considered, these two orderings cannot be distinguished.

The problem of reabsorption of the generated light encountered in type I processes will not occur in the type II process if the separation between levels \( b \) and \( c \) is smaller than the energy corresponding to the absorption edge. The generated wave at \( \omega_1 \) will then be well separated in frequency from \( \omega_1 \), \( \omega_2 \) and the fluorescence light \((b-a) \) or \((b-c)\), and it will travel in a medium which is nearly transparent for this frequency.

The type II process is especially interesting since the corresponding susceptibilities \([Eqs. (12c) and (12d)]\) explicitly contain \( \Gamma_{as} \) as a linewidth parameter in a resonance. Thus it offers the possibility to measure this coherence decay parameter for a pair of excited levels, which are initially not populated. This is not possible in the type I process which only depends on the conventional spectroscopic damping parameters \( \Gamma_{ss} \) and \( \Gamma_{aa} \). In the type II process the levels may be vibrational levels of various electronic states, so that the decay of a large number of combinations of level pairs should be accessible. In order to facilitate the discussion in subsequent sections for formulas (12a)-(12d) can be contracted to a single formula for each type of process, leading to:

\[
\chi^{(2)}(-\omega_3; \omega_1, \omega_2) = \frac{\mu_{ab}^{(3)} \mu_{bc}^{(1)} \mu_{ca}^{(2)}}{[\omega_a - \omega_b + i\Gamma_{bc}][\omega_b - \omega_c + i\Gamma_{ca}]},
\]

\[
\chi^{(2)}(-\omega_2; \omega_1, \omega_3) = \frac{\mu_{ac}^{(3)} \mu_{ca}^{(1)} \mu_{ac}^{(2)}}{[\omega_a - \omega_c + i\Gamma_{ac}][\omega_c - \omega_b + i\Gamma_{bc}]}.
\]

\[
\chi^{(2)}(-\omega_3; \omega_1, \omega_b) = \frac{-\mu_{bc}^{(3)} \mu_{bc}^{(1)} \mu_{bc}^{(2)}}{[\omega_b - \omega_c + i\Gamma_{bc}][\omega_b - \omega_c + i\Gamma_{bc}]},
\]

\[
\chi^{(2)}(-\omega_2; \omega_1, \omega_b) = \frac{-\mu_{bc}^{(3)} \mu_{bc}^{(1)} \mu_{bc}^{(2)}}{[\omega_b - \omega_c + i\Gamma_{bc}][\omega_b - \omega_c + i\Gamma_{bc}]},
\]

Here, \( \omega_3 = \omega_1 + \omega_2 \) and \( \omega_2 = \omega_3 - \omega_1 \) are the sum and difference frequencies with \( \omega_2 \approx \omega_1 \) in the latter case. The field components to be taken with the various dipole moments are indicated by the superscripts. There are two contributions from the type I matrix element, one each for sum and difference frequency generation. In the type II process only difference frequency generation is possible, but again two contributions arise.

The problem of reabsorption of the generated light encountered in type I processes will not occur in the type II process if the separation between levels \( b \) and \( c \) is smaller than the energy corresponding to the absorption edge. The generated wave at \( \omega_1 \) will then be well separated in frequency from \( \omega_1 \), \( \omega_2 \) and the fluorescence light \((b-a) \) or \((b-c)\), and it will travel in a medium which is nearly transparent for this frequency.

The type II process is especially interesting since the corresponding susceptibilities \([Eqs. (12c) and (12d)]\) explicitly contain \( \Gamma_{as} \) as a linewidth parameter in a resonance. Thus it offers the possibility to measure this coherence decay parameter for a pair of excited levels, which are initially not populated. This is not possible in the type I process which only depends on the conventional spectroscopic damping parameters \( \Gamma_{ss} \) and \( \Gamma_{aa} \). In the type II process the levels may be vibrational levels of various electronic states, so that the decay of a large number of combinations of level pairs should be accessible. In order to facilitate the discussion in subsequent sections for formulas (12a)-(12d) can be contracted to a single formula for each type of process, leading to:

\[
\chi^{(2)}(-\omega_3) = \frac{\mu_{ab}^{(3)} \mu_{bc}^{(1)} \mu_{ca}^{(2)}}{[\omega_a - \omega_b + i\Gamma_{bc}][\omega_b - \omega_c + i\Gamma_{ca}]},
\]

\[
\chi^{(2)}(-\omega_2) = \frac{\mu_{ac}^{(3)} \mu_{ca}^{(1)} \mu_{ac}^{(2)}}{[\omega_a - \omega_c + i\Gamma_{ac}][\omega_c - \omega_b + i\Gamma_{bc}]},
\]

\[
\chi^{(2)}(-\omega_3) = \frac{-\mu_{bc}^{(3)} \mu_{bc}^{(1)} \mu_{bc}^{(2)}}{[\omega_b - \omega_c + i\Gamma_{bc}][\omega_b - \omega_c + i\Gamma_{bc}]},
\]

\[
\chi^{(2)}(-\omega_2) = \frac{-\mu_{bc}^{(3)} \mu_{bc}^{(1)} \mu_{bc}^{(2)}}{[\omega_b - \omega_c + i\Gamma_{bc}][\omega_b - \omega_c + i\Gamma_{bc}]},
\]

For type I processes, \( \omega_3 \) may be either \( \omega_2 \) or \( \omega_2 \), while only \( \omega_2 \) is allowed in type II. Equation (13b) is obtained as the sum of Eqs. (12c) and (12d). In this form it exhibits an interesting feature of the extra \( \Gamma_{as} \) resonance. We describe the coherence decay parameters \( \Gamma_{as} \) in the usual way as

\[
\Gamma_{as} = \frac{1}{2}(\Gamma_a + \Gamma_s) + \Gamma_{as}',
\]

with \( \Gamma_a \) and \( \Gamma_s \) being the inverse total lifetimes of levels \( \alpha \) and \( \beta \) and \( \Gamma_{as}' \) the pure dephasing parameter. The inverse lifetime of the ground state is assumed to be zero, the population lifetimes cancel out in the numerator of
the $\omega_{\delta}$ resonance, and the resonance becomes proportional to $\Gamma_{\delta} - \Gamma_{\delta}' - \Gamma_{\delta}''$. If the pure dephasing vanishes, as might occur at very low temperatures, the resonance of $\omega_{\delta}$ will not occur. In this case the $\omega_{\delta}$ resonance is predicted to be temperature induced, giving rise to a dephasing induced coherent emission (DICE) effect in second order having the same physical origin as that discussed earlier\(^{18,20,22}\) for third-order processes.

### III. OPTICS

The intensity of the coherent signal generated by the nonlinear polarization along the direction of the ingoing beams is obtained from Maxwell’s equations. For this purpose we have to consider the space dependence for all waves:

$$E_j(\omega, r) = E_j(\omega) \cdot \exp(iK \cdot r) ; \quad j = 1, 2, 3 .$$  \hspace{0.5cm} (15)

We may choose the wave vectors $K$ to be complex to account for the loss due to absorption in the medium:

$$K_j = \theta_j (k_j + i\alpha_j) .$$  \hspace{0.5cm} (16)

In this expression $\theta_j$ is the unit vector perpendicular to the traveling wavefront, $k_j = \eta \omega_j/(2\pi c)$ is the wave vector in the medium and $\alpha_j$ half the linear absorption coefficient of the medium at $\omega_j$. In the slowly varying envelope approximation$^{31}$ the amplitude of the generated wave is

$$A_3(\omega_3, L) = \frac{2\pi \omega_3}{c n_3} \cdot \int_0^L dz \frac{P^{(3)}(\omega_3, z)}{2} \exp(-ik_3 z) .$$  \hspace{0.5cm} (17)

In the general case $P^{(3)}(\omega, z)$ is given by Eq. (1) including the space dependent factors for the fields according to Eq. (15). Therefore, in general, the integrals over $dz$ and $d\omega'$ cannot be separated, unless the dispersion of the wave vectors can be neglected. We will assume the frequency distributions around $\omega_1$, $\omega_2$, and $\omega_3$ to be small enough to justify such a neglect, leading to the result:

$$I_3 = |A_3|^2 \cdot \exp(-2\alpha_3 L) \cdot \left| \frac{2\pi \omega_3}{c n_3} \right|^2 \left| \frac{P^{(3)}(\omega_3)}{2} \right|^2 \cdot G(\Delta k) \cdot \exp(-2\alpha_3 L) .$$  \hspace{0.5cm} (18)

The phase mismatch factor is given by

$$G(\Delta k) = 1 + \exp(-2a L) - 2\exp(-a L) \cdot \cos(\Delta k L)$$  \hspace{0.5cm} (19)

with

$$a = a_1 + a_2 - a_3$$  \hspace{0.5cm} (20)

and

$$\Delta k = k_3 - (k_2^2 + k_2^2 \pm 2k_2 k_2 \sin \theta_{12})^{1/2} .$$  \hspace{0.5cm} (21)

$\Delta k$ is the scalar phase mismatch for sum frequency generation (+ sign) and difference frequency generation (− sign), respectively. $\theta_{12}$ is the angle between the two in-going beams.

It is obvious, that in a system having a refractive index that monotonically increases with $\omega$, $\Delta k$ cannot be made equal to zero by varying $\theta_{12}$.

### IV. LINE SHAPES

In a nonlinear spectroscopic experiment the frequencies of the in-going beams are varied and the change of signal intensity observed. When the phase mismatch factor is effectively constant during this scan, the line shapes obtained are entirely determined by $|P^{(3)}|^2$ or, in the case of monochromatic waves, by $|\chi^{(3)}|^2$. Since there are two in-going beams $\omega_1$ and $\omega_2$, every line in the $(\omega_1, \omega_2)$ plane could define a possible scan associated with a line shape. The situations that may be most easily realized are scan modes in which one of the frequencies involved remains fixed. Three scan modes of this type are possible in a $\chi^{(3)}$ experiment. In two of them one of the in-going beams is fixed while the other is scanned. In the third case, in order to fix the generated frequency $\omega_3$, the ingoing beams must be scanned maintaining constant $(\omega_1 - \omega_2)$ for difference frequency generation, or constant $(\omega_1 + \omega_2)$ for sum frequency generation. Line shapes predicted for these scan modes under fully resonant conditions are discussed below in relation to the structural information that may be obtained in each particular case. For simplicity we will assume the in-going beams to be monochromatic, so that the line-shapes are entirely determined by the $\chi^{(3)}$ given in Eqs. (18a) and (18b) for the type I and type II process, respectively. It is first assumed that no inhomogeneous broadening is present.

The three scan modes yield only three different types of line shapes:

**Type A:**

$$I_3 \propto \left| \frac{M}{(\omega_3 - \omega + i\Gamma_3)} \right|^2 \cdot \exp \left( i \omega_3 T \right) .$$  \hspace{0.5cm} (22)

**Type B:**

$$I_3 \propto \left| \frac{1}{(\omega_3 - \omega + i\Gamma_3)} \right|^2 \cdot \exp \left( i \omega_3 T \right) .$$  \hspace{0.5cm} (23)

**Type C:**

$$I_3 \propto \left| \frac{M}{(\omega_3 - \omega + i\Gamma_3)} \right|^2 \cdot \exp \left( i \omega_3 T \right) .$$  \hspace{0.5cm} (24)

In general, $M$ is complex, referring to the resonance denominator containing the fixed frequency in the form $(\omega + i\Gamma_3)^{-1}$, where $\Gamma_3$ describes the damping of the coherence introduced by the fixed beam. Type A exhibits one resonance at $\omega_3$, while B and C each show a further resonance at $\omega_3$. The corresponding linewidth parameters are named $\Gamma_3$, and $\Gamma_3'$, respectively. The actual parameter to be substituted for these variables in the three scan modes for type I and type II processes are collected in Table I. We also have included a non-

<table>
<thead>
<tr>
<th>Table I. Resonance parameter to be used in the line shape calculations.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed line type</td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>I</td>
</tr>
<tr>
<td>II</td>
</tr>
<tr>
<td>III</td>
</tr>
</tbody>
</table>

FIG. 3. Line shapes of type A resonances for various values of the nonresonant background. (a) Fixed frequency from resonance, (b) fixed frequency on resonance, $\Gamma = 2$ in all lines. For details see the text.

The sign in Eqs. (22)–(24) must be chosen as the sign of $\chi_{\text{NR}}$, which may interfere with the resonances. The line shape type A is predicted to occur when either $\omega_1$ or $\omega_2$ [in Eq. (13a)] is fixed. When the nonresonant background is negligible the line will be a Lorentzian having width $2\Gamma_0$ or $2\Gamma_{\text{NR}}$. On the other hand, when the nonresonant background is significant the line shape depends on the amount of detuning of the fixed frequency and on whether the $+$ or $-$ sign is chosen in Eq. (22). The two line shapes shown in Fig. 3 correspond to large (a) and zero (b) detuning of the fixed frequency from resonance. For large detuning the line is expected to be asymmetric and the peak position and peak to minimum separation can be used to determine some of the resonant parameters in relation to the nonresonant background as indicated in Fig. 3(a)\cite{23}.

The sign in Eqs. (22)–(24) must be chosen as the sign of $\mu_{ab}\mu_{bc}\mu_{ca}$, which may interfere with the resonances. The line shape type A is predicted to occur when either $\omega_1$ or $\omega_2$ [in Eq. (13a)] is fixed. When the nonresonant background is negligible the line will be a Lorentzian having width $2\Gamma_0$ or $2\Gamma_{\text{NR}}$. On the other hand, when the nonresonant background is significant the line shape depends on the amount of detuning of the fixed frequency and on whether the $+$ or $-$ sign is chosen in Eq. (22). The two line shapes shown in Fig. 3 correspond to large (a) and zero (b) detuning of the fixed frequency from resonance. For large detuning the line is expected to be asymmetric and the peak position and peak to minimum separation can be used to determine some of the resonant parameters in relation to the nonresonant background as indicated in Fig. 3(a)\cite{23}.

The line shape B occurs in type I and type II processes where the frequency connecting the two excited levels $b$ and $c$ is fixed. In the type I process this was called $\omega_1$, while in the type II process it is the signal frequency. This line shape is the product of two Lorentzians resulting in two maxima in the detuned case. By the proper choice of the fixed frequency, however, $\omega_1$ and $\omega_2$ can always be brought into coincidence, and it is just this situation that leads to the fully resonant case we are most interested in for spectroscopic applications. With the fixed frequency on resonance the signal intensity has the form

$$1 + 2\chi \left( \frac{\omega^2 - \omega_1^2}{\omega^2} \right) \left( \frac{\omega^2 - \omega_2^2}{\omega^2} \right) \Xi^2 \quad \text{(25)}$$

When $\chi$ is relatively small the lines appear Lorentzian with widths ranging from the smallest of $\Gamma_1$ and $\Gamma_2$ to $0.64 \Gamma_1$ when $\Gamma_1 = \Gamma_2$ [see Fig. 4(a)]. When $\chi$ is significant the spectra are expected to show a number of interesting features as shown in Fig. 4(b). The line may show a sharp dip which reaches the nonresonant back-
ground level when $2\Gamma q \Gamma_c = 1$. The width of this dip can be smaller than the $\Gamma$ parameters. Other interesting cases are summarized in Fig. 4.

The line types discussed so far have in common that they allow the determination of $\Gamma_{ab}$ and $\Gamma_{ac}$, but not the relaxation parameter $\Gamma_b$ between the two excited states. This measurement is possible with the type II C process when one of the in-going beams has a fixed frequency. In the general case these line shapes may become very complex, since they contain two resonances, three $\Gamma$ parameters, and a nonresonant background. Some special cases of interest are simulated in Fig. 5. The resonant signal shape is very sensitive to the relative magnitudes of the $\Gamma$ parameters. Neglecting $X_{NR}$ for the moment we will see that the simplest case arises if $\Gamma_{ab} + \Gamma_{ac} = \Gamma_{bc}$, since the second resonance then vanishes and the resulting line is a simple Lorentzian having the linewidth $\Gamma = \Gamma_{ab} \Gamma_{ac}$ or $\Gamma_{bc}$. As mentioned in Sec. II this case could apply at very low temperatures if the pure dephasing were vanishingly small. The effect of increasing $\Gamma = \Gamma_{ab} + \Gamma_{ac} - \Gamma_{bc}$ is most evident in a configuration where $\omega_1$ or $\omega_2$ is detuned from exact resonance. For example, if $\omega_1$ is detuned by $d$ below $\omega_{bc}$ and $\omega_2$ is scanned the results of Fig. 5(a) are obtained. A single line having the width $\Gamma_{bc}$ is observed when $\Gamma = 0$, but at finite $\Gamma$ an extra resonance appears at $\omega_2 = \omega_1 + \omega_{bc}$ corresponding to the inter excited state transition. When $\omega_1$ is fixed at $d$ below $\omega_{ac}$ the extra resonance now appears on the high difference frequency side of the shifted one photon resonance as shown in Fig. 5(b).

V. LINE NARROWING

The observed coherent light signal is generated by the polarization, so if the medium is inhomogeneous the polarization is the sum of the various oscillating dipoles that are induced in the sample by the driving fields. The characteristic frequency width of the inhomogeneous distribution may be the main factor determining the widths of the nonlinear spectra, on the other hand, the spectra may be line narrowed.

The line narrowing properties of $\chi^{(2)}$ and $\chi^{(3)}$ processes under fully resonant conditions are dependent on the result of averaging the susceptibility over the inhomogeneous distribution. This averaging requires the definition of an appropriate model for such an inhomogeneous distribution of energies for both levels $b$ and $c$ with respect to the ground state $a$. A particular molecule will then be characterized by two parameters $x$ and $y$, giving the shift of the transition frequencies $\omega_{bc}$ and $\omega_{ac}$ from their mean values:

$$x = \omega_{bc} - \omega_0^{\text{bc}},$$

$$y = \omega_{ac} - \omega_0^{\text{ac}}.$$  

Thus, the susceptibility of each molecule will depend on both $x$ and $y$ and the susceptibility of the whole ensemble will be

$$\langle \chi^{(2)} \rangle = \int dx dy \chi^{(2)}(x,y) \cdot G(x,y),$$

where $G(x,y)$ is the joint distribution function. Obviously the distribution function $G$ must contain some correlation between the variables $x$ and $y$. Otherwise, the choice of a given $x$ (e.g., by resonance with a laser beam) will always project out the same distribution of $y$, and line narrowing cannot occur.

A simple model for the distribution function that has all the features required is the bivariate probability density:

$$G(x,y) = g(\xi, \alpha) \cdot g(\eta, \beta),$$

$G(x,y)$ is schematically shown in Fig. 6. Here $g(\xi, \eta)$ is an orthogonal axis system tuned by an angle $\phi$ with respect to $(x, y)$, and the $g$ are one dimensional distribution functions having widths $\alpha_1$ and $\alpha_2$. A measure of the correlation between the two variables $x$ and $y$ is their correlation coefficient $q$ which is given by

$$q = \langle xy \rangle / \langle xx \rangle \langle yy \rangle^{1/2}.$$  

From this definition it follows that $1 > q > -1$. The case $q = 1$ is fully correlated, while $q = -1$ is anticorrelated. A correlation coefficient for a Lorentzian distribution having the same limiting characteristics as the Gaussian can be defined. If one of the two widths $\alpha_1$ and $\alpha_2$ becomes much smaller than the other, the correlation becomes more pronounced. In the case of vanishing $\alpha_2$, we find $q = 1$ and each $x$ value allows only one $y$ value.
The solutions for Lorentzian distributions lead to expressions which can be readily interpreted, therefore they will be derived here. The numerical line shape simulations with both Gaussian and Lorentzian distributions indicate that the narrowed lines are essentially the same for both distribution functions (see Fig. 8). This justifies the choice of the Lorentzian \( a \) posteriori, and suggests that the particular form of the distribution function encountered in practice may not significantly influence the results.

In the limit \( q = \pm 1 \) and with Lorentzian distributions, the ensemble averaged susceptibility takes the form:

\[
\langle \chi^{(2)} \rangle = \int dx \chi^{(2)}(x) \frac{\partial / \partial x}{x^2 + \sigma^2} ,
\]

(33)

\( \chi^{(2)}(x) \) is obtained from Eq. (13a) or (13b) for type I or type II processes by substituting \( \omega_{se} = \omega_{se} + \alpha x \), \( \omega_{sb} = \omega_{sb} + x \), and \( \omega_{ba} = \omega_{ba} + (\alpha - 1)x \). All the resulting integrals may be solved by means of the residue theorem. The appropriate integration paths and important poles are indicated in Fig. 7 for the various conditions that can occur.

**Type I process:** The integrand in the type I process...
has two poles from the distribution function and two poles from the susceptibility: \( p_1 = i\sigma, p_2 = -i\sigma, p_3 = \omega_3 - \omega_b - i\Gamma_b \); and \( p_4 = (\omega_2 - \omega_b - i\Gamma_b)/\alpha \). Only those poles on one-half of the complex plane need be considered. If the correlation is positive, this is \( \alpha > 0 \), the pole \( P_1 \) is the only one above the real axis, and \( \langle \chi^2 \rangle \) is given by the residue at this pole (case I, type I):

\[
\langle \chi^2 \rangle_1 = \frac{\mu^2 \beta_{g-b} \beta_{b-c} \beta_{a-c}}{\left[ (\omega_2 - \omega_b - i\Gamma_b + \alpha\sigma)(\omega_3 - \omega_b - i\Gamma_b + \alpha\sigma) \right]}.
\]

(34)

Obviously the inhomogeneous width adds to both linewidths and no line narrowing occurs. This is a general property of the residues at the poles of the distribution function. In the case \( \alpha < 0 \) the pole \( p_3 \) shifts above the real axis [see Fig. 7(b)] and its residue has to be added to that of \( p_1 \) in this situation:

\[
\langle \chi^2 \rangle_1(\alpha < 0) = \langle \chi^2 \rangle_1 + \langle \chi^2 \rangle_2
\]

(35)

\[
\langle \chi^2 \rangle_2 = \frac{\alpha^2 \sigma}{\pi} \left[ \frac{\mu^2 \beta_{g-b} \beta_{b-c} \beta_{a-c}}{\left[ (\omega_2 - \omega_b - i\Gamma_b + \alpha\sigma)(\omega_3 - \omega_b - i\Gamma_b + \alpha\sigma) \right]} \times \frac{1}{(\omega_2 - \omega_b - i\Gamma_b + \alpha\sigma)(\omega_3 - \omega_b - i\Gamma_b + \alpha\sigma)} \right].
\]

(36)

Again, the residues at the poles from the distribution function are not line narrowed, while the other residues contain line narrowed resonances. The nature of the resonance linewidths depend on the sign and magnitude of \( \alpha \) as follows [see Figs. 7(c)-7(e)]:

\[
\langle \chi^2 \rangle_1 = 2\pi i R_1, \quad \alpha < 0,
\]

(41a)

\[
\langle \chi^2 \rangle_2 = 2\pi i (R_1 + R_2), \quad 0 < \alpha < 1,
\]

(41b)

\[
\langle \chi^2 \rangle_3 = 2\pi i (R_1 + R_2 + R_3), \quad 1 < \alpha.
\]

(41c)

In the case of antecorrelation \( \alpha < 0 \) no line narrowing should be possible, while in the case of correlation \( \alpha > 0 \) line narrowing occurs. When the inhomogeneous width is much larger than the homogeneous parameters, \( \sigma \gg (\Gamma_{bc}, \Gamma_{ga}, \Gamma_{gb}) \), all line narrowed signals are predicted to be single Lorentzian in shape. For the three scan modes discussed in the previous section we expect the widths of these resonances shown in Table II. The results for type II, \( \alpha > 1 \) are independent of \( \Gamma_{gc} \) although both residues \( R_4 \) and \( R_5 \) contain \( \Gamma_{gc} \) in their resonances.

In this expression one of the resonance denominators is not affected by inhomogeneous parameters, and line narrowing should occur with a width:

\[
\Gamma = \Gamma_{gc} + |\alpha|/\Gamma_{gb}.
\]

(37)

Actually, \( \alpha < 0 \) means strict anticorrelation of excited states, i.e., a positive energy shift of level \( b \) is related to a negative shift of level \( c \). The case of correlation \( \alpha > 0 \) should yield no line narrowing in type I processes. However certain situations might result in antecorrelation. For example, a large dipole moment change on excitation could be in opposite direction for the \( a - b \) and \( a - c \) transitions. The line narrowing experiment in the type I process then could serve as a probe for antecorrelation.\textsuperscript{35}

In the type II processes the susceptibility gives rise to three poles in addition to those from the distribution function: \( p_1 = i\sigma, p_2 = -i\sigma, p_3 = \omega_1 - \omega_b - i\Gamma_b; p_4 = (\omega_2 - \omega_b + i\Gamma_b)/\alpha; \) and \( p_5 = (\omega_3 - \omega_b + i\Gamma_b)/(\alpha - 1) \). As is obvious from Fig. 7, we need only consider the residues \( (R_i) \) at the poles \( p_1, p_4, \) and \( p_5 \). These are:

\[
R_1 = \frac{1}{2\pi} \left[ \frac{\mu^2 \beta_{g-b} \beta_{b-c} \beta_{a-c}}{(\omega_2 - \omega_b - i\Gamma_b + \alpha\sigma)(\omega_3 - \omega_b - i\Gamma_b + \alpha\sigma)} \right] \left[ 1 + i \frac{\Gamma_{gc} - \Gamma_{gb} - \Gamma_{gb}}{(\omega_2 - \omega_b - i\Gamma_b - (1 - \alpha)\Gamma_{gb})} \right],
\]

(38)

\[
R_4 = -\frac{\alpha^2 \sigma}{\pi} \left[ \frac{\mu^2 \beta_{g-b} \beta_{b-c} \beta_{a-c}}{(\omega_2 - \omega_b - i\Gamma_b + \alpha\sigma)(\omega_3 - \omega_b - i\Gamma_b + \alpha\sigma)} \right] \times \left[ \frac{1}{(\omega_2 - \omega_b - i\Gamma_b + \alpha\sigma)(\omega_3 - \omega_b - i\Gamma_b + \alpha\sigma)} \right],
\]

(39)

\[
R_5 = \frac{\alpha(\alpha - 1)}{\pi} \left[ \frac{1}{(\omega_2 - \omega_b - i\Gamma_b + \alpha\sigma)(\omega_3 - \omega_b - i\Gamma_b + \alpha\sigma)} \right] \times \left[ \frac{1}{(\omega_2 - \omega_b - i\Gamma_b + \alpha\sigma)(\omega_3 - \omega_b - i\Gamma_b + \alpha\sigma)} \right].
\]

(40)

These contributions, however, cancel out. This is obvious from Fig. 7, since the line narrowing contributions from the residue \( R_3 \) alone must give the same result. All three scan modes are predicted to yield the same information since the resulting widths always contain the same linear combination of the homogeneous linewidths. The final expression for these is:

\[
\Gamma = \Gamma_{gc} + \frac{|\alpha|}{\Gamma_{gb}}.
\]

(41)

These contributions, however, cancel out. This is obvious from Fig. 7(e), since the line narrowing contributions from the residue \( R_3 \) alone must give the same result. All three scan modes are predicted to yield the same information since the resulting widths always contain the same linear combination of the homogeneous linewidths.
parameters, and \( \alpha \) was already obtained as the ratio of the inhomogeneous widths. Finally, no problems arise in the special case \( \Gamma_{0x} = \Gamma_{0e} + \Gamma_{0v} \) although the resonance at \( \omega_{0x} \) and consequently the pole \( \rho_5 \) does not occur since \( R_0 \) is then identically zero.

The integration over a Gaussian inhomogeneous distribution can be accomplished by first decoupling the denominators in the form:

\[
\frac{1}{ab} = \frac{1}{b-a} \left( \frac{1}{a} - \frac{1}{b} \right),
\]

(42)

then using the integral representation for the complex error function \( w(sx) \) [where \( s = \text{sign} \{ \text{Im} \, x \} \)]:

\[
\int_{-\infty}^{\infty} e^{i x^2} \frac{dt}{t} = -i \pi w(sx)
\]

(43)

to obtain the following results in which \( G \) indicates Gaussian averaging:

\[
\begin{align*}
\langle \eta \rangle_{\text{ex}} &= \frac{i \mu_2^{(2)} \mu_3^{(1)} \mu_4^{(1)} (\pi/2)^{1/2}}{\sigma (B - \alpha A)} \times \{ w(A/\sigma \sqrt{2}) - S(\alpha) w(B/|\alpha| \sigma \sqrt{2}) \}, \\
\langle \chi_{\text{ex}} \rangle_{\text{ex}} &= \frac{i \mu_3^{(2)} \mu_4^{(1)} \mu_5^{(1)} (\pi/2)^{1/2}}{\sigma} \times \{ \frac{1}{E - (\alpha - 1)C} \\
&\times \{ w(C/\sigma \sqrt{2}) - S(1 - \alpha) w(E/|1 - \alpha| \sigma \sqrt{2}) \} \\
&- \frac{1}{\alpha E - (\alpha - 1)D} \{ S(\alpha) w(D/|\alpha| \sigma \sqrt{2}) \} \\
&- S(1 - \alpha) w(E/|1 - \alpha| \sigma \sqrt{2}) \},
\end{align*}
\]

(44)

(45)

with the abbreviations: \( A = \omega_{0e}^2 - \omega_3^2 + i \Gamma_{0e} \); \( B = \omega_{0e}^2 - \omega_3^2 + i \Gamma_{0v} \); \( C = \omega_{0e}^2 - \omega_3^2 - i \Gamma_{0x} \); \( D = \omega_{0e}^2 - \omega_3^2 - i \Gamma_{0v} \); and \( E = \omega_{0e}^2 - \omega_3^2 - i \Gamma_{0e} \). Some simulated line shapes, both for Lorentzian and Gaussian distributions, are shown in Fig. 8. It is obvious from these curves that Gaussian and Lorentzian distributions give essentially the same narrowed line shape even when the homogeneous and inhomogeneous widths are of the same order of magnitude.

The results of the previous paragraph encouraged us to perform the average of \( \chi^{(2)} \) [Eq. (27)] with a two dimensional distribution function of the type in Eq. (28) using Lorentzian bell functions \( g_\delta \) [Eq. (32)]. In this case the integration could be carried through analytically in two consecutive contour integrations. During these two steps at least one of the two homogeneous width parameters \( \sigma_1 \) and \( \sigma_2 \) is added to each of the resonance denominators. Some interesting situations that may arise in molecular problems are: (1) The system is governed by the inequality \( \sigma_1 \gg \Gamma > \sigma_2 \). This case closely resembles the limit of perfect correlation. Here \( \Gamma \) is some linear combination of the homogeneous width parameters (such as those in Table II) depending on the angle \( \phi \) by which the \((xy)\) and \((\xi\eta)\) axis systems are rotated. The narrowed lines will have width \( \Gamma + \sigma_2 \), implying essentially homogeneous line-widths. The criteria for the corresponding residues to occur are

**FIG. 8.** Simulated narrowed line with Gaussian (G) and Lorentzian (L) distribution functions as indicated. Parameters were \( \Gamma_{0x} = \Gamma_{0e} = \Gamma_{0v} = 5 \), type II resonance, \( \alpha = 1 \). The FWHM of the inhomogeneous distribution was set at 10 and 100 as indicated.

Type II: \( 0 < \phi < \pi/2 \); Type I: \(-\pi/2 < \phi < 0 \).

The longer half-axis of the distribution, in our case \( \sigma_1 \), must have the same orientation as the correlation line in the strict correlation limit. (2) The system is defined by the inequality \( \sigma_1 \gg \sigma_2 \gg \Gamma \). Again the narrowed lines show width \( \sigma_2 + \Gamma \) under the same conditions as in case (1), but now the correlation coefficient is probed rather than the homogeneous parameters. The inhomogeneously broadened widths of the two states are

\[
\begin{align*}
\Delta_0 &= |\cos \phi | \sigma_1 + |\sin \phi | \cdot \sigma_2 \\
\Delta_\phi &= |\sin \phi | \sigma_1 + |\cos \phi | \cdot \sigma_2 
\end{align*}
\]

Thus the determination of an absolute lower bound to the correlation coefficient should be possible. (3) The system is governed by the inequality \( \sigma_1 \approx \sigma_2 \approx \Gamma \). This situation corresponds to low correlation, and certainly line narrowing is not possible.

**VI. EFFECT OF EXCITED STATE POPULATION**

The calculations and discussion so far were carried out on the assumption that no excited state populations can initiate the sum and difference frequency generation process. This was justified by the fact that significant population contributions to these processes are built up from third and higher order in the iterative integration procedure if the starting population is all in the ground state. Of course coherence between excited levels requires these levels to be populated to some extent. Furthermore, we may expect that populations formed early in the pulse envelope through higher order processes, feeding and dephasing effects (i.e., incoherent populations) will contribute to the coherent signal. Each state which acts as a bottleneck in the relaxation towards thermal equilibrium will serve as an initiating state for the evolution of the density operator. For example, the vibrationless level of the lowest excited electronic state would be expected to be long-lived enough to initiate new nonlinear processes in this manner. If the decay of the bottleneck level is negligible with respect to the other time constants in the system: i.e., if \( \gamma_{ij} \ll \Gamma_{ij} \) for all \( i \) and \( j \), then the
feeding terms may again be neglected and the calculation of the density matrix is carried out using the same techniques as described in Sec. II. In case this inequality is not met the time evolution of the starting population would have to be included.

We treat the case where the middle state of the three level system initiates the nonlinear process. The diagram for the time development of the density matrix is readily obtained from Fig. 1 by the cyclic permutation of the indices \((a, b, c)\) to \((b, c, a)\). The nondiagonal terms of interest are \(\rho^{(2)}_{bc}\) and \(\rho^{(2)}_{ab}\) with only one path contributing, and \(\rho^{(2)}_{ac}\) with two paths. The corresponding susceptibilities are, therefore, of type I for the first two matrix elements and of type II for the latter. The level diagrams corresponding to these four paths are given in Fig. 9 which is readily obtained from Fig. 2 by shifting the highest level below level a and relabeling the levels in order \(a, b, c\) from bottom to top. The arrows representing the field components remain attached to the levels. However, in Figs. 9(a) and 9(b) \(\omega_1\) and \(\omega_2\) were interchanged to emphasize the similarities between the diagrams in Figs. 2 and 9.

A comparison of the diagrams for the two initial conditions reveals, that the excited state population will make a contribution to all three processes discussed in Sec. 2. Diagram 9(a) makes a contribution to the type I difference frequency generation with different time ordering. A time resolved experiment should, therefore, allow these contributions to be distinguished. The difference frequency generation between two excited levels, the type II processes 2(c) and 2(d), will get an additional term from diagram 9(b). The latter is, however, of type I and shows consequently only one time ordering, namely that of diagram 2(c).

The most interesting case is the type II sum frequency generation 9(c) and 9(d) induced by the initial population in level \(b\). It shows the extra resonance:

\[ \chi^{(2)}(9(c) \text{ and } 9(d)) = -\rho^{(0)}_{bc} \cdot \frac{\Gamma_{ba}}{\omega_{ba}} \left[ \omega_{cb} - \omega_b - i\Gamma_{bc} \right] \left[ \omega_{ab} - \omega_a - i\Gamma_{ab} \right] \]

\[ \times \left\{ 1 + i \frac{\Gamma_{ba}}{\omega_{ba} - \omega_b - i\Gamma_{ba}} \right\}. \tag{46} \]

In the absence of pure dephasing the numerator of the additional resonance reduces to the inverse lifetime of the level \(b\): i.e., \((-\Gamma_{ba} + \Gamma_{ab} + \Gamma_{ba}) - \gamma_{ba}\). Since we assumed this parameter to be very small, \(\omega_{ab}\) resonance will exhibit a DICE effect. In principle, this DICE resonance occurs even when there is no pure dephasing because of the finite value of \(\gamma_{ba}\) derived from spontaneous emission or radiationless processes. The discussion of the diagrams 9(a)–9(d) can easily be extended to their line narrowing characteristics. Adopting the substitution \(\omega_{ab} = \omega_{ba}^0 + x\) and \(\omega_{ac} = \omega_{ca}^0 + x\) as in Sec. V, the pole arguments can be applied in an analogous manner. It turns out that all diagrams can be line narrowed and that the conditions for \(\alpha\) are complementary in the case 9(a) and 9(b) and the case 9(c) and 9(d): The difference frequency diagrams 9(a) and 9(b) can be line narrowed with \(\alpha > 1\), while the sum frequency line narrowing requires \(\alpha < 1\). These conditions are different from those for the diagrams 2(a)–2(d) and could be used to gain additional information about the correlations within the various inhomogeneous distributions.

VII. CONCLUSIONS

Our investigation of the spectroscopic properties of \(\chi^{(2)}\) under fully resonant conditions lead to the following conclusions:

(i) Fully resonant sum and difference frequency generation are both possible processes.

(ii) There exist two mechanisms for difference frequency generation, namely: difference frequency generation having resonances on transitions from the initial state; and difference frequency generation having a resonance on a transition between two initially unpopulated states.

(iii) If the system shows no inhomogeneous broadening of its transitions the line shapes of the resonances contain possible information about \(\Gamma_{ab}\) and \(\Gamma_{ac}\), depending on which in-going frequency is scanned.

(iv) In the case of difference frequency generation II there are circumstances under which the line shape also depends on \(\Gamma_{cb}\), the coherence decay parameter for the pair of excited levels. A dephasing induced coherent emission (DICE) effect is predicted in difference frequency generation II.

(v) When the inhomogeneous distributions of the \(a \to b\) and \(c \to b\) transitions have correlation factors \(q \neq 0\), all three processes contain line narrowing capabilities which are partly complementary. If \(q > 0\), line narrowing should occur in difference frequency generation II, while sum frequency generation and difference frequency generation I processes should yield narrowed lines only in the case \(q < 0\).

(vi) All the foregoing resonances may arise as a result of excited state populations being formed from which nonlinear processes can be initiated. Population in level \(b\) will give peaks that could be confused with the extra (DICE) resonance.

This study has shown that a full exploration of \(\chi^{(2)}\) resonant processes is likely to yield new spectroscopic information. In addition measurements of dynamical parameters such as pure dephasing should be possible. The present work through focused on \(\chi^{(2)}\) has obvious implications in \(\chi^{(2)}\) spectroscopy. The same pathways giving line narrowing as described herein, and DICE
effects, lead to generation of coherent light in third order processes. In fact the two pathways giving rise to $\rho_{22}^S$, and hence to difference frequency generation DICE, are the origin of the two terms that give the extra CSRS resonances previously described.\textsuperscript{18,22} The present treatment of the principles determining the line shapes for the inhomogeneous cases is therefore useful in both $\chi^{(1)}$ and $\chi^{(2)}$ spectroscopy. However the description is simpler, there being one fewer resonance denominator, for the $\chi^{(1)}$ response.

33 It is interesting to note that the linewidths obtained in this way can be much narrower than the width of the state with which the scanned ingoing beam is in resonance. Taking the type I difference frequency generation as an example, the state width $\delta \omega$ will yield a signal with the much smaller width $\delta \omega'$.
34 The correlation coefficient is defined as $\rho = \langle xy \rangle / \langle (xx) (yy) \rangle^{1/2}$, where the brackets indicate the average over the distribution. For the two dimensional Gaussian distribution this result is

$$\rho_0 = \frac{C S (\sigma - \sigma_0)}{\sqrt{(\sigma_1^2 + \sigma_2^2) (C^2 \sigma_1^4 + S^2 \sigma_2^4)}}$$

with $C = \cos \phi$ and $S = \sin \phi$. Strictly speaking, the correlation coefficient cannot be calculated for the two dimensional Lorentzian distribution since $(xx)$, $(yy)$, and $(xy)$ diverge. The distribution function may, however, be modified in the following way:

$$\rho_L(x, \phi) = \frac{\sigma/\pi}{x^2 + \sigma^2}, \quad \frac{1}{1 + x^2 + b^2}$$

In the limit $b \to 0$ this function again becomes the Lorentzian $\rho_L$. The averages $(xx)$, etc., may now be obtained using the two-dimensional distribution $\rho_L(x, \sigma_1, \sigma_2)$ and $q$ may be calculated. After taking the limit $b \to 0$ one obtains:

$$\rho_L = \frac{C S (\sigma_1 - \sigma_0)}{\sqrt{(\sigma_1^2 + \sigma_2^2) (C^2 \sigma_1^4 + S^2 \sigma_2^4)}}$$

Obviously for both Gaussian and Lorentzian distributions $q$ vanishes with either $\cos \phi$ or $\sin \phi$ being zero. The other limit $|q| = 1$ is obtained if $\sigma_1$ or $\sigma_2$ vanishes.

35 The result for $\alpha > 0$ can also be obtained from the poles $p_1$, $p_2$, and $p_4$. Although the latter two individually give a line narrowing term, the complete result is certainly not line narrowed. The line narrowing contributions cancel out in this case, Care has to be taken, therefore, if a sum of line narrowed terms appear.