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ABSTRACT 
Valuable insights into an individual’s current thoughts and stance 
regarding behaviour change can be obtained by analysing the lan-
guage they use, which can be conceptualized using Motivational 
Interviewing concepts. Training conversational agents (CAs) to 
detect and employ these concepts could help them provide more 
personalized and efective assistance. This study investigates the 
similarity of written language around behaviour change spanning 
diverse conversational and social contexts and change objectives. 
Drawing on previous research that applied MI concepts to texts 
about health behaviour change, we evaluate the performance of 
existing classifers on six newly constructed datasets from diverse 
contexts. To gain insights in determining factors when identify-
ing change language, we explore the impact of lexical features on 
classifcation. The results suggest that patterns of change language 
remain stable across contexts and domains, leading us to conclude 
that peer-to-peer online data may be sufcient to train CAs to 
understand user utterances related to behaviour change. 

CCS CONCEPTS 
• Computing methodologies → Natural language processing; 
Discourse, dialogue and pragmatics; • Applied computing → Psy-
chology. 
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NLU, behaviour change language, transfer learning, conversational 
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1 INTRODUCTION 
Motivational interviewing (MI) is a client-centred counselling ap-
proach that helps individuals resolve ambivalence about behaviour 
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change [31]. It involves active listening, open-ended questions, and 
refective responses to develop an individual’s intrinsic motivation 
for change and help them develop a plan for taking action towards 
their goals [9, 31]. The Motivational Interviewing Skill Code (MISC) 
[30] allows language around behaviour change to be conceptualized 
by assigning valence and content labels to determine a person’s 
current stance and thoughts about change. 

Despite these concepts being inherently valuable to contextualize 
behaviour change and their potential to inform the choice of suitable 
actions for conversational agents (CAs), they remain largely absent 
in research around the application of conversational AI to behaviour 
change contexts. Applications tested in the context of MI have 
ranged from content-specifc rule-based systems [18] to more open-
domain generative agents [3, 45]. While some CAs model general 
emotions, or employ sentiment analysis, they have so far failed to 
account for the user’s current situation and state of mind regarding 
change specifcally [47]. Recently, the GLoHBCD, an annotated 
dataset containing natural language texts about behaviour change 
for weight loss, was released along with classifers trained on the 
data and an analysis of its properties [27]. This dataset applies 
client utterance codes defned in the MISC to written and non-
therapist-guided conversations, making it a potentially valuable 
resource in training CAs to be more attentive to the user and allow 
them to personalize content based on a user’s current state of mind 
regarding their behaviour change. 

While the MISC concepts used for annotation in the GLoHBCD 
can provide valuable information for CA’s, the data itself is sourced 
from a peer-to-peer online forum, which might limit its usefulness 
for the purpose of training a CA. Although the GLoHBCD was 
annotated on a sentence-to-sentence rather than a post basis [27], 
which potentially increases its similarity to shorter messages as 
they would be likely to appear in conversation with a text-based CA, 
the language in the GLoHBCD might still signifcantly difer from 
such user utterances. Furthermore, the GLoHBCD focuses entirely 
on language around weight loss, whereas other behaviour change 
topics are disregarded. Nevertheless, analyses of the dataset hint 
that the language patterns learned by classifers might not depend 
on the “target behaviour” (the behaviour the user wishes to change), 
since class-specifc keywords were largely unrelated to weight 
loss specifcally [27]. This indicates that classifcation may prove 
to be stable across diferent change contexts. Consequently, our 
research explores to what extent diferent conversational contexts 
and topics have an infuence on the nature of written language 
around behaviour change by leveraging the GLoHBCD and the 
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Level Code Description Example 
Valence + 

– 
Change Talk – Utterances in favour of behaviour change 
Sustain Talk – Utterances in favour of status quo 

I need to stop smoking 
I don’t want to quit 

Content Label R 
TS 
C 

Reason – Reasons for/against change 
Taking Steps – Specifc steps taken in the recent past 
Commitment – agreement, intention, or obligation for the near 
future 

I need to stop smoking 
I threw away all my cigarettes 
I’m going to throw away all of my cigarettes 

Reason Sublabel a 
n 
d 
general 

ability – ability and degree of difculty of the change 
need – necessity of change, or maintaining the status quo 
desire – desire for change, or current behaviour 
general justifcations, incentives, or justifcations 

I can quit 
I need to stop smoking 
I don’t want to quit 
Protecting my health is the most important 
thing to me 

Table 1: Description of sentence codes based on [27, 30]. Each sentence is assigned a valence and content label. Sentences of 
category Reason are also assigned a reason sublabel. Markers that speak for the assignment of a specifc code are italicized. 

classifers trained on it and by expanding on it with new, out-of-
domain data. 

This work is driven by the following research questions: 

RQ1: Is the distinction between utterances belonging to the dif-
ferent behaviour change concepts defned in the MISC suf-
fciently stable across conversational contexts and change 
topics to allow context-independent classifcation? 

RQ2: Which utterance types/MISC codes are hardest to predict 
across contexts? 

RQ3: To what extent do diferent conversational contexts and 
change topics restrict classifcation transferability? 

RQ4: Which lexical features are the most important for the classi-
fcation of written utterances around behaviour change? 

To answer these questions, we employ the same annotation strategy 
as Meyer and Elsweiler [27] to assemble six new datasets from dif-
ferent conversational, social and behaviour change contexts. Next, 
we evaluate how classifers trained on the GLoHBCD perform on 
new datasets, taking into account the properties of the datasets that 
emphasize signifcant conceptual distinctions between the GLo-
HBCD and real-time chat conversations, as well as variations in 
target behaviour. Finally, since keyword analysis of the diferent 
GLoHBCD classes indicated that function words may play a big-
ger role for classifcation than content words [27], we explore the 
role of diferent lexical properties on classifcation performance 
across domains in an attempt to gain insight on how written change 
language is typically constructed. 

Our results suggest that transfer learning between conversa-
tional domains to understand user utterances in the context of 
behaviour change is a feasible approach for the training of CAs. 
This means we can leverage domains with abundant training data 
to enable models to function in domains where there is a scarcity 
of labelled data available, of which there are many. Moreover, our 
fndings evidence the plausibility of using MISC codes in such be-
havioural change settings which, if implemented, would enable 
CAs to react in a more context- and situation-appropriate way, as 
would be expected in a counselling session. 

2 BACKGROUND AND RELATED WORK 
Our research fts within the general tradition of systems for be-
haviour change [12, 13, 29, 37], with a focus on applying Motiva-
tional Interviewing concepts and techniques [9, 30, 31] to inform 

the design of a persuasive conversational agent. The MISC is tradi-
tionally used to evaluate MI sessions and includes behaviour codes 
both for the therapist and the client [30]. The client codes can be 
conceptualized along the DARN-CAT continuum (Desire, Ability, 
Reason, Need, Commitment, Activation, Taking Steps) [36, 38], a 
framework that describes client talk in ascending intensity of how 
strongly they speak for (or against) change.1 For instance, Taking 
Steps-statements are a stronger marker of change than utterances 
about desire or ability. In addition to these codes, each client utter-
ance is also assigned a valence, which defnes whether the utterance 
speaks in favour of change (change talk) or against change (sustain 
talk). Utilizing these codes and their order of intensity in a persua-
sive CA can provide valuable insights into a user’s readiness to 
change and help guide the CA in selecting appropriate counsellor 
turns. In this work, we focus on the identifcation of the codes in 
diferent conversational scenarios. For an overview of codes and 
what utterances they apply to, see Table 1. 

2.1 Motivational Interviewing and 
Computational Methods 

Existing attempts at automatically replicating processes of MI with 
the help of conversational agents are typically focused on specifc 
target behaviours (e.g. smoking cessation) and do not account for 
user’s thoughts about change [18, 32, 47]. One reason for this lack of 
focus on user-specifc states of mind might be the fact that attempts 
at automating MI-annotation have so far mainly focused on thera-
pist codes [32] or, if client codes were part of the project, merely 
distinguished between the valence of client utterances, rather than 
the content labels defned in the MISC [7, 42–44]. Moreover, (au-
tomatic) MISC annotation is mostly applied to spoken language, 
often as a means to evaluate MI sessions or to facilitate counsellor 
training [19, 23]. 

As such, existing resources with annotations of MISC client 
behaviour codes focus on applying valences to spoken data, such 
as transcripts from MI-Sessions [33, 46]. Such client utterances are 
likely not representative of the way users would interact with a 
CA and are missing annotations of MISC content-labels. Thus, they 
may be able to help identify whether a user is generally thinking 
positively or negatively about change, but cannot help in identifying 
either the user’s reasons, perceived ability, willingness, or urgency 

1Since the MISC does not include a code for activation utterances, we subsequently 
refer to the continuum as DARN-CT for the purpose of this paper. 
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to change, or what the user has done to achieve change in the 
recent past or is planning to do in the near future. Such concepts, 
however, are important for the successful application of persuasive 
technology [12, 13]. 

2.2 Diferences Between Language Across 
(Online) Conversational Contexts 

The GLoHBCD applies MI-annotation methods, which are typically 
applied to spoken data such as transcripts of MI sessions, to written, 
unmediated interactions between multiple parties on the internet. 
Since the GLoHBCD’s publication, another group of researchers 
has applied MISC codes to written chat interactions, focusing on 
therapist behaviour codes [40]. They identifed new codes, such as 
“inappropriate” or “chit-chat” that are unique to this type of online 
discourse when compared to in-person MI-sessions. They do not ac-
count for client codes in their analysis and focus on peer-counsellor 
chats between two people, which are likely to be more structured 
and mediated by the counsellor than peer-to-peer interactions. 

Written online interactions are signifcantly diferent from spo-
ken interactions between people in various ways, since written 
text is missing much of the information that is transmitted in spo-
ken, or even face-to-face settings [14]. Giles et al. [14] explored 
an incomplete list of distinctions between spoken and online data, 
such as the potential for editing text before sending it in online 
conversations, the fact that online data is typically archived and 
readily available in retrospect, making it easier to refer back to, 
software-specifc features, conventions, or restraints (e.g. character 
limits), the visibility of the interaction to others and the distinction 
between the number of interactants and audience members. 

A lot of these distinctions can be applied not only to diferentiate 
between spoken and online conversational data, but also to online 
conversational and other social media data from diferent contexts, 
which typically difers across two main dimensions: the synchronic-
ity of the interactions, and the number of people involved in the 
conversation [1]. Baldwin et al. [2] compared diferent kinds of so-
cial media texts, namely YouTube comments, Twitter posts, forum 
posts, blogs, and Wikipedia articles based on their relative similar-
ity, as well as lexical and grammatical features. They also compared 
these sources with the British National Corpus as an example of 
typical written texts. They found that conversation online, even 
when highly asynchronous, tends to be shorter and, by extension, 
less complex than other texts. Their results show that the average 
word length of forum data is comparable with that of YouTube com-
ments and tweets and that forum posts are the most similar to all 
other explored corpora. This indicates that classifers trained on the 
forum posts annotated in the GLoHBCD should be able to transfer 
to other online sources fairly well, especially when the new sources 
also constitute public conversations between multiple people. 

We are not aware of any research exploring the diferences 
between forum data and more synchronous chat interactions, 
or comparisons between forum data and conversations between 
humans and chatbots. There have, however, been explorations 
of diferences between human-human and human-chatbot text 
conversations. Hill et al. [20] found that messages to conversational 
agents tended to be shorter and utilize a more restricted vocabulary. 
This could speak for the feasibility of applying the classifers 
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trained on the GLoHBCD to chatbot conversations, as it would 
imply that these conversations are of lower complexity than the 
training data. However, Rapp et al. [35] found in their meta-review 
that conversations with open-domain chatbots tend to include 
more grammatical and spelling errors, more profanity and more 
random keystrokes than other conversational data, a fact that 
could hinder classifcation transferability. 

While the literature shows that there are signifcant diferences 
between diferent modes of conversation even in written online 
contexts, it is not clear to what extent these diferences are rele-
vant to the classifcation of the behaviour change codes defned 
in the MISC. To explore this, we account for diferences between 
conversational data identifed in the literature in the construction 
of our datasets and add to existing research by including direct com-
parisons between human-chatbot conversations and other social 
media interactions. 

2.3 Transfer Learning in Conversational AI 
Transfer learning is a popular approach to dealing with low resource 
data in deep learning contexts and has found frequent application to 
text data, which is often prone to property inconsistencies between 
training and test data [4]. Past research has applied the technique to 
various health, wellbeing, and behavioural contexts, for instance to 
detect opinions and behavioural intentions to COVID-19 vaccines 
in tweets [26], and to learn from Twitter data in order to classify 
clinical patient messages [41]. 

In the context of conversational AI, Das et al. [11] applied trans-
fer learning to improve text generation for psychotherapy. To 
achieve this, they fne-tuned existing LLMs with counselling based 
data from Reddit and psychotherapy training sources. Rajan et al. 
[34] used graph-based transfer learning to flter the most useful 
pieces of information in CA-based conversations to enable less 
time-intensive, more personalized and context-specifc conversa-
tions. In the scope of the ConvAI2 competition at NeurIPS 2018, 
Golovanov et al. [15] trained a transformer-based generative model 
on the benchmark chat-datasets PersonaChat [48] and DailyDi-
alog [24] before fne-tuning on the competition data. They also 
experimented with the inclusion of Reddit forum data, but found 
it led to a deterioration in automated performance metrics, which 
led to the exclusion of this data in the fnal model. However, they 
note the large discrepancy between automated metrics and human 
evaluation of generated dialogues, which could mean that Reddit 
data may have been more suited for training their model than the 
metrics lead to believe. 

In our case, we use transfer learning to determine the feasibility 
of applying classifers trained on forum conversations to CA-human 
conversational data in order to classify and thus extract information 
from user utterances that can later be used to steer CA behaviour 
in conversations. In the following section, we outline the main 
dimensions to compare conversational text data on as derived from 
the related work, and introduce the datasets we constructed based 
on these dimensions to evaluate the transferability of the GLoHBCD 
data to other conversational contexts. 
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Dataset Domain/Target Behaviour Context sy
nc

hr
on

ou
s

m
ul
ti
-p
ar
ty

hu
m
an

-h
um

an

# 
se
nt
en

ce
s 

GLoHBCD weight loss Forum - Interaction between peers x x 4724 

Smoking Cessation Forum smoking cessation Forum - Interaction between peers x x 683 
Health Coaching Dialogue Corpus step count increase Text conversations with health coach x 508 
Optifast Mock-Chatbot weight loss Text-based conversation with simulated 

motivational chatbot 
x 90 

DARN-CT-based Wizard of Oz Dia-
logues 

New Year’s resolutions Text-based conversations with simulated 
motivational chatbot 

x 80 

Synthetic GPT-3 Data weight loss user simulation through eliciting ques-
tions 

74 

Instagram data weight loss Instagram posts - Community interaction x x 918 

Table 2: Overview of datasets constructed to evaluate the GLoHBCD 

3 CONSTRUCTING DATASETS WITH 
VARYING BACKGROUNDS 

To explore the stability of the way MISC codes are worded in dif-
ferent written conversational contexts, we frst identify three main 
diferences between the GLoHBCD data and user interactions with 
CAs, based on Androutsopoulos [1] and Hill et al. [20]: 

• Conversation Mode - Being sourced from a peer-to-peer
forum, the GLoHBCD constitutes multi-party conversations,
whereas a chatbot conversation would only involve two
parties. For the purpose of this project, we also take this
as an indicator for the visibility of the interactions to third
parties, where multi-party conversations are generally public
to outside audiences and conversations between two parties
are seen as private interactions.

• Synchronicity - While still being somewhat asynchronous
compared to spoken interactions, conversations between
bot and human happen in a faster, live-chat-like fashion,
as opposed to forum posts which often have multiple days
between messages.

• Interaction Type - This refers to the diference between
human-human and human-bot conversations.

In addition to these diferences, we also want to explore the stability 
of classifcation across diferent behaviour change topics, leading 
to a fourth dimension to investigate: 

• Domain - the target behaviour in the conversation, meaning
the specifc change the user is intending to make or trying
to achieve.

Based on these four dimensions, we collected and annotated 
data from six sources representing varying degrees of each dimen-
sion. In this section, we describe the collection process and give 
an overview and comparison of these datasets. Each dataset was 
split into sentences and annotated by the authors2 using a script
and annotation scheme supplied by Meyer and Elsweiler [27]3. The

2the frst author has completed a fully certifed Motivational Interviewing training
programme
3https://github.com/SelinaMeyer/GLoHBCD

annotation scheme is adapted from the MISC and applies labels
across three levels to each sentence, which are described in Table 1. 

3.1 Smoking Cessation Forum 
This collection from a smoking cessation forum4 is the most similar
to the original dataset in terms of conversational style. We chose the 
subforums “nichtraucher-bald-bin-ich-soweit” (nonsmoker, I’ll be 
there soon) and “mein-rauchfrei-tagebuch” (my smoke-free diary), 
both containing accounts of individuals at diferent stages in their 
behaviour change process. While the frst subforum is mainly used 
by individuals who are preparing to quit smoking or are in the early 
stages of a quit attempt, the second subforum is frequented more 
by nicotine-dependent individuals who have quit smoking within 
the last few days or weeks. We randomly selected threads from 
both subforums and, following the approach outlined in Meyer and 
Elsweiler [27], screened the posts for presence of change and sustain 
talk. Posts that ft the criteria were then annotated on a sentence-to-
sentence basis. We annotated posts, until the smallest code class (n)
in the GLoHBCD had occurred over 20 times, representing >10% 
of the amount in the GLoHBCD. This amounted to 167 annotated 
posts (1675 sentences), distributed over 36 threads, written by 46 
users. 102 posts stemmed from the subforum “nichtraucher-bald-
bin-ich-soweit” (1024 sentences) and 65 posts from the subforum 
“mein-rauchfrei-tagebuch” (652 sentences). In line with Meyer and 
Elsweiler, we excluded sentence that were not related to behaviour 
change or sentences that represented a combination of multiple 
content labels [27]. The resulting dataset contains 683 sentences in 
our evaluation which are annotated with exactly one content label, 
a maximum of one reason sublabel and one valence label. 

3.2 Health Coaching Dialogue Corpus 
Gupta et al. [16] released a corpus of text messages between cer-
tifed health coaches and patients in the context of goal setting. 
The corpus includes conversations with 26 patients over the course 
of several weeks, with conversations focusing around setting and 
evaluating daily step count goals. For target setting, the S.M.A.R.T. 

4https://www.endlich-nichtraucher-forum.de/

https://www.endlich-nichtraucher-forum.de/
https://3https://github.com/SelinaMeyer/GLoHBCD
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strategy was used, which focuses around setting achievable, ac-
tionable and timely goals. The original dataset is in English. We 
used the free DeepL API5 to translate them into German before 
annotating participants’ utterances. This dataset is diferent from 
the original forum data in multiple aspects: it refects direct con-
versations between two humans, as opposed to the more indirect 
conversational style between multiple parties in a forum. It also 
focuses on a diferent, much more specifc target, as increasing a 
step count does not necessarily have to relate to weight loss. 

3.3 Optifast Mock-Chatbot 
To collect this data, we developed a chatbot-style survey where 
we prompted users to respond to MI-style questions in natural lan-
guage text. The aim of this survey was to gauge the users’ responses 
to an unresponsive chatbot, in order to assess their potential in-
teractions with chatbots in this context. This survey was geared 
towards participants of the Optifast-52 programme in Regensburg, a 
weight loss programme for people with clinical obesity. The survey 
was constructed using botpress 6. The conversation consisted of 
three phases. First, the mock-chatbot introduced itself, and gave an 
overview of the scope and goal of the conversation, before asking 
for permission to continue. When the participant agreed to go on, 
this triggered the elicitation phase, in which the bot frst asked 
the participant to explain what brought them here. Following this, 
participants were asked alternating questions aimed at eliciting 
either change talk (e.g. What didn’t you like about your lifestyle 
before you started Optifast? How has Optifast improved your life?), 
or sustain talk (e.g. You must have had good reasons why you didn’t 
decide to do an Optifast course earlier. What were those reasons?). In 
this phase, the bot had two versions, where the frst version began 
with a change talk question and ended with a sustain talk question 
and the second version displayed a negative/positive counterpart 
for each of the frst version’s questions (e.g. Suppose you (don’t) 
maintain your current behavioural changes. What would your life 
look like in 5 years?). Both versions contained questions explicitly 
asking for reasons to change, commitments for the near future and 
recently taken steps in favour or against change. They also included 
questions that called for participants to envision their future if they 
were to succeed or fail in their endeavour, and look back to what 
their life was like before starting the Optifast programme. In the 
concluding phase, participants were asked to estimate how likely it 
is they will reach their goals on a scale from one to ten and whether 
they feel that refecting about their change in this way has helped 
them, before the chatbot thanked them for the conversation, wished 
them success for their further weight loss and said goodbye. 

10 Participants who were enrolled in the Optifast-52 programme 
in Regensburg used the chatbot in the course of a related study. 
Due to timing reasons, all participants were in the fnal phase of 
the Optifast programme and had already achieved most of their 
weight-loss goals and were working to maintain their new weight. 
The resulting annotated dataset contains 90 relevant user utter-
ances, the majority of which represent change talk. Although the 
Mock-Chatbot was not very reactive regarding specifc user inputs, 
this dataset represents a more synchronous, question-answer style 

5https://www.deepl.com/en/docs-api/ 
6https://botpress.com/docs/ 
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conversation between a system and a human. Participants were told 
that they were conversing with a simple chatbot before starting the 
conversation. 

3.4 Synthetic GPT-3 Data 
As a sanity check, we use data generated by Meyer et al. [28] prompt-
ing GPT-3 questions based on the DARN-CT framework described 
in section 2, meaning questions regarding desire, ability, reasons, 
need, commitment and recently taken steps to lose weight [28, 38]. 
We annotated 120 of the generated sentences. We expect that the 
GPT-3 outputs represent highly typical and clichéd answers to the 
prompted questions, and should thus be very easy to classify. This 
allows us to gain insights into the potential of using classifers 
trained on the forum data on very simple live-chat-like utterances. 
Since the prompts used for data generation were more QA-like [28], 
the data more closely resembles conversations between a client 
and a coach than forum posts. Low classifcation results would 
mean that a classifcation transfer between these two conversa-
tional styles is not feasible, whereas high results would indicate 
stable patterns between language of change across forum posts and 
more conversational settings. 

3.5 DARN-CT-based Wizard of Oz Dialogues 
This data was collected as a Wizard of Oz study, which simulated a 
chatbot and asked 14 study participants about changes they want 
to make in their lives, also following the DARN-CT structure. The 
wizard asked predefned questions sampled from the questions 
used to generate GPT-3 data referred to in 3.4 and geared towards 
eliciting participant utterances for each code defned in the MISC. 
The study focused on inducing a live-chat conversational style. 
It was conducted shortly after new year’s and participants were 
asked to talk about their new year’s resolutions, which led to the 
inclusion of various diferent behaviour change intentions (e.g. 
“procrastinate less”, “enjoy live more”, “use the car less”, “increase 
physical activity”). Compared to the Optifast Mock-Chatbot, it 
included more and diferent change domains and was not restricted 
to clinically obese users in treatment. It was also more interactive, 
as the wizard in some cases summarized what the participant had 
said in previous utterances, as a counsellor in a MI-session would 
[31]. 

3.6 Instagram Data 
This dataset consists of data crawled from Instagram using diferent 
hashtags related to weight loss and constitutes a new conversational 
style of a single person interacting with a community in the form 
of short and precise messages. This puts it between forum posts 
and chat conversations. Parts of the dataset (220 sentences) were 
separately annotated by one of the authors and a second researcher 
(not an author) to ensure inter-annotator agreement, the remaining 
data were annotated by the second researcher alone, resulting in 
a total of 918 annotated sentences. The dataset does not include 
valence annotations. In line with Meyer and Elsweiler [27], inter-
annotator agreement was calculated separately for content labels 
and reason sublabels. The resulting Kappa scores were more stable 
than for the GLoHBCD, ranging between � = 0.6 and � = 0.79. 

https://www.deepl.com/en/docs-api/
https://botpress.com/docs/
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0.9% 

6.7% 
0.6% 

2.2% 
0% 

12.5% 
0% 

2.7% 
1.4% 

7% 
5.1% 
0.9% 

a + 
-

2.8% 
3.7% 

8.1% 
2% 

1.1% 
4.4% 

0% 
1.3% 

8.1% 
9.5% 

5.8% 
2.8% 
7.4% 

n + 
-

2.6% 
0.3% 

2% 
0.4% 

0% 
0% 

8.8% 
0% 

14.9% 
1.4% 

3.3% 
3.8% 
0.2% 

C + 
-

11% 
0.4% 

34.1% 
1.8% 

18.9% 
0% 

41.3% 
0% 

8.1% 
1.4% 

16.1% 
9.2% 
0.4% 

TS + 
-

18% 
5.4% 

25.2% 
5.5% 

7.8% 
3.3% 

12.5% 
1.3% 

10.8% 
6.8% 

41% 
20.1% 
5.5% 

+ 
-

73.6% 
26.4% 

84.6% 
15.4% 

80% 
20% 

96.3% 
3.8% 

58.1% 
41.9% 

69.3% 
30.7% 

Table 3: Label Distribution of out-of-domain and out-of-
context corpora compared to GLoHBCD 

3.7 Overall Comparison of Datasets 
The diferent datasets introduced in this section complement the 
GLoHBCD in diferent ways by incorporating diferent domains, 
contexts, and modes of conversations. The diferences and similari-
ties in the datasets are summarized in Table 2. We defne datasets 
as synchronous, if the conversation is started and completed in 
a single session, and closely resembles a live-chat scenario [25]. 
Per this defnition, only the Optifast Mock-Chatbot and the Wiz-
ard of Oz Dialogues qualify as synchronous interactions, since all 
other data does not require or provide instantaneous replies. We 
base the distinction between human-human and human-bot of the 
user’s perception [10]. Since the participants of the study collect-
ing the DARN-CT-based Wizard of Oz Dialogues were not aware 
that the conversation was controlled by a person, these qualify as 
human-bot interactions. 

Diferent contexts led to diferent distribution of labels (see Table 
3). The questions asked in the Wizard of Oz Study were primarily 
focused on eliciting change talk, which led to only three sustain 
talk statements. Furthermore, for easy to achieve targets, as they 
were the goal of the study which led to the creation of the Health 
Coaching Dialogue Corpus, the share of ability and commitment 
change talk was much higher than in the GLoHBCD, and the Insta-
gram data included a particularly high share of commitment and 
taking steps statements, which might refect the focus of the social 
media platform, which is primarily photography-based, on sharing 
experiences and actions rather than thoughts. This indicates that 
the way people address behaviour change in diferent modes of 
written language depends not only on the context, but also the 
perceived difculty of the attempted behaviour change. Still, the 
labels in the annotation scheme seem to adequately refect and 
account for these diferences. 

4 METHODS 
Using the newly constructed datasets and the GLoHBCD data, we 
employ diferent strategies to address our research questions. We 

begin by classifying the new datasets using classifers fne-tuned 
on the GLoHBCD, before focusing on specifc dataset properties 
and exploring the most important lexical features across contexts. 
In this section, we outline our approach to answering each of our 
research questions and report and interpret the main results. 

4.1 RQ1: Feasibility of Context-Independent 
Classifcation 

Meyer and Elsweiler [27] supply scripts to fne-tune three bert-
base-german-cased [8] instances to classify the three label-levels 
(valence, content labels, and reason sublabels). In order to explore to 
what extent stable classifcation across diferent contexts is feasible, 
we adapt these scripts to predict on each of the datasets outlined 
in section 3, as well as a test-split of the GLoHBCD using 10-fold 
cross-validation and record the Macro F1 of predictions for each 
test set. 

Since the resulting data does not meet assumptions of normality, 
we run separate Friedman tests for each classifcation level. We fnd 
signifcant diferences between the Macro F1 results for the difer-
ent datasets on each label-level (Valence: �2 (5) = 37.83, � < 0.001; 
Content Labels: �2 (5) = 55.11, � < 0.001; Reason Sublabels: 
�2 (5) = 49.89, � < 0.001) and use bonferroni-corrected pairwise 
Wilcoxon signed-rank tests as post-hoc test to identify for which 
datasets the classifcation performance was signifcantly higher or 
lower than for the GLoHBCD. The results indicate that the valence 
classifer leads to the most stable results across datasets, with sig-
nifcant diferences at � < 0.05 only for the Smoking Cessation 
Forum and the Health Coaching Dialogue Corpus, which were 
classifed signifcantly worse and the Synthetic GPT-3 data, which 
was classifed signifcantly more reliably than the GLoHBCD. In 
comparison, the content label and reason sublabel classifcation 
led to more variation in classifcation results across datasets, with 
signifcant diferences in Macro F1 across all datasets compared to 
the GLoHBCD for the content label classifer and all datasets except 
the Synthetic GPT-3 data and the DARN-CT Wizard of Oz data for 
the reason sublabel classifer. 

It is worth noting that classifcation results for the out-of-context 
datasets were often signifcantly better than for the GLoHBCD, a 
trend that was most pronounced for the sublabel classifer. We also 
notice that the content labels and reason sublabels of the Optifast 
Mock-Chatbot data and Instagram data are the most difcult to 
classify, whereas the valence classifcation transfers least well to 
the Health Coaching Dialogue Corpus (for a visual comparison 
of Macro F1 scores across datasets, see Figure 1). This leads us to 
conclude that the valence of utterances seems to exhibit the most 
stable patterns across datasets, whereas the reason sublabels seem 
to be the most easily identifable in out-of-context data. 

4.2 RQ2: Diferences in Prediction by MISC 
Codes 

While the results outlined in section 4.1 tell us about the feasibility 
of classifcation across contexts and code-levels, they do not allow 
us to draw conclusions on whether specifc MISC codes are easier to 
predict across contexts. To explore this, we use the resulting classi-
fers to predict on each test set and record the F1 score for each class 
separately. This allows us to make inferences about potential biases 
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Figure 1: Classifcation performance of classifers trained on GLoHBCD on test sets in 10-fold cross validation. At each fold, the 
classifers were used to predict on the complete test sets 

Valence Content Label Reason Sublabel 
Test Set + - R C TS general d a n 
GLoHBCD 83.59 60.66 90.13 69.36 74.83 86.65 76.67 57.31 67.53 

Smoking Cessation Forum 81.50 51.77 85.14 56.06 63.81 92.68 82.25 69.88 75.68 
Health Coaching Dialogue Corpus 91.65 41.94 75.62 72.91 77.19 78.38 86.84 68.18 1 
Optifast Mock-Chatbot 88.52 56.25 87.27 52.17 66.67 92.47 66.67 66.67 0 
DARN-CT-based Wizard of Oz Dialogues 97.06 33.34 81.58 66.67 85.71 90.90 95.24 1 0.8 
Synthetic GPT-3 Data 81.81 73.34 96.15 93.34 82.76 87.5 1 83.87 95.65 
Instagram data −− −− 71.87 55.56 68.15 80.36 34.41 37.84 42.55 

Table 4: Class-wise F1 scores (%) for datasets and code-levels. Classifers were trained on GLoHBCD data and used to predict on 
the test sets 

towards certain classes learned by the classifers, or whether partic-
ular codes exhibit greater variation across diferent datasets, which 
could explain diferences in classifcation performance among the 
datasets. 

We show the resulting F1 score for each class-label and dataset 
in Table 4. We see that the majority classes of each code-level (+, R, 
general) are predicted more reliably than the other classes across 
datasets and that the distribution of F1 scores for the diferent 
classes is similarly distributed for the diferent datasets. The results 
also indicate that commitment utterances seem to be harder to 
identify in some datasets (Smoking Cessation Forum, Instagram 
Data, and Optifast Mock-Chatbot). 

This could mean that the way commitment to take a certain 
action is voiced is more context-dependent than the wording of 
other labels. For instance, commitment statements on Instagram, 
where users tend to present themselves in a positive light [17, 22], 
might look diferent to commitment statements on self-help forums. 
Furthermore, the fact that the Optifast participants who used the 

Mock-Chatbot were towards the end of their programme might 
have led to diferent kinds of commitment statements than the ones 
voiced in the other datasets, where people were at the beginning or 
in the middle of making a change. We also fnd that the F1 scores 
across all reason sublabels were very low for the Instagram data, 
indicating that the positive and performative nature of the social 
media platform might have a bigger impact on the way people write 
about change than other conversational contexts. 

4.3 RQ3: Investigating the Role of Diferent 
Dataset Properties 

We wanted to investigate the efect of the distinguishing dimen-
sions of Conversation Mode, Synchronicity, Interaction Type, and 
Domain on classifcation more closely. To explore this, we group the 
newly constructed datasets based on their properties as outlined 
in Table 2 and compare the classifcation performance between 
in-context and out-of-context groups. For each dimension, a group 
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Figure 2: Classifcation results based on dataset properties (in-context versus out-of-context) compared to classifcation 
performance on GLoHBCD data 
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Figure 3: Classifcation results across all datasets when removing diferent lexical features in text preprocessing 

is in-context if it has the same property as the GLoHBCD. For in-
stance, for the Domain-dimension, the in-context group is made up 
of the Optifast Mock-Chatbot, the Synthetic GPT-3 Data, and the 
Instagram Data, since, like the GLoHBCD, they all focus on weight 
loss. The Smoking Cessation Forum, DARN-CT-based Wizard of 
Oz Dialogues and Health Coaching Dialogue Corpus are grouped 
as out-of-context data for this dimension. 

For each dimension, we compare Macro F1 scores between the 
in-context and out-of-context condition (e.g., synchronous vs. asyn-
chronous) using Mann-Whitney-U tests and plot the results, keep-
ing the GLoHBCD results separate for reference (see Figure 2). Ex-
cept for the Synchronicity-dimension and the content label classif-
cations on the Domain-dimension, we fnd signifcant diferences at 
� < 0.05 between in-context and out-of-context data for all dimen-
sions and code-levels. Classifcation results on out-of-context data 
are signifcantly higher for all code-levels in the Interaction Type 
and Conversation Mode-dimensions, as well as the reason sublabels 
in the Domain-dimension. The only condition, in which classif-
cation results for out-of-context data are signifcantly lower than 
for in-context data, are valence codes in the Domain-dimension. 
This leads us to believe that the properties which distinguish lan-
guage data from diferent sources do not have a big impact on the 
classifcation of MISC codes. 

Including the GPT-3 data into the domain comparisons might 
have skewed the results slightly, since the GPT-3 outputs simulate 
potentially highly stereotypical utterances. For this reason, we com-
pared each condition again after removing the GPT-3 classifcation 
results from the data. There was no condition in which removing 
the GPT-3 data led to signifcantly worse results for the out-of-
context condition compared to the in-context condition, though the 
diference between groups was rendered insignifcant for the reason 

sublabels on the Interaction Type-dimension. In addition, the out-
of-context valence classifcations on the Synchronicity-dimension 
had signifcantly higher scores than the in-context classifcations 
when GPT-3 classifcation scores were removed. 

Based on these results, it can be inferred that peer-to-peer forum 
data, when annotated using MISC labels on a sentence-to-sentence 
basis, exhibits similar characteristics to chatbot conversations, at 
least in terms of the properties which typically distinguish text data 
from diferent sources. We interpret this as strong evidence for the 
feasibility of transfer learning, i.e. classifcation between diferent 
conversational contexts and change topics. 

4.4 RQ4: Exploring the Importance of Lexical 
Features for Cross-Context Classifcation 

Finally, to investigate the role of lexical features for the identifca-
tion of behaviour change classes on the diferent code-levels, we 
preprocess our data in diferent ways before re-running the classif-
cation experiments outlined in section 4.1. The experiments were, 
to some extent, guided by the analyses presented in Meyer and 
Elsweiler [27], which demonstrated that function words such as 
auxiliary verbs, rather than nouns, full verbs, or adjectives, were 
the primary keywords in the GLoHBCD that distinguished between 
the various classes. This led to the assumption that the semantic 
content of an utterance might play a smaller role in classifcation 
than the grammatical structure. We are thus focusing on remov-
ing diferent lexical features from the data in order to gauge their 
efect on classifcation. The aim is to better understand the lan-
guage used when talking about behaviour change and determine if 
specifc word types are hindering out-of-context classifcation. We 
preprocessed all datasets in fve diferent ways using spaCy [21]: 

• No Nouns - Remove only nouns 



CUI ’23, July 19–21, 2023, Eindhoven, Netherlands Meyer and Elsweiler 

• No Nouns and Adjectives – Remove nouns, proper nouns 
and adjectives 

• No Nouns, Adjectives, and Verbs – Remove nouns, proper 
nouns, adjectives, and verbs 

• No Verbs and Auxiliary Verbs - Remove only verbs and aux-
iliary verbs 

• No Function Words – Remove auxiliary verbs, adpositions, 
determiners, conjunctions, and pronouns 

For each condition, we fne-tuned bert-base-german-cased on the 
preprocessed GLoHBCD training set using 10-Fold Cross-Validation. 
At each fold, the fne-tuned classifer was used to predict on all 
preprocessed test sets. The results across conditions are shown in 
Figure 3. 

Again, the data violated the assumption of normal distribution, so 
we ran a Friedman’s test for each code-level to identify diferences 
between classifcation performances of classifers when incorporat-
ing diferent lexical features. For all cases, Friedman’s test showed 
signifcant diferences (Valence: �2 (5) = 28.51, � < 0.001, Labels: 
�2 (5) = 48.8, � < 0.001; Sublabels: �2 (5) = 48.29, � < 0.001) and 
post-hoc analysis using pairwise Wilcoxon signed-rank test re-
vealed that removing any lexical information led to a signifcant 
decrease in classifcation performance compared to the complete 
sentence. Removing verbs and auxiliary verbs led to the worst re-
sults on the content label and reason sublabel-level, whereas the 
worst results on the valence-level were obtained after removing 
nouns, adjectives, and verbs. The valence-level was the only con-
dition, where removing function words led to better results than 
removing nouns. For content labels and reason sublabels, removing 
nouns and removing nouns and adjectives led to the best results 
of all conditions in which features were removed. This confrms 
the assumption voiced in Meyer and Elsweiler [27] that nouns, 
which are arguably likely to be the most topic-specifc words in 
utterances about change, are less relevant for classifcation than 
function words. We also fnd that removing nouns, adjectives, and 
verbs leads to better results than removing verbs and auxiliary 
verbs for content labels and reason sublabels, even though more 
information is removed in the “No Nouns, Adjectives, and Verbs” 
condition. This indicates that auxiliary verbs are of specifcally high 
importance when classifying content labels and reason sublabels. 
This result can be explained by the nature of the annotation scheme, 
where, for instance, commitment statements are usually oriented 
towards the future, whereas taking steps is typically directed at the 
past (see Table 1). Similarly, for reason sublabels, auxiliary verbs 
such as “must”, “need”, “want” are common markers for a class. 
Overall, these results show that semantically less and structurally 
more meaningful words which are likely to be stable across con-
texts are the most important for classifying MISC concepts for the 
content labels and reason sublabels, whereas valence classifca-
tion might be slightly more reliant on topic-specifc semantically 
meaningful words. 

Since the content labels showed more classifcation variance 
depending on feature selection than the valence-level and the data 
was more balanced between content label classes than for the rea-
son sublabels, we used the content label-level as an example to 
look at the classifcation results divided by dataset for each fea-
ture classifer (see Figure 4). We see variation in the results across 

datasets, which suggests that the most important lexical features 
for classifcation vary depending on dataset type. For all datasets 
except the Optifast Mock-Chatbot, removing nouns, or nouns and 
adjectives had the least efect on classifcation performance, with 
no signifcant diferences between classifcation performance be-
tween the two conditions. Removing verbs and auxiliary verbs had 
the biggest impact on classifcation performance across datasets 
except for the Instagram Data, the Optifast Mock-Chatbot data, 
and the DARN-CT-based Wizard of Oz conversations. For these 
three datasets, the worst results were obtained for the “No Noun, 
Adjectives, and Verbs” condition, which is also the condition that 
removed the largest amount of information. This shows that full 
verbs alone, whose exclusion led to comparably high classifcation 
results for most datasets, do play a less important role in classif-
cation than auxiliary verbs. Still, all kinds of verbs are much more 
needed for classifcation than nouns and adjectives, and in live-chat 
contexts, auxiliary verbs appear to be of less importance than in less 
synchronous interactions, an efect that might also be caused by the 
more Question-Answer like structure of the Optifast Mock-Chatbot 
and the DARN-CT-based Wizard of Oz Dialogues. The Optifast 
Mock-Chatbot seemed to show the most irregularities compared to 
the other datasets, since nouns, adjectives, and verbs seemed to be 
a signifcant factor for correct classifcation of this dataset. 

5 DISCUSSION 
We collected datasets that represent diferent distinguishing prop-
erties between forum texts and interactions between humans and 
chatbots. These datasets were then used to evaluate the feasibility 
of classifcation transfer. Our fndings indicate a strong probability 
of the practicality of cross-domain classifcation and, by extension, 
the presence of consistent patterns of written language regard-
ing behaviour change across diverse conversational domains. This 
efect was more pronounced for the content labels and reason sub-
labels, which seemed to transfer more easily to diferent topics and 
contexts. 

Our experiments revealed that valence utterances exhibit greater 
variability across diverse contexts, which can be partially elucidated 
by examining the classifcation outcomes obtained when certain 
lexical features were eliminated. These outcomes suggest that the 
reason for this disparity may be due to the fact that valence classi-
fcation relies more on context-specifc words, such as nouns and 
verbs, while the primary discriminative feature of content labels 
and reason sublabels are auxiliary verbs, which are expected to 
remain consistent across conversational contexts. This hypothesis 
is further corroborated by the observation that, for the domain 
dimension, the classifcation outcomes for out-of-context data were 
signifcantly poorer than those for in-context data, but only for the 
valence-level. In all other conditions, there was either no signifcant 
diference, or the out-of-context datasets had higher classifcation 
scores. These observations can also be explained by the annotation 
scheme, in which content labels and reason sublabels are clearly 
defned and often marked by specifc words (such as must, want to, 
need, will), whereas the assignment of the valence label is more elu-
sively guided by determining if the utterance is positive or negative 
regarding the change in question [27, 30]. 
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Figure 4: Classifcation results on the label-level for each dataset when removing diferent lexical features in data preprocessing 

Judging by classifcation performance, the Optifast Mock-
Chatbot and Instagram data seem to be the least similar to the 
GLoHBCD data. In the case of the Mock-Chatbot data, this can 
likely be explained by the fact that participants’ were towards the 
end of the programme and had already lost a lot of weight. At the 
point of data collection, all participants were aiming to maintain 
their current (reduced) weight, putting them in a diferent stage of 
behaviour change than the forum users, who were mostly in the 
process of losing weight, or planning to do so in the near future 
[27]. The fnding that individuals at diferent stages of change artic-
ulate their progress in diverse ways highlights the importance of 
considering users’ present circumstances and mental states when 
encouraging and assisting their behaviour change eforts via con-
versational AI. 

For the Instagram Data, the increased dissimilarity to the train-
ing data could be explained by the nature of the platform. Since 
Instagram is primarily used as a tool for self-promotion by many 
users, leading to a prevalence of positive content that puts posters 
into a good light and represents their “ideal self” [17, 22], it is likely 
that it leads to less honest interactions compared to a self-help 
forum or private conversations. Furthermore, since Instagram is 
frequently used to post selfes, the interactions on this platform are 
less anonymous and more publicly visible to broader audiences than 
those in the other datasets, which has been identifed as a key dif-
ferentiating factor in online discourse, along with platform-specifc 
conventions and audience demographics [2, 14]. 

Overall, we fnd that the way people talk about change on peer-
to-peer forums when separated into sentences closely resembles the 
way they talk about change in live-chat or short message scenarios 
as symbolized by the DARN-CT-based Wizard of Oz chats and the 
Health Coaching Dialogue Corpus, provided they are at a similar 
stage of behaviour change, and that the GLoHBCD appears to be 
sufciently similar to chatbot-like conversational data across all 
dimensions, which we initially identifed as potential distinguishing 
factors between conversational contexts, including the behaviour 
change objective. Although the GLoHBCD change topic is health 
focused, the conversational data collected in the DARN-CT-based 
Wizard of Oz conversations focused on New Year’s resolutions, 

which also included non-health related topics such as increased 
productivity or gaining a happier mindset. The high classifcation 
scores reached when predicting on this dataset lead us to believe 
that the classifers can be used for the reliable interpretation of 
change utterances even beyond health-related behaviour change 
contexts. Judging from this, we conclude that classifers trained 
on the GLoHBCD can be used to identify users’ thoughts around 
change in human-chatbot conversations across various change 
topics. 

Applying these fndings to conversational AI has the potential 
for more user-aware and personalized conversations around be-
haviour change. Incorporating the classifcation of MISC codes in 
the conversational design of CAs for behaviour change can ex-
pand existing eforts of automating MI [3, 18, 39] to cater more 
to the user’s current situation and could strengthen motivation to 
change and self-efcacy to a larger degree than more general CAs. 
They can also serve as expansions for conversational mood-logging 
[6], as the MISC concepts include information implicitly related 
to users’ moods and likelihood to change their behaviour, such as 
their perceived ability to change their behaviour or their desires 
[12], which are likely not recognized through mood-logging or 
traditional forms of sentiment analysis. As such, this study lays the 
groundwork for more fexible and realistic counselling-style CAs for 
behaviour change and facilitates the gathering of information from 
free text user inputs, advancing more naturalistic conversations 
between humans and CAs. 

6 LIMITATIONS 
Due to the difculty of collecting data of behaviour change conver-
sations in the diferent contexts and the high cost of annotation, 
some of our constructed datasets are small and only include very 
few samples for the less represented classes, which leads to a higher 
degree of F1 score variation, especially for the reason sublabels. We 
counteract this potential bias by repeating classifcation 10 times, 
each time training on 90% of the GLoHBCD training data. Still, 
cases where only few samples were present for a class tended to 
have more extreme F1 scores (either very high or very low). This is 



CUI ’23, July 19–21, 2023, Eindhoven, Netherlands 

to be expected, since in such cases a single misclassifcation has a 
much higher impact on the overall score than for larger classes. The 
data imbalances found in our datasets are likely to also appear in 
the wild, since users are likely to converse with a persuasive CA for 
behaviour change in diferent ways and for a diferent number of 
turns depending on their current situation (such as where they are 
in their behaviour change, what type of support they are looking 
for, how much they are lacking motivation at a particular moment). 

Generally, this study has shown the feasibility of applying GLo-
HBCD classifers to data that is more similar to chatbot conver-
sations and spans diferent change topics. However, to elucidate 
the impact of the data imbalances in the datasets we used, we plan 
to further validate our fndings in future work, by focusing on 
using the classifers to guide conversational actions of a chatbot 
for behaviour change for diferent change topics. This will allow 
the collection of a larger dataset that can be used to draw further 
conclusions on how users converse about behaviour change with a 
CA and to what extent such interactions difer from the datasets 
introduced in this work. It could also be used to further increase 
domain and context independence of the existing classifers, for 
instance by applying semi-supervised learning techniques [5]. 

7 CONCLUSION AND FUTURE WORK 
This paper showcases the efectiveness of applying the insights 
gained from earlier studies on the language used for behaviour 
change in peer-to-peer forums for weight loss to diferent conver-
sational contexts and topics. Consequently, it lays the groundwork 
for the creation of more user-centric conversational agents in the 
broader feld of behaviour change. We see this work as the founda-
tion for the usage of the tested classifers to automatically interpret 
user utterances in conversations with conversational user interfaces. 
These interpretations can, in turn, be used to navigate automated 
MI-style conversations with users attempting behavioural changes 
across various contexts. Our future work will focus on applying 
this paper’s fndings to construct a conversational framework for 
agents for behaviour change that are grounded in the user’s cur-
rent state of mind and thoughts about change, and, following the 
implementation of a CA, test the efectiveness of employing these 
concepts in user studies. 
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