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Chapter 1

Introduction

One hundred years ago in 1924, Luis de Broglie proposed the concept of wave-
particle dualism [Bro24]. The simple postulate that a particle behaves like a wave
with a corresponding wavelength λ = h/p that is inversely proportional to its mo-
mentum p initiated the metamorphosis from the rather rigid and lethargic classical
physics towards the nowadays prevalent topic of quantum physics. This radical
and fundamentally distinctive theory was able to provide a theoretical framework
for the description of matter, reconciling the contradictions of classical physics.
The capability to simulate the electronic structure of atoms, molecules and crys-
tals, in particular the knowledge of the electronic band structure that determines
the electronic and optical properties of a solid is essential for modern natural sci-
ence. The rapidly expanding discipline of condensed matter physics has sparked
innumerable technical applications. The development of transistors, lasers, medi-
cal imaging techniques, as well as DNA sequencing have revolutionised many fields
like electronics, telecommunications,and medicine. Quantum mechanics has be-
come the cornerstone of contemporary physics and paved the way to our modern
way of life. Fundamental scientific research has evidenced its importance for the
wealth of society. Tough, the former success of science has transformed over time
to a service provider for technology. Nowadays, Quantum Computing or Artificial
Intelligence is on every ones lips. Science which is connected in some way to such
technological light houses is considered with very extensive funding. Considering
myself, the motivation was not the promising economic perspective, but much
more the desire to gain a more comprehensive picture of the underlying princi-
ples. From my perception, it is this intrinsic curiosity and passion that enables to
proceed in fundamental research. I am very thankful for the opportunity to follow
the visions of modern physics, starting from the ground-breaking postulations of
Luis de Broglie up to the recent developments in semiconductor optics allowing
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Chapter 1 Introduction

me to participate and add a very small contribution onto this topic. Accordingly,
in this introduction, I will not argue for potential technological applications of
exciton physics. Much more, I would rather like to point out what makes this
subject appealing from a physical point of view.
The framework for these investigations form layered materials of the class of Tran-
sition Metal Dichalcogenides (TMDCs). While sounding rather exotic, this mate-
rial family is not extraordinary exquisite but even occurs naturally. The layered
structure of those crystalline materials is similar to common graphite. However,
its’ merit hide in the electronic and optical properties of these materials. Semi-
conducting TMDCs compose fertile host materials for so-called ’excitons’. These
composite quasi particles form from an excited electron that binds to its vacant
valence band state, resulting in a robust bound state which conceptually can be
described in analogy to a hydrogen atom [Che14]. Moreover, excitons in TMDCs
exhibit a very strong light-matter interaction and hence dominate the electrical
and optical response of these materials in the vicinity of the band gap. A peculiar
property of the TMDCs is the so-called ’spin-valley locking’ and the concomi-
tant optical selection rules that allow to address electronic transitions with a spin
configuration fixed to the helicity of the circularly polarised light [Yao08; Cao12;
Mak12]. This allows to inject and equally detect spin-polarised charge carriers.
By the creation of an exciton, the spin components of the binding partners add
up to a zero net spin but the spin orientation of its constituents is still well
defined. Therefrom arises the expression of the exciton’s ’pseudospin’ [Mak10;
Xu14; Jon14]. Unless the concept of an exciton appears to be rather figurative,
this model has to balance the coexistence of the fermionic nature of its compos-
ites as well as the bosonic character of the quasiparticle itself. Depending on the
context, excitons reveal a more fermionic character, for instance the existence of
Pauli blocking [Sch85; Kli12], allowing for pump-probe investigations, as on the
other side, they also exhibit bosonic properties which has been evidenced by the
observation of a Bose-Einstein condensate of excitons [Kas06; Shi22]. The control
and manipulation of the excitons’ pseudospins nourishes the vision of valley spin-
tronics, exploiting the (pseudo-) spin state to represent and process information
[Xu14; Zib14; Ye17; Mue18]. Combined with the ability to address the pseudospin
states optically, on-chip optical circuits may come into reach [Gon20; Gra23].
Taking stock of the field, there have been extensive studies mostly on single layers
of TMDC crystals during the last decade due to the direct band gap, emerging in
the monolayer limit [Spl10; Mak10]. Latter permits easy access via luminescence
spectroscopy and therefore renders an excellent platform to investigate the abun-
dance of other excitonic complexes such as trions [Ros13; Mak13] or (charged)
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biexcitons [You15; Sie15]. More recently, the focus has moved towards the inves-
tigation of heterostructures and stacks of multiple van der Waals materials. The
combination of different material properties, giving rise to an additional degree
of freedom which originates from the variable stacking angle, has evoked diverse
new phenomena like the discovery of superconductivity in ’magic-angle’ graphene
[Cao18], the emergence of moiré potentials [van14; Ale19; Jin19; Sey19; Tra19]
and the finding of interlayer excitons with electron and hole residing in different
layers or materials [Riv15; Kun18]. Interlayer excitons are of special interest be-
cause of their inherent permanent electric dipole along with a long lifetime up to
several nanoseconds [Riv16] which allows for manipulation and external control
[Par20]. Remarkably, the excitonic properties significantly change with the num-
ber of layers in a van der Waals crystal [Yeh15; Aro15; Aro18]. The distinct band
extrema are notably shifted for different layer numbers and new excitonic states
arise due to hybridisation effects [Slo19; Mun19; Zha23]. The dipolar interactions
of hybridised excitons in bulk TMDC crystals can be electrically tuned [Erk23;
Tag23; Zha23; Alt22]. Joint with their increased lifetimes compared to excitons
in monolayer TMDCs [Riv16; Raz17; Li20], multilayer TMDCs present an utile
base for a more advanced investigations regarding the excitons’ pseudospin. The
interplay between the distinct excitonic states is decisive for the resulting exciton
dynamics of the considered material. In order to comprehend the temporal evo-
lution of excitons in mono- and multilayer TMDCs, it is vital to fully understand
the excitonic landscape and their interactions. In this ambit, we have been able to
unveil pseudospin quantum beats on a femtosecond time-scale by applying strong
in-plane magnetic fields [Rai22]. The discovered phenomena represents a signifi-
cant step towards a full control of the excitons pseudospin in multilayer TMDCs
that might be realised by combining time-dependent magnetic and electric fields.
Within the scope of this thesis, it is aimed to give a comprehensive picture on
the temporal dynamics of excitons in mono-and multilayer WSe2 and MoSe2. On
that account, Time-resolved Faraday Ellipticity (TRFE) measurements with in-
and out-of-plane magnetic fields up to 9 Tesla have been performed which are
complemented by transient differential transmission pump-probe experiments. In
addition, Time-integrated Four-Wave Mixing (TI-FWM) experiments have been
conducted in order to access the coherent regime of the investigated exciton en-
sembles.
In the first chapter, the fundamentals electronic and optical properties of TMDC
crystals, including the impact of magnetic fields as well as their rich excitonic
landscape are briefly discussed. This is followed by a detailed introduction on
exciton dynamics where the most important theoretical considerations for the
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Chapter 1 Introduction

description of the dynamics of an ensembles of excitons are outlined. In the sub-
sequent method chapter, all applied experimental techniques and their according
evaluation approaches are discussed accompanied by exemplary measurements.
Besides, the sample characterisation is also included in this chapter. The third
chapter comprises an elaborate presentation and discussion of the results. The ex-
ploration of pseudospin quantum beats in multilayer WSe2 and MoSe2 that have a
non-zero in-plane g-factor imprinted on their oscillation frequency constitutes the
preeminent highlight of this work. The last section of this chapter is dedicated to
preliminary results about degenerate two-beam FWM experiments. A summary
with an outlook is given at the end of this thesis.
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Chapter 2

Fundamentals

2.1 Transition metal dichalcogenides

Sparked by the Nobel price awarded discovery of atomically thin carbon which
was coined as ’graphene’ [Nov04], the material class of layered van der Waals ma-
terials has increased steadily. As the name indicates, the major resulting force
between adjacent layers originates from van der Waals interaction whereas within
the layers, comparably strong covalent bonds dominate the atomic interactions.
The anisotropic binding forces permit the cleavage of few- or even monolayer sheets
of the particular material. By the reduction of dimension and the possibility of
combining different materials, the intrinsic electrical and optical properties are
strongly altered, giving rise to an abundance of novel phenomena. The group of
van der Waals materials comprises metals, semimetals, insulators, superconduc-
tors and in particular semiconductors [Liu16; Nov16; Wan18]. Latter ones are of
special interest from a physical point of view as well as for technical applications,
nourishing the vastly expanding industry of computation and communication tech-
nologies. The most eminent semiconducting van der Waals materials constitute
the group of Transition Metal Dichalcogenides (TMDCs). Prominent members of
this family are tungsten disulphide (WS2), tungsten diselenide (WSe2), molybde-
num disulphide (MoS2), and molybdenum diselenide (WSe2). Although the basic
properties of these materials have been investigated already many decades before
[Fri63; Eva67; Wil69; Bro72], their actual breakthrough has been launched by
the capability of the mechanical exfoliation of single layers. The inherent bro-
ken inversion symmetry in a single layer [Yao08] combined with strong spin-orbit
interactions result a unique conjunction of the spin and valley degrees of free-
dom which renders TMDCs as an appealing platform for optical spin- and valley
physics. The strong optical absorption of up to 20% of the incident light per layer
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Chapter 2 Fundamentals

and the direct bandgap of many monolayer TMDCs [Spl10; Mak10] make them
especially attractive for applications in optoelectronics [Mue18; Tha20].
Furthermore, TMDCs host a large variety of Coulomb-bound electron hole pairs
which are entitled as ’excitons’. These quasi particles exhibit extraordinarily large
binding energies such that excitons dominate the optical response of TMDCs even
at room temperature [Kli12; Raj17; Wan18].

2.1.1 Crystal structure

The first investigation of the crystal structure of MoS2, performing X-ray spec-
troscopy, was published one century ago by Rosco Dickinson and Linus Pauling
[Dic23]. In the 70s of the past century, another cluster of publications about elec-
tronic and optical properties of TMDC bulk crystals was released [Fri63; Eva67;
Wil69; Bro72]. The revival of TMDCs was stimulated by the discovery of the
emergence of a direct band gap on monolayer MoS2 [Spl10; Mak10]. In contrast
to graphene, a single TMDC layer is strictly speaking not atomically thin. It
is composed of transition metal atoms, for example molybdenum or tungsten,
sandwiched between two layers of chalcogen atoms such as sulphur or selenium.
The arrangement of the atoms figures a honeycomb-like structure with a hexag-
onal lattice. In the following, only selenide TMDCs are considered as these have
been investigated in the here presented experiments. Top and side view of a pro-
totypical TMDC are depicted in figure 2.1(a). A single layer exhibits a 3-fold
symmetry (D3h) without inversion symmetry [Har71]. Within the layer, strong
covalent bonds dominate the atomic interaction. The lattice constants for MoSe2
and WSe2 are almost identical and count 3.3 Å in the lateral dimension and 6.5

Å in vertical direction [Wil69; Bro72]. On top of the omnipresent van der Waals
interaction between the layers adds a stacking energy due to the particular stack-
ing orientation of the adjacent layers. The energetically favourable stacking orders
occur at 0° and 60° twist angle. For configurations in close vicinity to these angles,
atomic reconstruction takes place, causing a domain formation [Ros20]. For larger
deviations, a so-called ’moiré’ structure forms. The naturally occurring stacking
order in a bulk TMDC crystal is the 2H stacking order which implies that every
neighbouring layer is rotated by 60° (equivalent to a rotation by 180°) with re-
spect to each other. A cross section of an H-type TMDC crystal is presented in
the lower part of figure 2.1(a). Another stable stacking order constitutes the 3R
stacking order where the adjacent layers are not twisted (0°) but laterally shifted
with respect to each other. For selenide TMDCs, industrially grown 3R bulk crys-
tals are not commercially available up to now.
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2.1 Transition metal dichalcogenides

The corresponding reciprocal lattice transforms also to a hexagonal lattice. An
illustration of the hexagonal first Brillouin zone is shown in figure 2.1(b). The
symmetry points at the zone edges denote the K points. From the absence of
inversion symmetry in a single layer, it follows that the opposing K points are
inequivalent. Further on, the K points will be distinguished by their valley index
into K+ and K− . The inequivalence does also hold for the Σ points which play
an important role in the bulk material. The alternating layer orientation in an
H-type multilayer crystal entails also in reciprocal space a rotation of 180° with
respect to each layer.

kz
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ky

W/Mo

Se
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K+K- ,,
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K-K+ ,,

K-K+ ,,

H-type stacking
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(a) (b)

S

Figure 2.1: Structure of H-type TMDCs in real and reciprocal space.
Orange spheres symbolise the selenium atoms while the blue ones denote the
tungsten or molybdenum atoms. (a) Top view and side view of a 2H stacked
TMDC crystal structure. A naturally grown bulk crystal obeys the 2H stacking
order implying a rotation of 180° with respect to the adjacent layers. A cross
section of the unit cell is outlined in black. (b) First Brillouin zone of a TMDC.
Owed to the lack of inversion symmetry, the K points at the corner of the zone
are inequivalent and commonly denoted as K+ and K− . In reciprocal space, the
2H stacking leads equally to a twist of the reciprocal layers such that the valley
indices of the individual layers alternate in the vertical direction.
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Chapter 2 Fundamentals

2.1.2 Optical and electronic properties

In order to determine the material specific electronic and optical properties, a
profound knowledge about the electronic band structure is necessary. The band
alignment of the bulk material reveals an indirect bandgap between the valence
band (VB) at Γ and the conduction band (CB) at K with transition energies cov-
ering the near infrared regime. An intriguing feature in TMDCs constitutes the
transition to a direct band gap semiconductor when it is thinned down to a single
layer [Spl10; Mak10]. The underlying mechanism becomes seizable by analysing
the orbital composition of the CB and VB. Density functional theory (DFT) calcu-
lations can provide this information [Kor15] (cf. figure 2.2(a) and (b)). While the
states at the K point are mainly composed by d orbitals that stem from transition
metal atoms, the states at the Γ point mostly consist of the chalcogen atoms’ pz
orbitals [Li07; Zhu11; Kor15]. By removing the neighbouring layers, the orbitals
of the chalcogen atoms deform whereas the intercalated transition metal atoms
are effectively shielded and hence nearly insusceptible to the altered surrounding.
This results in an increase of the energy gap at the Γ point while the CB and VB
at K remain largely unperturbed rendering a direct band gap.
A remarkable characteristic of TMDCs is the strong spin-orbit coupling (SOC)

originating from the comparably heavy transition metal atoms. As a consequence,
a significant spin splitting in the VB emerges, counting around 0.2 eV (0.4 eV)
at the K points for the molybdenum-based (tungsten-based) TMDCs. The CB
spin splitting at K is much smaller featuring some tens of meV which is owed
to partial compensation of the p and d states contributions in the SOC [Koś13;
Liu13; Kor15]. Remarkably, the sign of the spin splitting is opposite for Mo- and
W-based TMDCs. In the case of MoSe2, an anti crossing of the spin-split bands
occurs due to different effective masses [Lu20; Yan20].
The light-matter interaction is dictated by optical selection rules. Due to time-
reversal symmetry and given half-integer spin, Kramers’ theorem proclaims that
there has to be a degenerate state with opposite spin. As a result, the spin charac-
ters of the bands at the high symmetry points have reversed order under inversion.
From symmetry arguments it can be derived that the optical selection rules are
chiral. Optical transitions ought to be spin-conserving, thus, only electronic tran-
sitions between bands with the same spin state are allowed [Yao08; Cao12; Mak12].
With this considerations, the band structure at the K points can be modelled in
a simplified schematic picture which is presented in figure 2.3. The robust spin
splitting in the VB and CB joint with the optical selection rules allows to ad-
dress a transition in a specific K valley which is termed as ’spin-valley locking’.
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Figure 2.2: Orbital contributions to the monolayer TMDC band struc-
ture and spin-orbit induced band splitting. (a) displays the band structure
contributions of the d orbitals from the transition metal atoms, whereas in (b),
the impact of the p orbitals of the chalcogen atoms are depicted. The volume of
the symbols scales with the orbital weight. Spin-orbit coupling was neglected in
this approach which has been performed by Kormanyos et al. [Kor15]. (c) Due
to the heavy masses of the transition metal atoms, a strong spin-orbit splitting
is induced. Red and blue lines denote spin up and down, respectively. (d) The
spin-split CB is well observable in the angle-resolved photoemission spectroscopy
measurement of Zhang et al. [Zha14]. Graphs (a)-(c) reproduced from [Kor15].

For samples consisting of multiple layers, the situation becomes more intricate. In
compounds with an even number of layers, inversion symmetry is restored whereas
it remains broken for an odd number of layers. Since inversion symmetry dictates
whether the bands are spin-degenerate or not, the number of layers in principle
decides over the spin degeneracy of the regarded system. In the limit of a very
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s+

Figure 2.3: Schematic illustration of the band structure at the K±

points. The dispersion around the high-symmetry points K+ and K− can be
modelled within a parabolic approximation. Optical transitions need to be spin-
conserving and obey the chiral selection rules. (a) Molybdenum-based TMDCs
reveal a spin-split conduction band (CB) with a negative energy splitting. Due to
different effective masses, a crossing of the spin-split bands in the CB occurs. (b)
Tungsten-based TMDCs exhibit a reverse order of the spin-split bands compared
to Mo-based TMDCs. In WSe2, the lowest energy state is consequently optically
forbidden and referred to as a dark state.

thick structure, the argument of an odd or even layer number is softened since a
bulk TMDC is commonly considered to be spin-degenerate [Kli12]. Regarding 2H
bulk material, the K valleys alternate from layer to layer (cf. figure 2.1 (b)) but
the optical selection rules are preserved for every single layer. Hence, it is still
possible to generate photo carriers with a fixed spin according to the helicity of
the incident light. This is referred to as spin-layer locking [Jon14; Gon13; Raz17].

2.1.3 Magnetic fields

Experiments in magnetic fields are an indispensable tool in semiconductor physics.
For instance, Hall measurements represent an important tool to determine effec-
tive masses of carriers [Kli12]. In general, the effect of the magnetic field on the
material properties depends on the orientation of the field with respect to the
crystal. Regarding TMDCs, an external magnetic field orthogonal to the crystal
layers breaks time-reversal symmetry. By shifting the opposite valleys to different
energies, valley degeneracy is lifted. Moreover, this leads to a redistribution of
the carriers between the valleys which is termed as ’magnetic-field-induced valley
polarisation’ [Li14; Aiv15]. Magnetic fields applied in parallel to the layer plane
induce a mixing of the spin states of the according bands giving rise to a partial
brightening of dark states in monolayer TMDCs [Zha17; Ech16]. The Zeeman
effect describes the shift of the energy states, scaling linearly with the strength
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2.1 Transition metal dichalcogenides

Table 2.1: Results of ab-initio calculations for effective g factors. Com-
puted values of out-of-plane and in-plane spin S, and orbital angular momenta L
for the CB and VB states at the K points of selenide TMDCs. For out-of-plane
orientation, only the z component accounts whereas for in-plane configuration
only the x component contributes (y and x are equivalent). The overall effective
g factor is given by twice the difference of the CB and VB values. Paulo E. Faria
Junior has conducted this calculations [Rai22].

Monolayer WSe2 bulk WSe2 Monolayer MoSe2 bulk MoSe2
out-of-plane

SCB
z 0.98 0.97 1.00 1.00

LCB
z 2.97 2.98 1.81 1.76

SVB
z 1.00 1.00 1.00 1.00

LVB
z 5.00 4.40 3.96 2.67

geff,⊥ -4.10 -2.89 -4.30 -1.84
in-plane

SCB
x 0.00 0.00 0.00 0.00

LCB
x 0.00 0.00 0.00 0.00

SVB
x 0.00 0.47 0.00 0.74

LVB
x 0.00 ±0.07 0.00 ±0.06

|geff,||| 0.00 0.80. . . 1.08 0.00 1.36. . . 1.60

of the magnetic field. The proportionality constant is given by the gyromagnetic
ratio g. As the spin-split VBs and CBs all are shifting individually, it has es-
tablished to introduce an effective g factor geff for TMDCs. It is defined by the
energy difference of a specific transition (commonly the band gap at the K valleys)
with opposite valley index, i.e.

EK+

(B)− EK−
(B) = geff ·µB ·B (2.1)

with µB denoting the Bohr magneton [Mit15; Mac15; Aro16; Sti16]. Since 2020,
ab-initio approaches based on DFT calculations represent the state-of-the-art
method to model the Zeeman shift in TMDCs [Woź20; Dei20; För20; Xua20].
The starting point constitutes a Hamiltonian that is composed by the unper-
turbed electron energy and the interaction of the magnetic field with the angular
momentum and the spin component. The electronic wave function is described by
a Bloch state. As initial input, the geometry of the atoms, i.e. the lattice parame-
ters and the size of the k-grid that is modelled (an infinite crystal would exceed the
computational power) have to be implemented. Subsequently, the electron den-
sity and the corresponding eigenenergies are computed. Within a self-consistent
approach, the resulting values serve again as starting conditions for the next it-
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Figure 2.4: Influence of magnetic fields on the valley structure of se-
lenide TMDCs. For simplicity, only the bands for the optical transitions that
are lowest in energy are presented. The grey dotted lines indicate the energy lev-
els of the band edges at B = 0. As presented in table 2.1, the Zeeman shift is
composed of spin and angular momentum contributions resulting in an individual
shift of VB and CB. The effective g factor represents the proportional constant of
the energy difference between K+ and K− , i.e. ∆E(K±, B) = geff ·µB ·B. (a)
For monolayers exposed to in-plane magnetic fields, the effective g factor is zero
but the spin states get mixed which is indicated by the tilted spin arrows. (b)
For bulk crystals, in addition to the coupling of the spin states, recent ab-initio
calculations reveal a non-vanishing effective g factor.

eration. This is conducted for more than a hundred bands and hence does not
only comprise the states of the valence electrons but also the inner shell electrons
since every band corresponds to one electron. Thereby, the convergence of the
contributions of spin and angular momenta is verified. As a final output, the con-
tributions to the effective g factor, originating from spin and angular momentum
for the CB and VB states are obtained. The difference of the CB components
and the VB components delivers the contributions of one valley. In table 2.1, the
computed values for mono- and multilayer WSe2 and MoSe2 are listed. Because
of time reversal symmetry, the bands in the opposed valley shift exactly reverse,
so doubling the shift of one valley yields the effective g factor. Note that for out-
of-plane orientation, only the z components of the angular momenta contribute
whereas for in-plane configuration, only the x component is relevant (x and y
components are equivalent). Remarkably, only the valence band exhibits a con-
tribution to g|| for multilayer TMDCs while for the conduction band, it is strictly
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2.2 Excitons

zero, i.e. the orbital component LCB
x as the spin component SCB

x are both zero.
This arises from the particular symmetry of the bands (CB ∼ Γ9 and VB ∼ Γ7

in the D3h point group of the K valleys) which is similar to the effective g factor
of g|| = 0 for in-plane magnetic fields of the heavy-hole valence band in wurtzite
materials with hexagonal symmetry [Ven77; Far19]. The obtained values are in
very good accordance with calculated [Kat20; Woź20; Dei20; För20; Xua20] and
experimentally determined effective g factors in literature [Li14; Wan15b; Mac15;
Aro16; Aiv15; Sti16]. In figure 2.4, the impact of in- and out-of-plane magnetic
fields on the band structure around the K valleys is visualised and summarised.

2.2 Excitons

In semiconductor physics, one of the fundamental description of charge carriers
is the concept of electrons and holes. Latter one figures a vacant electron state in
the VB and can be described by a quasi particle with opposite charge, effective
mass and spin compared to an electron. Within this framework, the charge carrier
dynamics can be described in a particle picture. The material properties are
comprised in the explicit texture of the band structure. Delving into this concept,
it becomes natural that there is interaction among the particles. Concerning
Coulomb interaction, bound states comparable to a positronium, atom-, or a
molecule-like complex become conceivable. In fact, electrons and holes can form
Coulomb-bound pairs, resulting in a metastable state which has been coined as
’exciton’. An exciton is regarded as a quasi particle without net charge. Binding
energies of excitons range between tens of meV in inorganic bulk crystals [Kaz14]
or in GaAs quantum wells [Mil85] up to several eV in organic semiconductors as
for instance used in OLED-technology [Knu03]. Extensive fundamental research
on excitons in III-V quantum wells was realised already in the eighties of the last
century, establishing the basic concepts of excitons [Mil85]. Their comeback has
arisen with the revival of TMDCs since excitonic transitions determine the optical
response of those materials [Yu10; Kli12; Raj17; Wan18]. Moreover, this allows
the formation of charged excitons or molecule-like excitonic complexes [Ros13;
Mak13]. A schematic illustration of different types of excitons is shown in figure
2.5(a). In multiple layers (of different materials), interlayer excitons (ILX) may
form. Here, electron and hole reside in different layers of a crystal [Aro17; Par20]
(a heterostructure [Riv15; Kun18]).
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Chapter 2 Fundamentals

2.2.1 Composition and description

For the modelling of the excitonic states, apart from the Coulomb interaction,
it is crucial in which manner the surrounding potential is approximated. Within
the approach of Frenkel [Fre37], excitons are assumed to be localised, sensing the
potential of the neighbouring atoms. This ansatz yields bound states with very
high binding energies up to the eV range. Alternatively, excitons can be regarded
as being delocalised over many unit cells of the crystal. Under this presumption,
the impact of the surrounding can be approximated by an averaged potential.
Following the concept of Wannier [Wan37], a description analogous to a hydrogen
atom can be applied, delivering comparably small exciton binding energies [Kli12].
The energy hence is given by

E(n) = − µRH

m0ϵ2rn
2
= −RX

n2
. (2.2)

Here, n denotes the principal quantum number of the state, µ the reduced exciton
mass, m0 the electron rest mass, εr the materials dielectric constant and RH the
Rydberg constant. µRH

m0ε2r
can be defined as the modified exciton Rydberg energy

RX . In analogy to the Bohr model, the radius of the orbit is given by [Kli12]

rn =
m0

µ
ϵrn

2aH = n2aX . (2.3)

Here, aH denotes the Bohr radius of the hydrogen atom. Concerning excitons
in two dimensions, which is convenient for excitons in monolayers, the upper
expressions are slightly modified. Most important, the principal quantum number
n needs to be substituted by n − 1

2
when going from 3d to 2d systems. The

modified exciton Rydberg energy RX does not change. Consequently, the binding
energies of the lowest exciton state is 1 ·RX in 3d and 4 ·RX in 2d. Thus, the
oscillator strength increases and rn decreases by the reduction of dimension [Kli12].
Moreover, the removal of the neighbouring layers leads to a so-called ’reduced
dielectric screening’ resulting in an additional boost of the binding energy, but
also in a deviation of the two-dimensional Rydberg series [Che14].
Technically speaking, the description of excitons in TMDCs is somewhere in-
between the Wannier-Mott approximation and the Frenkel-type exciton because
the typical exciton Bohr radii and the size of an unit cell differ less than one
order of magnitude. Besides, the binding energies range between 0.5 -0.2 eV
and are extraordinary high for the ansatz of Wannier. However, the experimental
evidence of the exciton Rydberg series [Che14] is a strong indication for a Wannier-
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Figure 2.5: Composition and properties of excitons. (a) Schematic rep-
resentation of different types of excitons in a multilayer crystal. The mutual at-
tractive Coulomb interaction between electron and hole gives rise to bound states.
Excited excitonic states, for instance the A2s exciton or an interlayer excitons
(ILX) can also form in TMDC materials. (b) Modulus squared of the wave func-
tion of the A1s exciton calculated for monolayer MoS2 via the GW-BSE while
the position of the hole is kept at the centre. The inset presents the according
distribution in k-space. Figure reprinted from [Qiu13]. (c) Illustration of the op-
tical absorption in a semiconductor which hosts excitons. The transitions mimic
a Rydberg series that converges as the free particle bandgap is approached. The
optical bandgap is lowered by the exciton ground state binding energy. n denotes
the principal quantum number in analogy to an atomic level structure (scheme
adapted from [Wan18]). (d) Exciton dispersion (blue parabolas) with respect to
the centre-of-mass momentum K = kel + khole. Direct optical transitions have to
fulfil energy and momentum conservation and thus are exclusively permitted at
the intersection with the light cone (yellow lines).

type behaviour of excitons. Its nomenclature derives from the fact weather the
optical transition includes the upper or the lower spin-split CB. First ones are
labelled as A excitons and latter ones as B excitons. For instance, the neutral
ground state exciton is denoted by A1s. The indices refer to the principal quantum
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Chapter 2 Fundamentals

number and the letter to the orbital momenta of the excitonic wave function.
Figure 2.5(b) depicts the calculated distribution of the wave function of an A1s

exciton for monolayer MoS2. In real space it reveals an extent over several unit
cells while being strongly confined at the K points in reciprocal space [Qiu13].
Experimental findings evidence that the Bohr radius is smaller than the results of
Qiu et al. propose. Values of approximately aX = 1 nm have been reported for
hBN encapsulated monolayer TMDCs [Zip18; Sti18]. Figure 2.5(c) illustrates a
characteristic TMDC absorption spectrum which is dominated by strong excitonic
effects. The optical bandgap is lowered by the binding energy of the exciton.
Excited exciton states appear following EB ∼ 1

n2 approaching a continuum state
at the free particle band gap. As the excitonic states are lower in energy as the
individual carriers, the description of excitons in the electronic band structure
is insufficient. Therefore, a two-particle dispersion with respect to their centre-
of-mass momentum K = kel + khole is convenient (cf. figure 2.5(d)). Due to
momentum and energy conservation, direct optical transitions can only occur at
the intersection with the linear dispersion of light E = cK with c denoting the
speed of light. Figuratively, the linear dispersion of light is entitled as ’light
cone’. The optical selection rules discussed in the section before hold equally for
excitons since they are formed of electrons and holes obeying the constraints of
the electronic band structure. Despite of the bright exciton’s zero net charge and
zero total spin, the constituent electron and hole possess a fixed spin orientation
locked to the valley where the transition took place and thus to a fixed circular
polarisation of light. By definition, a valley pseudospin, which is assigned to
the valley that hosts the exciton transition, imports this information by a binary
character τ = ± 1.

2.2.2 Dynamics

In order to exploit the new degree of freedom of the valley pseudospin for val-
leytronic and optoelectronic applications, a profound knowledge of the excitons’
temporal evolution and the according valley dynamics as well as its coherence is re-
quired. This includes the formation processes, the interaction with other excitons,
and finally the decay mechanisms. The investigation of the excitons’ coherence
and lifetime constitute a basic building block therefore.
In general, the temporal evolution of excitons can be described within two differ-
ent regimes, namely the coherent and the subsequent incoherent regime. In the
first one, the photo-excited particles share a phase relationship among them selves
and the generating light field. In this time segment, many fundamental quantum
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2.2 Excitons

mechanical processes take place as Bloch oscillations, photon echoes and quan-
tum beats [Sha13]. In the incoherent regime, scattering events accompanied with
thermalisation processes dictate the carrier dynamics. Particularly for excitons
in TMDCs, the decay of valley polarisation is mediated by long-range exchange
interaction [Yu14; Gla15]. Moreover in bulk crystals, the indirect band gap allows
for enhanced intervalley scattering [Wal16; Bre19].
As a fundamental introduction, the concept of the quantum mechanical descrip-
tion of an ensemble of independent two-level systems interacting with a classical
electro-magnetic field is presented here. It follows the description of J. Shah
[Sha13]. The most elementary quantum mechanical framework to describe an ex-
citon constitutes a two-level system with the ground state representing no exciton
and an exciton denoting the excited state. Most simple, no interaction between
the individual two-level systems is assumed. Technically, this is realised by ex-
ploiting the density matrix formalism which obeys the Liouville variant of the
Schrödinger equation. The corresponding Hamiltonian is made up by three com-
ponents, figuring an unperturbed, an interaction and an relaxation component,
i.e. H = H0 + Hint+ Hrelax. Latter one comprises constant phenomenological
longitudinal and transverse relaxation rates for the lifetime of the excited states
and the life time of the coherent superposition states which are defined as T1 and
T2, respectively. This ansatz is called ’Markovian’, presuming the coupling of the
excitation to a ’bath’ [Kli12]. Following these principles, the coupled equations
of motion for the population and polarisation can be derived which are known as
the ’Optical Bloch Equations’. There is no analytical solution for those coupled
equations. They can be either expanded or numerically solved. In order to de-
scribe four-wave mixing experiments it is sufficient to expand the equations up
to the third order as this is a third-order non-linear process. In semiconductors,
however, the two-level systems cannot be assumed to be entirely independent as
in separated atomic systems. Coulomb interaction between different polarisation
components has to be included which results in the ’Semiconductor Bloch equa-
tions’. The solutions of the Bloch equations can be visualised on a so-called Bloch
sphere which is a geometrical representation of a qubit introduced by Felix Bloch
in the fifties of the last century [Blo46]. In this context, north and south pole
of the sphere can be assigned to the ground state |0⟩ and the excited state |X⟩,
respectively. Every state can be represented by a point in the Bloch sphere. Its
vertical orientation monitors the superposition of the ground and excited state
while the horizontal position renders its phase. The two fundamental relaxation
times act in longitudinal (T1) and transverse direction (T2). Figure 2.6 shows the
exciton dynamics imprinted on the Bloch sphere. The experimental access to the
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Figure 2.6: Exciton dynamics visualised on a Bloch sphere. In the most
simplest consideration, an ensemble of excitons can be regarded an ensemble of
quantum mechanical two-level system whose states can be represented by an arrow
on the Bloch sphere. Depending on the energy, intensity and duration of the exci-
tation, an arbitrary state on the Bloch sphere can be initialised. Assuming perfect
coherent excitation, all systems are initially in the same state. (a) For instance,
all oscillators can initially be prepared in the excited state. (b) Over time, the
population of the excited state diminishes which is quantified by the longitudinal
relaxation time T1. (c) In addition, a loss of coherence of the ensembles occurs
which scales with the transverse relaxation time T2. To visualise this, an initial
state at the equator has been chosen. (d) Effectively, both contributions impact
the dynamics of the two-level systems.

longitudinal and transversal relaxation times turns out to be rather difficult since
in most time-resolved spectroscopy methods, the measured dynamics underlie an
entanglement of the loss of coherence (T2) and population decay (T1). Accord-
ingly, it is important to understand the physical interpretation and the interplay
of those two basic time constants.
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2.2 Excitons

To initialize the system, a short laser pulse creates electronic excitations. The
electromagnetic wave generates a polarisation P which is initially coherent with
the light field. Due to interaction processes e.g. scattering, the coherence of the
polarisation diminishes exponentially over time since a constant interaction with
the surrounding ’bath’ is presumed. The coherent part of the polarisation thus
formulates as:

Pcoh = P0 exp

(
−t

T2

)
. (2.4)

Assuming that recombination of the excited particles, which is quantified by a
recombination time T1, is the only phase-destroying process, one can express the
number of excitations N(t) as:

N(t) = N0 exp

(
−t

T1

)
∝ P (t)2 = P 2

0 exp

(
−2t

T2

)
(2.5)

since N scales with intensity and consequently with P 2. This gives an upper limit
for T2:

T2 ≤ 2 ·T1 (2.6)

Owed to the existence of so-called ’Pure dephasing’ (T ∗
2 ) which considers the loss

of coherence without a concomitant loss of population, the relation between the
relaxation times formulates as:

1

T2

=
1

2T1

+
1

T ∗
2

(2.7)

In semiconductors, the most significant interactions that cause pure dephasing
are phonon scattering, interactions with other quasiparticles or residual charges,
as well as impurities and defects [Kli12]. A cartoon of those mechanisms is pre-
sented in figure 2.7(a) and (b). Exciton-phonon interaction facilitates energy and
momentum relaxation. Since the CB levels of the Σ valleys (often also termed as
Q valleys) are equal or even lower in energy for bulk TMDCs, there exist several
phonon modes that redistribute the exciton’s constituents, transducing them to
a momentum-dark exciton state [Car15; Cho17; Raj18]. A selection of the most
important phonon modes in figure 2.7(c). The concrete impact of phonons on the
carrier dynamics involving the Σ valleys is discussed elaborate in chapter 4.2. In
order to keep the loss of coherence and population at a minimum, temperature
has to be low, the particle density and the number of dopants need to be very
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Figure 2.7: Sources for loss of coherence and depopulation in TMDCs.
(a) Cartoon of common interactions which destroy the exciton coherence (repro-
duced from [Wag23]). (b) Relaxation dynamics visualised in the exciton disper-
sion. Off-resonant excitation is followed by thermalisation, causing a distribution
that exceeds the light cone. Relaxation is mostly mediated by phonons (adapted
from [Kli12]). (c) Exciton-phonon interaction involving the Σ valley. In TMDCs,
the Σ valley is energetically at the same level or even lower (multilayers) than
the CB level of the K valleys. For MoSe2, a longitudinal acoustic M-point phonon
mode matches with the Σ-K transition, transferring the exciton’s electron to the Σ
valley. Plot reprinted from [Cho17]. (d) In general, the existence of various zone-
edge phonons make TMDCs prone to exciton-phonon interaction [Car15; Cho17;
Raj18]. Here, QA and QA denote the Σ± valleys, respectively. Image reproduced
from [Hos15].
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dilute and the sample has to be clean and free of defects. In the method chapter,
it will be discussed how it is possible to access the T1 and T2 time by four-wave
mixing experiments. There is a manifold of implications that result from T1 and
T2. In particular, homogeneous line broadening Γ can be derived by:

T2 =
2ℏ
Γ

(2.8)

This holds, given that all oscillators have exactly the same energy, since this for-
mula describes the damping width of a harmonic oscillator that decays with T2.
If the oscillators’ frequencies are slightly different due to disorder effects, i.e. fol-
lowing a Gaussian distribution, the dephasing time of the systems’ polarisation
Tdeph is shorter because the polarisation components of the individual oscillators
soon average to zero. The loss of the coherent polarisation of such a system is
linked to the width of the Gaussian distribution ωGauss and obeys the condition:
Tdeph ·ωGauss ≈ 1 [Kli12]. Nonetheless, the T2 time can be accessed very accurately
in inhomogeneously broadened systems as it will be discussed in the method sec-
tion 3.2.3.
In addition to these theoretical considerations which are valid for a generic quan-

tum mechanical ensemble of two-level systems, the enhanced Coulomb interaction
does strongly impact the exciton coherence in TMDCs. The main driving force
stems from long-range exchange interaction (LRX) between the constituent elec-
tron and hole which was introduced already for excitons in GaAs quantum wells
[Mai93], giving rise to an additional efficient source of the exciton polarisation
[Gla14; Zhu14; Hao16a]. Visually, an exciton can switch its valley by the virtual
recombination and simultaneous generation of an exciton in the opposite valley
(cf. 2.8(a)). This mechanism requires neither a change of momentum of an indi-
vidual carrier nor its’ spin to flip. In TMDCs, large excitonic binding energies and
the concomitant high oscillator strengths of the optical transitions lead to an en-
hanced impact of LRX that is more than one order of magnitude larger compared
to GaAs quantum wells and hence results in a comparatively fast exciton po-
larisation relaxation [Gla15]. Theoretically, the effect of long-range electron-hole
exchange interaction can be treated in a k · p approach or equivalently in a pure
electro-dynamical manner, considering an optically active exciton as a microscopic
dipole oscillating at its resonant frequency. Therefrom emerges a longitudinal and
transverse splitting of the bright exciton state which acts as an effective magnetic
field Ω (cf. figure 2.8(b)), causing a mixing of the spin states and thus leads to
decoherence of the exciton ensemble. The size of the splitting scales linearly with
the exciton centre of mass momentum (COM) [Hao16a]. This process occurs on a
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Figure 2.8: Illustration of electron-hole long-range exchange interac-
tion (LRX) and its time dynamics. In TMDCs, LRX constitutes the major
source for the loss of coherence. (a) Schematic interpretation of LRX. By a virtual
recombination of an exciton residing e.g. in the K+ valley, a simultaneous gener-
ation of an exciton in the opposite valley can occur without violating energy and
momentum conservation (reproduced from [Sel19]). (b) LRX can be conceived
as an effective in-plane magnetic field Ω. Its orientation and magnitude depends
on the excitons’ centre-of-mass momentum Kx and Ky (adapted from [Hao16a]).
(c) Modelling of the valley polarisation for MoSe2, pumping resonantly on the A
exciton transition. Different momentum relaxation times τ ⋆p , which can be related
to the exciton linewidth, are taken into account (calculations from [Yu14]). (d)
Calculated valley relaxation times for two different momentum scattering times
τ2 compared with time-resolved Kerr measurements of [Zhu14] as a function of
temperatures. The valley relaxation time increases for augmented momentum
scattering (plot from [Gla15]).

picosecond time scale which is shown in figure 2.8(c) and (d). As Yu et al. show,
valley coherence increases for higher momentum scattering rates [Yu14], which is
also observable in the work of Glazov et al. in (d) [Gla15]. The theoretical consid-
erations of Hao et al. reveal analogue systematics [Hao16a]. This counter-intuitive
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behaviour can be explained by a more frequent change of the excitons’ momenta,
e.g. by impurity scattering [Hao16a] or Coulomb scattering with resident electrons
[Gla15] which reduces the effect of the time-averaged effective magnetic field Ω.
To clarify, the momentum scattering rate figures a measure of the distribution of
the excitons’ COM, but not the specific value of the COM itself. Regardless of the
presumed momentum scattering rates, all models predict a subsequent more long-
lived valley polarisation in the picosecond range which is attributed to residual
excitons that possess a rather small COM and therefore experience fewer impact
of LRX.
Concluding over this section, an exciton population can be modelled as an ensem-
ble of two-level systems. Within this framework, the loss of coherence as the decay
of population is considered. T1 and T2 quantify the respective processes. Owed
to the excitons’ extraordinary strong Coulomb interaction, LRX constitutes the
main source for decoherence of excitons in TMDCs.
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Chapter 3

Methods

3.1 Sample fabrication and characterisation

Within the last two decades that have passed since the exfoliation of graphene,
several fabrication methods for the cleavage of layered van der Waals crystals,
as the precise deposition of several (mono-) layers have been developed [Cas14;
Pur18]. Nowadays, the state-of-the-art ’Hot pick-up’ method introduced by Pur-
die et al. permits the full control of the stacking parameters while providing
exquisite clean interfaces [Pur18]. Before, the more basic and robust ’all-dry vis-
coelastic stamping’ method invented by Castellanos-Gomez et al. has constituted
the prevalent approach to handle atomically thin layers [Cas14]. In the last view
years, Chemical Vapour Deposition (CVD) growth has made large efforts to in-
crease the quality of artificially grown monolayer crystals, allowing a deterministic
and scalable production which presents an important step towards applications
and industrial use of TMDC semiconductors [Par20; Kan22].
All of the here discussed samples have been manufactured in our research group.
The samples have been characterised performing photoluminescence (PL) and re-
flectance (RC) spectroscopy. On the multilayer samples, only RC measurements
have been conducted since PL is strongly quenched due to the indirect band gap.
From atomic force microscopy (AFM) scans, the number of layers of the multilayer
samples has been determined. Besides, a novel subsidiary method which allows for
a precise in-situ determination of the sapphire substrate temperature in common
’Cold-finger’ flow cryostats has been developed. This might be a valuable tool for
all people working with sapphire as a substrate and is therefore presented in the
last subsection.
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Chapter 3 Methods

3.1.1 Sample fabrication

The procedure of the sample fabrication follows in principle the suggestions
as proposed by Castellanos-Gomez et al. [Cas14]. A detailed description of the
exfoliation process and the transfer to the sapphire substrate can be found in
my master thesis [Rai19]. Due to geometrical restrictions of the setup, samples
with a size of at least 50 µm had to be manufactured. All monolayer samples
have been encapsulated in hexagonal Boron Nitride (hBN) which is an insulat-
ing van der Waals material [Gei13]. hBN encapsulation has become a standard
in TMDC sample fabrication in order to minimize dielectric disorder and hence
narrowing the excitonic linewidths close to the homogeneously broadened limit
[Cad17; Raj19; Rho19]. Moreover, it prevents the degradation of the sample since
the encapsulation renders an air-tight coating [Hol20]. The multilayer samples
were not encapsulated because the outer layers act as protecting layers. Degra-
dation of those layers should marginally affect the excitonic landscape inside of
the crystal since the signal arises from many layers. The CVD-grown monolayers
have been provided by the group of Andrey Turchanin of the Friedrich Schiller
University of Jena and assembled, following the ’Hot pick-up’ method [Pur18].

3.1.2 Atomic force microscopy

Four years after the Nobel-prize rewarded invention of the scanning tunnelling
microscope (STM) [Bin82], Binning et al. crafted the atomic force microscope
(AFM), which could cope with the largest issue of STM, namely the prerequisite
of a conducting sample [Bin86]. This technique enables the imaging of basically
any type of surface with a spatial resolution on the angstrom regime. Since a few
decades, AFM setups are commercially available and hence facilitate the analysis
of nanostructures.
With regard to this work, AFM has been used to determine the thicknesses of
the multilayer samples for the specification of the number of layers. The so-called
’Non-contact’ scan mode has been applied where the cantilever tip operates in the
attractive force regime of the interaction potential of surface and the tip atoms.
Consequently, the sample surface is not demolished. The crystals are scanned at
various edges. Therefrom, line-cut profiles have been extracted and analysed. The
number of layers is calculated by dividing the obtained heights by the thickness
of a single layer. The values for MoSe2 and WSe2 denote 6.45 Å and 6.48 Å,
respectively [Coe87; Sch87]. Microscope images, AFM scans and height profiles of
the investigated multilayer samples are shown in figure 3.1. The WSe2 multilayer
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sample was found to consist of approximately 160 layers and the MoSe2 sample
of 84 layers.

(a)

(b)

56 nm

MoSe2 multilayer

H
ig

h
t 

(n
m

)
20

60

80

40

0 5 10

x (nm)

101 nm

H
ig

h
t 

(n
m

)

0

100

50

0 5 10
x (nm)

WSe2 multilayer

56 nm / 0.645 nm ≈ 84 layers

101 nm / 0.648 nm ≈ 160 layers

Figure 3.1: Light microscope images and AFM scans to determine the
number of layers. (a) WSe2 multilayer on sapphire. The AFM scan evidences
a flat surface. From the height profile of the edge, the number of layers has been
determined to be about 160. (b) MoSe2 multilayer on sapphire. The AFM scan
reveals some adsorbents as well as dust particles (also visible as violet grains in
the optical image) on top of the samples. The sample was found to consist of
approximately 84 layers.

3.1.3 Photoluminescence spectroscopy

Photoluminescence (PL) spectroscopy represents one of the basic spectroscopy
methods for the investigation of direct semiconductors. Carriers are excited above
the band gap and subsequently relax to the lowest energy states. The spectral
analysis of the emitted light of the radiatively decaying photo carriers provides
information about the optical bandgap. In monolayer TMDCs, the PL is charac-
terised by rich excitonic transitions [Cad17; Wan18]. The peak positions and the
according linewidths provide information about the specific excitonic transitions.
Furthermore, the appearance of charged excitons, termed as ’trions’, reflects the
amount of dopants in the materials [Ros13]. Overall, PL spectroscopy provides
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valuable information about the spectral position of the bright excitonic transitions
and the sample quality.
Figure 3.2 displays microscope images of the examined monolayer samples and the
corresponding PL spectra. The WSe2 sample in (b) has been fabricated by our
Bachelor and Master students Simon Feldl and Petter Marzena. The CVD-WSe2
sample in (c) has been manufactured by our Master Student Niclas Maier. PL
scans have been conducted using a microscope lens to focus the excitation laser
(532 nm) on to the sample with a spot size of 2 µm. All samples have been cooled
down in a cold finger flow cryostat to nominally 4 K. The effective temperature
has been determined via the ’Ruby peak’ method (cf. subsection 3.1.5) to be
smaller than 20 K, 15 K and 5 K for (a), (b) and (c), respectively. The A1s exci-
ton transition can clearly be assigned to the peak structure in the PL spectra by
comparison with literature [Cad17]. The other peaks are attributed to other ex-
citonic complexes (e.g. trions, biexcitons or charged biexcitons), phonon replicas
as well es defects and localised charge carriers [Ber13; Sid17; He20]. Note that
hBN encapsulation leads to a redshift of several tens of meV compared to bare
monolayers, arising from the distinct dielectric environments [Cad17]. In addition,
it has to be mentioned that the peak structure as well as the spectral position of
the peak and the respective intensities vary significantly with the spatial position
on the samples. This is reasoned by dielectric disorder (i.e. bubbles and dust)
and strain effects which is hardly avoidable in such large samples. Concerning
the energy of the A1s exciton, shifts of ± 5 meV occur. The effective linewidth is
certainly broader than the exemplary PL spectra, taken with a microscope setup,
imply because the sample is illuminated over a comparably large area with 50 mi-
crons spot diameter in the pump-probe experiments below, which is owed to the
restrictions of the cryostat. Thus, the excitonic transitions are inhomogeneously
broadened. Apart from that, a drastic difference in PL intensity shows up, com-
paring intensities. The scaling factors in (a) and (c) are given with respect to (b).
The rich emission of PL in MoSe2 is based on the fact that the lowest energy state
is a bright state whereas in WSe2, the lowest state is dark, acting as a sink and
additional decay channel. The rather poor PL emission of the CVD-grown sam-
ple is most likely owed to the CVD growth process. Interestingly, the rich peak
structure at lower energies, which is present in the exfoliated sample is absent in
the CVD sample. Here, only the trion is still present.
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Figure 3.2: Microscope images and representative PL spectra of the in-
vestigated monolayer TMDC samples. All samples are prepared on sapphire
(Al2O3). In each spectrum, the peak of the A1s exciton is remarked. (a) Exfo-
liated monolayer MoSe2 encapsulated in hBN. The most prominent peak can be
attributed to the trion. (b) Exfoliated monolayer WSe2 in hBN. The diffuse peak
structure at lower energies arise from charged (bi-)excitons and phonon replicas
[He20]. (c) CVD-grown monolayer WSe2 picked up from the host substrate and
sandwiched in hBN. The second peak 30 meV below the A exciton probably cor-
responds to the trion. The scaling factors in (a) and (c) are given with respect to
(b). Temperature was below 20 K for all samples.

3.1.4 Reflectance spectroscopy

The beginning of spectroscopy can be traced back to Sir Isaac Newton who split
up the sun light into its colour components. Since then, spectroscopy evolved and
became a fundamental branch in experimental physics, exploring interaction be-
tween light and matter. Moreover, the studies of black body radiation or of the
hydrogen Rydberg series paved the way for the development of quantum mechan-
ics.
Nowadays, the prevalent spectroscopic method figures absorption spectroscopy
which reveals the optical transitions that take place in a specific material. A
drawback of this approach is the prerequisite of at least partial transparency of
the sample and its substrate. From a technical view, it is much more convenient
for many experiments to analyse the optical response of the medium in reflectance
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instead. Physically, this is equivalent because transmission and reflection are con-
nected by the Kramers-Kronig relations [Kro26; Kra27]. These relations imply
that the real- and the imaginary part of the complex dielectric function (i.e. re-
flection and absorption) depend on each other. Consequently, the effects of ab-
sorption have to be observable as well in reflectance. An advantage of reflectance
spectroscopy is the accessibility of optical transitions that are higher in energy
and consequently do not contribute in luminescence measurements. Furthermore,
it enables to determine the relative strength of different transitions which can be
quantified by the oscillator strength [Kli12].
Practically, this is achieved by focusing the light of a white-light-lamp through a
microscope lens onto the sample and analysing the reflected light R by a spec-
trometer. By subtraction of the reflectance spectrum of the substrate R0, the
transitions become distinctive. In order to compare the different strengths of
various oscillators, it is crucial to weight the entire spectrum correctly since the
emission of the light source and the sensitivity of the spectrometer is not constant
over the whole spectrum. This issue can be corrected by dividing subtracted spec-
tra by R0. As there might be some back light illumination or dark current on the
CCD, it is reasonable to include the background spectrum RB in the denominator:

∆R

R
:=

R−R0

R0 −RB

(3.1)

In principle, reflection contrast measurements are already sufficient to determine
the approximate energy position of an oscillator. However, things become more
complex when the investigated sample consists of a stack of multiple materials with
various thicknesses and diverse dielectric functions, i.e. different refractive indices
and absorption coefficients. Thereby, the incident light is refracted and partially
reflected back at each layer interface. Additionally, interference comes into play. In
order to take all those effects into account, a transfer matrix approach is applied
to the reflectance contrast. Within this ansatz, each layer of the structure is
considered with a specific matrix that comprises the parameters of reflection,
transmission and absorption. By matrix multiplication, the system’s matrix can
be obtained. For the material layer of interest, its dielectric function ε∗r of is
modelled by n Lorentzian oscillators:

ε∗r = εback +
∑
n

fn
E2(ω)− E2

n − iE(ω)Γn

(3.2)

The dielectric background, i.e. the dielectric constant in absence of the oscilla-
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Figure 3.3: Exemplary reflectance contrast measurement on MoSe2

modelled by a transfer-matrix approach. The red curve gives the fit of
the reflectance contrast (blue line) by the transfer matrix model. Black arrows
indicate the peak position of the Lorentzian oscillators that are obtained by the
fit. (a) Encapsulated monolayer MoSe2. The fitting function of the transfer ma-
trix model comprises two Lorentzian oscillators which can perfectly describe the
acquired RC data. (b) Multilayer MoSe2. Here, the fitting function consists of
three oscillators. While the shape of the RC spectrum can be modelled still rea-
sonably, the amplitudes deviate.

tors is denoted by εback. The parameters of the Lorentzians are the weights of
the oscillators fn which are proportional to the associated oscillator strengths, the
resonance energies En and the broadening Γn. From this function, the according
transfer matrix and the heron based reflectance contrast spectrum is implemented
and fitted to the experimental data, following the restrictions given by the stack
of the involved materials. Since this fitting function is literally complex, compris-
ing a multitude of material parameters as the dielectric functions of all involved
materials, layer thicknesses etc., it is convenient to use an automated fitting algo-
rithm. Based on the concept of S.J. Byrnes [Byr16], this has been realised by Dr.
Jonas Zipfel from the group of Prof. Alexey Chernikov who kindly provided their
Matlab® code to us. A much more detailed description of the transfer matrix
fitting programme can be found in the dissertation of Jonas Zipfel [Zip20]. As a
result of this evaluation, the fitted parameters of the individual Lorentzian curves
are obtained which indicate the exact spectral positions of the oscillators. Espe-
cially for the bulk samples, this tool is vital to interpret the intricate reflectance
spectra. Exemplary reflectance measurements evaluated with the transfer ma-
trix approach are presented in figure 3.3. For monolayer samples, the modelled
functions match the measured RC data perfectly over a large energy range. For
multilayer samples, fitting gets more delicate. Many parameters, as the sample
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Figure 3.4: White-light reflectance contrast measurements of the inves-
tigated samples. The schematic cartoons on the left represent the composition
of the regarded sample. All samples are prepared on transparent sapphire sub-
strates (Al2O3). The substrate temperature in all RC measurements was below
20 K as derived from the intensity ratio of the ruby lines (cf. section 3.1.5).
The dashed lines denote the zero levels. The vertical black arrows indicate the
peak positions of the Lorentz oscillators obtained by a transfer-matrix-model fit.
For the monolayer samples, the dominant features can clearly be assigned to the
respective A1s exciton transitions. For the multilayer samples, the RC spectra
appear more intricate. The according fits reveal the appearance of a second, less
pronounced oscillator that can be ascribed to the A2s exciton transition.
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thickness and the dielectric background, need to be kept fixed in order to resemble
the shape of the RC properly. Reasons therefore are enhanced interference effects
that come into play when the layer thicknesses approach the same order of magni-
tude as the wavelength of the incident light [Byr16]. In figure 3.4, the reflectance
spectra of the here investigated samples are presented. The dominant oscillator
in monolayer WSe2 ranges at an energy of 1746 meV which can be assigned to the
A1s exciton. For monolayer MoSe2, two oscillators can be identified, ranging at
1695 meV and 1866 meV which can be ascribed to the A1s and the B1s exciton,
respectively. Note that for monolayer WSe2, the B exciton is outside the displayed
energy range. Concluding over the monolayer samples, the identification of the
excitonic transitions is in very good agreement with the experimental findings in
literature [Aro15; Cad17; Niu18].
Turning towards the multilayer samples, the excitonic resonances undergo a red-
shift with respect to the monolayers. Moreover, the energy separation between the
A1s and A2s exciton transition is reduced because of stronger dielectric screening
[Aro17]. The energy positions of the A1s transition in the bulk samples coincide
very well with the experimental findings of Arora et al. [Aro18]. In the calcu-
lations of Paulo E. Faria Junior [Rai22] that are included in this thesis, binding
energies of 29.9 (9.1) meV for the A1s (A2s) exciton in WSe2 and 41.9 (10.1) meV
for the A1s (A2s) exciton in MoSe2 are obtained. These values match the exper-
imental findings very well and thus are a strong indication that the transitions
above the A1s exciton can be assigned to the A2s exciton.
Concluding this section, the excitonic resonances can be identified using a matrix
transfer fitting approach. The spectral position of the ascribed exciton states are
corroborated by theoretical modelling.

3.1.5 Temperature determination from the ruby peaks in sap-

phire substrates

In mineralogy, sapphire (Al2O3) renders the host material for many well-known
gemstones. The shining colours of blue sapphire or ruby originate from impuri-
ties in the crystal lattice. Sometimes it occurs that elements of the same group,
i.e. with a similar configuration of valence electrons replace some of the predomi-
nant constituents. Regarding Al2O3, aluminium atoms are scarcely substituted by
chromium atoms (Cr). These so-called ‘colour centres’ render a trapping poten-
tial, giving rise to discrete energy levels that are very sharp in energy. In physics,
ruby has become famous, serving as the medium for the very first laser [Mai60].
In spectroscopy, temperature affects the spectral position and the broadening of
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the investigated transition. In addition, phonon interaction comes into play in
solids. Thus, for most experiments, low temperatures and a precise determina-
tion thereof is mandatory. Nowadays, cold-finger flow-cryostats are broadly used
in spectroscopy setups providing temperatures of a few Kelvin. To fix the sam-
ple substrates to the metallic base of the cold finger cryostat, FixoGum glue by
Marabu GMBH is broadly used. Originally developed for collage work in arts, the
glue remains flexible and can be removed easily without residuals. Transparent
samples are fixed on every corner with a dot of glue on the base to which the
temperature sensors are coupled. Figure 3.5(a) depicts a cartoon of the sample
installation in a flow cryostat. Cooling is achieved via heat conduction. For this
installation, the thermal bottle neck constitutes the gluing connection. Conse-
quently, the effective temperature of the substrate remains vague and is probably
higher than the monitored values, taking into account that the exciting laser con-
stantly heats the sample. To overcome the issue of the lacking knowledge about
the effective temperature on the sample, it is possible to use the emission lines of
the residual chromium impurities in sapphire as a thermometer. Generally, every
PL spectrum recorded with sapphire as a substrate exhibits these very bright and
narrow-band emission peaks which are referred to as ruby lines and account for
the reddish colour of ruby. A typical PL spectrum is presented in figure 3.5(b).
At closer consideration, two lines become distinguishable which are labelled as
R1 and R2. Even in industrially grown sapphire crystals, chromiums atoms occa-
sionally occur, substituting some lattice sites of the aluminium atoms since both
atomic species posses the same configuration of valence electrons and consequently
equally fit the ionic bindings of the crystal (cf. figure 3.5(c)). However, the larger
Cr+3 ions have a different orbital composition compared to aluminium. The lowest-
energy state of such an embedded Chromium atom denotes the 2E state which
is a doublet state, i.e. a composite quantum state with an effective spin of 1/2.
Whilst the level spacing is owed to the coupling of spin and crystal field, the pop-
ulation of these is ruled by thermodynamics. These fluorescence peaks emit at
1788.5 meV and 1792.2 meV, respectively (694.3 nm for R1). The averaged energy
difference ∆E denotes 3.64 meV. Converting ∆E to temperature by ∆E = kBT

yields a corresponding temperature of T = 42 K. Consequently, the change in rel-
ative population becomes most apparent for temperatures below this value. The
occupation of the lowest state N(E1) relative to the higher state N(E2) which is
thermally populated writes as [Sig18]:

N(E2)

N(E1)
=

g2
g1

exp

(
−E2 − E1

kBT

)
(3.3)
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Figure 3.5: Temperature determination of the sapphire substrate from
the relative intensities of the ruby lines. (a) In cold-finger flow cryostat,
transparent sample substrates are broadly mounted with FixoGum glue on the
metallic base of the cryostat which is cooled down to 4 K by liquid helium evap-
oration. The glued interface figures the bottle neck of the heat transfer. Thus,
the temperature on the sample remains illusive as the incident light heats up the
sample. (b) Exemplary PL spectrum of monolayer WSe2 at low T. The shallow
peaks correspond to the TMDCs’ PL emission whereas the bright peaks at higher
energies originate from chromium impurities entitled as ruby lines, R1 and R2, re-
spectively. (c) Hexagonal unit cell of sapphire (α - Al2O3). Also industrial grown
sapphire contains some residual chromiums atoms that substitute some lattice
sites of the aluminium atoms (reproduced from [Pei14]). (d) Thermally populated
two-level system. In thermodynamic equilibrium, the population Ni of the levels
i obey the Boltzmann distribution. Accordingly, the effective temperature of the
sapphire can be derived from the ratio of R1 and R2.

Here, g2 and g1 denote the degeneracies of the corresponding states. Apparently,
the relative population of both states is a function of temperature:

T ∝ E2 − E1

kB
log

(
N(E2)

N(E1)

)−1

(3.4)

35



Chapter 3 Methods

Further on, it is presumed that the relative population can be approximated by
the peak ratio of the R1 and R2 ruby peaks. This implies that the degeneracies
are presumed to be equal and that the radiative recombination is a direct measure
of the populations, i.e. the oscillator strengths are identical. It turns out that this
is not entirely true but can be adapted by the introduction of a scaling factor. To
start, the peak ratio is plotted against the temperature T interpreting the ∝ as
= in equation 3.4 (cf. figure 3.6(a), dotted line). A scaling factor a is introduced
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Figure 3.6: Temperature as function of the ratio of the ruby R1 and R2

peaks. (a) Taking the height of the peaks as a direct measure of the populations
of R1 and R2, temperature can be deduced thereof since the ratio of thermally
distributions scales with the Boltzmann factor. The energy difference between
the both levels denotes 3.64 meV. The dotted line assumes equal degeneracies
(a=1). Apparently, it does not coincide with the experimentally found average
value of the peak ratio for T = 300 K (orange x). Empirical calibration can be
achieved by introducing a scaling factor a which satisfies previous condition. (b)
In order to verify the calibration of the function, the sapphire was mounted with
heat-conducting paste to the cryostat ensuring excellent thermal coupling. The
peak ratios that have been extracted from the PL data at different temperatures
(monitored by the cryostat) reveal an excellent agreement with the calibrated
function. At 5 K, the R2 peak has completely vanished.

which is fitted such that it matches the experimentally extracted average value
of the peak ratio at 300 K. The introduction of this factors is reasonable since
it empirically incorporates the unknown parameters of the R1 and R2 transition
such as degeneracies and differences in oscillator strengths. The explicit function
of the peak ratio R(T ) with all parameters included is hence given by:

R(T ) = 1.78 exp

(
42.24 K

T

)
(3.5)
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In order to verify the values that are predicted by the upper formula, PL spec-
tra were recorded at different nominal temperatures (i.e. output of the cryostat’s
temperature sensor). For this purpose, the sapphire was connected to the base of
the cryostat with a thin film of heat-conductive paste all over the surface. Here,
nearly perfect cooling can be assumed in contrast to the FixoGum gluing con-
nection which is only partially applied at the substrate corners. The extracted
peak ratios for different nominal temperatures are presented in figure 3.6(b). The
temperatures determined from the peak ratio and the corresponding nominal tem-
peratures reveal an excellent agreement. Especially for temperatures below 100 K,
the peak ratio renders an accurate thermometer with an estimated accuracy of ±
5 K. By revisiting older PL spectra, the temperature retrieved from the peak ratio
has been found to be several tens of Kelvin higher than the cryostat indicated.
At this point, it has to be mentioned that an enquiry of literature delivers various
reports on temperature measurements involving the ruby lines [Gib99; Win01].
However, in these articles, temperatures at ambient conditions are considered.
Therefore, the shift of the ruby lines has served as a measure of temperature.
Moreover, the shift of the ruby lines has established to be used as a calibration
method for high pressure experiments [Bar73]. Apart from that, the here presented
method to determine the substrate temperature in flow cryostats, exploiting the
relative height of the ruby peaks, has been developed in the scope of this thesis
with the support of Dr. Johannes Holler and Dr. Sebastian Bange.
Summarising over this section, it is found that the effective temperature on sam-
ples investigated in usual cold-finger cryostats may be much higher than pretended
by the cryostat sensors. In sapphire, evaluating the height ratio of the two ruby
lines is a powerful and simple approach to precisely determine the effective sample
temperature, especially in the range of 30 - 100 K. Since the emission of the ruby
lines is intrinsically implemented on every recorded PL spectrum, it is a minimal
effort to extract the temperature. Moreover, PL data from ancient scans can be
revisited and checked, if the temperature has been indeed as low as indicated.

3.2 Time-resolved spectroscopy

In traditional spectroscopic methods, such as absorption or emission spectroscopy,
the system under study is probed by a continuous light source. While these tech-
niques provide valuable information about the electronic and vibrational prop-
erties of solids and molecules, they lack the ability to capture the dynamics of
transient states and processes occurring on ultrafast timescales. Modern electron-
ics as for instance avalanche photodiodes are able to monitor events down to the
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sub-nanosecond time regime. This limit is imposed by the inertia of the elec-
trons and the concomitant problems of noise and heating, restricting the clock
rates of electronic devices. In time-resolved pump-probe spectroscopy, the issue
of ultra-fast detection is overcome, utilizing various ultra-short laser pulses whose
time delays can be precisely controlled by altering the optical path lengths of the
respective pulses. For instance, it takes 1 fs for a light pulse to travel 0.3 µm addi-
tional path. As the length of the optical paths can be controlled very accurately,
time resolution is hence limited only by the laser pulse duration. With the devel-
opment of tunable ultrafast lasers [Ipp72; For81], as for example the Ti:Sapphire
laser [Aus93], its colour can be adjusted to a specific wavelength, allowing a se-
lective excitation of particular states.
The basic concept is realised in a pump-probe scheme. A first, a so-called ’pump’
pulse excites the system of interest. The subsequent ’probe’ pulse, which follows
after a controllable time delay, interacts with the excited or modified state, gener-
ating a spectroscopic signal that carries information about the system’s temporal
evolution. By varying the time delay between the pump and probe pulse, a de-
tailed temporal profile of the excited state and thereby its relaxation dynamics
can be obtained. The temporal resolution on a femtosecond timescale enables the
investigation of fundamental processes, such as electron dynamics, molecular con-
formations, and chemical reactions. Regarding solid-state physics, pump-probe
spectroscopy has become an indispensable tool to investigate carrier lifetimes and
their energy- and momentum distribution, as well as spin- and phonon dynamics
[Kli12; Dem13]. Considering TMDCs, the exciton and valley dynamics occur on a
pico-second time scale, rendering ultra-fast pump-probe spectroscopy as the pre-
ferred method to access this regime [Wan18].
In the scope of this thesis, carrier lifetimes from common transient differen-
tial absorption experiments are combined with ’Time-resolved Faraday ellipticity’
(TRFE) experiments. In addition, ’Time-integrated four-wave mixing’ (TI-FWM)
experiments have been conducted in order to draw a complete picture of the un-
derlying exciton dynamics which in many aspects still constitutes ’terra incognita’
for multilayer samples and more complex heterostructures.

3.2.1 Pump-probe spectroscopy

The pump-probe technique represents the ’classic’ of ultrafast spectroscopy
methods. Time resolution is achieved by splitting up an ultra-short laser pulse
into two and delaying one of them by introducing additional optical path way via a
mechanical stage that can be controlled on a sub-micron scale. The typically much
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stronger pump pulse generates a population which evolves in time. The second
pulse (probe) interacts with the excited system. Due to the residual population, a
so-called ’bleaching’ of the considered transition occurs. Consequently, the probe
pulse interacts weaker as with the unperturbed system. The specific polarisation
of pump and probe pulse and the detection scheme allow to specify weather tran-
sient differential transmission, Faraday rotation/ellipticity or four-wave mixing is
explored.
A schematic representation of the pump-probe principle is shown in figure 3.7(a).
The light source for all pump-probe experiments is a passively mode-locked Ti:sa
laser with an optical output power of 1 W, emitting 80 millions pulses per second
(ΓRep = 80 MHz) that have a duration of approximately 100 fs. By scanning the
mechanically introduced pump-probe delay, the acquired values can be plotted as
a function of the delay time ∆t. The displacement ∆x accounts for a time delay of
∆t = ∆x

c
. For every time delay, the signal of the probe is acquired for 0.3 s. Thus,

the obtained value reflects no single-shot measurement but the average of millions
of pulses with the same time delay. Therefore, the pulse trains can be regarded
as beams. For transient differential transmission, which is also often termed as
’pump-probe’, the change in transmitted intensity ∆T/T of the probe beam as a
function of time delay is detected. The recorded signal is directly proportional to
the temporal evolution of the population created by the pump pulse. For signals
that are much more long-lived than the pulse duration, the data can be fitted with
a multi-exponential decay. In many occasions, a mono-exponential fit matches the
data, implicating a uniform decay mechanism. Exemplarily, a transient differen-
tial transmission measurement on monolayer WSe2 is shown in figure 3.7(b). If
multiple decay mechanisms contribute, a multi-exponential fit must be applied to
model the dynamics.

A lock-in amplifier is used to purify the signal and remove contributions that
oscillate with other frequencies as well as DC components. For this purpose,
pump- and probe beam are modulated at two different frequencies by an optical
chopper with distinct chopping wheel spacings for the specific beams. In order to
be sensitive to a signal that is caused by both beams, it is convenient to process
the signal in the lock-in either at the difference or sum frequency of both. Since
the DC background noise is removed more efficiently at higher frequencies, the
sum frequency is favoured and set as reference signal for the lock-in amplifier. A
detailed map of the complete setup is presented in figure 3.8. The here depicted
setup is valid for all further pump-probe methods because the particular arrange-
ment for Faraday and four-wave mixing experiments can be realised by altering
the polarisation optics and the detection scheme.
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Figure 3.7: Principle of pump-probe detection. (a) Schematic representa-
tion of a pump-probe experiment. A strong pump pulse excites the transition
of interest. The probe pulse, which follows the pump pulse after a controllable
time delay, interacts with the excited system, carrying the spectroscopic signal.
(b) Exemplary transient differential transmission signal of monolayer WSe2. The
intensity of the probe pulse is recorded for different time delays and subsequently
plotted for every specific time delay, resulting in a time-resolved mapping of the
population dynamics. Basically, the data can by analysed by applying a mono-
exponential fit.

Moreover, it is essential to be conscious of the carrier densities that are generated
at certain laser powers. Exciton-exciton interactions come into play at higher
densities, culminating in the so-called Mott-Regime where densities are so high
that the distance between the excitons is in the same order of magnitude as their
excitonic Bohr radius. In this regime, the constituents of the exciton interact mu-
tually strong with the surrounding particles. The exciton as a distinctive particle
does not exist any more [Kli12]. For TMDCs, the Mott regime sets in at densities
around 3 − 10 · 1012 cm−2 [Ste17]. In order to investigate pure excitonic effects,
it is vital to excite only moderate excitons densities. To ensure this, absorption
measurements have been performed directly within the split coil cryostat. For
this purpose, the intensities of the laser beams are measured after having passed
through the cryostat when being aligned to maximal pump-probe signal, and sec-
ond, when passing only through the substrate next to the sample. The difference
of both intensities yields the absorbed power Pabs. Therefrom, the density of
photo-excited excitons n can by obtained by:

n =
Pabs

ΓRep/2 ·EX ·Apulse

(3.6)

ΓRep denotes the repetition rate of the laser. The diameter of focussed laser beams
that account for the area of the laser spot Apulse, which has been determined
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Figure 3.8: Setup for pump-probe experiments. A Ti:sa laser creates lin-
early polarised ultra-short laser pulses with a duration of approx. 100 fs. The cw
output power ot the Ti:Sa amounts up to 1 W with a pulse repetition rate of ΓRep

= 80 MHz. The pulse is split into a pump and a probe beam. The latter one
is time-delayed by an optical delay stage moving with sub-micron accuracy. The
thereby additionally introduced optical pathway is proportional to the time delay
between pump and probe pulse by ∆t = 2∆s

c
. Optical chopping of the beams is

applied for lock-in detection. A linear polariser ensures perfect linear polarisation
while the subsequent wave plates set the desired individual polarisation of pump
and probe beam. Both pulses are focused into the cryostat. The superconducting
split coil magnets provide magnetic fields up to 10 T at temperatures down to
1.4 K. The entire cryostat can be turned by 90◦, enabling the exertion of in- and
out-of plane magnetic fields. After transmission, the beams are collimated and
the pump-probe signal is analysed. The specific detection schemes for Faraday
and four-wave mixing experiments is specified in the corresponding sections.

using the knife-edge method following the instructions of Araujo et al. [Ara09].
A factor of 2 arises from the optical chopper because half of the power is blocked
by the chopper wheel and accordingly, only half of the laser pulses account. The
resulting maximal densities, applying full power, amount up to 1 − 2 · 1012cm−2

for the single layer samples. For resonant excitation on the A exciton, the total
absorption for the monolayers amounts to approximately 1%. For multilayers,
there is certainly a distribution of the initial exciton density across the sample

41



Chapter 3 Methods

that decreases exponentially with the thickness. So far it is not clear, up to which
extent the excitons can spread and distribute in a multilayered crystal.

3.2.2 Time-resolved Faraday ellipticity

The Faraday effect can be seen as the corner stone of magneto-optical spec-
troscopy. In 1846, Michael Faraday discovered the rotation of the linear polar-
isation of light passing a medium in a magnetic field [Far46]. The microscopic
understanding of this effect remained elusive for long time. Exploiting quantum
mechanics, it can be traced back to a magnetically-induced difference of refractive
indices for circularly polarised light. This causes a phase shift of both circular
components, manifesting in a tilt of the linear polarisation. With the availability
of tunable and ultrafast pulsed lasers, time-resolved magneto-optical spectroscopy
was literally a question of time. This facilitated studies of spin dynamics and co-
herent spin manipulation in semiconductors GaAs quantum wells [Bau94; Cro97;
Kik98]. In the last decade, this methods have been also adapted for the investi-
gation of TMDCs [Zhu14; Hsu15; Dal15; Ple16].
According to the principles of light-matter interaction, the polarisation of light
that passes a medium changes due to the material’s complex refractive index
n∗ = n + iκ. In general, both components depend on the helicity of light which
means that n∗(σ+) ̸= n∗(σ−). Since n determines the speed of light in a mate-
rial, the velocity for σ+ and σ− polarised light can be different. Complementary,
the imaginary part κ of n∗ is related to the absorption of light. Consequently,
the amount of absorption for σ± polarised light in general may differ from each
other. For a linearly polarised beam, whose polarisation components consist of
equal intensities of σ+ and σ− polarised light, this implicates a retardation of the
respective helicity components as well as an unequal diminution of its intensities
after having passed a specific material. After interaction, the polarisation can be
tilted and elliptical. The first effect is caused because of n(σ+) ̸= n(σ−) while
latter one is owed to κ(σ+) ̸= κ(σ−). The analysis of the complex refractive index
is equivalent to the material’s complex dielectric function since ε∗r = (n∗)2 holds.
As discussed in section 3.1.4 considering reflectance, the dielectric function of a
material is related to the optical transitions that occur in the regarded material.
The chiral selection rules that apply for TMDCs state that the helicity of light,
the carrier’s spin and the according valleys are coupled (spin-valley locking). By
populating one of the valleys, the number of available states in the respective
valley is reduced due to Pauli blocking. Hence, the condition κ(σ+) ̸= κ(σ−) is
fulfilled. Therefore, time-resolved Faraday measurements represent a very power-
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Figure 3.9: Time-resolved Faraday ellipticity explained in the electronic
band structure. (a) The circularly polarised pump pulse creates a population in
the according valley which diminishes over time. (b) After a tunable time delay ∆
t, the linearly polarised probe pulse interacts with the sample. The residual carrier
population causes dissimilar absorptions in both valleys. Finally, the ellipticity, i.e.
the ratio of the σ+ and σ− components is proportional to the absolute difference
of the occupation of both valleys.

ful technique to probe spin- and valley dynamics. In principle, both, the rotation
as well as the ellipticity of the polarisation can be analysed. As both quantities
are connected via the Kramers-Kronig relations [Hie97; Zha09; Wal12], it is suf-
ficient to acquire one of them. In a microscopic picture, it is more convenient to
interpret the absorption dynamics that obey the optical selection rules. Therefore,
the here presented Faraday experiments are throughout Faraday ellipticity mea-
surements. An equivalent to Faraday experiments represent time-resolved Kerr
rotation (TRKR) or ellipticity (TRKE) measurements with the distinction that
the rotation or ellipticity of the reflected probe beam is evaluated. TRKR comes
with the advantage that no transmissive setup is required which makes it much
easier to handle within a microscope setup.
Experimentally, the afore described pump-probe setup is used with modifications
in the polarisation optics in excitation and in the detection scheme. The pump
pulse therefore is circularly polarised while the probe pulse remains linearly po-
larised. By the incident pump pulse, a population in a specific valley according to
its helicity is created. The probe pulse experiences the pump-induced changes in n∗

which are imprinted in the rotation and ellipticity of the probe beam after having
passed the sample. A visualisation of Faraday ellipticity in a microscopic picture
is presented in figure 3.9. For detection, a balanced photo detection scheme is
used which is presented in figure 3.10(a). The decisive element, deciding whether
Faraday rotation or ellipticity is detected, figures the analysing wave plate. By
using a quarter wave plate, the circular components are transformed to a linear
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Figure 3.10: Principle of time-resolved Faraday measurements. (a)
Schematic Faraday setup. The circularly polarised pump beam and the linearly
polarised probe beam arrive with a certain but sequentially tunable time delay ∆t
with respect to each other at the sample. The difference in the complex refractive
index n∗(σ+) ̸= n∗(σ−) of the studied material causes a rotation and an ellipticity
of the probe beam. By inserting a quarter wave plate (half wave plate), Faraday
ellipticity (rotation) can be acquired. A balanced photo detection scheme records
the changes of the ellipticity (rotation). The output signal is directly proportional
to the change in ellipticity (rotation). (b) Exemplary TRFE measurement on
WSe2 monolayer. A large part of the initially excited excitons recombines radia-
tively within the first hundreds of femtoseconds. After thermalisation processes,
this is followed by a much slower decay that maps the valley relaxation. It has to
be emphasised that the TRFE signal monitors difference of the absolute popula-
tion of the valleys.
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3.2 Time-resolved spectroscopy

polarisation and rotated such that the subsequent Wollaston prism splits up the
linear components into equal intensities of horizontally and vertically polarised
light. By introducing a half wave plate instead, the linear polarisation component
along the major axis of the ellipsis is rotated such that it is divided by the Wollas-
ton prism into two beams with equal intensities. In each case, both components
are then recorded by two photo diodes. The photo-induced voltages are subtracted
and amplified by a difference amplifier. For calibration, the wave plate is aligned
while the pump beam is blocked such that signal of the difference amplifier is
zero. A very tiny rotation or change in ellipticity creates a non-zero signal which
is then passed to the lock-in amplifier. Balanced photo detection renders a very
sensitive detection technique since it removes all shot noise of the laser and other
fluctuating contributions from the surrounding. Combined with lock-in detection,
benefiting from double chopping, an excellent level of accuracy as signal-to-noise
ratio can be accomplished.
For a basic understanding of this technique, an exemplary TRFE data set of
monolayer WSe2, which is shown in figure 3.10(b), is discussed next. At ∆t
= 0, the pump and probe pulses overlap in time. At this point, the difference
of the populated valleys is largest and thus the signal maximal. Owed to di-
rect radiative recombination, the signal diminishes significantly within the first
few hundred femtoseconds. The residual exciton population interacts with its
surrounding and thermalises. In this regime, valley relaxation, mostly driven by
long-range exchange interaction, takes place. For the latter time interval, the data
can be modelled by a mono-exponential fit from which the decay constant τTRFE

is obtained. In general, the TRFE signal is zero when the excitons are equally
distributed in both K valleys, or, if all excitons have vanished. To disentangle
both contributions, the knowledge about the exciton lifetime is required, which
can be retrieved from transient differential transmission measurements. In order
to obtain the pure valley dephasing, the influence of the limited carrier lifetime
τlife has to be considered by applying Matthiessen’s Rule:

1

τTRFE

=
1

τvalley
+

1

τlife
(3.7)

The thereby obtained value τvalley so-to-say describes the pure dephasing of the
valley pseudospin which can be interpreted analogously to the pure dephasing of
an ensemble of two-level systems as discussed in chapter 2.2.2.
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3.2.3 Time-integrated four-wave mixing

Non-linear optics is a fascinating phenomenon that occurs when the electric
field strength of the incident light is comparable to the atomic fields of the inter-
acting material. As a consequence, higher-order contributions of the material’s
polarisation cause an optical response that contains multiple frequencies. This al-
lows for frequency conversion of the applied light like second-harmonic generation
or frequency mixing and in particular, for four-wave mixing (FWM). Regarding
semiconductor physics, time-resolved FWM represents an indispensable technique
to unravel the elemental temporal evolution of charge carriers. In contrast to other
time-resolved spectroscopy methods, it provides direct access to the fundamental
time constants T1 and T2 and thus constitutes an essential link between the-
oretical considerations and experimental findings. In the following section, the
concrete experimental approaches to acquire the desired time constants is pre-
sented, focussing on degenerate time-integrated FWM which is the most basic
FWM approach that is also used in this work.
In general, the optical response of a material is radiated by the polarisation that
is created by an external driving field. For higher intensities, the polarisation
scales not linear with the driving field any more and the resulting optical response
contains higher-order contributions. The issue of non-linear optics and its micro-
scopic origin is visualised in figure 3.11. Explicitly, the non-linear polarisation P

can be expanded up to the order of i by a power series of the susceptibility tensors
χ(i) and the driving electric fields E:

P =
∑
i

ε0χ
(i)Ei (3.8)

If waves with different amplitudes and frequencies generate the non-linear signal,
the explicit expression for the polarisation becomes more complex because of the
tensor character of χ with rank (i+1). The third-order polarisation, which is the
source of the FWM signal, writes as:

P
(3)
i =

∑
j,k,l

ε0χ
(3)
i,j,k,lEjEkEl with {i, j, k, l} ϵ {x, y, z} (3.9)

Accordingly, the above denoted tensor comprises 81 elements. The entries of the
tensor are material-specific and quantify the contributions for three individual
waves that are incident on a material with a specified orientation. By the sym-
metry of the regarded material, the number of relevant tensor elements can be
reduced down to a minimum of 3 for an isotropic material. Considering light
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Figure 3.11: Origin of a non-linear optical response. (a) Linear optics.
For weak electro-magnetic excitation, the polarisation of a material follows the
periodic driving field with frequency ω0 linearly since the electronic potential is
mostly harmonic in this regime. The resulting optical response has the same
frequency. (b) Non-linear optics. If the driving fields are as strong as the atomic
fields of the constituent atoms, the core potentials and the therefrom resulting
polarisation contains higher harmonics which contribute in the optical response.
As a consequence, multiples of the input frequency appear as for example 2ω0.
Figure inspired by [Fox12].

as a particle, energy- and momentum conservation for FWM formulates rather
intuitive. Energy conservation is given by ωFWM =

∑3
i ±ωi. Analogously, mo-

mentum conservation, coined as ’phase matching’, writes as k⃗FWM =
∑3

i ±k⃗i.
The input frequencies that are mixed determine, according to energy conserva-
tion and phase matching, frequency and direction of the fourth wave. Energy
conservation is commonly displayed with the help of a level diagram as shown
in figure 3.12(b). This representation proposes virtual levels. Although FWM
is not explicitly frequency-dependent, it can be strongly enhanced when a virtual
level meets a real electronic transition. Momentum conservation is typically repre-
sented using vector addition of the participating wave vectors as sketched in figure
3.12(a). If the radiated signal is acquired with a detector that is much slower than
the FWM signal (most simply by a photo diode), the resulting signal seizes the
time-integrated intensity of the FWM signal (TI-FWM) although a pump-probe
scheme is employed. Correctly speaking, ’Time-resolved FWM’ implicates that
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Figure 3.12: Principle of time-resolved four-wave mixing. (a) Schematic
setup for three-beam FWM. Three different laser pulses illuminate the sample with
controllable time delays between each other. A third-order polarisation is created
thereby which causes the FWM signal. The radiation direction of the FWM signal
is determined by the chosen phase matching condition k⃗FWM = k⃗2 + k⃗3 − k⃗1. (b)
Energy conservation at FWM. A level scheme is commonly used to visualise the
output energy ωFWM = ω2+ω3−ω1. The energy levels are indicated with dotted
lines. In principle, these can be real electronic transitions (resonant four-wave
mixing) but also virtual levels.

the signal itself is recorded with a temporal resolution. This can be realised by
interferometric means. A detailed description of this technique can be found in
[Lan06]. In the here presented work, exclusively TI-FWM experiments have been
performed. A further facilitation of FWM represents ’degenerate’ FWM where all
three laser pulses stem from the same laser and consequently exhibit exactly the
same energy and pulse duration.
The specific arrangement of the pulse sequences determines whether the popu-
lation decay time T1 or the dephasing time of the coherent superposition state,
which can be interpreted as the system’s coherence, T2 is investigated. In analogy
to nuclear magnetic resonance experiments, T1 and T2 are also referred as longitu-
dinal and transversal relaxation times, respectively. For the investigation of the T1

constant, the time delay t12 between the first two pulses has to be kept fixed and
is commonly set to zero, while for the determination of the T2 time, the time delay
t23 between the second and the third pulse has to be maintained constant. The
theoretical description of FWM is based on the semiconductor Bloch equations
(cf. chapter 2.2.2), expanding the coupled equations of motion for the population
and the polarisation up to the third order. An analytical solution only exists un-
der the presumption of delta pulses [Sha13]. A more intuitive understanding of
resonant FWM bases on the idea that the first pulse with wave vector k⃗1 creates a
coherent first-order polarisation. The second pulse with wave vector k⃗2 interferes
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Figure 3.13: Figurative explanation of FWM for the acquisition of the
T2 and the T1 time. (a) Investigation of the T2 time. A first laser pulse generates
a coherent polarisation P(x). The second pulses, which can be interpreted as a
superposition of two identical pulses with t23 = 0, arrives at the sample after a time
delay t12. From the interference with the residual coherent polarisation, a second-
order polarisation forms that can be regarded a density grating. Simultaneously,
the pulse is self-diffracted on the density grating, radiating the FWM signal into
the direction of k⃗FWM . The quality of the formed density grating directly relies
on the coherence of the ensemble, which diminishes over time, before the second
pulse is incident. Consequently, the FWM signal has the T2 time imprinted. (b)
Determination of the T1 time. Here, the time delay between the first and the
second pulse is set to zero , i.e. t12 = 0. Thus, the interference of the pulses
results in a flawless formation of a density grating. Subsequently, exclusively the
relaxation of the ensemble causes the degradation of the grating. Accordingly, the
diffraction of the third pulse is a measure of the ensemble’s lifetime T1.

with the residual polarisation, giving rise to a second-order polarisation that can
be regarded as a density grating n(k⃗1, k⃗2). The third pulse with wave vector k⃗3

is subsequently diffracted on the grating, giving rise to a third-order polarisation
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that radiates the FWM signal [Sha13]. Figure 3.13(a) visualises the specific steps
for the investigation of the T2 time. When the second pulse arrives, the formation
of a density grating is dependent on the remaining coherence of the ensemble. The
third pulse is diffracted on the density grating into the direction of k⃗FWM . For
this specific pulse arrangement, the intensity of the FWM signal is thus a direct
measure of the ensemble’s coherence and diminishes with the T2 time imprinted.
Conveniently, this experiment is performed in a two-beam setup, since the second
pules can act virtually as two pulses. Figure 3.13(b) depicts the steps for the de-
tection of the T1 time. Therefore, the time delay between the first and the second
pulse is commonly set to zero. Accordingly, coherence is inherently perfect and
the resulting density grating is immaculate. Over time, the quality of the grating
declines which solely is caused by the relaxation of the ensemble. The diffraction
of the third pulse causes the radiation of the FWM signal which carries the in-
formation about the ensemble’s lifetime T1. In order to facilitate interference of
pules one and two, the directions of k⃗1 and k⃗2 have to be different. Consequently,
a three-beam set up is inevitable. Even though this picture is rather simplified,
it helps to understand why setting t23 = 0 (t12 = 0) yields an FWM signal that
carries the T2 (T1) time constant. Furthermore, it becomes apparent that for
the determination of T1, a three-beam setup is required since for the emergence
of a interference pattern that causes the density grating, k⃗1 and k⃗2 have to be
different. The experiments presented in this work stem from a two-beam setup.
Consequently, only the coherence time T2 is investigated.
The analysis of the acquired FWM data needs to be more sophisticated than for
the afore discussed TRFE experiments. Since the excitation pulse as the probe
pulse are not sharp in time compared to the regarded dynamics, the resulting
signal F (t) is given by a convolution of the instrumental function finstr(t) of the
setup with the overlying decay function fdec(t).

F (t) = finstr(t) ∗ fdec(t) (3.10)

Assuming perfect mode-locking and omitting the chirp of the laser pulse, its tem-
poral shape is described by a Gaussian. The according instrumental function is
given by the autocorrelated function of the laser pulse:

finstr(t) =
1√
2πσ

exp

(
−(t− t0)

2

2σ2

)
(3.11)
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with σ denoting the standard deviation. Neglecting density effects, a mono-
exponential decay function models the decay:

fdec(t) = A exp

(
−t

τ

)
(3.12)

The convolution of both yields the following fitting function:

F (t) = y0 + A exp

(
1

2

σ2

τ 2
− t− t0

τ

)
· erf

(
t− t0
σ

− σ

τ

)
(3.13)

Here, erf() denotes the error function. The data analysis software OriginLab®

provides a pre-implemented fitting function, which has been applied to all FWM
data sets where decay times have been determined. An exemplary analysis of an
FWM data set, evaluated with a convolution fit, is presented in figure 3.14. The
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Figure 3.14: Exemplary evaluation of TI-FWM data from monolayer
WSe2. As the FWM signal is very short-lived, ranging in the same duration as the
exciting laser pulse, the Gaussian shape of the laser pulses must be incorporated
for an appropriate evaluation. The fitting function is given by a convolution of
the instrumental function (autocorrelation of the applied laser pulses) and a decay
function (basically an exponential). The inset shows a close-up of the FWM
signal (solid black line) fitted with a convolution fit (red dotted line). Therefrom,
the decay constant τ of the exponential decay can be determined. The orange
and green dotted lines denote the individually plotted exponential and Gaussian
functions whose convolution results in the red dotted line.
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concrete shape of the decaying FWM signal depends on the type of broadening
acting on the ensemble of two-level systems. Therefore, the temporal evolution of
the FWM signal from which in a TI-FWM setup, only the integrated signal can be
acquired, has to be reviewed in particular. For this consideration, t12 := ∆t and
t23 = 0 is assumed. In a homogeneously broadened system, all oscillators of the
system possess the same frequency which is only unsharp due to the uncertainty
principle. Immediately after the arrival of the second pulse, the emission of the
third-order polarisation sets in which is termed as a ’Free polarisation decay’. In-
tegrating the FWM signal over time renders the TI-FWM signal that decays with
∼ exp(−2∆t/T2). Schematically, this is visualised in figure 3.15(a). Accordingly,
T2 is obtained by doubling the exponential decay constant of the upper presented
convolution fit. Considering inhomogeneous broadening, which is the common
case in our experiments, things get more complex. Due to different local environ-
ments, the individual two-level systems exhibit slightly different eigenfrequencies
that are distributed normally. Thus, the single oscillators lose their phase relation
comparatively fast and hence add up to zero on average. Therefore, the coher-
ent macroscopic polarisation diminishes much faster. Nonetheless, the particular
systems still oscillate with their respective eigenfrequencies. By reversing the indi-
vidual phases by a factor of π, it is possible to recover the initial phase relation. In
an FWM experiment, this phase shift is triggered by the simultaneous excitation
of pulse 2 and 3. In principle, this process is equivalent to a coherent manipula-
tion on the Bloch sphere that consists of a sequence of pulses with pulse area of
π/2 (first pulse) and 2 · π/2 = π (pulse 2 and 3). Here, the second pulse causes a
rotation of π on the Bloch sphere which leads to the rephasing of the individual
polarisation components. As the FWM photon echo scales with ∼ exp−( t−2∆t

T2
),

its integration yields an intensity ∼ exp(−4∆t/T2). Thus, for inhomogeneously
broadened systems, T2 is four times longer than the decay constant from the fit.
The formation of a photon echo and it’s integration is sketched in figure 3.15(b).
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Figure 3.15: Influence of inhomogeneous broadening on TI-FWM. (a)
FWM in homogeneously broadened systems. All oscillators have the same fre-
quency. The black dotted lines give the evolution of the coherent polarisation
which is generated by each pulse. Directly after the arrival of the second pulse,
the emission of the third-order polarisation sets in which is termed as a ’Free polar-
isation decay’. Integrating the FWM signal over time renders the TI-FWM signal
that decays with ∼ exp(−2∆t/T2) which is shown in the plot below. (b) FWM
in inhomogeneously broadened systems. Here, the individual two-level systems
exhibit slightly different eigenfrequencies. The resulting coherent macroscopic
polarisation averages soon to zero (black dotted lines). Still, the individual po-
larisations persist (fading dotted lines). The arrival of the second pulse causes a
conjugation of the individual phases such that the FWM signal manifests after an
additional delay of ∆t in terms of a photon echo. Integration yields the TI-FWM
intensity, decaying twice as fast as for homogeneously broadened systems. Graphs
inspired by [Kli12].
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Results and discussion

The discovery of the direct bandgap in TMDC monolayers [Mak10; Spl10] at-
tracted so much attention, that the profound physics of thin multilayer crystals
remained among the shades for many years. Within the past years, the intense
prospecting of moiré excitons in twisted heterostructures has evoked controversial
results [Sey19; Tra19; Jin19; Ale19]. The striking discovery of superconductivity
in ’Magic-angle graphene’ [Cao18] has outlined the importance of the stacking
arrangement as well as the number of layers even for pure materials. Recently,
the focus has turned towards the investigation of multilayer crystals, disentan-
gling inter- and intralayer excitons and hybridisation effects of different excitonic
species [Aro18; Mun19; Zha23; Erk23; Tag23; Yu23]. Technically, the observation
and interpretation of exciton dynamics turn out to be rather complex in multi-
layered structures due to the indirect band gap, spanning from Γ in the valence
band to Σ in the conduction band.
In this thesis, it is aimed to give a comprehensive picture of the exciton dynamics
in mono- and multilayer MoSe2 and WSe2 on the basis of transient differential ab-
sorption, time-resolved Faraday ellipticity and four-wave mixing experiments. The
combination of these techniques combined with the use of external magnetic fields,
renders an excellent tool box for this purpose. Comparing the results of mono-
and multilayer samples allows to distinguish very clearly between layer-intrinsic
properties and multilayer contributions.

4.1 Transient differential transmission

To start, transient differential transmission measurements are envisaged in or-
der to determine the carrier lifetime of the A1s excitons. Figure 4.1 displays
pump-probe measurements on monolayers of MoSe2, WSe2, CVD-grown WSe2
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Figure 4.1: Exciton lifetimes from transient differential transmission
measurements. Neglecting the very fast direct radiative decay around ∆t =
0, a mono-exponential fit (red dotted line) models the data accurately. The cor-
responding decay constants are given in the graphs. (a) Exfoliated single-layer
MoSe2. (b) Exfoliated WSe2 monolayer. (c) CVD-grown WSe2 monolayer re-
moved from the growth substrate and encapsulated in hBN. The signal decays
three times faster than in the exfoliated monolayer sample. (d) The pump-probe
response of multilayer WSe2 exhibits a five times longer decay time than its mono-
layer which can be assigned to the lowering of the Σ valley.

and multilayer WSe2. Common for all samples is the occurrence of a very fast
decay in the femtosecond range followed by a slower decay evolving on a picosec-
ond time scale. The sharp peaks around ∆t = 0 reflects intrinsic direct radiative
recombination of excitons, that are created inside the light cone, which directly
decay radiatively before any interaction can take place. Typically, the direct radia-
tive lifetime τrad in TMDCs ranges between 100 - 200 fs [Wan18; Moo16; Liu23].
The data quality of our transient differential transmission measurements does not
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allow to precisely determine values for the direct radiative lifetime. However, it
is also imprinted on the TRFE data, where this fast decay dynamics are mapped
much clearer due to difference amplification. For monolayer WSe2, a decay time
of τrad = 0.15 ps for the direct radiative lifetime of the A1s exciton is found which
is in very good agreement with the report of Poellmann et al. [Poe15] and also
with the calculated value of τrad = 0.16 ps by Zhu et al. [Zhu14]. For monolayer
MoSe2, the fast and slow dynamics are not as well separated and make it hence
not possible to extract reliable values for τrad neither from transient differential
transmission nor from TRFE measurements.
In a transient differential transmission measurement, the slower decay that sets
in after a few picoseconds monitors the dynamics of the carrier population that
is in thermodynamical equilibrium. The according lifetime can be obtained from
a a mono-exponential fit. For monolayer MoSe2, a lifetime of τlife = 25.2 ± 0.5
ps is found at an according exciton density of n ∼ 1.9 · 1012 cm−2 (cf. figure
4.1). These findings are in line with the transient reflectivity measurements of
Anghel et al., reporting an exciton lifetime of 20 ps at an injected exciton density
of n ∼ 2.4 · 1011 cm−2 at a temperature of 4 K [Ang18]. Merkl et al. report an
exciton lifetime of 50 ±15 ps for H-type WSe2 bilayer, which has been obtained
from pump-probe measurements at a temperature of 5 K, exploiting the internal
1s – 2p transition of excitons [Mer20]. Besides, Fang et al. evidence that the
excitons’ radiative lifetime can be tailored by the thickness of the encapsulating
hBN making use of the Purcell effect [Fan19].
For monolayer WSe2, our experiments reveal a lifetime of τlife = 18 ±0.5 ps at
an exciton density of n ∼ 1.3 · 1012 cm−2. This result is in very good accordance
with results from literature. Cui et al. determine an exciton lifetime of 18 ps
from pump-probe-based differential reflection, pumping resonantly at 750 nm and
probing at 405 nm for different pump fluencies at ambient conditions [Cui14]. The
insusceptibility to higher temperatures and pump fluencies can be related to the
dark exciton state which is energetically located below the bright state, acting as
a profound reservoir. Moody et al. measure the exciton population dynamics via
TI-FWM. A fast decay of 210 fs, reflecting the intrinsic bright exciton population
dynamics, is followed by a slower decay that is assigned to the thermalised exciton
population with a corresponding decay constant of 17 ps [Moo15]. Inspecting the
CVD-grown monolayer WSe2 flake, a lifetime of τlife = 6.8 ± 0.5 ps at an exciton
density of about n = 1 · 1012 cm−2 is found. The significant difference with respect
to the exfoliated samples can be related to the poorer sample quality owed to the
CVD growth process. The defect states and impurities that are incorporated in
CVD-grown monolayers provide additional relaxation channels, causing a quicker
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decay of the carrier population [Cai18]. This effect also appears in PL and in the
RC data, exhibiting a comparably broad linewidth and weak optical activity.
Moving on towards multilayer WSe2, a lifetime of τlife = 95 ±1 ps is found. The
five times longer decay time with respect to the monolayer of the same material
can be ascribed to the lowering of the Σ valley in the CB which is favourable for
the electrons to relax into. Accordingly, the resulting excitons are momentum-
dark and thus comparably long-lived while the excitons’ holes still prevail in the
K valley, bleaching the bright A1s transition. Unfortunately, the transient differ-
ential transmission has not been measured for multilayer MoSe2. This issue can
be overcome with values from literature. Kumar et al. report values of several
hundreds of picoseconds from their transient differential transmission (T = 300
K) [Kum14]. Their values are rather independent of the excitation density. In
general, the prolongation of the exciton lifetime in TMDC multilayers the can be
related to the lowering of the Σ valley, facilitating the formation of momentum-
indirect excitons. ’Time-resolved Photo Emission Spectroscopy’ (TR-ARPES) is
able to track the transfer of the excitons’ electrons in momentum space from K to
Σ, occurring within less than hundred femtoseconds in multilayer TMDCs [Bus19;
Don21]. The results from TR-ARPES manifest the complexity of the exciton dy-
namics in TMDCs. The excitons’ electrons exhibit much faster dynamics than
the one found in the beforehand transient differential transmission measurements.
However, TR-ARPES only reveals so-to-say the tip of the iceberg. Due to its rudi-
mental sensitivity and spectral resolution, ARPES can solely map the dynamics
of the unthermalised exciton population directly after its generation which is also
responsible for the sharp and prominent signals at ∆t = 0 in the here presented
transient differential transmission measurements. The rather general question
poses whether the pump-probe responses for longer times principally reflect the
dynamics of the bright K - K excitons, relaxing back towards the light cone or,
mostly monitor the holes of the momentum indirect Σ - K excitons which also
are blocking the K - K transition. At this point, no conclusive statement can be
given.
In summary, the here found lifetimes are in good accordance with reports from
literature on population dynamics investigated by pump-probe techniques. Fur-
thermore, the knowledge about the exciton lifetimes, pumping and probing the K
- K transition, serves as a valuable information to disentangle valley- and popula-
tion dynamics at the K valleys as it is discussed in the next section.
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Figure 4.2: TRFE measurements on single- and multilayer MoSe2 and
WSe2. All samples have been excited at the according A1s exciton resonance, kept
at a temperature of 4 K. (a) TRFE on single-layer WSe2. The sharp peak directly
after excitation reveals direct radiative recombination of the bright excitons. The
subsequent valley relaxation is much slower. The small peak at 12 ps stems from
a reflex of one of the pulses. (b) TRFE on monolayer MoSe2. Valley relaxation
appears to be much faster than on WSe2 since there is no dark state that can
act as a reservoir, feeding the bright state. Moreover, the very small energy
splitting of the bright and dark excitons renders an additional scattering channel
to the immanent long-range electron-hole interaction. (c) TRFE on multilayer
WSe2. Interestingly, it takes some picoseconds to form a valley polarisation. The
following decay process occurs much faster than in the monolayer case. (d) TRFE
on multilayer MoSe2. Here, the valley relaxation process slows down compared to
the single layer. Similar to bulk MoSe2, a kind of build-up process is visible.
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Time-resolved Faraday ellipticity can give access to the dynamics of a valley
polarisation in TMDCs, or in other words, to the temporal evolution of the valley
pseudospin.
The discussion is started by the presentation of TRFE measurements on single-
and multilayer WSe2 and MoSe2 which are plotted in figure 4.2. The laser energy
has been tuned to the specific A1s exciton resonances of the regarded sample.
According to the circular polarisation of the pump pulse, the valley polarisation
of the K+ or of the K− valley is analysed. Without any applied external fields,
both K valleys are degenerate. Consequently, the traces for σ+ and σ− polarised
excitation are expected to be identical except for the sign. The generated exciton
densities are all below 2 · 1012 cm−2 (per layer in the multilayer samples) and thus
well below the Mott density as discussed in chapter 3.2.1. Omitting the signal
within the first few hundred picoseconds where direct radiative decay of excitons,
as well as interference effects and non-linearities take place, the data is analysed
by fitting mono-exponential decay functions for both polarisations.
For monolayer WSe2, decay constants of τTRFE = 6.6 ± 0.5 ps and τTRFE = 6.9
± 0.5 ps for σ+ and σ− polarisation are found which is in very good agreement
with the reported valley relaxation time of 6 ps, measured via TRKR on a bare
WSe2 monolayer on a SiO2 substrate by Zhu et al. [Zhu14] (reprinted in figure
4.3(a)). Besides, the impact of temperature is nicely shown in this graph.
For monolayer MoSe2, a valley relaxation time of τTRFE = 200 fs is found for both
polarisations (cf. figure 4.2(b)). This result is relatively short compared to other
publications. Previous work in our own group revealed valley relaxation times of
about 750 fs for bare monolayer MoSe2 on sapphire investigated in the same setup
as the below presented results [Hir20]. Schwemmer et. al have found a significant
dependence of the intrinsic doping level of the valley relaxation times in monolayer
MoSe2, reporting decay times between 1 and 2 ps. Doping, i.e. resident carriers,
causes a long-lived component in the TRFE signal but also affects the faster de-
cay process that is attributed to the excitons’ valley relaxation [Sch17]. Recently,
Rojas-Lopez et al. published values of 2 ps for the valley relaxation time in mono-
layer MoSe2, obtained from TRKR measurements [Roj23]. The reasons for these
strong variation may arise from the particular thickness of the encapsulating hBN
layers which can alter the radiative lifetime up to 10 ps [Fan19]. The much faster
valley relaxation in MoSe2 monolayer compared to monolayer WSe2 is reminiscent
of a close to zero valley polarisation, measured in cw-polarised photoluminescence
on this material [Tor18]. All in all, it can be stated that for MoSe2, the valley
relaxation depends strongly on external factors. Furthermore, the polarisation of
the background carriers may lead to a long-living spin polarisation prevailing up
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Figure 4.3: Publications of time-resolved Kerr measurements on single-
and multilayer TMDCs. (a) TRKR measurements from single-layer WSe2 on
bare SiO/SiO2 at an injected exciton density of 1 · 1012 cm−2 for different temper-
atures. (b) Corresponding valley dephasing rates from (a) modelled by Coulomb
exchange interaction, including scattering on a short-range potential with pre-
sumed scattering rates τ . The plots in (a) and (b) are reprinted from [Zhu14]. (c)
TRKR of bulk WSe2 (black) and bulk MoSe2 (grey) at 4 K. Both samples consist
of approximately 100 layers. Although no explicit numbers are given, the esti-
mated valley relaxation times apparently amount to a few picoseconds concerning
the fast initial decay. Figure adapted from [Gui18].

to a few nanoseconds.
Turning towards the multilayer samples, rather similar dynamics for both ma-
terials can be found. For multilayer WSe2 (cf. figure 4.2(c)), valley relaxation
significantly speeds up, exhibiting decay constants of τTRFE = 1.6 ± 0.5 ps and
τTRFE = 1.9 ± 0.5 ps for σ+ and σ− polarisation. The obtained valley relaxation
times are in good accordance with the findings of Guimaraes et al., performing
TRKR on bulk WSe2 and MoSe2 [Gui18]. Although no explicit numbers are given
in the publication, similar relaxation times for both of less than 5 ps can be read
out from the graph (cf. figure 4.3(b)).
Interestingly, valley relaxation slows down for multilayer MoSe2 with decay times
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of 1.8 ± 0.5 ps for both polarisations. The key to disentangle the underlying prin-
ciples for the differences in lifetime and valley relaxation times hides within the
valley structure of the regarded material systems. First, it has to be noted that
monolayer MoSe2 is the only material where the lowest energy exciton state is
bright. Moreover, the spin-dark exciton state ranges only 1.5 meV higher [Lu20].
Due to the small energy separation and the coupling of the dark and bright ex-
citon branches next to their degeneracy points, a fraction of dark excitons within
the same valley can evolve during thermalisation [Yan20]. In contrast, the spin-
forbidden exciton in monolayer WSe2 is about 40 meV lower in energy than the
bright exciton [Zha17; He20]. For both materials, the CB level of the Σ valley is
about equal to the level of the K valleys [Ram12; Hsu17; Mad20]. Accordingly,
exciton-phonon interaction occurs. As discussed in chapter 2.2.2, phonons mediate
an electron transfer from K to Σ [Hos15; Cho17; Raj18; Wal21]. For homobilayers
of both materials, the band gap becomes indirect because Σ is lower in energy
than K [Zen13; Ter14; Yeh15] and the exciton-phonon scattering is strongly en-
hanced [Raj18; Hel21]. Nonetheless, the optical transition occurs still from K to
K. TR-ARPES experiments, as discussed the section before, monitor an ultrafast
electron transfer from K to Σ [Bus19; Don21]. Meanwhile, the holes remain in K
as the phonon coupling to the states at Γ, which is shifted upwards in energies for
multilayers, is very small [Mad20].
With this considerations, the results from transient differential transmission and

TRFE can be put in a reasonable context. Schematically, this is sketched in figure
4.4. Please note that in this figure, the relaxation processes for each regarded ma-
terial system are displayed for only one specific spin orientation. As time-reversal
symmetry dictates, the dispersion of excitons with opposite spin configuration is
degenerate under simultaneous exchange of K+ and K− and therefore equally valid
for reversed indices. Moreover, K′ is used to name the opposite valley, regardless
of its specific valley index.
In monolayer WSe2, the excitons’ electrons can be transferred under the emission
of phonons to Σ or K′ since those are spin-allowed and energetically favourable. In
addition, the spin-forbidden exciton state in the same valley is populated. Ther-
malisation therefore causes multiple dark exciton states with the hole left in the
genuine K valley. Due to their dark character, the excitons are comparably long-
lived. The residual hole at the pumped K valley bleaches the investigated bright
excitonic transition. The entire process is visualised in figure 4.4(a).
For monolayer MoSe2, the dynamics are very different. The spin-conserved state
in K′ is higher in energy and thus not accessible under phonon emission. A direct
transfer from K to Σ is rather improbable due to the large spin splitting with
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Figure 4.4: Valley relaxation dynamics explained within a schematic
valley landscape for mono- and multilayer MoSe2 and WSe2. In all cases,
the optical excitation of the K+ valley has been chosen to keep the consideration
most simple. The small vertical arrows denote the spin character of the respective
band. Due to the large spin splitting in the VB, the hole states can be assumed to
remain in the genuine K valley. (a) In single-layer WSe2, thermalisation facilitates
the formation of spin-dark excitons, as well as the creation of a momentum-dark
exciton population with electrons residing in Σ and K′, mediated by the emission of
phonons. (b) In monolayer MoSe2, the exciton state lowest in energy is bright. The
relaxation to the opposite valley is strongly quenched since this process requires
additional energy or a spin flip. Moreover, the transfer to Σ is not spin-conserving
and therefore very small. The only relaxation mechanism is the Rashba-type
coupling between bright and dark excitons within the same K valley [Yan20].
The dark excitons can be transferred Σ. Thus, the dynamics are dominantly
governed by the bright exciton state, giving rise to faster dynamics than in the
other considered systems. (c),(d) In multilayer systems, the Σ valley provides
the overall lowest energy state for the electrons. Consequently, the dynamics in
multilayers are determined by the momentum-indirect Σ valley excitons and thus
exhibit a very similar temporal evolution.

reverse ordering. However, a finite population in the upper band owed to the
Rashba-type coupling of the bright and dark exciton branch [Yan20] may be cre-
ated which subsequently can also form Σ - K excitons. Consequently, no significant
dark exciton population that impacts the dynamics of the bright K - K transition
can form (cf. figure 4.4(b)). Thus, the injected valley polarisation diminishes fast
and efficiently due to long-range electron-hole exchange interaction. Within this
picture, the much faster valley relaxation in monolayer MoSe2 compared to WSe2
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monolayer can be explained.
In the multilayer systems, the Σ valley is by far the lowest valley in the CB, act-
ing as the prevalent sink for the excitons’ electrons. For both considered bulk
materials, the formation of momentum-indirect excitons is predominant. The ex-
plicit fine structure of the CBs does not play an important role any more. As a
consequence, very similar temporal dynamics can be expected (cf. figure 4.4(c)
and (d)) which can also be observed in our measurements. Besides, kind of a
build-up process is visible in the TRFE time trace of bulk WSe2 and likewise for
bulk MoSe2. The underlying mechanism for this is unclear. It might be related
to thermalising excitons, relaxing back into the light cone, filling the empty states
left over after direct radiative recombination.
Finally, the question remains why the valley dynamics in multilayer WSe2 are
faster than in the single layers. A possible explanation may be that the popula-
tion of K - Σ exciton states has less impact on the pump-probe response of the
bright transition than the excitons in K- K′. At first, this seems unintuitive in the
electronic picture as both exciton species possess a hole residing at K. However,
from the exciton picture, it appears more reasonable that the K - Σ exciton states
have fewer impact on the K - K transition since they are energetically more apart.
Conclusively, it is found that the interaction of multiple layers cause a significant
impact on the valley relaxation dynamics compared to a single layer, altering the
relaxation times up to one order of magnitude. The different relaxation times of
mono- and multilayer as Mo- or W-based TMDCs are set into a comprehensive
framework by considering the valley- and exciton fine structures, as well as the
layer-dependent lowering of the Σ valley.

4.2.1 Valley dynamics of monolayer TMDCs in magnetic fields

As a next step, the original approach of Michael Faraday is followed, inves-
tigating the influence of magnetic fields on the polarisation of the light passing
through a particular material. In out-of-plane orientation of the magnetic field,
the TMDCs’ K valleys shift with respect to their valley index, thus breaking the
energy degeneracy. For single-layer MoSe2 and WSe2, the effective excitonic g fac-
tor is about g⊥ ≈ -4, translating to a valley splitting of approximately 0.2 meV/T
[Li14]. In parallel orientation of the magnetic field with respect to the mono-
layer plane, theory as well as experiments evidence a g factor of g|| ∼ 0 [Zha17;
Kat20]. Yet an enhanced coupling of the bright and spin-dark excitonic states
emerges [Zha17; Rob17]. Accordingly, the valley polarisation dynamics in mono-
layer TMDCs are expected to be altered in the presence of out-of-plane magnetic
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Figure 4.5: TRFE on single-layer WSe2 and MoSe2 in the presence of
magnetic fields. (a) TRFE on WSe2 exposed to in-plane magnetic fields. No
systematic magnetic field dependence can be observed. The differences arise from
the individual realignment which is needed when the magnetic field is altered. (b)
TRFE on WSe2 in out-of-plane magnetic fields. After thermalisation (∆t > 1
ps), the TRFE amplitude increases systematically with B. This behaviour can be
related to the valley Zeeman splitting, rendering one of the valleys energetically
favourable. Besides, the slopes of the TRFE traces softly decrease with increas-
ing magnetic fields which probably is owed to a reduction of the electron-hole
long-range exchange interaction that is the main driving process for valley depo-
larisation. (c) TRFE on MoSe2 exposed to in-plane magnetic fields. The comment
of (a) holds equally for MoSe2. (d) TRFE at applied out-of-plane magnetic fields
measured on MoSe2. In principle, a similar behaviour as for WSe2 is perceivable,
following the same mechanisms as stated in (b).

fields, while no significant change for in-plane magnetic fields should be record-
able.
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Figure 4.5 presents TRFE measurement on single-layer WSe2 and MoSe2 for in-
and out-of-plane magnetic fields up to 9 T. For each step of the magnetic field,
the sample position and the focus had to be readjusted. As a result, the absolute
amplitudes vary slightly and have to be interpreted with care. The data is not
normalised in order to preserve all information about the original intensity. Ex-
ponential fitting either way captures the decay dynamics properly. Plots 4.5(a)
and (c) show data sets of TRFE on monolayer WSe2 and MoSe2 exposed to in-
plane magnetic fields. Apparently, the shape of the TRFE traces for different
field strengths does only vary within the error margin. No systematic change
is perceivable. For MoSe2, only the data for 0 T and 9 T have been recorded
to verify this. In contrast, the impact of out-of-plane magnetic fields becomes
visible in TRFE. Starting with monolayer WSe2 (cf. figure 4.5(b)), it is most
notable, that the amplitudes of the valley polarisation change. While direct ra-
diative recombination stays basically unchanged, the TRFE amplitude at ∆t >

1 ps increases consistently with rising magnetic fields. For longer times (∆t >
10 ps), the TRFE traces converge to a non-zero value regardless of the initial
pump polarisation, indicating a long-lived valley polarisation component. Similar
systematics are perceivable for single-layer MoSe2 (shown in figure 4.5(d)) even
though these appear to be less consistent. The less systematic evolution of the
data may be caused by the comparably small energy separation of the bright and
dark exciton states in MoSe2. Changing the polarity of the magnetic field, leads
to the same results but with a change in the sign ot the TRFE signals which is
equivalent to an exchange of valley indices (data not shown).
For a quantitative comparison, all data sets have been fitted with a single-exponential
decay function. The obtained decay constants are presented in figure 4.6. The
unchanged decay times evidence that the valley dynamics are not impacted by
in-plane magnetic fields. For out-of-plane orientation of the magnetic field, decay
times are slightly increasing. However, the increase of the valley relaxation time
turns out to be less pronounced as the TRFE traces in figure 4.5 might suggest.
For WSe2, a distinguishable difference in the valley relaxation times for σ+ and σ−

pump polarisation is found (cf. figure 4.6(a)). Alike, the findings in MoSe2 show
a faint increase of the relaxation times (cf. figure 4.6(b)) even though, no explicit
polarisation dependence is visible. Note that the impact of the diamagnetic shift,
causing a total shift of the regarded transitions (∝ B2), plays a negligible role
because the shift counts about 1 meV for less than 10 T [Kat20] in contrast to the
laser pulses widths’ of about 25 meV (FWHM).
For the interpretation of the valley dynamics, the interplay of long-range Coulomb
interaction and the valley Zeeman splitting is considered. As discussed in chap-
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Figure 4.6: Magnetic field dependence of the valley relaxations times
of monolayer WSe2 and MoSe2. The data is obtained from mono-exponential
fitting of the TRFE traced presented in figure 4.2. For in-plane magnetic fields,
the valley relaxation times are barely affected, reflecting an effective g factor of
g = 0. (a) For monolayer WSe2, out-of-plane magnetic fields give rise to an
increase of the valley relaxation times which can be linked to the valley Zeeman
splitting, lowering the energy of K+ compared to K− and therefore improving the
according valley lifetime. (b) In monolayer MoSe2, no obvious dependence on the
pump polarisation can be observed. Overall, a soft prolongation of the relaxation
times can be perceived.

ter 2.2.2, LRX has been proclaimed to be the main process for valley relaxation
[Gla14; Yu14; Zhu14; Hao16b]. It is viable to assume a maximal efficiency of
LRX when K and K′ are degenerate since the virtual process of an exciton re-
combining in one valley and being created simultaneously in the opposite valley
requests equal energy levels of both states. Accordingly, LXR can be expected
to be less efficient for non-degenerate valleys, leading to a general increase of the
valley relaxation times. The remarkable increase of the valley relaxation times
with rising magnetic fields for σ+ pump polarisation can be related to the valley
Zeeman shift, hampering the excitons in the down-shifted valley to be transferred
to the energetically up-shifted valley. The absence of the polarisation dependence
on the valley relaxation in monolayer MoSe2 may originate from the small energy
separation of the bright and dark excitons as well as the coupling between both
[Yan20].
The cause for the non-zero TRFE signal for longer delay times (∆t > 10 ps) at
higher magnetic fields can be ascribed to spin-polarised resident carriers which
accumulate in the energetically lowered valley [Gla12; Hsu15; Dal15; Sch17]. It
should be emphasised that this is strongly dependent on the individual sample,

67



Chapter 4 Results and discussion

i.e. on the intrinsic doping by impurities and defects.
In general, it has not been easy to reproduce the valley relaxation times, as well
as the shift of the valley polarisation at longer delay times. Several Master and
Bachelor thesis have aimed to explore the systematics of this shift [Hir20; Fel22;
Buc23]. The measurements are subjected to unavoidable variations of the sample
position, focus and polarisation which is owed to the realignment of the setup for
every magnetic field step. Consequently, it has been attempted to overcome these
inconveniences in the data analysis. Normalisation of the data for the maximum
amplitude as well as for thermalised population at around ∆t = 1 ps has not been
useful to overcome this issues.
In conclusion, the fingerprints of the valley Zeeman shift manifest in the spin/val-
ley relaxation dynamics by a larger valley polarisation in the energetically lowered
valley and also in a soft prolongation of the valley relaxation times. This effect
can be explained by the interplay of valley Zeeman splitting and LRX. The cause
for the long-lived TRFE signals at higher magnetic fields can be related to an
accumulation of spin-polarised resident carriers.

4.2.2 Valley dynamics of CVD-grown monolayer WSe2

In our experimental setup for the pump-probe experiments, it has been hardly
feasible to investigate CVD-grown TMDC samples so far. The two reasons for
that are the reduced optical quality of the CVD-grown samples and much more
demanding, the size of the sample, covering the large laser focus of 50 microns.
Antony George from the Turchanin group of the University of Jena accomplished
to grow single-layer WSe2 flakes with a lateral size up to 50 µm which he kindly
provided to us. Along with the hot-pick-up method [Pur18] that allows to improve
the sample quality by removing the flake from the growth substrate and interca-
lating it in smooth hBN protection layers, this enables investigations in the split
coil cryostat.
The Faraday measurements conducted on the CVD-grown sample reveal an ap-
proximately five times weaker signal with a lot of noise imprinted, but the data
is still reliable enough to be evaluated with mono-exponential fits. In figure 4.7,
data sets for out-of-plane magnetic fields and the respective valley relaxation times
are depicted. It must be mentioned that it was not possible to adjust the setup
properly for σ+ polarised pump pulse excitation. Therefore, only results with σ−

polarised excitation are discussed here. The valley relaxation times are found to
be half as long as for the exfoliated sample. As intuition predicts, carrier lifetimes,
as well as the valley dynamics are expected to be shorter for a sample with a less
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Figure 4.7: Comparison of the valley dynamics in CVD-grown and ex-
foliated single-layer WSe2. (a) TRFE traces at out-of-plane magnetic fields
up to 8 T for σ− polarised excitation in CVD-grown single-layer WSe2. (b) Valley
relaxation times obtained by fitting the TRFE curves with a mono-exponential fit.
Valley relaxation appears to be twice as fast in the CVD-grown sample compared
to the exfoliated monolayer. The difference in valley relaxation can be traced back
to the strongly reduced exciton lifetime in the CVD sample.

perfect crystal structure. However, the question poses whether the crystal imper-
fections cause exclusive population decay or also a pure dephasing of the valley
pseudospin, i.e. valley relaxation without loss of population which is denoted by
τvalley. In order to separate both effects, Matthiesen’s rule is applied. Accordingly,
the extracted lifetime of τlife = 6.8 ps from the transient differential transmission
measurements (presented figure 4.1 (c)) and the relaxation time of τTRFE = 4.2
ps from TRFE are evaluated:

1

τvalley
=

1

τTRFE

− 1

τlife
(4.1)

As a result, a value of τvalley = 10.6 ± 1 ps is obtained. This perfectly coincides
with the value of τvalley = 10.6 ± 1 ps that is retrieved by the same approach on
exfoliated WSe2. The unperturbed valley dephasing time underpins the resilience
of the valley pseudospin in less perfect TMCD crystals, showing that the valley
dynamics are exceptionally robust and independent of the sample quality and
also persist in CVD-grown samples. This remarkable finding affirms the potential
application of industrially fabricated devices for spin-/valleytronics.
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4.2.3 Ultrafast pseudospin quantum beats in multilayer WSe2
and MoSe2

The results, presented in this section have partially been published in our pa-
per about ’Ultrafast pseudospin quantum beats in multilayer WSe2 and MoSe2’
[Rai22].
In the section before, it has been shown that in-plane magnetic fields do not impact
the valley dynamics of monolayer MoSe2 and WSe2. The TRFE experiments con-
ducted on the respective multilayer samples reveal a strikingly different behaviour.
To start the discussion, an exemplary TRFE measurements on bulk WSe2 exposed
to in- and out-of-plane magnetic fields of 0 T and 6 T is presented in figure 4.8.
The excitation energy has been tuned to the resonance of the A1s exciton tran-
sition that has been determined from the white-light reflectance measurements
(cf. section 3.1.4). For out-of-plane orientation, the dynamics of the TRFE signal
are similar to the one of monolayer WSe2. The enhanced TRFE signal at B = 6
T compared to B = 0 T can be related to the valley Zeeman shift, augmenting
the exciton density in the energetically lowered valley, as discussed elaborately
in the section before. In stark contrast, very pronounced oscillations appear on
the TRFE signal in the presence of in-plane magnetic fields. This phenomenon
can be likewise found for MoSe2 as well as for both circular polarisations of the
pump pulse. In order to investigate the origin of the oscillatory behaviour, a series
of TRFE measurements for different excitation energies at a fixed in-plane mag-
netic field of B = 6 T has been conducted on multilayer WSe2 and MoSe2, which
are presented in figure 4.9(a) and (c), respectively. Effectively, the laser energy
has been scanned over the spectral window where excitonic transitions have been
found in reflectance which is presented in the upper part of figures 4.9(b) and (d),
indicating also the peak positions obtained from the transfer-matrix approach.
For simplicity, only σ+ polarised measurements are shown in the following. For
both materials, oscillations appear in the TRFE signal when the laser energy is
in resonance with the A1s and the A2s exciton transitions. The amplitude of the
second oscillation cycle is evaluated and plotted against the central laser energy.
For WSe2, the found values can very accurately be described by a fit of two Gaus-
sians (cf. figure 4.9(b)), which nicely resemble the relative strength in absorption
obtained from the transfer-matrix modelling of the reflectance (not shown). The
larger width of the resonances compared to the one obtained from the transfer-
matrix modelling is owed to the spectral width of the laser pulse (25 meV). More
precisely, the evaluated data features a convolution of the excitonic transitions
and the laser pulse. It has to be mentioned that the A1s resonance position is
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Figure 4.8: TRFE on multilayer WSe2 exposed to in- and out-of-plane
magnetic fields. The sample is resonantly excited on the A1s exciton transition.
(a) For out-of-plane orientation, an increase of the valley polarisation for B =
6 T compared to B = 0 T can be observed. (b) For parallel orientation, the
TRFE signal exhibits strong temporal oscillations, setting in after ∆t > 1 ps.
The amplitude of the oscillation diminishes on the same time scale as the TRFE
signal at B = 0 T.

shifted by about 16 meV to lower energies in comparison to the peak position
from the transfer matrix model. This may be attributed to bandgap renormalisa-
tion effects [Ste17] and/or a temperature increase under pulsed excitation. The
measurements on multilayer MoSe2 reveal a precise agreement of the transitions
found in reflectance and the maximal oscillation amplitude in TRFE (cf. figure
4.9(d)).
Next, the influence of the magnetic field strength on the undulating TRFE signal
is examined. To do so, measurement series from 0 - 9 T under resonant excitation
of the A1s and A2s transitions, as determined from the before discussed energy
scans, have been conducted. The according TRFE data are presented in figure
4.10 and 4.11, exciting on the A1s and A2s exciton transitions, respectively. Ap-
parently, the modulation of the TRFE signal can be perceived for fields larger
than 2 T. With increasing strength of the magnetic field, the oscillations appear
more pronounced. Moreover, the oscillation frequency shortens at higher fields.
It turns out that the oscillation frequency scales linearly with the strength of the
magnetic field. Furthermore, the oscillation period of the MoSe2 multilayer is
slightly longer than for multilayer WSe2. The spikes, occurring at ∆t ∼ 6 ps and
9 ps, stem from reflexes of the excitation pulse on optical elements in the setup.
Before diving into the analysis, it is vital to comprehend the origin of the oscilla-
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Figure 4.9: Spectral dependence of the oscillations on the TRFE signal
of multilayer WSe2 and MoSe2 at an in-plane field of B = 6 T. The exci-
tation energy is scanned over the spectral window where the excitonic resonances
of WSe2 (a) and MoSe2 (c) are located. For certain energies, an oscillation appears
in the TRFE signal. (b), (d) By plotting the according amplitudes ∆ against the
central laser energy, one can clearly identify two resonances in both materials.
The reflectance spectra RC and the according peak positions, retrieved from the
transfer-matrix approach (blue arrows), are for comparison plotted in the upper
part of (b) and (d). For WSe2, the maximum oscillation amplitudes from TRFE
can be fitted with a double-Gaussian curve (solid black line, (b)). However, there
is a mismatch of 16 meV with respect to the values from reflectance. (d) For
MoSe2, the amplitude of the oscillations perfectly reproduce the peak positions of
the A1s and A2s excitons that have been found in reflectance.

72



4.2 Time-resolved Faraday ellipticity experiments

0 2 4 6 8 10

T
R

F
E

 (
ar

b
. 

u
.)

Time Dt (ps)
0 2 4 6 8 10

T
R

F
E

 (
ar

b
. 

u
.)

Time Dt (ps)

B|| (T)

0

1

2

3

4

5

6

7

8

9

Multilayer WSe2 , 14 layers,  T = 4 K Multilayer MoSe2, 84 layers, T = 4 K(a) (b)

~ 1/Dt ~ 1/Dt

Excitation at the A1s exciton Excitation at the A1s exciton

Figure 4.10: TRFE on multilayer WSe2 and MoSe2 exposed to in-plane
magnetic fields exciting resonantly on the A1s exciton transition. Strong
temporal oscillations appear whose frequencies increase linearly with the strength
of the magnetic field, which is implicated by the dashed lines, depicting a 1/∆t
function.

tions. In principle, the change of the sign of the TRFE signal can be interpreted
as a back and forth swapping of the overall valley polarisation from K to K′ (cf.
figure 4.12(a)). In other words, the excitons’ pseudospin is alternating between
τ ± 1. More elaborate, the electrons’ and holes’ spin orientation is principally
out-of-plane with respect to the layers which is also evidenced in the calculations
of our paper [Rai22], presented in table 2.1. The strong in-plane magnetic field
leads to a coupling of the states in K and K′ and thereby causes a softening of
the selection rules regarding spin [Zha17; Mol17]. This permits that the exci-
ton population coherently oscillates between the Zeeman-split exciton states with
opposite valley indices. A schematic representation thereof within the exciton
dispersion is shown in figure 4.12(c). Conceptually, the coherent oscillation of the
excitons’ pseudospin can be regarded as a Larmor precession of the excitons’ mag-
netic moment revolving around the external magnetic field vector as sketched in
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Figure 4.11: TRFE on multilayer WSe2 and MoSe2 exposed to in-plane
magnetic fields exciting resonantly on the A2s exciton transition. Anal-
ogously to the former graph, clear oscillations appear. However, the intensity of
the oscillation is less pronounced compared to those, excited at the A1s resonance.
The spikes, appearing at ∼ 6 ps and 9 ps, stem from reflexes of the excitation
pulse.

figure 4.12(b). The external magnetic field B⃗ exerts a torque M⃗ on the magnetic
moment µ⃗:

M⃗ = µ⃗× B⃗ = g · J⃗ × B⃗ (4.2)

Here, J⃗ denotes the total angular momentum which is composed of the excitons
spin S⃗ and the orbital angular momentum L⃗. The effective g factor g is composed
by contributions from orbital angular momentum and spin. The calculations reveal
that the major contribution to the in-plane g factor originates from an in-plane
spin component in the valence band that is only present in bulk materials (cf.
table 2.1). The precession frequency ωLarmor is given by the energy difference
of the two quantized states with τ = ±1. Correspondingly, ωLarmor extends to
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Figure 4.12: Underlying principle of the oscillations in TRFE that ap-
pear in multilayer TMDCs exposed to in-plane magnetic fields. (a)
Typical oscillations on WSe2 for B|| = 5 T. After σ+ excitation, the TRFE trace
starts to oscillate. The change of the sign of the TRFE signal indicates that the
overall valley polarisation is swapping back and forth from K+ to K− which im-
plies a coherent oscillation of the excitons’ pseudospins between τ = ±1. (b) The
oscillations can be regarded as a damped Larmor precession of the exciton’s total
magnetic moment µ⃗ around the external magnetic field B⃗. The Larmor frequency
scales with the g factor. TRFE monitors the z component of the precession with
the according values of τ = ±1. (c) Visualisation of the oscillating pseudospin
in the exciton dispersion. The exciton population oscillates between the Zeeman-
split A1s exciton states (or A2s, depending on the respective excitation energy)
with opposite valley indices.

300 - 400 GHz at B|| = 9 T, depending on the regarded material. According to
Larmor’s theorem, the precession frequency is independent of the angle between
the magnetic moment and the external field. A detailed investigation of the an-
gle dependency is given two sections ahead in 4.2.3. Note that the here presented
measurements exploit the polar Faraday effect which is exclusively sensitive to the
z component of the magnetisation [Stö06]. Besides, the envelope of the oscillat-
ing signal diminishes approximately with the same decay time τ as the excitonic
TRFE signal at B|| = 0 T. This corroborates the assumption that the oscillations
arise from a damped Larmor precession of the excitons’ magnetic moment. In
combination with the rather short time scales far apart from the nanosecond time
regime, it can be excluded that the oscillations stem from spin-polarised ensem-
bles of background charge carriers, as observed for localised electrons in MoS2
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and WS2 monolayers [Yan15a; Dey17; Hsu15]. Moreover, the independence of the
decay time of the TRFE signal from B|| indicates that g factor fluctuations do
not occur. Otherwise, a 1/B|| dependence of the decay time would be expected
[Yan15b; Zhu20].
Similar effects to the here discovered pseudospin quantum beats have been ob-
served in other semiconductor systems like electron spins in n-doped GaAs bulk
[Kik98], hole spins in GaAs quantum wells [Gra14], or localised background charge
carriers in MoS2 and WS2 [Yan15b], among many other examples.
In conclusion, the here found oscillations can be attributed to excitonic quantum
beats of the Zeeman-split exciton levels in K and K′, evidencing that for multilayer
TMDCs, the excitonic in-plane g factor is non-zero.

Determination of in-plane g factors for multilayer WSe2 and MoSe2.

The clear oscillations on the TRFE time traces allow for a very accurate deter-
mination of the oscillation period T . From the corresponding precession frequency
ωTRFE = ω+−ω−, the concomitant energy splitting ∆E between the exciton states
with opposite pseudospin τ = ±1 can be inferred by:

∆E = ℏ(ω+ − ω−) =
h

T
. (4.3)

Since ∆E = µB geff B describes the valley Zeeman shift, a precise determination
of the oscillation period is crucial to extract the effective in-plane g factors. An ex-
ponentially damped cosine function F (τ, T ) ∝ exp(∆t/τ) · cos(2π∆t/T ) appears
to be the most accurate modelling of the oscillating TRFE signal. An illustration
of a fitted TRFE time trace is presented in figure 4.15(a). For smooth mea-
surements with a very low noise level, the fits match the data excellently. This
approach has been applied to the TRFE data sets of WSe2 and MoSe2 that have
been acquired in steps of 1 Tesla. The retrieved frequencies are plotted against the
magnetic field as presented in figure 4.13. By applying a linear fit, the effective g
factor can be retrieved from the slope. Values of g|| = 3.1 ± 0.2 and 3.4 ± 0.2 are
found in bulk WSe2 for the A1s and the A2s excitons, respectively. Analogously,
values of g|| = 2.5 ± 0.2 and 2.6 ± 0.2 for the A1s and the A2s excitons in multi-
layer MoSe2 are obtained. It has to be remarked that from this approach, only the
magnitude of the g factor can be derived but not its sign. Furthermore, it turns
out that the g factors g|| of the A2s transitions are slightly larger than those of
the A1s excitons. Probably, this can be related to enhanced hybridisation effects.
The increased spatial expansion of the 2s excitons, i.e. the larger Bohr radius may
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Figure 4.13: Determination of effec-
tive in-plane exciton g factors for
bulk WSe2 and MoSe2. The oscil-
lation frequencies on the TRFE signals
have been extracted by an exponentially
damped cosine fit. They are plotted
against the in-plane magnetic field, ex-
citing the A1s or the A2s exciton tran-
sitions (hexagons and triangles, respec-
tively) in multilayer WSe2 (blue) and
MoSe2 (green). Exemplary error bars for
low and high fields are indicated. The
here denoted g factors (error margin of
±0.2) for the respective transitions are
obtained from the slope of the linear fits
(solid lines). Throughout, the found val-
ues for the g factor of the A2s exciton
transition appears to be larger than the
respective values found for the A1s tran-
sition which may be caused by enhanced
hybridisation effects.

account for a stronger involvement of hybridisation effects [Mer20].
In table 4.1, the effective in-plane g factors, determined in this work, are put
in context with established values for out-of-plane field orientation and are also
complemented by theoretically modelled numbers. The latter ones have been ob-
tained by calculations based on an ab-initio approach, realised by Paulo Faría
Junior. The framework of this model is discussed elaborately in chapter 2.1.3.
The modelling is able to reproduce the experimentally reported out-of-plane g
factors for the monolayers as well as for the multilayers. It has to be pointed
out that the here applied model delivers g|| = 0 for the monolayers. Both, spin
and orbital angular momenta contributions are zero from symmetry considerations
and verified numerically. For the multilayer samples, the same approach yields a
non-zero g||, attesting the experimental findings although the computed numbers
are smaller than the experimentally found values. The deviation between theory
and experiment may be located in the ansatz of the modelling. Even though
first-principles calculations take interlayer hybridisation of electronic bands into
account, the excitonic fine structure, i.e. the interplay of various types of excitons
(bright, dark, grey etc.) and the resulting correlations are not regarded. As the
oscillations arise form excitonic resonances, it is presumable that further hybridi-
sation adds to the computed g factors. The investigation of excitonic correlation
effects in multilayer TMDC structures turns to be rather complex and is on the
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Table 4.1: Calculated and experimentally found effective g factors.
Computed effective g factors at the K points of the investigated materials.
The values of g⊥ exp. give the range of published g factors for the respective
material systems. Paulo E. Faría Junior has conducted the calculations. The
experimental findings for g || have been determined in the scope of this work
and arevpublished in [Rai22].

Monol. WSe2 Multil. WSe2 Monol. MoSe2 Multil. MoSe2
g⊥ theor. -4.10 -2.89 -4.30 -1.84
g⊥ exp. -4.38. . . -1.57 a -3.4. . . -2.3 b -4.4. . . -3.8 c -2.7 d

|g||| theor. 0.00 0.80. . . 1.08 0.00 1.36. . . 1.60
|g||| exp. 0 ±3.1 ± 0.2 0 ±2.5 ± 0.2
a [Aiv15; Sri15; Wan15a; Aro19; Liu19; För20]
b [Mit15; Aro18; Aro19]
c [Li14; Mac15; Aro19; Rob20; Wan15a; Mit16; Gor19]
d [Aro18]

agenda of our theory collaborator Paulo Faría Junior.
The here reported values for g|| are close to the published numbers for g⊥ for
the respective multilayers which have been derived from magneto transmission or
reflectance measurements. For multilayer WSe2, Mitioglu et al. determine an in-
plane g factor of |g||| = 2.3 for the A1s exciton and |g⊥| = 2.8 for the A2s exciton
resonance [Mit15] (cf. figure 4.14(b)). Arora et al. report out-of-plane g factors
of g⊥ = 3.2 ± 0.2 and 3.3 ± 0.6 for the A1s and the A2s transitions in WSe2 and
g⊥ = 2.7 ± 0.13 for the A1s resonance in bulk MoSe2 [Aro18]. Reprints of these
graphs are presented in figure 4.14(a) and (c). In contrast to [Aro18], no exci-
tonic resonance has been discovered at energies above the A1s and A2s excitons
in multilayer MoSe2, i.e. in the spectral region, where an interlayer exciton has
been reported (cf. figure 4.14(c)). Furthermore, Arora et al. could experimentally
and theoretically monitor the layer number dependence of g⊥, starting from es-
tablished monolayer values towards multilayers with an infinite thickness [Aro19]
as presented in figure 4.14(d). Apparently, the value for g⊥ is converging for more
than four layers. In this work, g|| for WSe2 has been deduced from a sample
consisting of approximately 14 layers. Analogous measurements on a sample with
approximately 160 layers exhibit oscillation periods that range within the error
margin of the results measured on the first sample. Figure 4.15(a) shows an exem-
plary exponentially damped cosine fit of a TRFE trace measured on the thinner
multilayer sample (14 layers) at B|| = 9 T. Despite the good coincidence of the
data and the fit, the accuracy may be illusive due to the large number of fitting
parameters. For worse data quality, especially when reflexes of the laser pulses
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Figure 4.14: Reoprted out-of-plane exciton g factors g⊥ in bulk TMDCs.
(a) Effective g factors for the A1s and A2s exciton obtained from reflectance mea-
surements on a WSe2 multilayer consisting of approx 45 layers. Both exciton
transitions show valley Zeeman splittings of the same sign. Plot reprinted from
[Aro18]. (b) Magnetic field dependence of the A1s and A2s exciton transition in
bulk WSe2 from transmission experiments. The solid lines are fits, modelling the
diamagnetic (quadratic) shift at low magnetic fields followed by a linear Landau-
like behaviour at larger field strengths. Plot adapted from [Mit15]. (c) Valley
Zeeman splittings for the A1s exciton and the there observed interlayer exciton
(XIL) in analogy to (a). The sign of the Zeeman splitting is opposite for the two
types of excitons which is the main argument for the second to be an interlayer
exciton. The oscillations of the XIL are attributed to Faraday rotation artefacts.
Graph taken from [Aro18]. (d) Layer dependence of g⊥ considering the A1s tran-
sition in WSe2 and MoSe2. The lines display different theoretical models. Plot
reproduced from [Aro19].

cause a second excitation as it is perceivable at ∆t ∼ 9 ps, an impairment of the
fit accuracy occurs. Moreover, inspecting the oscillation plotted in figure 4.15(a)
very carefully, a slowing-down of the oscillation can be perceived. For time delays
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Figure 4.15: Evaluation of the time-dependent precession frequency.
(a) Fit by an exponentially damped cosine function. For a low-noise, the fit
describes the data precisely. The accuracy diminishes considerably at an higher
noise level. (b) Obtained frequency spectrum of a Fast Fourier transform analysis
(with removed offset). The peak at f ∼ 0.2 Hz resembles the beating frequency
which is also obtained by the exponential fit. The width of frequency spectrum
reveals a distribution instead of a sharp peak. (c) In thicker multilayer samples,
the decrease of oscillation frequency appears more pronounced. From 6 to 8 ps,
the oscillation period increases by a factor of 1.5 compared to the time interval
between 1 and 4 ps. (d) Transient differential transmission measurements reveal
a change in the dynamics, occurring on the same time interval. A fast and a slow
population decay is observable which differs by two orders of magnitude. After 4
ps, the fast decay has entirely settled. This corresponds to the moment when a
decrease of the beating frequency occurs.
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between 1 and 4 ps, the fit function undulates to slow while at 6 to 8 ps, the pe-
riod of the fit is shorter than that of the data. For thicker multilayer samples, this
effect becomes even more pronounced as plotted in figure 4.15(c). Here, one can
clearly observe a change of the oscillation periods at longer time delays. In order
to examine this change in frequency, a fast Fourier transform analysis has been ap-
plied to the TRFE data. The obtained frequency spectrum with removed offset is
presented in figure 4.15(b). A dominant peak at f ∼ 0.2 Hz resembles the beating
frequency. Yet the frequency distribution is rather broad, ranging from 0.2 to 0.4
Hz. Owed to low signal intensities at larger time delays that are close to the noise
level, the potential appearance of a smaller peak at lower frequencies is veiled by
the pronounced frequency spectrum at earlier delay times. Nonetheless, the recent
investigations of our Master student Jennifer Lehner evidence a prolongation of
the oscillation period at later delay times which appears to be more drastic for
thicker samples consisting of more than 100 layers. This finding appears to be
rather intricate as the decrease of frequency implies a time-dependent change of
the g factor. A density dependence of the g factor can be excluded as our Master
student Dennis Falter showed in his thesis [Fal22]. There is no significant change
in the oscillation period when attenuating the excitation power by almost two
orders of magnitude. Although there is no definite conclusion about the change
in the period, a link to the transient differential transmission measurements can
be found. The respective time trace (cf. figure 4.15.(d)) shows a fast and a slow
population decay of the exciton population. After the first 4 ps, the contribution
of the fast process has entirely vanished. Around this time delay, the prolongation
of the undulation period occurs. In reminiscence of the exciton dynamics found
time-resolved ARPES as discussed in section 4.1, it has been shown that the K-
K excitons, as well as the momentum-indirect K-Σ excitons diminish within the
first 5 ps. However, the sensitivity of TR-ARPES is pushed to the limit and is
most probably not able to keep track of the thermalised exciton population. The
persistence of the TRFE signal for longer times evidences a valley-polarised carrier
population. As the oscillations exhibit a strong resonance behaviour at the K -
K exciton transition (cf. figure 4.9), it is plausible that the oscillations reflect the
dynamics of carriers, residing at K. The existence of latter ones is evidenced by
the clearly observable and long-lived transient differential transmission (cf. fig-
ure 4.1(d)). Potential candidates are dark excitons, exhibiting comparably long
lifetimes [Rob17; Li19]. For an exciton, transferred to a spin- and/or momentum-
dark state, the hole remains at K due to the large spin-splitting in the VB and
thus impacts the pump-probe response of the K - K transition.
Based on this considerations, it appears plausible that the oscillation in the first
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time interval (1 - 4 ps) reflects the g factor of the K - K excitons while the slightly
slowed-down oscillation at later times (∆t > 5 ps) monitors the g factor of the
K - Σ excitons. In the latter case, only the g factor of the excitons’ holes is de-
tected, as the probe pulse is sensitive the K - K transition. This interpretation is
corroborated by the calculations of the g factor (cf. table 2.1), revealing that the
only contribution to the in-plane g factor arises from the hole spin. The difference
between the computed values and our experimental observations arises presum-
ably from excitonic hybridisation effects which are not included in the modelling.
In this context it appears to be reasonable that the larger g factor of g|| = 3.1 at
earlier times includes contributions from exciton hybridisation while the smaller
g factor at later times is assigned to the hole component exclusively.

Angle dependence of the pseudospin quantum beats

After the discovery of the pseudospin quantum beats in multilayer TMDCs and
the determination of the in-plane g factors, the question emerges whether the
effective g factor is isotropic, i.e. g|| = g⊥. For that reason, TRFE experiments
with tilted magnetic field have been conducted. To be more precise, the magnetic
field and the optical path are kept constant while the sample is rotated. The
strength of the magnetic field is set to B = 6 T since at this field strength, the
beating signatures can be observed very clearly but the alignment of the setup
is considerably easier than at the maximum field of 9 T which causes a break
down of the camera that is imaging the sample plane. The measurements are
performed in steps of 10◦ for both circular polarisations starting at a pure in-
plane configuration which corresponds to a tilting angle of Θ = 0◦. For angles
larger than 45◦, the split coil magnet is revolved to out-of-plane configuration
(corresponding to Θ = 90◦). Starting from this inclination, the sample is again
stepwise rotated back to 45◦. Thereby, it is possible to map every magnetic field
orientation from in-plane to out-of-plane. As for out-of-plane magnetic fields no
oscillations on the TRFE signal can be observed, there has to be a transition from
the plain decay at Θ = 90◦ to the oscillatory behaviour at Θ = 0◦. The analysis
of the oscillation periods turns out to be delicate. On the one hand, the beating
signature declines due to the underlying physics. On the other hand, the tilt of the
sample and the substrate with respect to the optical path causes additional stray
light and reflections that impair the noise level significantly. Furthermore, the
time-dependent variation of the oscillation frequency, as discussed in the section
before, impacts the accuracy of a damped cosine fit remarkably. Conveniently,
the oscillation period has been retrieved by analysing the zero-crossings of the
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derivative of the TRFE signals within half an oscillation cycle fixed to the time
delay interval between 2 and 4 ps. The found value have been doubled in order
to plot values for the full period. The thereby determined oscillation periods for
σ+ and for σ− excitation are plotted in figure 4.16. Beating signatures can be
found up to a tilting angle of 70◦. The size the error resembles the validity of the
determined values. Strong deviation within the different data sets between σ+

and σ− excitation are found without any systematics. On average, no remarkable
impact of the specific B field orientation on the oscillation frequency and so in
the g factors can be perceived. The observed behaviour follows more or less the
implications of a magnetic moment precessing around the external magnetic field
(cf. figure 4.12(b)). According to this model, the oscillation amplitude decreases
with A0 ∝ cos(Θ) whereas the period is independent of the tilt angle. As the here
found values for the in-plane g factors are very close to the reported out-of-plane g
factors, the angle-dependent measurements corroborate that the effective g factor
for multilayer TMDCs approaching the bulk limit is isotropic, i.e. g|| ≈ g⊥.
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Inter- or intralayer oscillations

Although the origin of the pseudospin quantum beats can certainly be ascribed
to excitonic transitions, it still remains elusive to figure out the specific fine struc-
ture of the excitonic transitions that are involved in the dynamics of the pseu-
dospin quantum beats. Based on the concept of spin-layer locking [Jon14; Gon13;
Raz17; Zha23] (cf. chapter 2.1.2), which states that the optical selection rules of
a monolayer are preserved for the individual layers of bulk TMDC, inter-, as well
as intralayer excitons are conceivable. The naturally favoured H-type stacking
arrangement of TMDC multilayers implies an alternation of the valley indices (cf.
figure 2.1(b)). Consequently, the K and K′ valleys of adjacent layers are located at
the same value in k space. In principle, this allows for an oscillation of the exciton
(as well as solely for one of its constituents) between adjacent layers with opposite
valley indices without the need of momentum transfer. The magnetically-induced
coupling of the opposite spin states by in-plane fields enables for the required spin
flip of this intrinsically spin-forbidden transition. Thus, it is plausible that the
excitons oscillate between adjacent layers, manifesting the pseudospin oscillations.
A phenomenological representation of the oscillating excitons can be seen in fig-
ure 4.17(a). The larger spatial extent of excitons in multilayer TMDCs and the
concomitant enhancement of hybridisation effects underpin this concept [Mer20;
Erk23; Tag23]. Up to now, the exciton fine structure, meaning the occurrence
of bright, grey, dark or interlayer excitons, as well as hybridisation among these
states is not well understood for bulk material. Accordingly, it cannot be ex-
cluded that there is a mechanism which enables for the oscillation between the
layer-inherent K valleys. Nonetheless, in this concept, it is unclear how the mo-
mentum transfer is mediated. Considering the results of the theory approach, the
main contribution to the in-plane g factor in multilayer TMDCs originates from
the holes (cf. table 2.1). Although in this ansatz, only the band structure, i.e.
separate electrons and holes, have been considered, these finding may indicate
that the hole states contribute stronger to hybridisation effects.
There are only few reports that shed light on the exciton composition in multilayer
TMDCs. The theoretical considerations of Gong et al. propose a model which as-
cribes the oscillating motion exclusively to the holes of the excitonic complexes in
bilayer TMDCs that are subjected to magnetic and electric fields [Gon13]. They
predict comparably small probabilities for spin- and valley flips which corrobo-
rates the interlayer oscillation hypothesis.
Zhang et al. propose a super lattice band structure with respect to the spin charac-
ters of the bands in order to explain voltage-dependent reflectance measurements
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Figure 4.17: Schematic representation of potential inter- an intralayer
oscillations in an H-type bilayer TMDC. The natural H-type stacking order
in bulk TMDCs translates to a rotation by 180◦ in k space between the adjacent
layers. For simplicity, only the bands involved in the bright transitions are de-
picted. Due to the non-zero in-plane g factor, a valley Zeeman splitting occurs.
The dotted lines represent the energy level of the bands for B = 0 T. Spin states
with opposite valley indices are coupled by the in-plane magnetic field which is
indicated by the black tilted arrows. (a) Scenario of interlayer oscillations. The
alternating valley structure between neighbouring layers in principle fulfils mo-
mentum conservation for excitons, hopping between the layers. (b) Alternatively,
intralayer oscillations may be responsible for the change of valley index. Due to
lacking knowledge on the exciton fine structure in multilayer TMDCs, this cannot
be excluded. In addition, it is not clear how momentum conservation is fulfilled
in this scenario.

on H-type multilayer WSe2 [Zha23]. They promote the concept of dipolar excitons
that form between odd or even layers. Their calculations model the hybridisation
of the dipolar excitons with intralayer excitons when they are tuned towards res-
onance by applying perpendicular electric fields. Schematically, the proposal of
dipolar excitons is displayed in figure 4.18(a). In a similar manner, Feng et al.
performed voltage-dependent reflectance measurements on bi- and trilayer MoSe2.
They ascribe the transitions higher in energy than the neutral exciton to dipo-
lar excitons that span over three layers [Fen22]. These findings are presented in
figure 4.18(c), (d). Moreover, they determine the voltage dependent out-of-plane
g factor for the dipolar exciton, revealing remarkably varying values for different
voltage regimes. At charge neutrality, they measure a g factor of g⊥ = -4.9 which
surpasses our found value of |g||| = 2.6 for the A2s transition. Even though, a loose
agreement of their RC spectrum with ours might be found (cf. figure 3.3(b)), con-
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(a) (b)

(c) (d)

Figure 4.18: Proposed hybridisation effects of excitons in multilayer
TMDCs. (a) A spin-valley-dependent superlattice structure concerning the
spin character of the bands forms, hosting dipolar excitons (blue and red ellipses)
that reside in odd or even layers. (b) Hybridisation of the dipolar excitons with
bright intralayer excitons, originating from carrier hopping between layers 1 and 3.
Graphs (a) and (b) are reprinted from [Zha23]. (c) Voltage-dependent reflectance
spectrum of trilayer MoSe2 (H-type). The features are ascribed to hybridised
excitons which are schematically shown in (d) similar to the concept proposed in
(a). Here, the exciton hybridisation is assigned to spin-conserving interlayer hole
tunnelling between L1 and L3. The dipolar character allows for manipulation by
applying electric fields. Figures (c) and (d) are reproduced from [Fen22].

sidering that our sample has a different intrinsic doping level and consists of much
more layers, the twice as large g factor clearly indicates that the transition which
we identify as the A2s does not correspond to the dipolar excitons proposed by
Feng et al.
Slobodeniuk et al. have examined trilayer MoS2 and propose likewise that elec-
tron an hole can reside in different layers [Slo19]. In analogy to the afore cited
publications, they promote the idea of interlayer excitons that live either in ’odd’
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or ’even’ layers that may also hybridise with intralayer excitons.
Besides, there are also reports on H-type MoSe2 homobilayers, suggesting hy-
bridised interlayer excitons involving the B exciton by Feng et al. [Fen22], as well
as by Sponfeldner et al. for MoS2 [Spo22]. Contrarily, in the here presented work,
we have not been able to observe any oscillation signature in the TRFE data of
encapsulated WSe2 homobilayers (not shown).

Summarising the topic of pseudospin quantum beats, we have found prominent
and robust oscillation signatures of the TRFE signal for H-type multilayer TMDCs
that are exposed to in-plane magnetic fields. The oscillations can be attributed to
a quantum beating between the excitonic states with opposite valley index. From
the beating frequency, which scales linearly with the strength of the magnetic field,
the effective excitonic g factors can be deduced with a very high accuracy without
the need of high-magnetic field facilities. The revelation of a non-zero in-plane g
factor in bulk TMDCS constitutes a substantial discovery since monolayers them-
selves posses an in-plane g factor of zero which leads to the intuitive assumption
to be the same for multilayers. Moreover, it is shown that the excitonic g factor
is isotropic, i.e. g⊥ = g||. From the results of reflectance measurements along
with the slightly larger g factors found for the higher-lying second oscillators, the
involved excitonic transitions can undoubtedly be assigned to the A1s and the A2s

exciton transition. Still, the microscopic understanding of the process that allows
for a change of the valley index is not complete. Moreover, the hybridisation
of exciton states plays an important role in this account. The susceptibility to
magnetic and electric fields of this excitonic states may open the door for a full
magneto-electrical control of the valley pseudospin. A promising step towards this
vision may figure the investigation of electrically gated samples which is an ongo-
ing project of my successor Anna Weindel and our master student Jennifer Lehner.
Apart from that, our theory collaborator Paulo Faría Junior from the Fabian group
with support of the group of Sivan Refaely-Abramson from the Weizmann Insti-
tute in Israel has started to model the exciton fine structure in multilayer TMDCs
that goes far beyond the here applied approach. This achievement may elucidate
the microscopic process and improve the precision of the modelling of exciton g
factors in bulk TMDCs.
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4.3 Time-integrated degenerate four-wave mixing

The project of four-wave mixing has been the lure that brought me to this
science group as it has been the initial proposal for my master thesis in 2018.
The idea of investigating excitonic quasi particles by means of non-linear optics
seemed very appealing to me, since these two topics for its own are already very
fascinating. From a more scientific point of view, the investigation of exciton
dynamics by FWM delivers the very fundamental and unambiguous time constants
T1 and T2, as discussed in the second chapter 2.2.2.
Owed to the complexity of the experimental technique and also the difficulty of
data analysis, the here presented are challenging to interpret. The first part of this
section focusses on the exploration of the FWM response of monolayer MoSe2 and
mono- and multilayer WSe2 exposed to external magnetic fields. Furthermore,
FWM experiments with different polarisation sequences have been conducted in
order to investigate the coherent interaction of different exciton species, as well as
the influence of multiple particle correlations.

4.3.1 TI-FWM on MoSe2 and WSe2

This section begins with the discussion of an exemplary degenerate TI-FWM
measurement. Figure 4.19(a) schematically depicts the measurement technique of
two-beam TI-FWM. As discussed in the method section 3.2.3, an FWM signal can
be generated also with two temporally delayed pulses. Moreover, the two pulses
stem from the same laser and are therefore degenerate, i.e. ω1 = ω2 =: ω. For
convenience, the phase matching condition k⃗FWM = 2k⃗2 − k⃗1, implying that the
FWM signal ωFWM = 2ω2 − ω1 = ω possesses the same frequency as the exciting
laser, has been selected. In figure 4.19(b), the TI-FWM signal of monolayer MoSe2
is plotted. Apparently, the duration of the FWM signal is in the same order of
magnitude as the instrument function which is given by the cross-correlation of
both pulses. The analysis of the data is accomplished by fitting a convolution of a
Gaussian pulse with an exponential decay function to it. Therefore, the signal is
distinguishable from the instrument response and a reliable decay time τ can be
extracted. The assumption of an inhomogeneously broadened exciton population
is valid since the large laser spot (50 µm diameter) covers areas of varying sample
quality. Accordingly, the exponential’s decay constant τ is multiplied by a factor
of 4 which yields the according coherence time T2, as elaborated in chapter 3.2.3.
First, the carrier density dependence on the coherence time T2 is examined. There-
fore, the power of both beams is stepwise reduced over more than one order of
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Figure 4.19: Time-integrated degenerate two-beam FWM. (a) Reduced
schematic representation of the here applied FWM technique. Pulse 1 and 2
stem from the same laser. The signal, fulfilling the phase matching condition
k⃗FWM = 2k⃗2−k⃗1 and thus exhibiting the same frequency ω as the driving pulses, is
acquired by an avalanche photo diode. (b) Representative FWM signal measured
on monolayer MoSe2. The dashed blue line gives the instrument function while
the solid red line represents a convolution fit.

magnitude. For every measurement, absorption measurements of the beams have
been conducted in order to determine the on-site value of the absorbed power as
explained in chapter 3.2.1. The FWM data sets for monolayer MoSe2 and WSe2
for different excitation densities are presented in figure 4.20. The respective exci-
tation density and the according T2 time can be discerned from the insets. For
monolayer MoSe2, the found T2 times range between 400 fs and 800 fs for pop-
ulation densities of n = 1012 − 1011 cm−2. For single-layer WSe2, a particularly
stronger density dependence is discovered. Here, the T2 times span from 60 to
650 fs for densities from n = 7 · 1011 cm−2 down to 5 · 1010 cm−2. In literature, the
T2 time is often presented as a linewidth γ = 2ℏ/T2, resembling a linear power
dependence [Bol85]. Accordingly, our results are plotted in figure 4.21(a) and (c)
for monolayer MoSe2 and WSe2, respectively. Figures (b) and (d) show compa-
rable results from literature. Our findings for monolayer MoSe2 are in very good
agreement with the findings of Boule et al. (cf. figure 4.21(b)) who performed
TR-FWM [Bou20], whereas our results for WSe2 only partially coincide with the
report of Moody et al. (cf. figure 4.21(d)) who performed 2D spectroscopy exper-
iments [Moo15]. While the the results of monolayer WSe2 are in good accordance
at low excitation densities, a remarkably discrepancy appears for higher densities.
A reason for the deviations at higher densities may emanate from the method to
determine the amount of the exciton densities. Moody et al. specify the exciton
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Figure 4.20: Density dependence of the FWM signal for monolayer
MoSe2 and WSe2. The decay time of the FWM signal shortens at elevated
exciton densities. In the insets, the extracted T2 times are denoted. The colour-
coding of the insets indicates the exciton densities for the respective FWM traces.
(a) For MoSe2, a doubling of T2 occurs by reducing the carrier density by one or-
der of magnitude. (b) For WSe2, the density dependence of T2 is more significant,
changing by a factor of 5 within one order of magnitude of attenuation.

density by a fixed absorption coefficient of 12% (cf. supplementary of [Moo15],
Note 2). In the here presented work, absorption measurements evidence a strongly
quenched absorption of about 1% of the total incident power at elevated exciton
densities. Consequently, the densities given in Moody et al. might be overesti-
mated. Including this aspect, our results are in reasonable agreement. In general,
the density-dependent linewidth broadening, i.e. the reduction of T2, is assigned
to exciton-induced decoherence [Hon89; Wan93; Moo15; Jak19; Bou20]. The en-
hanced exciton-exciton interaction, which is about one order of magnitude larger
than in conventional semiconductor systems [Wag97], can be traced back to a
reduced dielectric screening [Kel79]. Figuratively speaking, the reduced dielectric
screening makes the excitons feel the Coulomb interaction among each other much
stronger. However, the question remains why the TI-FWM signal of monolayer
WSe2 is much more susceptible to a variation of density than single-layer MoSe2.
Intuitively, the situation would be expected to be reversed since the lowest exciton
state in WSe2 is dark and could serve as an efficient buffer reservoir.
In summary, our findings of the density dependence on the coherence time T2

accurately resemble a linear increase of the corresponding homogeneous linewidth
and do well connect to other publications on this issue.
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Figure 4.21: Comparison of the retrieved homogenous linewidths γ with
literature. As the T2 time directly determines the homogenous linewidth by
γ = 2ℏ/T2, it can be also plotted as a function of exciton density, revealing a
linear behaviour. (a) The extracted values for monolayer MoSe2 from this work
are in good accordance with the findings of Boule et al., shown in (b) [Bou20]. (c)
A more pronounced density dependence of the linewidth is found for monolayer
WSe2 which has also been reported by Moody et al. whose results are reproduced
in figure (d) [Moo15]. However, this increase is 20 times stronger compared to
MoSe2 while the results of (b) and (d) differ by only a factor of 5.

4.3.2 TI-FWM in magnetic fields

In these investigation it is aimed to study the influence of out-of-plane magnetic
fields on the coherence time T2. As already discussed, out-of-plane magnetic fields
break the valley degeneracy, inducing a valley Zeeman splitting. Considering the
dynamics monitored by FWM in a microscopic picture, it has been shown that the
two-particle correlations (excitons) contribute to the FWM signal for positive de-
lay times whereas four-particle correlation (biexcitons) effects give rise to FWM
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Figure 4.22: TI-FWM measurement on monolayer MoSe2 exposed to
out-of-plane magnetic fields. In general, coherence turns out to be longer for
co-linear polarisation than for co-circular. The magnetic field causes a shortening
of coherence for linear polarisation. The inset on the right shows the effect of
valley Zeeman splitting. Here, the energy separation in the K− valley is less
favourable, causing a faster loss of coherence compared to the K+ valley. The
according values for T2 for the respective polarisations are plotted in (c) and
(d). For co-linear polarisation, T2 is on average 100 fs longer than for co-circular
excitation. Moreover, for co-circular polarisation a decrease of the σ− polarised
exciton coherence can be observed while for σ+ polarisation, the values for T2

remain basically constant.

signals at negative time delays [Feu91; Wan94; Mai94; Kne98; Che01; Hao17].
Strong magnetic fields have been found to impact the non-linear response of exci-
tonic and biexcitonic transitions in TMDCs [Ste18b; Map22].

In all measurements that are presented in the following, the exciton has been
resonant to the A1s exciton transition. The maximum power of the beam is at-
tenuated by a factor of 4, giving rise to an exciton density of n = 2 · 1011 cm−2
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because at lower excitation, the FWM signal is more long-lived but weaker in in-
tensity as showed in the section before. For each magnetic field step, FWM traces
for co-linear and co-circular polarisations are acquired. More elaborate, this im-
plies that the first and the second pulse have the same polarisation as well as the
detection scheme is exclusively sensitive to the according polarisation component
of the FWM signal. FWM data sets up to 9 T in steps of one Tesla have been
measured for linear, σ+ and σ− polarisation sequences.
For monolayer MoSe2, the dependency of out-of-plane magnetic fields on the FWM
response for different polarisation sequences is investigated. Representative mea-
surements for B = 0 T and B = 7 T are depicted in figure 4.22 (a) and (b).
In co-linear configuration, a slight shortening of T2 can be found at higher mag-
netic fields (cf. figure 4.22(c)). Interestingly, the coherence time in co-circular
polarisation is approximately 100 ps shorter than for co-linear polarisation (cf.
figure 4.22(d)). This difference is caused by a stronger bleaching effect for circu-
lar excitation compared to linear excitation since in the latter case, half of the
absorbed power creates excitons in the opposite valley [Ste18b]. With increas-
ing field strength, a difference in T2 for the distinct circular polarisations can be
perceived (cf. figure 4.22(b) and (d)). While the coherence for σ+ polarisation
slightly increase, the σ− polarisation clearly decrease. From the direction of the
magnetic field, it can be inferred that the exciton energy in K+ diminishes while
it is raised in K−. The faster loss of exciton coherence in K− can be explained
with a transfer of bright excitons to K+. Vice versa, the transfer is blocked as the
valley Zeeman splitting imposes an energy barrier.
At zero magnetic fields, our results are in perfect coincidence with the findings
of Jakubczyk et al. who also find a coherence time of T2 = 600 fs for low ex-
citon densities [Jak16]. Scarpelli et al. report similar values at a temperature
of 77 K [Sca17]. Steven et al. have performed three-beam TI-FWM on mono-
layer MoSe2 in magnetic fields up to 25 T (out-of-plane) which are supported by
time-dependent DFT calculations [Ste18b]. Their main results are presented in
figure 4.23. In their work, they present measurements with a co-linear polarisa-
tion sequence. Complementary, experiments with a cross-circular pulse sequence
of (σ+σ−σ+σ−) for pulse 1, 2, 3 and the detection have been performed. The
latter sequence favours the formation and detection of biexcitons since the most
favourable biexciton state virtually consists of two bound excitons, residing in K+

and K− whereas in a co-linear alignment, mostly neutral excitons are regarded
[Hao17]. The direct excitation of biexcitons which are located 20 meV below the
neutral exciton is possible due to the broad-band excitation. Note that in our ex-
perimental setup, it is not possible to apply a cross-circularly polarised sequence
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Figure 4.23: Polarisation-resolved magneto TI-FWM on monolayer
MoSe2 by Steven et al. The polarisation sequence given at the top right of
every graph denotes the polarisation of the first, second and third pulse and of
the detection. Time-dependent DFT calculation model the data (red solid line)
consisting excitonic (green dashed line) and biexcitonic contributions (blue dashed
line). (a) Co-linear TI-FWM for B = 0 T. (b) Cross-circular polarisation sequence
which is susceptible to biexcitonic contributions for B = 0 T. (c) Co-linear polari-
sation at B = 25 T. No significant influence of the magnetic fields can be observed
in the data nor in the model. (d) Cross-circular polarisation at B = 25 T. The
model predicts a reduction of the excitonic component and an enhancement of the
biexcitonic contribution at later delay times. Graphs modified from [Ste18b].

because it is based on a two-beam technique which implies that pulse 2 and 3
are identical and thus intrinsically possess the same polarisation. In addition, the
split coil magnet is limited to magnetic fields of 10 T. Thus our findings can only
partially be compared with the ones of of Stevens et al. [Ste18b]. Nevertheless,
the co-linear polarised experiments can be compared at least for B = 0 T since
the co-linear polarisation sequence translates to a superposition of (σ+σ−σ+σ−)
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4.3 Time-integrated degenerate four-wave mixing

and (σ−σ+σ−σ+). In total, our results match in most of the points. Likewise, a
broader FWM signal for linear excitation than for co-circular excitation can be
noticed. For a cross-circular polarisation sequence, their data exhibits a steeper
flank of the FWM trace at B = 25 T compared to B = 0 T which can be clearly
seen when comparing figures 4.23(b) and (d). The modelling in these figures indi-
cates a narrowing of the excitonic contribution at high magnetic fields while the
biexcitonic components, which cause the weak signal at very early and very late
times, is expected to broaden in time. The change of the presented data between
figure 4.23(b) and (d) is very tiny. Yet, the best perceivable features are a small
signal increase at negative times, as well as the steepening of the right flank near
the peak. In both accounts, our findings point towards the same direction (cf.
figure 4.22(a)). Unfortunately, Stevens et al. do not show nor write anything
regarding measurements with σ− co-circular polarisation (not even in the supple-
mentary information).
Concluding the discussion concerning MoSe2, we observe a decrease of coherence
at high magnetic field which is dependent on the polarisation and can be explained
by the valley Zeeman splitting. However, our results do not reveal any contribu-
tions at negative time delays and hence no fingerprints of magnetically coupled
biexcitons.
On monolayer WSe2, FWM experiments with co-circular polarisation have been
performed applying in- and out-of-plane magnetic fields which are presented in
figure 4.24. The comparably fast decay dynamics with respect to the time res-
olution of the setup as well as the weak susceptibility to magnetic fields allows
only for a rather rudimental interpretation. For out-of-plane magnetic fields, no
significant change in the FWM signal can be observed (cf. figure 4.24(a)). The
corresponding T2 times from fitted FWM data sets are shown in the inset for both
co-circular polarisation sequences. No systematic change is visible for any of the
polarisations. The here extracted coherence time T2 ≈ 200 fs for an intermediate
exciton density of n = 2 · 1011 cm−2 is in good agreement with the results of Moody
et al. (T2 = 290 fs at n = 1.4 · 1011 cm−2 and T = 10 K) [Moo15], as well as with
Dey et al. (T2 = 280 fs at T = 5 K) [Dey16] and Mapara et al. (T2 = 250 fs at
T = 10 K) [Map22].
For in-plane magnetic fields, a slight increase of the FWM signal at positive time
delays can be found as it is shown in figure 4.24(b). External in-plane magnetic
fields give rise to a coupling of the spin character of the bands which leads to
a brightening of the dark exciton by its hybridisation with the bright exciton
[Ech16; Zha17; Mol17]. The increase of the FWM signal at positive time delays
can hence be assigned to contributions of dark excitons. Given that this coupling

95



Chapter 4 Results and discussion

−0.2 0.0 0.2 0.4 0.6

lo
g
 (

T
I-

F
W

M
 (

ar
b

. 
u
.)

)

Time Dt (ps)

 0 T

 9 T

-0.2 0.0 0.2 0.4 0.6

lo
g
 (

T
I-

F
W

M
 (

ar
b

. 
u
.)

)

Time Dt (ps)

 0 T

 9 T

−0.4 −0.3 −0.2 −0.1 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

ln
(F

W
M

)
Time (ps)

 0 T

 9 T

Sigma- Polarized Light, 720nm

Monolayer WSe2 in hBN,  T = 4 K  Monolayer WSe2 in hBN,  T = 4 K  
(a) (b)

s-s-s-s-
s-s-s-s-

B⊥

0 2 4 6 8

0

100

200

300

T
2
 (

fs
)

B field (T)

s+ s-

B||

Figure 4.24: Co-circularly polarised TI-FWM measurements at B = 0
and B = 9 exposed to magnetic fields. (a) The FWM traces are largely
immune under the influence of out-of-plane fields. The inset shows the extracted
T2 times from σ+ (red) and σ− (blue) co-circularly polarised measurements in
steps of one Tesla. (b) For in-plane fields, the signal is slightly enhanced at positive
delay times comparing 0 and 9 T. The signal for B|| = 9 T carries a barely visible
fingerprint of an oscillation with a period of Tbeat ≈ 100 fs (indicated by the black
arrows) which can be ascribed to a magnetic-field induced coupling of the bright
and dark exciton state.

is a coherent process, it is expected to manifest as a quantum beating. Taking
an energy splitting of approximately 40 meV into account [Zha17; Mol17], the
resulting beating period denotes Tbeat ≈ 100 fs. With this information in mind,
we find a very shallow oscillation on the FWM trace of for B|| = 9 T (cf. figure
4.24(b)). Nonetheless, this signature does not appear pronounced enough for a
more detailed analysis.
Mapara et al. report the emergence of a beating on their TI-FWM signal of
monolayer WSe2 for co-circular excitation and in-plane magnetic fields up to 25
T [Map22]. For comparison, their main results are presented in figure 4.25. Con-
trarily, our measurements do not reveal an enhancement of the signal at negative
time delays (cf. figure 4.25(a) and (b)). A reason for the poor occurrence of
the beating signature might be the lower field of 9 T instead of 15 T. According
to the modelling of Mapara et al., a linear shift of the bright and dark exciton
towards each other is assumed which allows for the hybridisation of both states.
Hybridisation is estimated to be strongest at B = 15 T [Map22]. Following this
interpretation, the emergence of a beating signature should also be clearly observ-
ably at a field strength of B = 9 T. Furthermore, the accuracy of our presented
data is much higher, spanning over more than three orders of magnitude than
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Figure 4.25: Polarisation-resolved TI-FWM on monolayer WSe2 ex-
posed to in- and out-of-plane magnetic fields by Mapara et al. The
polarisation sequence given at the top right of every graph denotes the polarisa-
tion of the first, second, third pulse and of the detection while the dashed line
denotes the time resolution limit. (a) For a cross-circular polarisation sequence,
which is explicitly sensitive to biexcitonic contributions, the FWM signal reveals
no dependence on the out-of-plane magnetic field. (b) In co-circular polarisation,
a signal increase at negative times appears at elevated magnetic fields, which is as-
cribed to the hybridisation of the bright and dark exciton, reaching its maximum
coupling strength at B = 15 T. (c), (d) For co-linear polarisation with applied
in-plane magnetic field, a beating signature emerges which is assigned to a coher-
ent coupling between bright and spin-dark exciton states in the same valley. As
the hybridisation exhibits a resonance behaviour which is maximal at B = 15 T,
the beating amplitude decreases again at higher magnetic fields as shown in (d).
Graphs reprinted from [Map22].

the one of Mapara et al. Nevertheless, the evidence of a quantum beating in our
measurements is debatable. Apart from that, we do not notice an impact of the
magnetic field for a linear polarisation configuration which is in line with the re-

97



Chapter 4 Results and discussion

Co-linear

−0.4 −0.2 0.0 0.2 0.4 0.6

lo
g

 (
T

I-
F

W
M

 (
ar

b
.u

.)
)

Time Dt (ps)

 0 T

 1 T

 2 T

 3 T

 4 T

 5 T

 6 T

 7 T

 8 T

 9 T

0 2 4 6 8

0
100
200
300

T
2
 (

fs
)

B field (T)

Multilayer WSe2 , 160 layers, T = 4 K  

B⊥

−0.4 −0.2 0.0 0.2 0.4 0.6

lo
g

 (
T

I-
F

W
M

 (
ar

b
.u

.)
)

Time Dt (ps)

 0 T

 1 T

 2 T

 3 T

 4 T

 5 T

 6 T

 7 T

 8 T

 9 T

0 2 4 6 8

0

100

200

300

T
2
 (

fs
)

B field (T)

Co-linear

B|| 

(a) (b)
Multilayer WSe2 , 160 layers, T = 4 K  

Figure 4.26: TI-FWM on multilayer WSe2 exposed to magnetic fields.
The co-linear excitation in principally allows for the formation of all excitonic com-
plexes. Insets indicate the retrieved coherence times for the respective magnetic
field strengths. (a) The valley Zeeman shift which occurs in out-of-plane con-
figuration does not remarkably affect the FWM signals. (b) For in-plane fields,
the valleys are shifted and in addition a coupling of different spin states emerges.
Nonetheless, no influence of the magnetic field is observable.

sults for cross-circular polarisation by the afore cited publication. Overall, we see
only few impact of the magnetic field on the FWM signal of monolayer WSe2. In
principle, an exciton-trion beating for in-plane fields can be attested, although its
appearance it very faint.
Sparked by the coupling effects triggered by in-plane magnetic fields in TMDCs,
FWM experiments on multilayer samples exposed to magnetic fields seemed to be
very exciting. Unfortunately, the FWM signal of bulk WSe2 (∼ 160 layers) turns
out to decay very rapidly with an according coherence time of T2 = 100± 100 fs.
Despite of the expectations, the FWM signal remains unaffected by in- and out-
of-plane magnetic field. According data sets from 0 to 9 T in co-linear polarisation
configuration, which in principle comprises all possible polarisation sequences, are
depicted in figure 4.26. A possible explanation for the comparably short coherence
times may be the doubled excitation power, applied in our experiment, compared
to the investigations on monolayers. The increase of power has been decided in
order to obtain a carrier density distribution within the individual layers that is
centred around the value n = 2 · 1011 cm−2 in analogy to the densities that have
been excited in the monolayer samples. Assuming linear absorption, the inten-
sity of the light within a medium drops exponentially according to the law of
Beer-Lambert. The studied WSe2 sample consists of ∼ 160 layers. Therefore, the
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4.3 Time-integrated degenerate four-wave mixing

carrier density ranges from n = 3.5 · 1011 cm−2 in the first layer down to n = 1
· 1011 cm−2 in the last layer of the sample which in monolayer WSe2 corresponds
to coherence times of T2 = 100 - 400 fs (cf. figure 4.20). As the intensity of the
FWM signal scales to the power of three of the electric field, the detected data
set resembles particularly the response of the most strongest excited layers.
The shortening of the coherence time, as the value for its own are controversial
to the work of Dey et al. who report a prolongation from 280 fs (monolayer)
to 420 fs (bulk) [Dey16]. They assign the increase of coherence to the pristine
confinement of the individual layers inside of the bulk crystal. Unfortunately,
the thickness of the bulk sample is not mentioned in [Dey16], nor in the sup-
plementary information. Besides, Helmrich et al. measure in their TR-FWM a
coherence times of T2 = 50 fs for bilayer MoSe2which is six times smaller than
their determined coherence time for monolayer MoSe2 [Hel21]. In the publica-
tion, they ascribe the ultrafast decay of coherence to the (incoherent) transfer of
the exciton’s electron to the Σ valley which is corroborated by time-dependent
theoretical modelling. They emphasis that the much faster dynamics compared
to for instance TR-ARPES as discussed in section 4.1, stem inherently from the
FWM method, which exclusively captures the coherent regime whereas generic
pump-probe techniques generally acquire also incoherent contributions. Although
in our experiment, multilayer WSe2 instead of bilayer MoSe2 is considered, this
argument should be equally valid since the Σ - K exciton transition is also lower
in energy than the K - K transition.
Concluding the discussion about FWM on multilayer WSe2, our results are not
contradicting to literature albeit the very short-lived FWM signal barely permits
the observation of multiple particle interaction or coherent coupling. Besides,
most of these regarded processes presumably take place on longer time scales.

4.3.3 Beating signatures found by TI-FWM

Apart from the examinations on the influence of magnetic fields, FWM exper-
iments with different excitation energies and diverse polarisation sequences have
been conducted. The spectral width of the applied laser pulses enables for a simul-
taneous coherent excitation of multiple excitonic complexes. Regarding monolayer
MoSe2, the trion and biexciton figure possible bright states that in principle may
interact coherently with the neutral A exciton. TI-FWM measurements with res-
onant excitation on the A1s exciton transition are presented in figure 4.27. For
co-circular (σ+σ+σ+σ+) and co-linear (→→→→) polarisation, no relevant differ-
ence between the FWM traces can be observed. Even the polarisation rotation of
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Figure 4.27: Exciton-trion quantum beats in monolayer WSe2 revealed
by TI-FWM complemented by seminal references. In the legend, the
first three items denote the polarisation of pulse 1, 2 and 3 while the fourth
item represents the polarisation component to which the detection is sensitive to.
Linear polarisation is indicated by horizontal or vertical arrows. (a) TI-FWM
measurements on monolayer MoSe2. For co-circular (σ+σ+σ+σ+) and co-linear
(→→→→) polarisation and also for a partially crossed sequence (↑→→→), no
remarkable difference in the FWM traces occurs. (b) In stark contrast, a clear
modulation of the FWM signal appears for (↑→→↑). This is equally observed
for (→↑↑→). The modulation can be ascribed to a quantum beating with a
period of Tbeat = 130 ± 10 fs and a corresponding energy splitting of ∆E =
h/Tbeat = 31.5 ± 2.5 meV which uncovers the negatively charged trion as the
involved transition. (c), (d) The multidimensional spectroscopy maps (TR-FWM)
by Hao et al. unfold an exciton-trion beating with a period of Tbeat = 130 fs
[Hao16a] which mainly is present for a cross-circular polarisation sequence [Hao17].
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the first pulse (↑→→→) does only marginally affect the shape of the FWM trace
(cf. figure 4.27(a)). This strikingly changes for a cross-linear polarisation sequence
(↑→→↑) which is presented in figure 4.27(b). A clear modulation on top of the
FWM signal appears which unequivocally can be identified as a quantum beating
due to its periodic character, unfolding an oscillation period of Tbeat = 130±10 fs.
As expected, the same behaviour is observed for a turned polarisation (→↑↑→).
The corresponding energy splitting of the states that give rise to the beating re-
veals ∆E = h/Tbeat = 31.5± 2.5 meV and thereby unveils the negatively charged
trion as the coupled transition [Ros13; Cou17]. Please note that in the here used
two-beam FWM setup, the second and the third polarisation item is indispensably
identical.
It has to be mentioned that a coherent coupling of the A exciton and the neg-
atively charged trion in monolayer MoSe2 has already been reported by several
groups. First, Singh et al. report a coherent electronic coupling between excitons
and trions which is deduced from two-colour pump-probe pump-probe differen-
tial reflectivity [Sin14]. It has to be emphasised that in their experiments, also a
cross-linearly polarisation sequence has been employed in order to minimise noise.
In addition, Jakubczyk et al. observe an exciton-trion beating in TI-FWM ex-
periments [Jak16]. Their found beating period of Tbeat = 140 fs is in very good
accordance with ours. However, they do not comment on the specific polarisation
which has been applied in their experiments. Furthermore, the multidimensional
spectroscopy maps of Hao et al., which represents essentially spectrally resolved
TR-FWM, equally evidence an exciton-trion beating with a period of Tbeat = 130
fs [Hao16a]. The FWM response appears much more enhanced for a cross-circular
polarisation sequence. Figures 4.27(c) and (d) show the main results of Hao et
al. for co- and cross-circular excitation, respectively. As usual for 2D coherent
spectroscopy, the excitation energy of the pulses is plotted against the emission
frequency of the FWM whose intensity is given by the colour coding. Interest-
ingly, the beating which manifests as off-diagonal element in the 2D spectroscopy
map, exclusively emerges for a linearly cross-polarised pulse sequence. In addition,
Shepard et al. perform gate-dependent interferometric dephasing time measure-
ments on an encapsulated MoSe2 monolayer and report coherent interactions with
both trion species. They find beating periods of Tbeat,X− = 162 fs and Tbeat,X+ =
175 fs for the negatively and positively charged trion, respectively [She17]. Most
recent, the very detailed work of Rodek et al., conducting time-resolved three-
beam FWM, elucidates the coherent exciton-trion coupling as a function of the
free carrier density [Rod23]. They find a beating for a co-linear polarisation align-
ment which can be tuned by the gate voltage.
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Co-linear polarisation Cross-linear polarisation
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Figure 4.28: Formation of a spin grating due to cross-linear excitation
(a) For two linearly polarised plane waves that are incident under a certain angle,
interference occurs, resulting in a spatially modulated density distribution. (b) In
contrast, cross-linear polarisation of both waves give rise to a constant intensity
but with spatially changing helicities that create an exciton population with al-
ternating valley index. As a consequence, the polarisation of a linearly polarised
beam which is diffracted on such a spin grating is rotated by 90◦. Graphs reprinted
from [Mah18].

In summary, the exciton-trion quantum beats in monolayer MoSe2 have been no
unprecedented discovery. Nonetheless, the intriguing aspect of our experiment
hides in the particular polarisation sequences. At this point, it is unclear why
exclusively the cross-linear polarisation sequence (→↑↑→) or vice versa causes
a beating because in general, every combination of linear polarisation comprises
σ+σ−σ+σ− and σ−σ+σ−σ+. The fact, that we do not observe a beating signature
for a co-linear polarisation alignment indicates that also the phase of the circular
components of the laser pulses play a crucial role. A possible explanation for the
absence of a beating in figures 4.27(a) and (c) might be the coexistence of two
destructively interfering quantum beatings. For cross-linear pump-probe exper-
iments, a spin grating forms instead of a population density grating which un-
folds at co-linear polarisation as it has been proposed by multiple groups [Cam96;
Wan13; Mah18; Kuh20]. A visualisation of the emergent spin grating is depicted
in figure 4.28. In the case of linearly cross-polarised beams, the interference of
two beams results in a homogeneous intensity but with spatial varying polarisa-
tion of σ− ↑ σ+ → σ−... and so forth instead of a modulated intensity that forms
under co-linear polarisation. Consequently, the cross-linear polarisation causes a
constant exciton population with alternating valley index. The polarisation of a
vertically polarised beam, interacting with such a grating, is changed to a hori-
zontal polarisation and vice versa (assuming perfect Pauli-blocking) [Mah18].
In our experiments, the formation of the spin grating appears to figure the pa-
rameter that decides over the coherent exciton-trion interaction. As it is only
possible to detect a beating with a detection that is orthogonal to the second
pulse (which is virtually also the third) it is reasonable that the spin grating leads
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to a turn of polarisation as discussed above. Beyond this statement, it is hard
to phenomenologically draw a comprehensive picture that elucidates how the spin
grating facilitates the coherent exciton-trion interaction. Most probable, elaborate
theoretical modelling is needed to capture the complete mechanism.
In analogy to the investigations on monolayer MoSe2, TI-FWM measurements on
single-layer WSe2 have been conducted. A series with different excitation ener-
gies and polarisation sequences are presented in figure 4.29. A very pronounced
beating signature on the TI-FWM signal appears when the central laser energy
is tuned to lower energies, i.e. towards the spectral position of the trion. The
maximal beating signature is found for a central laser energy of 1722 meV which
ranges exactly in-between exciton and the negatively charged triplet state trion
[Jon13]. In contrast to monolayer MoSe2, the dependence on the polarisation of
excitation and detection is much more relaxed. An oscillation on the signal can be
discerned for linear polarisation which augments at co-circular polarisation. The
obtained beating period of T = 140 fs corresponds to an energy splitting of ∆E
= 30 meV which coincides with the reported values for the difference in binding
energy ∆EX0−X−

T
= 30 meV of the exciton and the negatively charged trion [Li18;

He20]. Besides, we note that biexcitons do not play a role in the here found phe-
nomena because the formation of biexcitons is strongly suppressed for co-circular
excitation [Ste18a].
In literature, there are very few reports about coherent exciton-trion interaction
in monolayer WSe2. Boule et al. perceive a beating in their TI-FWM data which
they ascribe to the interaction of the A2s and A3s exciton state although the energy
difference only poorly matches with the respective transitions [Bou20]. Moreover,
the according oscillator strengths are very small. Dissimilar, no beating signatures
can be remarked in our investigations for higher excitation energies. Instead, the
here observed quantum beating unfolds for energies below the A1s exciton transi-
tion. As there are very few reports about FWM on WSe2, it is helpful to concern
literature about FWM performed on WS2 because the valley structure is similar
to WSe2. Jakubczyk et al. have performed three-beam FWM, reporting a beating
of the singlet and triplet trion for co-linear excitation [Jak18]. Apart from that,
they do not notice any signs of an exciton-trion beating meanwhile they do not
show results for co-circular polarisation which strongly boosts the exciton trion
beating as it occurs in our measurements.
Concluding over the section, for both, MoSe2 and WSe2, a coherent coupling of
exciton and trion, which are unequivocally identified by the energy splitting of the
respective exciton and trion transitions, have been observed. While for MoSe2,
the exciton-trion coupling has been evidenced several times in literature, it ap-
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Figure 4.29: Exciton-trion quantum beats in monolayer WSe2 revealed
by TI-FWM. The four-fold polarisation sequence denotes the polarisations of
pulses 1, 2, 3 and the detection. Linear polarisation is indicated by small black
arrows. Spectra of the laser pulse (red) and the PL of the sample (blue) are
depicted in the inset of (b). (a) An energy scan of the excitation energy (co-
circular polarisation) evidences a quantum beating for energies at 1722 meV, well
below the energy of the neutral exciton X0. The spectral position of the laser pulse
is kept at this energy where the beating amplitude is supreme. (b) For a co-linear
polarisation alignment (black dots), the beating appears to be suppressed. Violet
arrows indicate the maxima of the beating pattern. The obtained beating period
of 140 fs corresponds to an energy splitting of 30 meV, matching perfectly the
energy separation of the negatively charged trion X−

T and the neutral exciton X0.
Besides, biexcitons do not play a role in the here found mechanism because the
formation of biexcitons is strongly quenched for co-circular excitation.

pears to be an unprecedented effect in WSe2. For both cases, the polarisation of
excitation and detection turns out to be crucial for the emergence of the quantum
beating. Up to this point, it is difficult to embed the polarisation dependence into
the actual landscape of FWM experiments. Theoretical modelling and further
experimental results are imperative to unravel this issue.
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Chapter 5

Conclusion and outlook

The last chapter is aimed to summarise over the distinct subjects of this PhD
thesis and discuss future perspectives based on the results of this doctoral research
study.
To start with, the determination of the sample temperature on sapphire substrates,
making use of the sharp and intense PL emission lines from the unavoidable Cr+3
doping in this material has been presented. The evaluation of the two thermally
populated ruby peaks serve as a powerful and simple approach to precisely de-
termine the in-situ sample temperature, especially in the range of 30 - 100 K.
Thereby, the common issues of bad thermal contact and laser heating can be as-
sessed by optical means and an effective sample temperature can be determined.
The scope of this thesis has been the investigation of the temporal dynamics exci-
ton in mono- and multilayer TMDCs via transient differential transmission, time-
resolved Faraday ellipticity and time-integrated four-wave mixing experiments,
including sample fabrication, as well as their characterisation via photolumines-
cence and reflectance. Based on the findings of transient differential transmission
and TRFE, a comprehensive picture of the the intricate valley dynamics of mono-
and multilayer MoSe2 and WSe2 can be drawn. More specific, the different relax-
ation times are put into a reasonable context by considering the valley- and exciton
fine structures, as well as the layer-dependent lowering of the Σ valley. Moreover,
the influence of in- and out-of-plane magnetic fields on the valley dynamics have
been studied. Fingerprints of the valley Zeeman shift on the spin/valley relaxation
dynamics are observed which manifest in a soft prolongation of the valley relax-
ation times. As an outstanding result among these findings, it is revealed that
in CVD-grown monolayer WSe2, the exciton lifetime is significantly reduced com-
pared to exfoliated samples while the valley dephasing time remains completely
unaffected. This behaviour has not been reported so far and points out that the
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Chapter 5 Conclusion and outlook

valley polarisation dynamics of CVD-grown TMDCs are exceptionally robust, af-
firming the potential of industrially produced devices for spin- or valleytronics.
The most prominent result of this thesis constitutes the discovery of ultrafast pseu-
dospin quantum beats for H-type multilayer TMDCs exposed to in-plane magnetic
fields. The existence of the beating implicates a valley Zeeman splitting which has
never been observed for bulk TMDCs at in-plane magnetic fields so far. From the
beating frequency, the effective excitonic g factor can be deduced with a very high
accuracy without the need of high-magnetic field facilities. Moreover, it is shown
that the excitonic g factor is isotropic.
Concluding over the last section about four-wave mixing spectroscopy, the results
of the degenerate two-beam TI-FWM experiments integrate well in the estab-
lished achievements on this topic. First, the influence of external magnetic fields
on the coherent dynamics has been investigated. The analysis of the T2 time
does not reveal a significant enhancement or change of the dynamics. Besides, no
signs of magnetically triggered multiple particle interactions have been observed.
An exception has been found for monolayer WSe2 where weak fingerprints of a
magnetically induced coupling of the bright and dark exciton states is detected.
Second, the impact of different polarisation sequences of the pulses that trigger the
FWM response, as well as the polarisation component to which the detection is
sensitive to, has been explored. For both monolayer materials, a coherent exciton-
trion coupling, manifesting in a quantum beating, is detected. While for MoSe2, a
coherent coupling of exciton and trion has already been reported multiple times,
it appears to be largely unexplored in WSe2. For both cases, the polarisation of
excitation and detection turns out to be decisive for the emergence of a quantum
beating.
Moving towards future considerations, one of the most promising visions figures
the full magneto-electrical control of the valley pseudospin in multilayer TMDCs.
Hybridised exciton states in multilayer TMDCs are highly susceptible to external
electric fields since they exhibit comparably large dipole moments along with much
longer lifetimes than neutral intralayer excitons [Tag23]. The mutual application
of electric and magnetic fields can be exploited to tune an excitonic transition,
i.e. the contribution of hybridisation, allowing for a manipulation of excitonic
g factors over more than one order of magnitude [Fen22; Far23]. With regard
to the concept of valley pseudospin, a precise manipulation of this character is
perceivable [Gon13; Li20; Alt22]. Technically, the manipulation of the exciton’s
pseudospin might be realised by a temporal sequence of electric and magnetic
fields. This achievement would promote the concept of valley pseudospin signifi-
cantly towards the fields of spintronics and quantum computing. More concrete,
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this idea requests the fabrication and investigation of electrically gated samples
which is already close to be realised by my successor Anna Weindl and our master
student Jennifer Lehner. A major prospect beyond this work figures the deeper
understanding of the nature of hybridised and/or dipolar excitonic states and its
dynamics occurring in TMDC multilayers. With respect to this thesis, it remains
open to clarify the origin of the pseudospin quantum beats at a microscopic level.
Addressing this question, the production and investigation of high-quality R-type
multilayers might shed light on this issue since for this stacking order, interlayer
oscillations are momentum-forbidden. To complete the analysis of the pseudospin
quantum beats, a more elaborate study of the dependence on the layer number
could generate insights on the prevalent hybridisation processes since most of the
recent investigations are realised on homobilayer systems [Erk23; Tag23; Hua22].
From a theoretical point of view, the modelling of the exciton fine structure in
multilayer TMDCs, as well as their susceptibility to external magnetic fields is
vital to elucidate the underlying principles.
Concerning future FWM experiments, the investigation of TMDCs in strong mag-
netic fields still hides a lot of intriguing phenomena since currently, there are very
few reports available which, in addition, are based on rather rudimental data
quality. Even more interesting may be the investigation of TMDC heterostruc-
tures where a TMDC is combined with a magnetic van der Waals material [Lee21;
Wil21]. For instance, the antiferromagnetic semiconductor CrSBr recently has
gained considerable attention [Kle22; Liu23; Ser23]. The possibility of switching
its antiferromagnetic state to a ferromagnetic order by applying external magnetic
fields, as well as the inverted band gap (type 3 band alignment) that appears in
combination with a TMDC [Ser23] renders a very fascination scientific field. FWM
on such a heterostructure may deliver important insights, illuminating the influ-
ence of proximity-induced magnetic fields on the coherent exciton dynamics.
Coming to an end, I would like to outline the complexity but also beauty of the ex-
citonic landscape in multilayer TMDCs. The existence of spin-layer locking joined
with the ability to control the excitonic properties via external fields establishes
a prolific platform for generic concepts exploiting the valley pseudospin.
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