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The authors’ original publications

Parts that were adapted from the author’s publications form the basis
of chapter 4. The adapted text parts are indicated by [P1], [P2] and
[P3]. This section lists the abstracts of the original publications.

[P1]
An Algorithmic Approach to Compute the Effect of

Non-Radiative Relaxation Processes in Photoacoustic
Spectroscopy

M. Müller∗, T. Rück∗, S. Jobst, J. Pangerl, S. Weigl, R. Bierl and
F.-M. Matysik

in Photoacoustics, vol. 26, no. June 2022, p. 100371, June 2022,
https://doi.org/10.1016/j.pacs.2022.100371

Abstract

Successful transfer of photoacoustic gas sensors from laboratory to real-
life applications requires knowledge about potential cross-sensitivities
towards environmental and gas matrix changes. Multi-dimensional
calibration in case of cross-sensitivities can become very complex or
even unfeasible. To address this challenge, we present a novel algorithm
to compute the collision based non-radiative efficiency and phase lag
of energy relaxation on a molecular level (CoNRad) for photoacoustic
signal calculation. This algorithmic approach allows to calculate the
entire relaxation cascade of arbitrarily complex systems, yielding a the-
oretical photoacoustic signal. In this work the influence of varying bulk
compositions, i.e. nitrogen (N2), oxygen (O2) and water (H2O) on the
photoacoustic signal during methane (CH4) detection is demonstrated.
The applicability of the algorithm to other photoacoustic setups is
shown exemplary by applying it to the relaxational system investigated
in [1]. Hayden et al. examined the effect of water on photoacoustic
carbon monoxide (CO) detection.
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[P2]
Digital Twin of a photoacoustic trace gas sensor for
monitoring methane in complex gas compositions
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Abstract

The digitalization of industrial processes requires smart sensor systems.
Photoacoustic spectroscopy is well suited for this purpose as it allows
for small-sized and low-cost trace gas analysis. However, the method
is susceptible to changes in measurement conditions and standard
calibration routines often fail to correct for all changes. We therefore
created a Digital Twin (DT) of a photoacoustic trace gas sensor for
methane and evaluated it regarding variations in gas composition
(CH4, N2, O2, CO2, H2O), temperature and pressure. With a mean
absolute percentage error of 0.8 % the accuracy of the sensor after
DT compensation significantly exceeds the 24 % achieved based on
standard calibration in nitrogen. For the first time, we can fully
analytically compute the photoacoustic signal under moderate ambient
conditions with an error in the ppbV range by taking a holistic approach.
Assuming knowledge of the underlying energy transfer processes, the
model of this Digital Twin can be adapted to any microphone based
photoacoustic sensor for monitoring any analyte species.
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[P3]
Comparison of photoacoustic spectroscopy and cavity

ring-down spectroscopy for ambient methane monitoring at
Hohenpeißenberg

M. Müller, S. Weigl, J. Müller-Williams, M. Lindauer, T. Rück, S.
Jobst, R. Bierl and F.-M. Matysik

in Atmospheric Measurement Techniques, vol. 16, no. September 2023,
p. 4263-4270, September. 2023,

https://amt.copernicus.org/articles/16/4263/2023/

Abstract

With an atmospheric concentration of approximately 2000 parts per
billion (ppbV, 10−9) methane (CH4) is the second most abundant
greenhouse gas (GHG) in the atmosphere after carbon dioxide (CO2).
The task of long-term and spatially resolved GHG monitoring to verify
whether climate policy actions are effective is becoming more crucial
as climate change progresses. In this paper we report the CH4 concen-
tration readings of our photoacoustic (PA) sensor over a 5 d period at
Hohenpeißenberg, Germany. As a reference device, a calibrated cavity
ring-down spectrometer, Picarro G2301, from the meteorological obser-
vatory of the German Weather Service (DWD) was employed. Trace
gas measurements with photoacoustic instruments promise to provide
low detection limits at comparably low costs. However, PA devices are
often susceptible to cross-sensitivities related to fluctuating environ-
mental conditions, e.g. ambient humidity. The obtained results show
that for PA sensor systems non-radiative relaxation effects induced
by varying humidity are a non-negligible factor. Applying algorithm
compensation techniques, which are capable of calculating the influence
of non-radiative relaxation effects on the photoacoustic signal, increase
the accuracy of the photoacoustic sensor significantly. With an average
relative deviation of 1.11 % from the G2301, the photoacoustic sensor
shows good agreement with the reference instrument.
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2 Chapter 1. Introduction

In response to the 2020 COVID-19 pandemic, governments globally implemented
strict lockdowns to curb the spread of the virus, notably impacting individual
transportation and leading to a significant reduction in global traffic [1]. Studies
revealed that these lockdowns resulted in a noteworthy reduction of 9 % to 32 % in
anthropogenic CO2 emissions, primarily from burning fewer fossil fuels [2–6]. While
such reductions may seem substantial, anthropogenic emissions typically elevate the
regional CO2 background by approximately 1 ppm to 2 ppm [7–10]. Therefore, even
a substantial 32 % decrease only translates to a local reduction of 0.64 ppm [10],
falling below the typical measurement precision achievable with current satellites.
Although weekly or monthly averaging enhances satellite data precision, the ability
to detect crucial information about daily variations is lost [11]. Buchwitz et al.
thus concluded that more sophisticated analysis techniques are required for current
satellite measurements to derive trends related to COVID-19-induced CO2 changes
[10]. Contrastingly, local ground-based monitoring stations in cities could clearly
measure the impact of mobility restrictions during lockdown, highlighting the value
of such monitoring networks [12, 13].

This is especially relevant when considering methane, the second most abundant
greenhouse gas. Several studies have identified a relatively small fraction of high-
emission point sources, with high emission rates (>100 kg h−1), responsible for
approximately 60 % to 90 % of total methane emissions [14–16]. State-of-the-art
satellites, e.g. GHGSat-C1 and GHGSat-C2, are expected to detect emissions above
100 kg h−1 [16, 17], making them suitable for identifying large emitters globally.
However, ground-based measurements, in cities such as Paris, Hamburg, and Utrecht,
revealed cumulative ground-level emissions below the detection limit of satellites
[18, 19]. These type of measurements, while not being able to account for emissions
above their respective measurement heights, proved valuable in identifying previously
unknown yet relevant methane sources [20, 21]. Thus, a combination of satellite-based
measurements and precise ground sensors is essential to identify all relevant sources
and sinks.

The World Meteorological Organization (WMO) Report No. 255 outlines interna-
tional standards for the precision of greenhouse gas measurements to model the global
carbon cycle and understand the role of greenhouse gases in climate change [22]. For
methane, the precision goal is defined as 2 ppb, well below the precision of current
satellites, which provide 40 ppb precision or 2 % of the background [23]. The WMO
emphasizes the expansion of greenhouse gas monitoring networks with accurate,
precise, and cost-effective sensors to complement satellite data with long-term, in
situ observations to mitigate variations induced by weather conditions or the albedo
field and gather crucial knowledge about atmospheric processes and thus support
science- and data-based decision-making.

While ground-based sensors detected a decrease in urban CO2 emissions during
COVID-19 lockdowns, methane data showed an increase from 2020 to 2021, which
was partly attributed to lockdown-unaffected factors like increased rainfall in the
tropics and the high elevations of the northern hemisphere [24–26]. In the analysis of
the methane cycle not only sources, but also natural sinks, such as the oxidation by
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the hydroxyl radical (OH) in the troposphere must be considered [27, 28]. The OH
radical is produced by photochemical reactions with water vapor, nitrogen oxides
(NOx) and stratospheric ozone [27, 29–32]. As NOx emissions were significantly
reduced by the lockdown regulations and the resulting restriction of mobility, the OH
methane sink was weakened [33–35]. The complexity of the methane cycle highlights
the importance of precise monitoring techniques to understand natural sources, sinks,
and anthropogenic influences. Highly precise, well-calibrated devices deployed at
baseline sites, i.e. regions not affected by natural sources or sinks, offer the optimal
approach for long-term monitoring of the global greenhouse gas burden, aligning
with the WMO’s advocacy for further research in mobile sensors [22]. Numerous
research groups recognize this need, publishing articles on mobile trace gas sensors
for environmental monitoring. Techniques range from laser-based methods, such
as cavity ring-down spectroscopy (CRDS) [18, 36–39] and quantum cascade laser
absorption spectroscopy [40–43], to Fourier-transform spectrometers using the sun
as light source [44, 45] and larger devices based on selected ion flow tube mass
spectrometry (SIFT-MS) [46]. Furthermore, several cities have already established
monitoring networks in recent years, based on expensive CRDS devices [47, 48],
but also utilizing low-cost sensors [49, 50] to improve the resolution of atmospheric
greenhouse gas monitoring.

An alternative approach which has already produced promising results regarding
ppbV (parts per billion, 10−9) level GHG detection in laboratory is photoacoustic
spectroscopy (PAS). Elefante et al. developed a methane sensor based on a quantum
cascade laser (QCL) emitting at 1297.5 cm−1 and reached a limit of detection (LoD) of
18 ppbV with a lock-in time (τLIA) of 100 ms [51]. Using distributed feedback (DFB)
lasers emitting in the near-infrared region Xiao et al. and Gong et al. obtained LoDs
for methane of 4.9 ppbV (τLIA = 81 s) and 9 ppbV (τLIA = 500 s), respectively [52, 53].
While the previous sources utilized a single light source for methane detection, Giglio
et al. employed a laser array consisting of 32 QCLs, with which the spectral range
from 1190 cm−1 to 1340 cm−1 could be excited [54]. The methane concentration
was calculated from the area underneath the measured spectrum and the LoD was
determined to be 200 ppbV for τLIA = 10 s. Sub-ppbV detection limits of 0.6 ppbV
(τLIA = 90 s) and 0.065 ppbV (τLIA = 30 s) have already been achieved in literature,
utilizing an interband cascade laser (ICL) and an optical parametric oscillator (OPO)
laser system, respectively [55, 56].

This thesis specifically addresses the advantages and challenges of photoacoustic
methane and ethane detection in the mid-infrared spectral region, with a focus
on addressing limitations in the reliability of analyte detection due to acoustic,
spectral, and relaxation effects. The thesis also provides and discusses potential
solutions, which are evaluated in the laboratory, and field-tested for monitoring
ambient methane against a reference instrument.
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2.1 Absorption spectroscopy

Spectroscopic measurement methods for gas analysis utilize the fundamental ability
of molecules to absorb electromagnetic radiation, i.e. photon energy. According to
Planck, the energy of a photon EPh is specified by its wavelength λ, respectively its
frequency νPh

EPh = h · c0

λ
= h · νPh (2.1)

with h being the Planck’s constant and c0 the speed of light in vacuum. A typical
quantity in spectroscopy is the wavenumber ν̃Ph of the photon, which is calculated
via

ν̃Ph = 1
λ

= νPh

c0
(2.2)

When EPh corresponds to the difference of two molecular energy levels, there is a
certain probability that the molecule absorbs the energy of the photon and is excited
into a higher energy state. This can happen via electronic, rotational or vibrational
transitions, as well as combinations of these. The absorption cross-section (ACS)
σ(ν̃) provides a measure for the probability of photon absorption at the respective
wavenumber ν̃. Multiplying the ACS with the volume number density ρi of the
absorbing molecules i yields the absorption coefficient (AC) α(ν̃).

α(ν̃) = ρi · σ(ν̃) = Ni · NA

Vmol︸ ︷︷ ︸
ρi

·σ(ν̃) (2.3)

Ni is the volume ratio of the absorbing molecules i, NA the Avogadro constant and
Vmol is the molar volume of the sample gas, which depends on temperature T and
pressure p of the gas∗ and the gas constant R.

Vmol = RT
p

(2.4)

The spectral absorption lines are different for each molecule and thus represent a
unique signature, resulting in excellent selectivity of spectroscopic measurement
methods. The intensity of such absorption lines skl in [cm/molecule] for a transition
from a lower energy state k to a upper state l is defined as [1]

skl = hν̃kl

c0

ρk

ρi

(
1 − gkρl

glρk

)
Bkl (2.5)

in which Bkl in [cm3/erg s2] is Einstein coefficient of induced absorption. The
population densities of the respective energy states are denoted as ρk and ρl with
their associated statistical weights gk and gl [2]. Bkl depends on the weighted
transition-moment squared ℜkl in

[
Debye2

]
Bkl = ℜkl

8π3

3h2 (2.6)

∗Asuming an ideal gas
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Under the assumption of local thermodynamic equilibrium, the population density
distribution of the energy states k and l is determined by Boltzmann statistics, see
equations (2.7) and (2.8)

gkρl

glρk

= exp
(

−hc0

kB

ν̃kl

T

)
(2.7)

ρk

ρi

= gk

Q(T )exp
(

−hc0

kB

Ek

T

)
(2.8)

in which Ek in [cm−1] is the energy of the lower state and Q(T ) is the total internal
partition function. Considering only state k, Qk(T ) is given by the sum over the
degenerate states of k

Qk(T ) =
∑

k

gkexp
(

−hc0

kB

Ek

T

)
(2.9)

Combining equations (2.7), (2.8), and (2.6) in equation (2.5), yields the final form of
the line intensity [1]

skl = hν̃kl

c0

gk

Q(T )exp
(

−hc0

kB

Ek

T

)
︸ ︷︷ ︸

equation (2.8)

[
1 − exp

(
−hc0

kB

ν̃kl

T

)
︸ ︷︷ ︸

equation (2.7)

]
ℜkl

8π3

3h2︸ ︷︷ ︸
equation (2.6)

= 8π3

3hc0
ν̃kl

gk

Q(T )exp
(

−hc0

kB

Ek

T

)[
1 − exp

(
−hc0

kB

ν̃kl

T

)]
ℜkl

(2.10)

The temperature dependence of the methane and ethane absorption lines, simulated
with the HITRAN on the web (HIgh-resolution TRANsmission molecular absorption
database) database is plotted in Figure 2.1 [3].

In the following chapters several broadening phenomena influencing the absorption
characteristics (chapter 2.1.1), as well as some established spectral measurement
methods for trace gas detection (chapter 2.1.2) will be discussed.
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Fig. 2.1. Simulated line intensities of CH4 (left) and C2H6 (right) for different
temperatures in the spectral range investigated in this work.
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2.1.1 Spectral broadening effects

Rather than discrete, monochromatic absorption lines, real spectra show absorption
profiles with finite spectral width, as the absorption line is superimposed by a
broadening function fB. Multiplying the line intensity s with the broadening function
yields the ACS σ.

σ(ν̃) = s · fB(ν̃) (2.11)

The broadening function is usually normalized to unity, i.e.∫ +∞

−∞
fB(ν̃)dν̃ = 1 (2.12)

Accordingly, any given absorption line is characterized by its line strength s01, which
is independent of pressure. The ACS, however, is affected by the line shape function
fB, which shows the same analytical form for all transitions, but its exact shape
depends on the respective line broadening mechanisms. The three most common
forms of spectral broadening are

• natural broadening

• Doppler broadening

• collisional broadening

and will be briefly discussed in the following sections.

Natural broadening

Any excited state has a certain lifetime τsp and its existence is therefore limited in
time. According to the Heissenberg uncertainty principle, the energy of a state is
subject to a certain inaccuracy ∆E via [4, 5]

τsp∆E ≥ h
2π (2.13)

With equations 2.1 and 2.2 the natural broadness ∆ν̃nat is given by:

∆ν̃nat ≥ 1
2πτspc0

(2.14)

As this effect is due to the fundamental quantum mechanic phenomenon, ∆ν̃nat
constitutes the minimal observable broadening of absorption spectra. For natural
broadening the broadening function fB shows Lorentzian distribution. Typical values
for ∆ν̃nat range from 10−4 cm−1 for electronic excited states, showing extremly short
lifetimes, to 10−9 cm−1 for vibrational transitions and 10−15 cm−1 for long-living
rotational states [5].
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Doppler broadening

According to kinetic gas theory the velocities of the molecules are distributed after
Maxwell-Boltzmann velocity distribution [6, 7]

p(v⃗) =
(

M

2πkBT

) 2
3

· exp
(

− Mv⃗2

2kBT

)
(2.15)

showing Brownian motion [8, 9]. Consequently, it will happen that the light beam,
which passes the sample in a certain direction, encounters approaching and departing
molecules. Thus, the transition wavelength is blue-shifted for approaching molecules

λb = [1 − v⃗c0]λ (2.16)

while for molecules moving in the same direction as the light beam the transition
wavelength is red-shifted

λr = [1 + v⃗c0]λ (2.17)
The line broadening caused by the Doppler effect shows a Gaussian distribution
around the absorption line center at ν̃0 [10]

fB(ν̃) = 2
∆ν̃dop

√
ln(2)
π

exp
−4ln(2)

(
ν̃ − ν̃0

∆ν̃dop

)2
 (2.18)

with a full halfwidth ∆ν̃dop of [5]:

∆ν̃dop = 2ν̃01

c0

√
2RT ln(2)

M
(2.19)

It is important to note, that ∆ν̃dop increases linearly with the difference in wavenumber
of the transition and depends on

√
T/M . Lighter molecules therefore show greater

Doppler broadening, while decreasing the temperature of the sample decreases the
broadening effects and thus increases the spectral resolution. Exciting methane (M
= 16 g/mol) at T = 313 K around ν̃ = 2968.4 cm−1 the Doppler broadening can be
approximated according to equation (2.19) as ∆ν̃dop = 9.4 · 10−4 cm−1.

Collisional broadening

Due to Brownian motion collisions between molecules are inevitable. The collision
rate Z, i.e. the reciprocal mean time between two consecutive collisions for a system
containing only one species i, is given by [5]

Z = v̄relσcolρi = τ−1
col (2.20)

The mean relative velocity v̄rel of the molecules is

v̄rel =
√

16RT
πMi

=
√

16kBT

πmi

(2.21)
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For a sample containing more than one species, e.g. (i, j), the reduced mass µij has
to be considered during collision [5]

v̄rel =
√√√√8kBT

πµij

=

√√√√8kBT (mi +mj)
πmimj

(2.22)

The collision cross-section of two molecules colliding is defined as [5]

σcol,ij = π(ri + rj)2 (2.23)

where ri and rj represent the molecular radii of the respective collision partner. For
two colliding molecules of the same sort equation (2.23) simplifies to

σcol,ii = π4r2
i (2.24)

Considering a pure gas sample (Ni = 1) and relation ρi = NiNAV
−1

m the collision
rate thus can be finally written as

Zi = τ−1
col = 16r2

i p

√
π

kBTmi

(2.25)

Assuming, that molecule collisions are necassary for a change in the molecular
energy state, i.e. the deexcitation process, the collision rate can again be linked to
Heisenbergs uncertainty principle and gives the expression for the width of collisional
broadening.

∆ν̃col ≈ 1
2πτcolc0

(2.26)

The boardening function for collisional broadening can be approximated by a
Lorentzian curve [11].

fB(ν̃) = ∆ν̃col

π

[
1

(ν̃ − ν̃0)2 + ∆ν̃2
col

]
(2.27)

Lower pressure results in a lower collision rate, i.e. more time between molecular
collisions, which in return results in less collisional broadening.

In conclusion, the ACS is affected by environmental parameters, e.g. pressure,
temperature and gas composition via different broadening effects. While natural
broadening represents a fundamental limit, the effect of Doppler and collisional
broadening can be minimize accordingly. High resolution spectra are thus often
recorded at low temperature and more important low pressure, see equations (2.19)
and (2.26). The effect of collisional broadening at pressures below atmospheric
pressure plays a significant role in the results obtained and discussed in chapter
4.3 and 4.6 and is illustrated in Appendix A.5 - Figure (A3). Usually, Doppler
and collsional broadening act simultaneously on the ACS, which is mathematically
expressed by a convolution of the two broadening functions and yields the Voigt
function fV [4].

fV(ν̃) = (fG ∗ fL)(ν̃) (2.28)
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2.1.2 Spectroscopic measurement techniques

Nowadays, spectroscopic measurement systems are the preferred choice for demanding
measurement applications like greenhouse gas monitoring, because of their high
sensitivity and selectivity. In this section the basic principles, as well as advantages
and disavantages of common spectroscopic measurement techniques that are relevant
for this work, such as direct absorption spectroscopy (DAS - chapter 2.1.2), cavity ring-
down spectroscopy (CRDS - chapter 2.1.2) and wavelength modulation spectroscopy
(WMS - chapter 2.1.2) are discussed. Raman spectroscopy, fluorescence spectroscopy
or nuclear magnetic resonance (NMR) spectroscopy are not addressed. A separate,
more detailed chapter is dedicated to photoacoustic spectroscopy (PAS - chapter
2.2), which represents the main part of this work.

Direct absorption spectroscopy

In direct absorption spectroscopy (DAS), a light source with a known emitted optical
intensity I0 illuminates the sample. The transmitted intensity I1 is measured and
used to calculate the volume number density ρi of the absorbing molecules via
Beer-Lambert law [12].

I1(ν̃) = I0(ν̃) · e(−σi(ν̃)ρilopt) (2.29)

For DAS the optical detector must exhibit a high dynamic range in order to measure
the high transmitted intensity, as well as a high resolution to detect the weak
absorption in case of trace analyte concentrations∗. Both features are contrary
and combining them is a challenging task. Another drawback of this technique
becomes obvious from equation 2.29. For an increased absorption and thus better
concentration resolution a longer optical path length lopt of the system is required.
With the aim of miniaturizing measurement devices, a trade-off between detection
limit and system size must be found with the classical absorption method. So-called
multi-pass cells offer a solution to this dilemma with the White [13] or Herriott [14]
cells being the most popular design approaches. In these cells, the optical path is
artificially extended by light reflection using optical mirrors, thus improving the
detection limit, while maintaing resonable small mechanical dimensions. Nowadays,
more sophisticated optical arrangements, e.g. circular designs [15–18], are commonly
used, due to their further increased compactness.

Cavity ring-down spectroscopy

Similar to the Herriott cell, cavity ring-down spectroscopy (CRDS) uses two highly
reflective mirrors (reflectivity R ≥ 99.9 %) that increase the optical path length up
∗To detect 1 ppbV methane at 313 K and atmospheric pressure with an ACS of σi = 4.3·10−23 m2 at

an excitation wavenumber of ν̃ = 2968.4 cm−1 with a commercial Herriott cell (lopt = 31.2 m),
the optical detector must be able to resolve 0.03 h of I0.
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to the kilometer range. At each reflection, a small fraction (1 - R) of the optical
power is not reflected but decoupled and measured by a photodetector, see Figure
2.2. When the laser is switched on, the cavity fills with circulating laser light. As
soon as the photodetector reaches a certain threshold the laser is abruptly switched
off and the decay behavior of the optical power is measured. The decay time is
defined as the time needed for the signal to reach 1/e-th of the inital value. After n
round trips the measured intensity In for a cavity of length Lc formed by mirrors
with reflectivity R will be

In = I0R
2n · e(−2nσi(ν̃)ρiLc) (2.30)

The term R2n can be expressed as e2n·ln(R) [19]∗. For the highly reflective mirrors
(R ≈ 1) one can approximate the term ln(R) ≈ (1 − R). With this relation and
n = t · c0/(2Lc) equation (2.30) can be written as [19, 20]

In = I0 · e

(
−t · c0

Lc
· [(1 −R) + σi(ν̃)ρiLc]

)
(2.31)

According to equation (2.31) more absorbing molecules inside the cavity yield a
faster decay, compare (I) and (II) in Figure 2.2. The time dependent measured decay
characteristic can be calculated via

I = I0 · e

(
− t

τ

)
(2.32)

Combining equations (2.31) and (2.32), it becomes clear that the decay time τ is
proportional to the analyte volume number density ρi [21].

τ = Lc

c0 [(1 −R) + (σi(ν̃)ρiLc)]
(2.33)

Due to its excellent sensitivity and its advantage of utilizing rather simple photode-
tectors compared to DAS, CRDS instruments are most widely used when it comes
to continuous trace gas monitoring. Dube et al. developed a CRDS system for
simultaneous atmospheric NO3 and N2O5 monitoring, providing LoDs of 0.5 pptV
and 1 pptV, respectively [22]. Regarding methane detection Tang et al. published an
article reporting a limit of detection of 13 pptV with an averaging time of 10.4 s [23].
The US-american company Picarro Inc. is one of many companies, which sell multiple
CRDS systems for various applications, including environmental monitoring. Those
systems can be used for greenhouse gas monitoring, isotope analysis or detection of
hazardous gases. For all applications the CRDS systems provide detection limits in
the single digit ppbV, or even sup-ppbV range. The European scientific network
Integrated Carbon Observation System (ICOS) aims to provide accurate, continuous
and standardized measurements of greenhouse gases to the public. To achieve this,
the Picarro G2301 CRDS systems are integrated in all 46 ICOS stations to monitor
CH4 and CO2 [24]. In chapter 4.4 this device was used as a reference to be compared
with the photoacoustic sensor developed in this work.
∗R2n = eln(R2n) = e2n·ln(R)
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Fig. 2.2. Schematic representation of CRDS. The photodetector measures the
trasmitted optical power behind the cavity as a function of time. With more
absorbing molecules inside the cavity (II - red dashed line) the decay time is faster,
compared to an empty cell (I - black solid line)

The detection limit of CRDS systems is determined by the decay time of an empty
cavity τ0, i.e. not containing any analyte

τ0 = Lc

c0(1 −R) (2.34)

and the minimal detectable time intervall ∆tmin of the detector [19, 25].

The difference in decay time ∆τ of the empty cavity τ0 and of an analyte containing
sample gas must be equal or greater than ∆tmin. Using highly reflective mirrors
R = 99.99 % in a cavity of length Lc = 25 cm, which results in an effective
optical path length of 11.5 km (23024 round trips∗) 1 ppbV methane, excited at
ν̃ = 2968.4 cm−1 with an ACS of σ = 4.3 ·10−23 m2, shows a decay time of τ = 8.313
µs. For the empty cavity the decay time is τ0 = 8.333 µs. The photodector must thus
be able to resolve at least ∆tmin = 20 ns. Figure 2.3 shows the differences in decay
time ∆τ for an empty cavity and a cavity containing different analyt concentrations
Ni, as well as for different reflectivities R (i) - (v) of the cavity mirrors. By increasing
the reflectivity, the requirements for the photo detector, i.e. its time resolution, can
be reduced. Figure 2.3 also highlights, that CRDS devices typically feature a high
dynamic range [20].

In addition to the excellent detection limits and high dynamic range, a further
significant advantage of CRDS is the independence of the signal from the emitted
optical power, since the decay-time τ is the measured quantity [26]. Fluctuations in
the optical power may only affect the build up time inside the cavity, but not the
measurement itself, see Figure 2.2.

While CRDS provides several advantages, it is not without limitations. The cavity is
sensitive towards temperature fluctuations and mechanical vibrations, which may

∗For this number of round trips the optical power within the cavity has dropped below 1 % of its
inital value.
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Fig. 2.3. Double logarithmic representation of the difference in decay time ∆τ
for an empty and an analyt containing cavity. The calculations are performed for
different reflectivities R of the cavity mirrors.

result in worse measurement precision. Additionally, the cavity must be precisely
aligned and the employed optical components are often rather expensive.

Wavelength modulation spectroscopy

Another common technique for gas analysis is wavelength modulation spectroscopy
(WMS). Unlike in classical DAS, in which the light source is operated in continous-
wave (cw) mode, WMS utilizies the tunability of novel laser sources. The wavelength
tunability is achieved by either current or temperature modulation of the laser. For
laser modulation a small sinusiodal current Imod with frequency fmod is superimposed
to the offset current Ioffset. When scanning over an absorption feature the offset
current is sawtooth modulated, with an frequency much slower than fmod. The
resulting signal consists of n harmonics of the sinusoidal frequency fmod, which can
be detected by a lock-in-amplifier (LIA)∗. In Figure 2.4 the scanning process over an
Lorentzian absorption is illustrated in a simplified manner. The blue line shows the
time dependend WMS signal at the detector prior to LIA data processing, while the
red sine wave indicates the wavelength modulation. The offset current of the laser is
increased from (a) to (d). When the offset current matches the maximum absorption
of the peak (c) the dominant frequency of the WMS comes twice the modulation
frequency. Assuming a wavenumber normalized Lorentzian shaped absorption profil
G(x), i.e. the center of absorption being at xc = 0

∗The principles of lock-in detection are discussed in Appendix A.3.
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Fig. 2.4. Schematic representation of WMS technique. The laser offset current
is increased from (a) to (d) scanning the absorption peak (black line), while the
sinusiodal current (red line) causes the laser emission to slightly shift, resulting in
the raw WMS signal at the detector (blue line).

G(x) = 1
1 + x2 (2.35)

the Fourier transform g(y) of G(x) is given by equation (2.36) [27]

g(y) = 1
2π

∫ +∞

−∞
exp(−i · x · y) dx = 1

2exp(−|y|) (2.36)

For sinusiodale modulation of the laser, x can be extended by x+m · cos(2πfmodt).
The modulation index m is a function of the modulation width ∆ν̃ and the half
width at half maximum of the absorption feature γ [28]

m = ∆ν̃
γ

= x

γ
(2.37)

The measured signal S(x) at the detector is defined as

S(x) = G(x+m · cos(2πfmodt)) (2.38)

with its Fourier transform

s(y) = g(y)exp(i ·m · y · cos(2πfmodt)) (2.39)
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Using the Jacobi-Anger formula [29] equation (2.39) can be expanded into a Fourier
series [27]

s(y) =
∞∑

n=0
inεn · cos(n · 2πfmodt)g(y)Jn(m · y) (2.40)

with ε = 1 for n = 0 and ε = 2 for n ≥ 2 and Jn(m · y) being the Bessel function of
n-th order.

Performing the inverse transformation on equation (2.40) and subsequent integration,
yields a mathematical description of the measured signal Sn(x) containing all n har-
monics, when scanning over an Lorentzian shaped absorption peak with wavelength
modulation

Sn(x) = 1
2mn

εni
n ·

[√
(1 − i · x)2 +m2 − (1 − i · x)

]n
√

(1 − i · x)2 +m2
+ c.c. (2.41)

Schilt et al. provided an expression for the first two harmonics (n = 1 and n = 2)
from equation (2.41) [30].

S1(x) =
[√

2
m

· −x
√
r +M + sign(x)

√
r −M

r

]
(2.42)

S2(x) =
[

−4
m2 +

√
2

m2 · (r + 1 − x2)
√
r +X + 2|x|

√
r −X

r

]
(2.43)

with M = (1 − x2 +m2) and r =
√
M2 + 4x2. The optimal modulation index for an

ideal Lorentzian shaped absorption for the first harmonic signal becomes m1,opt = 2
and for the second harmonic m2,opt = 2.197 [27, 31, 32]. The detector output of S1
and S2 demodulated at f = fmod and f = 2fmod, respectively, is shown in Figure 2.5.
WhileS1 shows a zero crossing at the maximum of the absorption peak (grey dotted
line), the first harmonic S2 has a negative maximum.

Wavelength modulation spectroscopy provides several advantages over direct ab-
sorption spectroscopy, whose applicability is limited by overlapping absorption lines
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and interference from non-target gases. WMS addresses these challenges by modu-
lating the laser wavelength, allowing for better discrimination between the target
gas absorption signal and interfering background signals [33]. The laser modulation
introduces the possibility of phase-sensitive detection, e.g. via lock-in amplification,
enabling the extraction of the specific absorption features with higher precision. This
results in improved signal-to-noise ratio, which is beneficial for trace gas detection
applications. Additionally, WMS provides effective background suppression, making
it a suitable choice in harsh environments, where direct absorption spectroscopy may
encounter limitations in distinguishing the analyte gases from interfering molecules.
One major drawback of WMS is, however, he increased complexity of experimental
setups and data analysis compared to direct absorption spectroscopy. The modula-
tion parameters of the laser must be precisely monitored and controlled, demanding
sophisticated devices. Moreover, in applications in why the modulation depth is
limited the sensitivity of WMS may be reduced.

Chapter 4.6, discusses the influence and resulting limitations of overlapping absorption
peaks as well as pressure broadening effects in case of WM PAS.
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2.2 Photoacoustic spectroscopy

When Alexander Graham Bell in 1880 periodically interrupted focused sunlight
while illuminating a solid substance, he observed an audible sound, discovering the
photoacoustic effect [1]. In photoacoustic spectroscopy (PAS) the effect of absorption
of electromagnetic waves by molecules is used to generate an acoustic signal, which
intensity is proportional to the number of absorbing molecules. Initially a modulated
light source (amplitude – or wavelength modulation) electromagnetically excites
the analyte of interest. Via collisions with surrounding molecules the additional
energy of the excited analyte molecules may be converted into kinetic (translational)
energy, see chapter 2.2.2. This energy transition from a vibrational to a translational
energy state (VT relaxation) results in local heating of the sample gas. Due to the
periodicity of the modulation, this heat input is also periodic. In case of amplitude
modulation (AM) the PAS signal exhibits the same frequency as the laser modulation,
while for wavelength modulation (WM) the signal at the first harmonic 2fmod is of
interest. The heat input results in a periodic density fluctuation within the sample
gas, i.e. periodic dilatation and contraction, which corresponds to an acoustic wave.
The signal generation process is displayed as a flowchart in Figure 2.6. Compared to
other spectral techniques, see equation (2.29) for DAS and equation (2.33) for CRDS
the PA signal does not depend on the optical path length, increasing to potential
for miniaturization without the need of complex optical mirror arrangements. As
optical cavities or multipass cells are usually quite expensive, PA sensors aditionally
offer a significant cost advantage, while retaining ppbV or even sub-ppbV level
sensitivity. These characteristics make PAS an attractive technique for highly
demanding applications, such as medical diagnostics [3–6], environmental monitoring
[7–10], isotope ratio analysis [11, 12] or hazardous and explosive compound detection
[13–15].

The photoacoustically generated pressure pa is converted into a voltage signal via an
acoustic-electrical transducer. There is a variety of photoacoustic systems, which
essentially differ in the choice of detector. Conventional PA systems use microphones
as acoustic detectors, while in quartz enhanced PAS (QEPAS) the sharp resonance
of quartz tuning forks (QTF) is exploited. Less common, but still relevant sys-
tems employ micromechanical cantilevers and detect the sound pressure induced
cantilever deflection via optical readout [13, 16, 17], piezoresistive [18, 19], piezo-

Fig. 2.6. Schematic representation of the signal generation process in PAS, adapted
from [2].
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electric [20, 21] or capacitive readout [22–24]. A comprehensive review regarding
recent progress in cantilever enhanced PAS is provided by Yin et al. [25]. Since the
photoacoustic measurements in this work were performed using microphone-based or
quartz-enhanced PAS sensors, which are also the two most dominant techniques in
PAS, cantilever-based sensors are not discussed further in the following.

To increase the signal to noise ratio (SNR) and thus improve the detection limit,
both QEPAS and microphone PAS sensors often employ acoustic resonators [26]. As
those systems utilize the resonance amplification of the resonators, this approach is
called resonant photoacoustic. Non-resonant photoacoustic setups are also reported
in literature [27–30], but not further discussed in this work. In case of resonant PAS,
the modulation frequency is determined by the dimensions of the acoustic resonator,
otherwise a mismatch in the modulation and the resonance frequency will cause
signal losses. The resonator amplification properties are summarized in the quality
Q factor, which is defined as the ratio of lost energy per oscillation with respect
to the accumulated energy [31]. Higher Q factors yield better amplification of the
acoustic wave and thus better SNR. Multiple resonator geometries have already been
investigated in literature and summarized in [31]. The most common type is the so-
called H-type resonator [32–35], i.e. an both sided open ended cylinder accompanied
by two buffer volumes for acoustic noise suppression [36, 37]. Other geometries,
like Helmholtz resonators [38–41] or T-type resonators [42–44] are also reported,
but are less common and will not be discussed further. Cylindrical resonators
exhibit three types of resonance modes, i.e. azimuthal, radial and longitudinal. The
particle displacement for all three modes is shown schematically in Appendix A1.
In further considerations, only the longitudinal resonance will be discussed, as the
first longitudinal mode (n = 1) was exploited in this work. For the first longitudinal
mode, the maximum pressure oscillation is generated at half of the resonator length
(L/2). The resonance frequency of the longitudinal modes is given by [31]

fres = n
cs

2 · Lres
(2.44)

for n = 1, 2, . . . harmonics, with cs being the speed of sound of the sample and L being
the length of the cylinder. As cs is a function of temperature T and gas composition
χi of the sample gas [45], so is fres. Variations in the sample gas composition affect
the speed of sound and thus shift the resonance frequency. If fmod is not adjusted
accordingly this will result in a signal loss and misinterpretation of the measurement
data regarding the analyte concentration. In chapter 3.1.2 an integrated, real-time
resonance monitoring system is presented to avoid such detuning. Regarding QEPAS
systems, that additionally exploit acoustic resonators, the resonance amplification
by the QTF exceeds the amplification by the resonators, thus the overall resonance
frequency and accordingly the laser modulation frequency are determined by the
QTF frequency fQTF. Nevertheless, as the overall resonance amplification results
from multiplication of the QTF and the acoustic resonator amplification, the optimal
resonator length is defined by fQTF to achieve maximum amplification. While fQTF
is constant, according to equation (2.44) the resonator frequency is a function of cs
and thus T and χi. Therefore, changes in the sample composition, or temperature
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may cause acoustic detuning by shifting the resonator amplification characteristics,
but not of the QTF and, hence, yield non-negligible signal losses.

Although PA systems are independent of the optical path length, higher optical power
within the measurement cell results in more excited molecules and thus a higher
PA signal. Multipass approaches in PAS, e.g. employing Herriott cells, reported an
improvement regarding the limit of detection by a factor of 12 [46] and 17.3 [47].
An improvement of the SNR by up to 640 using an optical cavity was reported in
2022 by Hayden et al. [48]. In 2013, Kachanov et al. were able to achieve pptV
level sensitivity for NH3 detection by 181-fold optical power enhancement employing
an external cavity [49]. Regarding C2H2 detection an external cavity enhanced
the photoacoustic signal by a factor of 100, thus achieving a detection limit in the
double-digit pptV range [50].

Whether multipass cells, optical cavities or simple acoustic one-beam resonators
are exploited, the excited analyte molecules must be able must be able to release
their vibrational energy in the form of translational energy within in one period of
fmod (VT relaxation) in order to generate a loss-free photoacoustic signal. However,
VT relaxation is not the only process that can occur during molecule collisions of
excited analyte molecules. For instance, the vibrational energy can be converted into
rotational (VR relaxation), or again vibrational energy (VV relaxation) of a different
state, whereas for further considerations VR relaxation is neglected. Whether VT
or VV, every energy transfer process starting from an excited energy state might
affect the overall relaxation cascade and, hence, the resulting PA signal. At least the
rate of one of those transfer processes originating from a certain excited state has
to be considerably faster than fmod, otherwise a delay in relaxation occurs, yielding
PA signal loss. The overall delay when considering the whole relaxation cascade
is strongly dependent on environmental conditions, i.e. pressure p, temperature T
and gas composition χi. This complexity of mutually influencing and sometimes
counteracting parameters makes relaxation one of the most challenging issues in
photoacoustics, especially with respect to data reliability. In chapter 2.2.2 the
relaxation process is theoretically discussed, and finally provides a brief summary of
already reported relaxational effects for different analytes in PAS, highlighting the
relevance of this issue. In chapter 4.2 an algorithm (CoNRad) is presented, which
provides further insights to make relaxation more tangible and forms the basis of the
obtained results in chapters 4.3, 4.4, and 4.5.

2.2.1 Signal generation

For understanding the heat generation process via relaxation a simplified two-level
system is sufficient. To explain the effect of relaxation on the photoacoustic signal,
the two-level system has to be extended considering all energy states participating in
the relaxational cascade, see chapter 2.2.2. The amplification by employing acoustoc
resonators has already been extensively discussed in literature and will thus only be
briefly summarized in this chapter.
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Heat production rate

Considering only two energy states, i.e. the ground state E0 and an excited state E1,
the analyte volume number density ρ can be expressed as the population densities of
those two states ρ0 and ρ1.

ρ = ρ0 + ρ1 (2.45)

With the assumtion, that significantly more molecules remain in the ground state
(ρ0 >> ρ1) equation (2.45) can be approximated as ρ ≈ ρ0. The excited state gets
populated by photon absorption with photon flux Ψ of the modulated light source

Ψ = P0

hc0ν̃Phπ
(

db
2

)2

︸ ︷︷ ︸
Ψ0

(
1 + eiωt

)
(2.46)

with the angular modualtion frequency ω = 2πfmod, P0 being the emitted optical
power, db the diameter of the light beam and Ψ0 the flux without modulation in
[s · m−2].

The rate equation describing the time-dependent population of the excited energy
state E1 is given by

dρ1

dt = ρσ(ν̃Ph)Ψ − ρ1σ(ν̃Ph)Ψ − ρ1

τ1
(2.47)

The lifetime of E1 is considered by τ1 and depends on the non-radiative τ1,n and the
radiative τ1,r lifetimes

τ−1
1 = τ−1

1,n + τ−1
1,r (2.48)

For excitation in the infrared region the simplification τ1 ≈ τ1,n can be applied as
collision induced non-radiative relaxation processes dominate the deactivation of the
excited state, i.e. τ1,r >> τ1,n [51]. With this approximation equation (2.47) can be
further simplified yielding

dρ1

dt = ρσ(ν̃Ph)Ψ − ρ1

τ1
= ρσ(ν̃Ph)Ψ0

(
1 + eiωt

)
− ρ1

τ1
(2.49)

The solution of this differential equation can be written as [52]

ρ1(t) = ρσ(ν̃Ph)τ1,nΨ0√
1 + (ωτ1,n)2

· ei(ωt−ϕ) (2.50)

in which ϕ = arctan(ωτ1,n) represents the phase lag between ρ1 of the excited state
and the photon flux Ψ. The time-dependent heat production rate per volume Ḣ(t)
in
[
Js−1m−3

]
is a function of ρ1(t) [52]

Ḣ(t) = ρ1(t)
hc0ν̃Ph

τ1,n
= Ḣ0(t) · ei(ωt−ϕ) (2.51)
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with
Ḣ0 = ρσ(ν̃Ph)I0

1√
1 + (ωτ1,n)2︸ ︷︷ ︸

ϵrelax

(2.52)

and I0 being the intensity of the light source. The quantity ϵrelax describes the overall
efficiency of non-radiative relaxation. In chapters 2.2.2, 4.2, as well as Appendix A.4
the problem with relaxation times for complex relaxational systems, i.e. considering
more than two energy states, is further adressed.

Acoustic wave generation and resonance amplification

The theoretical considerations necessary to derivate a mathematical representation of
the photoacoustically generated sound pressure pa have been discussed many times
in the literature [51–58] and will thus not be addressed in greater detail. Only a
brief summary is given in this thesis and the reader is referred to the corresponding
literature.

The damped wave equation of the photoacoustic pressure, which considers loss
mechanisms induced by the viscosity of the medium, can be written as

∆pa(r⃗, t) − 1
c2

s

[
δ2

δt2
pa(r⃗, t) − γµk∆ δ

δt
pa(r⃗, t)︸ ︷︷ ︸

loss

]
= −γ − 1

c2
s

δ

δt
Ḣ(r⃗, t)︸ ︷︷ ︸

source

(2.53)

with µk being the kinematic viscosity and γ the adiabatic exponent of the medium.
Due to the loss term, equation (2.53) cannot be solved analytically. Thus, for initial
approximations this loss term will be neglected, but later considered again by means
of an excess term [52, 59]. Neglecting the loss term the undamped wave equation is
described as

∆pa(r⃗, t) − 1
c2

s

δ2

δt2
pa(r⃗, t) = −γ − 1

c2
s

δ

δt
Ḣ(r⃗, t) (2.54)

Performing a Fourier transform equation (2.54) can be solved [54, 57], resulting in(
∆ + ω2

c2
s

)
pa(r⃗, ω) =

(
γ − 1
c2

s

)
iωḢ(r⃗, ω) (2.55)

with
pa(r⃗, t) =

∫ ∞

−∞
pa(r⃗, ω)eiωtdω (2.56)

and
Ḣ(r⃗, t) =

∫ ∞

−∞
Ḣ(r⃗, ω)eiωtdω (2.57)

In resonant photoacoustics the generated pressure is amplified by exploiting the
resonance condition of the acoustic resonator. There are several types of acoustic
resonators, characterized by different geometries. The solution of equation (2.55)
strongly depends on the resonator geometry. For a cylindrical resonator the acoustic
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pressure pa inside the PAC is defined as the sum over all possible acoustic modes
pj(r⃗), including azimuthal, radial and longitudinal, with their respective amplitude
Aj(ω) [52]

pa(r⃗, ω) =
∑

j

Aj(ω)pj(r⃗) (2.58)

The amplitude Aj(ω) of the pressure wave inside a both-side open cylindrical resonator
with volume Vres can be calculated via [54, 58]

Aj(ω) = − iω

ω2
j

(
1 − ω2

ω2
j

) γ − 1
Vres

∫
p∗

j(r⃗)Ḣ(r⃗, ω)dV (2.59)

with p∗
j(r⃗) representing the complex conjugated normal mode. Since the loss term

has been neglected so far, the amplitude of equation (2.59) would approach infinity,
when the angular frequency ω of the sound wave approaches the resonance frequency,
i.e. Aj(ω = ωj) → ∞. Introducing the loss term

[
iω (ωjQj)−1

]
, due to losses from

fluid viscosity and heat conduction effects, equation (2.59) may be extend to [54]

Aj(ω) = − iω

ω2
j

(
1 − ω2

ω2
j

+ i ω
ωjQj

) γ − 1
Vres

∫
p∗

j(r⃗)Ḣ(r⃗, ω)dV (2.60)

The quality factor of the jth mode Qj is a measure for the ratio of accumulated and
dissipated energy of a wave during one period of oscillation [31].

Qj = 2π · accumlated energy
energy lost during one oscillation period (2.61)

The integral in equation (2.60) is the overlap integral and considers the coupling of
the generated pressure mode p∗

j(r⃗) and the spatial distribution of heat generation
H(r⃗). The relationship between the heat production rate and the laser intensity
from equation (2.51), allows to rewrite equation (2.60) [54]

Aj(ω) = − iω

ω2
j

(
1 − ω2

ω2
j

+ i ω
ωjQj

) (γ − 1) · ρAσ(ν̃Ph)
Vres

∫
p∗

j(r⃗)I0(r⃗)dV (2.62)

Expressing the light intensity as the product of the optical power P0 and the
normalized spatial distribution function of the beam G(r⃗)

I0(r⃗) = P0G(r⃗) (2.63)

and assuming Gausian intensity distribution of the laser beam, allows to solve the
overlap integral [52] ∫

p∗
j(r⃗)G(r⃗)dV = Lrespje

−µj (2.64)

with Lres being the length of the resonator, pj the normalization coefficient and µj

the reciprocial light-to-sound coupling factor of the laser beam with the j acoustic
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Fig. 2.7. Simplified cross-section of a typical H − type PAC, apated from [58].

mode [57]. Measuring in resonant mode, the amplitude of the PA pressure is defined
as

Aj(ωj) = (γ − 1)Qj

ωj

1
πR2

0
pjϵrelaxρAσ(ν̃Ph)P0e

−µj (2.65)

with R0
∗ being the resonator radius and ρA being the volume number density of

the analyte. Considering optimal light-to-sound coupling, i.e. 100 % overlap of the
illuminated area and the acoustic pressure mode (µj = 0), yields e−µj = 1. Combining
equations (2.58) and (2.65) the photoacoustic pressure can be described as

pa(r⃗, ωj) = (γ − 1)Qj

ωj

1
πR2

0
pjϵrelaxρAσ(ν̃Ph)P0︸ ︷︷ ︸

Aj(ωj)

pj(r⃗) (2.66)

For the first longitudinal mode† (100) the pressure varies only in z-direction and
the dimensionless normalization coefficient becomes p100 =

√
2 [52]. The acoustic

pressure wave p100(r⃗) may be regarded as a sinusoidale half-wave with the maximum
located at the middle of the resonator p100(r⃗mic) = 1 [35]. Accordingly, Figure 2.7
shows the cross-section of tpyical H − type PAC, with the microphone mounted at
Lres/2.

Summarizing, the photoacoustic pressure for the first longitudinal mode of an open
cylindrical resonator under the assumption of perfect light-to-sound coupling can be
calculated via equation (2.67) [35, 52, 58].

pa(r⃗mic, ω100) = (γ − 1)Q100

ω100

1
πR2

0

√
2ϵrelaxρAσ(ν̃Ph)P0 (2.67)

2.2.2 Non-radiative relaxation

The photoacoustic pressure is generated by periodic non-radiative relaxation, which
means the conversion of vibrational energy into kinetic energy via molecular collsions.
∗Vres = πR2

0Lres
†This resonance mode was exploited in this thesis.



34 Chapter 2. Theory

In this chapter the fundamental theory of non-radiative relaxation, as well as molec-
ular collisions are discussed, while the two most relevant processes in photoacoustics,
i.e. vibrational - translational transition and the vibrational - vibrational transfer are
covered in greater detail. Concluding this section, a review of challenges regarding
non-radiative relaxation characteristics for a variety of different analytes is given,
which emphasizes the relevance of this topic.

Molecular collisions

Molecules can gain or release vibrational energy by collisions with surrounding
molecules. The theory of molecular collisions is therefore of great importance for
understanding vibrational energy transitions. In this section, the theory of collisions
is first developed for elastic interaction of inert, hard sphere molecules. The basic
concepts derived for this simplified case will be extended in the next step for inelastic
collisions between diatomic, vibrating molecules.

Elastic collsions - inert gas molecules

The interaction of approaching molecules can be approximated by the Lennard-Jones
potential [60]

V (r) = 4ε
[ (

σ

r

)12

︸ ︷︷ ︸
repulsive force

−
(
σ

r

)6

︸ ︷︷ ︸
attractive force

]
(2.68)

in which r describes the distance of the two molecules, σ the separation for which
the potential energy becomes zero V (r = σ) = 0 and ε the depth of the potential

Fig. 2.8. Lennard-Jones potential, apated from [60].
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Fig. 2.9. Simplified schematic of the trajectories of molecular collisions for different
impact parameters b0−3. Inside the inner, grey highlighted circle with radius rm only
repulsive forces act. The outer circle marks the distance, where the attractive forces
start.

well, i.e. the molecular distance rm at maximal attractive forces. The attractive
forces consider the long-range interaction of the molecules, while the repulsive forces
dominate at short distances and causes a steep increase of V (r). For a head-on
collision the approaching molecule, with kinetic energy 1

2mv
2, will first accelerate

as the attractive forces dominate, until it reaches the minimum of the potential
V (r) = ε. For smaller distances the dominating repulsive forces cause the molecule
to slown down, until it stops at rc where V (r) = 1

2mv
2. This marks the so called

classical turning point from which the molecules being to move away from each other
[61]. A graphical representation of the Lennard-Jones potential is given in Figure
2.8.

Considering, that most collisions are not directly head-on, an impact parameter b
has to be introduced. This impact paramter is defined as the closest distance of the
molecular centers for the two approaching molecules [60]. In Figure 2.9 this effect is
illustrated. A head-on collision is defined as b0 = 0. In elastic collisions, the partners
can exchange translational energy among each other. However, for a energy exchange
to occur the condition b < rm must to fullfilled, as for collisions with b > rm (e.g. b2
in Figure 2.9), only attractive forces operate. The collision rate, i.e. the the energy
transfer rate whilst collision, finally results from kinetic gas theory, see equation
(2.25).
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Vibration to translation (VT) energy transfer

Inelastic collsions - diatomic molecules

Regarding vibrational energy transfer this hard sphere model must be extended.
Assuming a collinear collision of molecule AB with the vibrating molecule A∗B∗,
which will be considered as a harmonic oscillator. In this case r is the separation of
the respective center of mass of A∗B∗ and AB. The vibrational amplitude of A∗B∗,
around its equilibrium distance d0 of A∗ and B∗, will be denominated as ζ. Since a
collinear collision is assumed, the impact occurs only at B∗ and A, see Figure 2.10.
The time-dependend distance d of B∗ and A is given by

d = r − d0 − ζ (2.69)

The vibration of A∗B∗ results in a time-dependend, periodic perturbation of V (r),
induced by the periodic vibrational amplitude ζ [60]. According to Ehrenfest’s
adiabatic principle, an energy exchange, in this case a vibrational - translational
transfer, can only take place if the changes of the force are large within a period
of vibration [62, 63]. This implies that the vibrational period tν of A∗B∗ must be
longer then the collision duration τc

∗ for a vibrational - tanslational energy transfer
to happen [60, 64]. The collision duration τc can be assumed as the range s of the
intermolecular forces for the mean relative velocity v̄rel of the colliding molecules.

τc = s

v̄rel
(2.70)

The vibrational period of A∗B∗ can be calculated by

tν = 1
νAB

= 1
c0ν̃AB

(2.71)

For an energy transfer to happen the criterion τc < tν thus must be met.

Using equation (2.22) this condition can be rewritten to become [60]√
8kBT · (mAB +mAB)

π ·mAB ·mAB︸ ︷︷ ︸
v̄rel

> s · νAB (2.72)

Equation (2.72) is satisfied for higher temperatures, low-weight collision partners,
and low vibrational frequencies, but also for steeper intermolecular potentials, which
correspond to smaller values of s [60]. Taking the example of traces of CH4 diluted
in N2, the relative mean velocity can be calculated to 806.7 m/s for a temperature
of 40 ◦C. To satisfy the condition of equation (2.72) for VT relaxation of the excited
methane vibrational mode at 2968.4 cm−1 with a vibrational period of 1.12 · 10−14 s
according to equation (2.71) the distance in the repulsive field for the approaching
molecule must be less than 0.09 Å. For a lower vibrational energy of 1000 cm−1,
the maximum distance s increases to 0.27 Å, which corresponds to a higher VT
probability per collision.
∗τc must not be mistaken for the average time between molecular collisions τcol, see equation (2.25).
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Fig. 2.10. Schematic of a collinear collision between a vibrating A∗B∗ and a
non-vibrating molecule AB. The collision impact occurs only at B∗ and A.

Landau-Teller theory

The fundamental theory of vibrational energy transfer was developed by Landau
and Teller in 1936 [65]. Their model neglected the attracive forces of V (r), as they
assumed, that the energy transfer propability is only influenced by the steep repulsive
part [60]. Using an exponential decay function V (r) = V0exp(−α · r), with α being
the steepness, to model the repulsive forces and exploiting classical time-dependent
perturbation theory, the average probability of vibrational deactivation per collision
as a function of temperature becomes [60]

P10 = exp
−3

(
2π4µABν

2
AB

α2kBT

) 1
3
 (2.73)

Generally speaking, the reciprocal average probability gives the average necessary
collisions Z10 = P−1

10 required for the relaxation of a vibrational state. With this
relation and considering equation (2.25) for the collision rate Z of the gas mixture,
the relaxation time∗ τν for a certain vibrational mode ν can be obtained, see equation
(2.74).

τν = Z10

Z
= 1
P10 · Z

(2.74)

SSH theory

Schwartz, Slawsky and Herzfeld (SSH) provided an extension to the Landau-Teller
theory [66, 67], which was further developed by Tanczos for polyatomic molecules
[68]. The intermolecular potential in SSH theory differs from the exponential decay
potential used in Landau-Teller theory

V (r) = Uexp(−α · r) − ε (2.75)

The expression exp(−α · r) still represents the repulsive forces and the attractive
forces are no longer neglected, but considered with −ε [60]. Considering a molecular
collision, in which one molecules shows a vibrational mode (νa) and the colliding
partner shows a vibrational mode (νb). Both (νa) and (νb) can exist in different
quantum states. The probability, that during the collision event (νa) changes its

∗Sometimes referred to as the lifetime.
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quantum state from i to j, while (νb) simultaneously changes its state from k to l
can be obtained from SSH theory

P
i→j(νa)
k→l(νb) = S0(νa)S0(νb)[V ij(νa)]2[V kl(νb)]2·

·
( 4µ

kBT

)
exp

[ −ϵ
kBT

] (8π3µ∆E
h2

)2 ∫ ∞

0
f(ū)dū (2.76)

in which
f(ū) = ū

α4

(
rc

σ

)2
exp

[
− µū2

2kBT

]{
exp[L− L′]

(1 − exp[L− L′])2

}
(2.77)

and
L = 4π2µ

α
ū (2.78)

L′ = 4π2µ

α
v̄ (2.79)

For superelastic collisions∗ vibrational-translational (VT) energy exchange can occur,
resulting in different relative velocities of the colliding molecules, with reduced mass
µ, before (ū) and after (v̄) the collision. The energy difference ∆E exchanged for any
VT transition, while (νb) remains in its original quantum state (k = l), is given by

∆E = hνa(i− j) = 1
2µ(v̄2 − ū2) (2.80)

The vibrational factors [V ij(νa)]2 and
[
V kl(νb)

]2
in equation (2.76) consider the

coupling of the initial and final quantum states of the perturbated oscillator, induced
by the collision [60]. If no change in quantum state occurs, then vibrational factors
are defined as unity. For changes in the quantum state of the vibration, [V ij]2
becomes a function of the repulsive parameter α of the potential, amplitude of the
vibration

(
Ā2
)
, as well as its vibrational frequency ν.

[
V i→i±1

]2
= α2

(
Ā2
) (i+ 1)h

8π2ν
(2.81)

For multiple quantum jumps, i.e. (i → j ± n) with n ≥ 2 the vibrational factor
decrease, thus a single quantum transition will always be the preferred process [60].

Real molecules, unlike idealized rigid spheres, are not necessarily spatially symmetric.
This results in spatial orientations of the collision partners, for which an energy
transfer is more efficient than for others. The steric factor S0 takes this effect
into account. For diatomic molecules, as well as for longitudinal vibrations of
linear molecules, S0 = 1/3 is applied. Non-linear molecules and bending modes are
considered by S0 = 2/3 [60].

∗In superelastic collisions the internal (vibrational) energy is converted into kinetic energy.
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Transitions which involve energy differences ∆E > 200 cm−1 the standard SSH
theory must be slightly adapted to yield the Tanczos equation [68].

P
i→j(νa)
k→l(νb) = S0(νa)S0(νb)

(
r∗

c
σ

)2
[V ij(νa)]2[V kl(νb)]28

(
π

3

)1/2
·

·
[

8π3µ∆E
α∗2h2

]
X1/2exp

[
−3X + ∆E

2kBT
− ϵ

kBT

]
(2.82)

with

X = µu∗2

2kBT
=
(

∆E2µπ2

2α∗2h2kBT

)1/3

(2.83)

As molecule velocities show Boltzmann distribution some approaching molecules show
less probable vibrational energy transition, while others provide a greater transition
probability [60]. The velocity showing the most effective vibrational energy transition
is denoted as u∗. The collisional cross-reference factor (r∗

c/σ)2 in equation (2.82) is
the ratio of the distance of closest approach r∗2

c to the separation σ at V (r) = 0 for
u∗, see Figure 2.8 [68]. The intermolecular repulsive force constant α∗ also refers to
u∗.

For polar molecules the SSH theory predicts lower transition probabilities, as the
attractive potential of the approaching molecules is still inadequately assumed, see
equation (2.75). To account for this discrepancy Shin introduced a Morse potential to
substitute equation (2.75) [69]. Two further limitations of the present theory, which
will only be briefly mentioned but not further discussed, is neglecting that molecules
can posses serveral individual vibrational modes, which can relax independently
from each other and neglecting the fact, that molecules change their shape during
vibration.

Vibration to vibration (VV) energy transfer

Compared to VT transitions in which the colliding partner remains in its inital
quantum state, i.e. k = l, in VV transitions both molecules change their state, i.e.
i ̸= j and k ̸= l. The exchanged energy for any VV transition is given by

∆E = hνa(i− j) + hνb(k − l) (2.84)

If the vibrational energy after the collision is larger than prior to the collision, i.e.
∆E > 0 the surplus energy is withdrawn from the environment. As this effect causes
the kinetic energy of the gas to decrease, this effect is called kinetic cooling [70,
71]. For the opposite scenario ∆E < 0, the energy difference of the VV transition
is released into the environment. Both scenarios are illustrated in Figure 2.11. It
is important to note that both effects generate a photoacoustic signal, however,
phase-shifted by 180 ◦.

For resonant transitions ∆E becomes zero, since the energy released by one collision
partner is exactly equal to the energy absorbed by the other, i.e. hνa(i−j) = hνb(k−l).
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Resonant and near-resonant (|∆E| ≤ 50 cm−1) transfers are much faster, compared
to processes involving a large energy gap and thus more likely [60].

While non-resonant VV transition probabilities can be calculated by equation (2.82)
involving ∆E from equation (2.84), the tranisition probability for resonant, or
near-resonant transitions is slightly different compared to equation (2.82) [60, 68].

P
i→j(νa)
k→l(νb) = S0(νa)S0(νb)[V ij(νa)]2[V kl(νb)]2 64π2µkBT

α2h2 exp
[
ϵ

kBT

]
(2.85)

Figure 2.12 presents the VV probability for a simplified case, when the vibrating
molecule A∗B∗ collides with another molecule CD in its vibrational ground state
[72]. The highlighted grey areas (a) and (b) illustrate the collision event, in which
the vibrational energy of A∗B∗ (νa) (a) is transferred to C∗D∗ (νb) (b). The energy
difference ∆E, see equation (2.84), is released into the surrounding environment. As
expected, the transition probability exhibits a maximum for resonant or near-resonant
transitions (highlighted grey area in the graph on the right side of Figure 2.12) and
decreases with increasing ∆E. Additionally, an increase of the gas temperature
results in a higher transition probability.

Non-radiative relaxation in photoacoustic spectroscopy

To emphazise the relevance of this issue in photoacoustic spectroscopy the following
chapter provides an overview of non-relaxational effects for different analytes. The
influence of the non-radiative relaxation behaviour on the photoaocustic signal is
discussed in detail in chapter 4.2.

Carbon dioxide - CO2

Carbon dioxide (CO2) is the most contributing greenhouse gas and thus an interesting
analyte for photoacoustic sensors. In order to measure CO2 in the atmosphere the
effect of variations in ambient humidity on the photoacoustic signal has to be

Fig. 2.11. VV transitions from νa to νb resulting in heating of the surrounding ∆E1
and kinetic cooling ∆E2.
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considered. In 2006 Wysocki et al. investigated this effect regarding CO2 detection
at λ = 2 µm (5000 cm−1) exploiting QEPAS (f = 32762 Hz) [73]. Compared to low
H2O concentrations (< 0.1 %V), a sharp, exponential increase of the photoacoustic
amplitude with rising humidity was measured. At about 1.7 %V, the amplitude
approached an amplification of about factor 6.7. This amplitude increase was
accompanied by a pronounced phase shift of approximately 60 ◦. In dry, or only
very slightly humidified, conditions the relaxations process of CO2, N2 mixtures is
dominated by the slow VT relaxation of CO2 to the ground state, as well as the
fast VV energy exchange of CO2 with N2 at 5000 cm−1 with subsequent slow VT
relaxation of N2. For the rather high modulation frequency of 32762 Hz, this yields
significant relaxational losses, i.e. ϵrelax < 1. By adding water the fast VV transfer
from CO2, as well as from N2 to H2O at around 5000 cm−1 provides a fast relaxation
path, increasing ϵrelax and thus the measured amplitude. Liu et al. supported these
findings in 2022 [74]. With a significantly lower modulation frequency f = 28000 Hz
they measured a signal increase of about 22.8 %, when increasing the humidity from
0.27 %V to 0.92 %V.

Nitrogen dioxide - NO2

Regarding ambient NO2 detection, relaxation cross-sensitivites towards oxygen and
water are reported in literature [75–77]. Exciting NO2 at around 445 nm (22472 cm−1)
in a dry N2 mixture and increasing the oxygen concentration an amplitude drop of

Fig. 2.12. Estimated VV probalility of a collision between AB and CD as a
function of ∆E for a energy transition from νa to νb after [72]. The grey highlighted
area on the right side (a) represents the approaching molecules before the collision,
while (b) illustrates the departing molecules after the collision.
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20 % for 20 %V O2 at f ≈ 5000 Hz was measured. For higher O2 concentrations
the signal loss approached 25 % [77]. These results show good agreement with the
reported 16 % relaxational loss at 20 %V O2 for fmod = 1688 Hz by Kalkman et
al. [75]. Both assumed a fast VT relaxation of NO2 down to 4ν̃3,NO2 = 6447 cm−1,
which contributes to the photoacoustic signal. As this energy state is close to the
fourth harmonic of the oxygen vibrational state (4ν̃O2 = 6081 cm−1) a fast VV
energy exchange between NO2 and O2 is very likely to happen. Due to the rather
slow relaxation characteristic of oxygen the vibrational energy acculates in 4ν̃O2 ,
i.e. being essentially lost regarding photoacoustic signal generation. Similar to the
results for CO2, water also shows an accelerating effect on relaxation for NO2. For
slow modulation frequncies, e.g. f = 1752 Hz, already 0.3 %V H2O is sufficient to
compensate for the relaxational loss caused by 20 %V O2 [76]. With modulation
frequencies in the range of 5000 Hz, about 1 %V humidity is required to approach
complete relaxation [77].

Carbon monoxide - CO

In the spectral region from 2060 - 2250 cm−1 as well as from 6250 - 6410 cm−1 carbon
monoxide CO shows distinct absorption peaks, suitable for photoacoustic detection.
At 2180 cm−1 Hayden et al. and Sgobba et al. investigated the influence of water
on photoacoustic CO detection. Both groups exploited a QEPAS sensor with a
modulation frequency of 12.46 kHz [78, 79]. Their findings were explained by the
following relaxation characteristics. In dry CO, N2 mixtures the electromagentically
excited CO shows a fast intramoleculare VV transition from 2180 cm−1 to 2143
cm−1. From this state a rapid VV energy transfer to the N2 vibrational state ν̃N2 =
2331 cm−1 occurs. As nitrogen is known for its slow relaxation properties, only the
energy difference between the two states ∆ECO,N2 = 188 cm−1 is converted into a
photoacoustic signal. When adding water to the CO, N2 mixture the photoacoustic
amplitude decreases until reaching a minimum at approximately 0.19 %V of humidity
and then starts to rise again. This effect can be attributed to two possible VV
transitions from CO (ν̃CO = 2143 cm−1) and N2 (ν̃N2 = 2331 cm−1), respectively,
to water (ν̃H2O = 1595 cm−1). For both VV transitions the released energies, i.e.
∆ECO,H2O = -548 cm−1 and ∆EN2,H2O = -736 cm−1, show an opposite sign compared
to the VV transition from CO to N2

(
∆ECO,N2

)
. At the turing point of the amplitude

the VV transitions to H2O begin to dominate, resulting in a rising amplitude and a
phase shift of the PA signal of 180 ◦. From there on the accelerating effect of H2O
is observed, with a signal amplification of about factor 6 for 2 %V H2O compared
to the dry nitrogen mixutres. Investigating the water influence for CO excitation
at 6388 cm−1 provides a differenct picture [80]. With rising water the photoacustic
amplitude rises in a linear manner, due to the accelerating effects of water, as no VV
transition from CO to N2 occurs. For the used QEPAS modul (f = 32755 Hz) the
signal was increased by a factor of 4 at 1.6 %V H2O compared to the dry mixture.
Qiao et al. investigated the effect of SF6, another well known relaxation promoter,
on CO detection at 6378 cm−1, using a microphone based sensor with resonance
frequency of around 3000 Hz [81]. Without giving any details on the underlying
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energy transitions of the relaxation processes they observed a signal increase of factor
2 for SF6 concentration ≥2 %V.

Nitric oxide - NO

Nitric oxide (NO) shows the strongst absorption at around 1900 cm−1. Using a
QCL emitting at 5.26 µm (1901 cm−1) Dong et al. as well as Wu et al. developed
photoacoustic NO sensors for environmental monitoring [82, 83]. Dong et al. used
a QEPAS sensor operating at f = 32768 Hz, while Wu et al. applied much lower
modulation frequencies at around 1779 Hz for their microphone based sensor. Both
measured the same qualitative characteristic when humidifying dry NO samples
diluted in air. The PA amplitude increased exponentially with rising water due to the
strongly accelerated VT relaxation of NO with H2O. For the microphone based sensor
the amplitude reached a plateau at around 1.6 %V yielding a signal increase of factor
1.6 compared to the dry amplitude. This enhancement however was approximately
81 times weaker, than the measured data from [82]. For a rather low pressure of 280
mbar (210 Torr) inside the QEPAS sensor, Dong et al. reported an 130-fold signal
increase for 2.5 %V H2O, which they approximated to rise until 146 and approach
complete relaxation for a humidity of 5 %V. This significant discrepancy in the
reported values can be linked to the much lower modulation frequency of [83] as well
as the much lower applied pressure of [82], which result in initially major relaxational
losses. The effect of reduced pressure on the relaxation efficiency is also adressed in
chapter 4.3.

Hydrogen chloride - HCl

Besson et al. developed a microphone based PA sensor with a resonance frequency
of around 1000 Hz for gaseous HCl detection for the optical fibre manufacturing
process, exploiting the absorption at 2ν̃HCl = 5747 cm−1 [84, 85]. They investigated
HCl diluted in pure helium (He) and added N2 as well as O2 to the mixture. The
measured effects on the PA amplitude for N2 and O2 addition differed significantly.
With increasing N2, the amplitude drops exponentially to about 50 % for 10 %V N2
and to about 25 % of the initial value for 90 %V N2. The first step in the relaxation
process is the relaxation from 2ν̃HCl down to ν̃HCl = 2886 cm−1. With both He as well
as N2 as collison partners this process is not fast enough to be fully completed within
one periode of laser modulation, yielding relaxational losses. Proceeding from ν̃HCl,
a fast VV transition to ν̃N2 = 2331 cm−1 occurs, according to [84]. Subsequent VT
relaxation from N2, however, is very unlikely, which leads to further losses in terms
of generated photoacoustic energy. A completely different result is obtained with the
addition of O2. Up to about 30 %V O2, the amplitude increases by approximately
60 % and thereafter decreases continuously. The signal increase can be attributed
to the accelerated process of 2ν̃HCl → ν̃HCl with O2 as a collision partner, compared
to He. Similar to N2, a fast VV transition from ν̃HCl to ν̃O2 = 1556 cm−1 occurs.
The excited O2 shows rather slow VT relaxation, which is however accelerated by
collisions with He. Increasing the O2 (> 30%V) concentration reduces the He content
in the mixture, resulting in less VT relaxation from O2, i.e. less photoacoustic signal.
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Hydrogen sulfide - H2S

Using a QEPAS modul (ADM01, Thorlabs, Germany) with f = 12458 Hz the
relaxation characteristics of H2S regarding CH4 and H2O were investigated by
Olivieri et al. [86]. The absorption feature selected for H2S was located at 3846
cm−1 exciting the vibrational triad consiting of the bending mode 3ν̃2,H2S and the
two combination modes (ν̃1,H2S + ν̃2,H2S) and (ν̃2,H2S + ν̃3,H2S). When adding CH4
to a H2S, N2 mixture an exponential signal drop of approximately 67 % for 5 %V
of methane could be measured. The amplitude loss was attributed to a fast VV
transfer from ν̃2,H2S at 1183 cm−1 to the ν̃4,CH4 bending mode at 1306 cm−1. As
the subsequent VT relaxation of ν̃4,CH4 in dry N2 mixtures is rather slow for higher
modulation frequencies this VV transfer yields a relaxtion induced signal loss. The
applied Jablonsky diagram of [86] shows, that H2S and CH4 exhibit simliar vibrational
modes at higher vibrational energies, i.e. 2ν̃4,CH4 = 2612 cm−1, 2ν̃2,H2S = 2366 cm−1,
ν̃1,H2S = 2615 cm−1 and ν̃1,H2S = 2626 cm−1. Consequently, a VV transfer might also
occur in this region. Comparing the amplitude for H2S diluted in N2 with a mixture
containing 20 %V O2 and 1 %V H2O showed no difference, conculding no influence
on the relaxational behaviour.

Sulphur dioxide - SO2

The relaxation behavior of SO2 resembles the previously presented results. Using a
QEPAS sensor (f = 32768 Hz), SO2 was excited at 1381 cm−1 and the N2 measurement
matrix was humidified [87]. With increasing water content, an exponential, albeit
comparatively flat, increase in amplitude was measured for this analyte as well. The
increase appeared to approach a plateau at higher humidities (>2 %V), yielding a
maximum amplification of factor 3.13 for a pressure of 175 mbar compared to the dry
mixture. Once again, the reason behind this phenomenon is incomplete relaxation
of SO2 with only N2 as a collision partner at low pressures for the fast modulation
of QEPAS sensors. This loss is fully compensated by higher water concentrations,
which accelerate the relaxation process.

Further analytes

Literature provides much information regarding relaxtion effects in photoacoustics for
further analytes, e.g. ethylene (C2H4) [88], carbon disulfide (CS2) [89] and ozone (O3)
[90, 91]. Another well known analyte prone towards relaxational effects is methane
(CH4), which will be discussed in great detail in this work, see chapter 4.2 and 4.3.

Summarizing this section, for many applications of photoacoustic gas sensors the
effect of non-radiative relaxation has to be considered. Since this effect is difficult to
predict and usually non-linear, compensating for the influence on the photoacoustic
signal is challenging. Calibration characteristics do not apply over a wide frequency
range, i.e. the relaxational influence on QEPAS (f = 32768 Hz) applications might
not be the same for microphone-based sensors operating at much lower frequencies
(< 10000 Hz). Chapter 4.2 of this thesis introduces a novel approach for this problem,
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which has proven to be applicable for different modulation frequencies and sensor
designs, see chapter 4.5.
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3.1 Laboratory setup

In this chapter the gas mixing concept (section 3.1.1), the electronic setup of the
photoacoustic experiments (section 3.1.2) as well as the characterization of the light
sources (section 3.2) is reported. The results reported in chapters 4.2, 4.3, 4.7 and
4.6 were obtained with this laboratory setup. For the results in chapters 4.4 and
4.5, separate experimental setups were used, which are discussed in detail in the
respective chapters.

3.1.1 Gas mixing concept

The basic gas mixing concept of the laboratory is visualised in Figure 3.1. Each gas
tank is connected to a mass flow controller (MFC) of the type F-201CV-500-XXX
(Bronkhorst, Karmen, Germany). All gas tanks have been supplied by Westfalen AG
(Münster, Germany). The analyte gases used for laboratory measurements are 30
ppmV CH4 and 30 ppmV C2H6 diluted in nitrogen (5.0)∗. Both of these analyte gas
tanks were specified with an accuracy of ± 3% (± 0.9 ppmV). Further dilution of the
analyte concentration can be achieved by mixing the analyte gas with the designated
dilution gas (see Figure 3.1). The final (Cut-off) MFC sets the mass flow rate Qvol
of the probe gas. In case of humidification, Qvol is split into a humidified Qvol,(i) and
a dry path Qvol,(ii), which can be manually controlled by two needle valves and thus
allow adjustment of the humidification. For investigating the effect of lower pressures
on the photoacoustic signal (see chapters 4.3 and 4.6) a pre-pressure controller (PPC)
from Bronkhorst Instruments GmbH (P-720CV-6K0A-RAD-33-Z) was installed
between the photoacoustic measurement cell and the vacuum pump of the type
TRIVAC D 2.5 E (Leybold GmbH, Aschheim, Germany). With this setup pressures

Fig. 3.1. Simplified schematic of the gas mixing concept used in chapters 4.2, 4.3,
4.7 and 4.6. MFC = mass flow controller.

∗A purity of 5.0 corresponds to 99.999 %.
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Fig. 3.2. Humidification and pressure control concept of the sample gas. PAC =
photoacoustic measurement cell; PPC = pre-pressure controller.

down to 200 mbar are possible, limited by the gas tightness of the PAC. To monitor
the temperature, pressure and humidity within the photoacoustic measurement cell
a TpH sensor (BME280) from Bosch (Robert Bosch GmbH, Gerlingen, Germany)
was integrated.

A LabVIEW based software tool allows to choose the desired analyte concentration,
as well as the dilution gas matrix [1]. However, the minimal analyte concentration is
limited by the minimum flow rate of the MFCs (20 ml/min). All results in chapters
4.2, 4.3, 4.7 and 4.6 were obtained with Qvol = 500 ml/min, if not specified otherwise.
For the nominal concentrations of the analyte gas tanks of 30 ppmV the minimal
achievable concentration of methane or ethane is 1.2 ppmV. The actual MFC flow
rates can be monitored continuously, preventing faulty measurements due to incorrect
flow conditions.

3.1.2 Electronic setup

This subsection discusses the electronic devices used within this thesis. The core
of the electronic setup is a data acquisition and control unit (PC). This unit not
only communicates with the individual devices, but also collects all necessary sensor
data, which are then provided to a digital twin, which is described in chapter 4.3.
The powermeter (PM) PM400 combined with an S401C (Thorlabs GmbH, Munich,
Germany) sensor head, is used to monitor the optical power emitted by the light
source, after passing the PAC. In order to characterize the emitting wavelength and
peak width of the interband cascade lasers (ICL), a spectrum analyzer BRI-771B-
MIR from Bristol Instruments, Inc. (Victor, US) was employed. Since the spectrum
analyzer was only used for the inital light source characterization, it is not shown in
Figure 3.3.

The temperature and current of the respective ICL are controlled by a laser driver
(LD) from Newport Corporation (Irving, US) ILX Lightwave LDC 3726. A function
generation (FG) of type 33500B (Keysight Technologies, Santa Rosa, US) sets the
modulation frequency of the ICL current, and provides the reference frequency for
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Fig. 3.3. Schematic of the basic electronic concept used in this work.

the lock-in-amplifier via its TTL output. The LIA 7270 DSP from Ametek, Inc.
(Berwyn, US) is used to filter and process the microphone (MIC) signal. The results in
chapters 4.2 and 4.3 were obtained with the microphone ICS-40720 from InvenSense
(California, US). In chapters 4.4, 4.6, and 4.7 the newer model (ICS-40730), providing
a better SNR∗, was employed. The microphone was powered with 3.3 V from a low
noise voltage source HMP4040 from Rhode & Schwarz (Munich, Germany). While
the humidification of the sample gas must be performed by manually adjusting
the needle valves, the PC controls the MFCs and the PPC. To avoid condensation
inside the measurement cell the PAC is temperature controlled by a dual-channel
TEC-1122-SV from Meerstetter Engineering (Rubigen, Switzerland) to typically 35◦C
or 40◦C.

To monitor the acoustic resonance characteristics of the PAC, i.e. frequency of
resonance fres and the Q-factor of amplification, an acoustic resonance monitoring
system (ARMS) was integrated into the PAC and presented in [2]. A miniaturized
speaker K 16 from Visaton (Germany) mounted into one buffer volume of the PAC
gets excited by three 1 V pulses with a frequncy near resonance, e.g. 5000 Hz. The
microphone signal is processed by means of Fast Fourier Transform (FFT) analysis.
Both, the speaker stimulation and the processing of the microphone signal during
an ARMS cycle are performed by an ARM cortex A9+/ FPGA board (Red Pitaya,
Slovenia). The magnitude of the FFT SFFT is fitted with equation (3.1), provided
by [3], to obtain fres and the Q-factor.

SFFT =
∣∣∣∣∣∣i f

f 2 − f 2
res + if fres

Q

1
2πA

∣∣∣∣∣∣ (3.1)

The FFT frequency is labled f and the fitting parameters of equation (3.1) fres,
Q, as well as the amplitude factor A are determined by Nelder-Mead convergence.
Figure 3.4 shows the raw microphone signal after speaker excitation (left) and the
resulting FFT magnitude (right) together with the results of the fit (red line). To
reduce the noise of the data, this procedure is typically repeated ten times and
∗SNRICS-40730 = 74 dBA, SNRICS-40720 = 70 dBA
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Fig. 3.4. Raw (left) and FFT (right) microphone voltage during ARMS. The black
circles of the FFT signal depict the measured amplitude that is fitted according to
[3] (red line). This figure is taken from the original publication [P2] (chapter 4.3).

then averaged. This yields an uncertainty in Q determination of 3σ(Q) = 0.08 and
3σ (fres) = 0.24 Hz regarding frequency determination. To prevent a mismatch of
modulation and resonance frequency and to monitor the Q factor, the ARMS routine
should be performed before each photoacoustic measurement. Overall, this routine
takes only a few seconds.

3.2 Light source characterization

This subsection presents the characterization of the two light sources used within
this thesis. Generally this thesis presents two different approaches for photoacoustic
measurements, i.e. wavelength modulation (WM) and amplitude modulation (AM).
For both measurement modes an ICL was used. The results of the chapters 4.2, 4.3,
4.4, 4.5, and 4.6 were obtained in WM mode and AM was used only in chapter 4.7.

During his master thesis Jonas Pangerl performed an extensive characterization of the
ICL used for the WM measurements [4]. The results regarding the spectral tunability
are shown in Figure 3.5. The ICL chosen for this application was initally developed
for fuel gas analysis, in which only traces of humidity and high analyte concentrations
(in the %V-range) are expected (see chapter 4.6). The peak wavenumber of emission
of an ICL can be controlled by either changing its temperature or current. On the
left side of Figure 3.5 the emitted peak wavenumber in cm−1 for ICL temperatures
ranging from 18 ◦C to 40 ◦C and currents from 75 mA up to 88 mA is presented. The
preliminary spectral analysis for suitable ethane detection with the WM ICL was
performed utilizing Molexplorer∗ data, yielding the peak at 2973.55 cm−1, which was
also excited in this work. However, utilizing data from Harrison et al. [5], which was
provided by HITRAN database revealed a significantly different ethane absoprtion

∗Molexplorer is based on theoretical calculations.

https://doi.org/10.1016/j.snb.2022.133119
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Fig. 3.5. Characterization of the ICL used for WM measurements. The left side
shows the measured peak wavenumber of emission for different ICL temperatures
and Ioffset. The absorption coefficient of methane, ethane and water are displayed on
the right side. The grey solid lines indicate the excited methane and ethane peaks.
The dashed grey line marks the optimal ethane peak in this spectral range.

spectrum. According to this data the peak at around 2970.33 cm−1 is much more
suitable, as it shows negelectable overlap with the water peak and thus less spectral
influences on the PA signal are to be expected. The difference between HITRAN
and Molexplorer database can be seen in Appendix (A.2) - Figure A2. Chapter 4.6
discusses the signal alterations due to spectral overlap in terms of WM photoacoustic.
Thus, for subsequent research the peak at 2970.33 cm−1 should be utilized regarding
ethane detection. The methane and water spectra were obtained from HITRAN
on the Web. The ICL parameters, i.e. temperature T , offset current Ioffset, the
modulation current Imod, and the optical power Popt after the PAC for methane
and ethane detection are listed in Table 3.1. The applied modulation currents Imod
for methane and ethane detection result in modulation depths of 2∆ν̃WM = 0.352
cm−1 (2968.44 ± 0.176 cm−1) and 2∆ν̃WM = 0.348 cm−1 (2973.55 ± 0.174 cm−1),
respectively.

The characterization of the ICL for the AM measurements (chapter 4.7) was performed
by the author. Again, the ICL temperature and current were used to control the
emitted wavenumber, see Figure 3.6. Compared to the spectral range scanned with
the WM ICL, the overlap of methane and ethane with water is significantly smaller.
The ICL parameters, i.e. temperature T , high current Ihigh of the squarewave
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Tab. 3.1. ICL parameters for WM methane and ethane detection.

analyte Ioffset in mA Imod in mA TICL in ◦C Popt in mW

methane (CH4) 82.65 5.85 36.5 7.5
ethane (C2H6) 83.55 6.00 20.0 10.3
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Fig. 3.6. Characterization of the ICL used for AM measurements. The left side
shows the measured peak wavenumber of emission for different ICL temperatures
and Ihigh. The absorption coefficient of methane, ethane and water are displayed on
the right side.

modulation, and the optical power Popt after the PAC for methane, ethane and water
detection are listed in Table 3.2.

Tab. 3.2. ICL parameter for AM methane, ethane and water detection.

analyte Ihigh in mA TICL in ◦C Popt in mW

methane (CH4) 52.0 12.0 3.0
ethane (C2H6) 71.5 12.0 4.9
water (H2O) 66.0 18.0 3.8
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The light source used in chapter 4.5 was characterized by the group from Prof.
Spagnolo in Bari, Italy and will not be further discussed.
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Synopsis

Chapter 4 is subdivided into six sections. Sections 4.2, 4.3 and 4.4 can be considered
as a continuous research project whose results have already been published in peer-
reviewed journals. In section 4.2, the algorithm CoNRad is introduced, which allows
to compute the collision-based non-radiative relaxation behavior of a given gas matrix.
The calculations of CoNRad were verified for photoacoustic methane measurements
regarding cross-sensitivities towards nitrogen, oxygen and water. The concept of
improving the confidence of photoacoustic sensors by implementing a digital twin (DT)
is presented in section 4.3. Here, the influence of pressure, temperature and CO2 was
analyzed and successfully compensated by combining CoNRad with other methods,
e.g. ARMS. Chapter 4.4 discusses the comparison of the developed photoacoustic
methane sensor with a reference device at a meterological observatory of the German
Weather Service. In chapter 4.5, the DT from chapter 4.3 is compared with an
well-established statistical method, i.e. partial least squares regression (PLSR) with
respect to the capability of compensating for cross-influences on the photoacoustic
signal. While in sections 4.2 to 4.4 relaxational as well as acoustic effects showed the
greatest influence on the measured signal, in section 4.6 spectral effects concerning
WM photoacoustics were investigated. Finally, in section 4.7, the potential for
multicomponent photoacoustic detection with AM is briefly demonstrated.

To avoid repetitions in the following chapters, especially concerning relaxational
effects and experimental setups, the chapters 4.2, 4.3 and 4.4 were partially adapted
regarding the original publications [P1], [P2] and [P3].

https://doi.org/10.1016/j.pacs.2022.100371
https://doi.org/10.1016/j.snb.2022.133119
https://amt.copernicus.org/articles/16/4263/2023/
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4.1 General information

For all methane measurements dealing with relaxational effects the Jablonsky diagram
from Figure 4.1 was applied. The reaction rates k of the respective energy transitions
are listed in Table 4.1. Further parameter, i.e. molecular mass M , radii at infinite
temperature r|T →∞ and Sutherland constant TV for different molecules are listed in
Table 4.2. Table 4.3 shows the energies of vibrational states used for the calculations.

4.1.1 Jablonsky diagramm

For the methane measurements performed by the author the excitation wavenumber
was 2968.4 cm−1. In chapter 4.5 the laser emitting wavenumber was with 2989.5 cm−1

slightly different, which however resulted in the same Jablonsky diagramm of non-
radiative relaxation, see Figure 4.1.

Fig. 4.1. Jablonsky diagram of mid-IR laser excitation of methane, followed by
collision-based non-radiative relaxation processes with methane, water, oxygen,
nitrogen and carbon dioxide. Intramolecular energy transitions or VT-transitions
are indicated as solid arrows. Dashed arrows represent intermolecular transitions.
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4.1.2 Energy transitions

Tab. 4.1. Summary of all 50 collision-based energy transitions (reactions) that have
been considered for computing relaxational effects in mixtures containing CH4, N2,
O2, H2O and CO2. Every reaction is assigned to the Jablonsky diagram in Figure
4.1 and includes the energy difference ∆E of products minus reactants (exergonic
reactions are indicated by ∆E < 0) as well as the reaction rates k. These rates were
fine-tuned or estimated by means of least square method, depending on whether
literature values could have been found or not. The table is continued on the next
page.

Reaction ∆E in cm−1 Reaction rate k in s−1

used literature

kCH4
1 = 2.1 · 108 2.1 · 108 [1]

kN2
1 = 4.6 · 108 4.6 · 108 [2]

(1) CH4(νs,1) + M
kM

1−−→ CH4(2νb) + M -124 kH2O
1 = 1 · 108 -

kO2
1 = 4.6 · 108 4.6 · 108 [2]

kN2
1 = 4.6 · 108 -

(2) CH4(2νb) + CH4
k2−−→ CH4(νb) + CH4(νb) 0 k2 = 5 · 108 5.5 · 108 [3]

(3) CH4(2νb) + H2O k3−−→ CH4(νb) + H2O(ν2) 173 k3 = 1 · 108 -

(4) CH4(2νb) + O2
k4−−→ CH4(νb) + O2(ν) 134 k4 = 1 · 107 6.6 · 106 [3]

kCH4
5 = 1.6 · 106 1.6 · 106 [4]

kN2
5 = 2 · 105 1.6 · 105 [4]

(5) CH4(2νb) + M
kM

5−−→ CH4(νb) + M -1422 kH2O
5 = 2.4 · 105 -

kO2
5 = 2.6 · 105 -

kCO2
5 = 2 · 105 -

(6) CH4(νb) + H2O k6−−→ CH4 + H2O(ν2) 173 k6 = 7 · 107 -

(7) CH4(νb) + O2
k7−−→ CH4 + O2(ν) 134 k7 = 2 · 106 3.3 · 106 [3]

(8) O2(ν) + H2O k8−−→ O2 + H2O(ν2) 39 k8 = 2.2 · 107 1.3 · 107 [5]

(9) O2(ν) + CH4
k9−−→ O2 + CH4(νb) -134 k9 = 3.3 · 107 3.3 · 107 [3]

(10) H2O(ν2) + CH4
k10−−→ H2O + CH4(νb) -173 k10 = 2 · 107 -

(11) H2O(ν2) + O2
k11−−→ H2O + O2(ν) -39 k11 = 2 · 107 3.8 · 107 [6]

Continued on next page
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Table 4.1 – Continued from previous page

Reaction ∆E in cm−1 Reaction rate k in s−1

used literature

kCH4
12 = 8 · 105 8 · 105 [3]

kN2
12 = 4.5 · 104 8 · 104 [4]

(12) CH4(νb) + M
kM

12−−→ CH4 + M -1422 kH2O
12 = 1.2 · 105 -

kO2
12 = 7 · 104 1.4 · 105 [3]

kCO2
12 = 1 · 105 -

kCH4
13 = 1 · 106 -

kN2
13 = 1 · 107 1 · 106 [7]

(13) H2O(ν2) + M
kM

13−−→ H2O + M -1595 kH2O
13 = 1.2 · 109 1.2 · 109 [5]

kO2
13 = 1 · 106 1 · 106 [7]

kCO2
13 = 2.5 · 106 -

kCH4
14 = 1 · 106 1 · 106 [8]

kN2
14 = 18 18 [9]

(14) O2(ν) + M
kM

14−−→ O2 + M -1556 kH2O
14 = 1.1 · 106 8 · 105 [7]

kO2
14 = 81 81 [5]

kCO2
14 = 0.6 0.6 [9]

(15) CH4(νb) + CO2
k15−−→ CH4 + CO2(ν1) 34 k15 = 2.65 · 106 -

(16) O2(ν) + CO2
k16−−→ O2 + CO2(ν2) 901 k16 = 2.35 · 105 1.6 · 105 [10]

(17) CH4(2νb) + CO2
k17−−→ CH4(νb) + CO2(ν1) 34 k17 = 5.3 · 106 -

kN2
18 = 3.7 · 108 3.7 · 108 [9]

(18) CO2(ν1) + M
kM

18−−→ CO2(2ν2) + M -101 kH2O
18 = 3.7 · 108 3.7 · 108 [9]

kO2
18 = 3.7 · 108 3.7 · 108 [9]

kCO2
18 = 3.7 · 108 3.7 · 108 [9]

kN2
19 = 3 · 105 2.9 · 105 [11]

(19) CO2(2ν2) + M
kM

19−−→ CO2(ν2) + M -632 kH2O
19 = 8.7 · 108 -

kO2
19 = 3 · 105 3.9 · 105 [11]

kCO2
19 = 3.2 · 105 -

kN2
20 = 6 · 104 9.6 · 104 [11]

(20) CO2(ν2) + M
kM

20−−→ CO2 + M -655 kH2O
20 = 4.4 · 108 4.4 · 108 [11]

Continued on next page
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Table 4.1 – Continued from previous page

Reaction ∆E in cm−1 Reaction rate k in s−1

used literature

kO2
20 = 1.3 · 105 1.3 · 105 [11]

kCO2
20 = 1.6 · 105 1.6 · 105 [11]

(21) CO2(2ν2) + CO2
k21−−→ CO2(ν2) + CO2(ν2) 23 k21 = 5.9 · 108 5.9 · 108 [11]
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4.1.3 Molecule parameters

Tab. 4.2. Listing of the molecular parameters mass M , radii at infinite temperature
r|T →∞ and Sutherland constants TV [12]

Molecule M in g/mol r|T →∞ in Å TV in K

N2 28 1.6 112
O2 32 1.48 132

H2O 18 1.34 600
CO2 44 1.73 273
CH4 16 1.66 164

Tab. 4.3. Listing of the molecules’ vibration details notation, energy ∆E and
degeneracy n.

Molecule notation of vibration ∆E in cm−1 n

N2 ν 2330 1
O2 ν 1556 1

H2O ν2 1595 1
CO2 ν2 655 2

2ν2 1287 2
ν1 1388 1

CH4 νb 1422 5
2νb 2844 5
νs,1 2968 4
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4.2 [P1] - An algorithmic approach to compute
the effect of non-radiative relaxation processes
in photoacoustic spectroscopy

This chapter has already been published in Photoacoustics, vol. 26, no. June 2022,
p. 100371, June 2022, https://doi.org/10.1016/j.pacs.2022.100371.

In the last 20 years, scientific and commercial interest in photoacoustic (PA) gas
sensors has increased immensely. In previous works, the focus was often solely on the
advantages of photoacoustic gas sensors, e.g. high spectral selectivity, high sensitivity
and the great potential for miniaturization, in order to demonstrate the capability
for mobile trace gas analysis. As a result, miniaturized and low-cost PA sensor
systems with remarkable limits of detection (LoD) in the parts per billion (ppbV) or
even parts per trillion (pptV) range have been published [1–18]. However, in recent
years the major disadvantage of photoacoustics, namely the PA-signal dependency
on a changing bulk composition due to relaxation-based energy dissipation has been
increasingly addressed and analyzed by the scientific community [2, 7, 11, 12, 19–24].
The photoacoustic signal results from molecular collisions converting internal energy
states into kinetic energy of translation. By studying recent literature dealing with
the importance of molecular relaxation in photoacoustics, it becomes noticeable that
a wealth of the published work is prone to inadequacies in the assumptions made.
The cascade of relaxation processes is often oversimplified, e.g. by hypothesizing
two-level systems, which can only be applied if the initially excited state is the lowest
one, i.e. no species of the composition exhibits an intermediate state between the
excited one and ground state [25], and by disregarding vibrational-vibrational (VV)
energy transfer processes. However, to be able to develop photoacoustic sensors that
provide reliable analyte readings even in complex, frequently altering bulk mixtures,
a comprehensive understanding of the phenomenon of molecular collisional relaxation
is inevitable. Hunter et al. [25] already presented a universal relaxation model
based on reaction kinetics in 1974 to calculate the population densities of all energy
states of every molecule involved in PA-signal generation as well as the complex heat
production rates of the separate relaxation paths finally yielding the overall heat
production and photoacoustic phase lag. In a previous work we implemented the
underlying mathematical correlations of Hunter et al. into a MATLAB script by
predefining the route of relaxation in terms of mid-infrared methane excitation in
a gas matrix containing nitrogen, oxygen and water and compared the simulations
with our measurement results [7]. However, due to restrictions in the measurement
setup in [7], we were incapable of measuring the water-induced signal increase in
detail, since the smallest adjustable water concentration already resulted in 100%
accelerated relaxation. For this reason, we modified our gas mixing system by
integrating a simple self-designed humidity generator (see chapter 3.1.1, Figure 3.2).
This setup enables humidification of the sample gas in much smaller increments,
which allows for a more detailed investigation of amplitude and phase characteristics.
The development of CoNRad was based on the fundamental physical understanding of

https://doi.org/10.1016/j.pacs.2022.100371
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relaxation processes. CoNRad autonomously identifies the entire relaxation cascade
of a given system. Based on this, the overall relaxation efficiency considering mutually
competing energy transitions is calculated, yielding a completely theoretically derived
photoacoustic signal. Thus, potential influences on the PA signal resulting from
relaxation phenomena can be determined not only qualitatively but also quantitatively.
As a result, our approach prevents erroneous conclusions that might otherwise be
drawn due to a lack of distinction between various physical effects.

4.2.1 Methods

Photoacoustic signal generation

The first step in order to describe the photoacoustic signal mathematically is to
establish a formula for the time dependent heat production rate per volume Ḣ(t)
with unit [Js−1m−3].

Ḣ(t) = [νA] (t)(hc0ν̃Ph)
τA

= Ḣ0e
i(ωt−ϕA) (4.1)

Ḣ0 = (ρAσAν̃Ph)
πr2

b
· 1√

1 + (ωτA)2
(4.2)

Therein ρA is the volume number density of the analyte A, [νA] (t) is the time
dependent population density of the excited analyte state, h is the Planck constant,
c0 the speed of light in vacuum, σA(ν̃Ph) the absorption cross section in m2 at the
emitted wavenumber ν̃Ph and τA is the non-radiative relaxation lifetime of the excited
state of the analyte. The phase lag ϕA = arctan (ωτA) represents the time that
is needed for PA signal generation, i.e. the duration from photon absorption to
local heat input. The laser beam radius is designated to rb and its optical power
P0 is modulated with an angular frequency ω = 2πf . In terms of photoacoustic
spectroscopy (PAS), the combined solution of the Navier-Stokes equation, the thermal
diffusion equation and the mass-density continuity equation yields a dampened wave
equation for the photoacoustic sound pressure pa [3, 7, 26]. This wave equation
provides the correlation between heat input and acoustic pressure. Regardless of the
photoacoustic measurement setup, the photoacoustic pressure pa can generally be
defined as a function of the relaxation induced heat production rate Ḣ(t) (refer to
equations 4.1 and 4.2)

pa ∝ (ρAσAν̃Ph)
πr2

b
· 1√

1 + (ωτA)2︸ ︷︷ ︸
|⃗ϵrelax |

(4.3)

with |⃗ϵrelax | representing the efficiency of total non-radiative relaxation. If, for
instance, the lowest energy state ν1,A of a molecule A, with its time dependent popu-
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lation density written as [ν1,A] (t), is excited by laser radiation that may exclusively
relax to the vibronic ground state, equation can be written as,

Ḣν1,A(t) = [ν1,A] (t) · hc0ν̃1,A

τν1,A

= [ν1,A] (t) ·
(
kν1,A · hc0ν̃1,A

)
(4.4)

where the relaxation time is substituted with its inverse relaxation rate kν1,A = 1/τν1,A .
However, equation 4.4 only accounts for the simplest scenario of exclusive vibrational-
translational (VT) relaxation of the initially excited energy level to the ground
state ν0. Inter – or intramolecular energy transitions (VV relaxation), in which
some of the vibronic energy is not released as translational energy are neglected.
Barreiro et al. as well as our group demonstrated in previous works, that these
simplifications cannot be applied to many real applications [7, 23, 24]. Hunter et
al. modified equation 4.4 for arbitrarily complex relaxation systems [25]. A brief
derivation of the formula established by Hunter et al. is provided in the appendix
A.4. For a more in-depth explanation refer to [25]. Hence, the population densities
of the individual energy states not only depend on the quantity of initially excited
analyte molecules, but also on the entire relaxation process [25]. Each energy
transition contributes an individual phase and amplitude to the overall photoacoustic
signal vector. Real-life applications of photoacoustic sensors are often subject to
complex and varying gas compositions (e.g. relative humidity in ambient air or
carbon dioxide (CO2) in exhaled breath), which significantly increases the number
of collision reactions to be considered compared to simple gas matrices containing
only the analyte diluted in nitrogen. However, it is impractical to manually compute
the entire relaxation cascade, considering a multitude of mutually influencing energy
transitions. Therefore, we developed an algorithm (CoNRad) that provides an elegant
solution to this problem.

The algorithm (CoNRad)

CoNRad, an algorithm to compute the collision based non-radiative efficiency and
phase lag of energy relaxation on a molecular level, implemented in Python program-
ming language, requires all energy states and all possible vibronic energy transfer
reactions of the system for cascade computation, which often demands elaborate
literature research. Those reactions are tabulated and linked to a relaxation rate,
which must also be searched for in literature. The main difference between our
approach and Hunter’s et al. is that we take into account the heat released for each
single reaction, while Hunter et al. consider the cumulative heat production of all
reactions that contribute to one specific change of states [25]. Therefore, CoNRad
can be described as a reaction-based approach, whereas Hunter’s et al. calculations
are rather based on changes in density of states. Figure 4.2 illustrates a simplified
programming flowchart of CoNRad. As a prerequisite for cascade calculation, the
initially laser-excited analyte state i0 must be predefined. Further start conditions are
ϵ⃗relax = 0 and weighting w = 1 specifying the complex efficiency of overall relaxation
and a weighting factor, respectively. After computation, the absolute value |⃗ϵrelax| of
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this complex efficiency is the percentage of energy that is introduced by the laser
and converted into kinetic energy of translation, thus contributing to the PA signal.
The phase angle of ϵ⃗relax quantifies the overall phase lag of signal generation caused
by relaxational delay. The weighting factor w , in turn, represents the memory of the
recursive function, which performs the calculations (see Figure 4.2). By triggering
the algorithm, the table of reactions is scanned for those reactions m, that emanate
from the initial state i0. These reactions are iteratively (index j) executed until all of
them have been processed. The mathematical representations in Figure 4.2 specify
the contribution of individual reactions to the efficiency of relaxation ϵj as well as
to the phase lag due to relaxational delay ϕj. Both terms involve the product of

Fig. 4.2. Programming flowchart of CoNRad for computing relaxation dependent
PA signals.
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relaxation rate kj and the volume ratio of the collision partner Nj summarized over
all reactions m, which reveals their competitive nature. To quantify heat production,
the term dE/E0 considers the energy of product states minus reactant states dE as
well as the energy of the initially laser-excited state E0. Whilst iterative execution,
every reaction j is checked to see whether both collision products have reached the
ground state already. If not, the excited product states are used as input value to
recursively trigger the algorithm from the start, i.e. looking up all reactions m that
manate from state i. If, on the other hand, both collisional products have reached
the ground state and both For-loops iterating energy states and reactions have run
through, the calculation is completed. The resulting relaxation efficiency ϵ⃗relax is
multiplied with the cell constant Ccell, containing the quality factor Q, the resonance
frequency ωres, the ratio of acoustical resonator length and volume Lr/Vr and the
decremented adiabatic exponent of the measurement gas (γ - 1). Further, the optical
power P0, the microphone sensitivity in µV mbar−1 and a refinement factor Ccorr
are also considered. This factor was found to be 0.865 and kept constant for every
data point and every measurement series. The purpose of Ccorr is to transfer the
simulated data from CoNRad to the measured photoacoustic voltage, by accounting
for a multitude of potential non-ideal conditions in the measurement setup, e.g.
non-ideal (< 100%) light to sound coupling.
It should be noted that only the general function principle of the algorithm is dis-
cussed within this context. More sophisticated routines had to be developed to
account for reactions which depend on each other or even form circular references
(refer to Figure 4.3). Particularly, methane, oxygen and water form such circular
transitions (see Figure 4.1, k6−11), which are discussed in detail in chapter 4.2.2.

Experimental setup

The experimental setup used for this work was already described in chapter 3.1 and
is almost identical to [7]. The complete gas mixing system is illustrated in Figures
3.1 and 3.2. The commercially available humidity generator used in our previous
work [7] was substituted by a simple self-designed humidity generator, which consists
of a temperature-controlled aluminum tank filled with water, see Figure 3.2. The
measurement gas can be directed into the photoacoustic measurement cell (PAC) via

Fig. 4.3. Example of three excited states A∗ (ν1), B∗ (ν1) and C∗ (ν1) forming a
circular reference.
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a tee fitting connected to the humidified gas path (Figure 3.2, F(i)) and the dry path
(Figure 3.2, F(ii)). It should be mentioned that the process gas is humidified only by
the gas phase inside the aluminum tank, as it does not pass through the liquid water.
The fraction of the process gas that is humidified can be adjusted manually, using
two needle valves. The final humidity content present in the PAC cell is measured
by a BME280 (Bosch, Germany). When bypassing gas path F(i) the dry gas mixture
enters the PAC directly.

Analogous to [7], we use the same interband cascade laser (ICL) diode mounted
into a TO66 package, emitting at 3368.8 nm (2968.4 cm−1) for methane (σCH4 =
4.9 · 10−19 cm2mole−1at ambient pressure and 40 ◦C) detection.

4.2.2 Results and discussion

To emphasize the relevance of VV transitions when interpreting photoacoustic
measurements, in chapter 4.2.2. the simplest possible theoretical Jablonsky diagram
of a ternary system is discussed. In this theoretical relaxation scenario the analyte
molecule A can only relax via VT transitions. Molecule C is successively added to
the measurement matrix by increments of 0.1 %V and up to a maximum volume ratio
of NC = 4.9 %V. The analyte volume ratio remains constant with NA = 15 ppmV for
each gas composition. Hence, the volume ratio of molecule B is NB = 1 – NA −NC.
The following chapters deal with the different effects of oxygen (chapter 4.2.2), water
(chapter 4.2.2) and the combined effect of oxygen and water (chapter 4.2.2) on
the mid-IR (2968 cm−1) photoacoustic detection of methane, to verify CoNRad for
real-life scenarios. Chapter 4.2.2 compares the data provided by Hayden et al. [19]
with those obtained from CoNRad for the mid-IR (2180 cm−1) detection of carbon
monoxide, with regards to water induced relaxational phenomena.

Vibrational-translational relaxation

The theoretical Jablonski diagram shown in Figure 4.4 describes the simplest case
of non-radiative relaxation of a ternary system. The y-axis represents the energy
of the respective vibrational states in cm−1, the x-axis subdivides the participating
molecules A, B and C. Although C shows an energetically comparable vibrational
state (ν1,C) to the initially excited state ν1,A, in this example ν1,A an only relax
directly to the ground state via classical VT relaxation. Molecule B shows no
relevant vibrational state in the displayed region.

The rates of (R1) and (R2) were kept constant in this example, since the influence
of molecule C on the VT relaxation is of particular interest. For this purpose, five
scenarios (Figure 4.5) were simulated starting with a comparatively slow VT energy
transition k3 = 1 · 102 of A with C, logarithmically increasing up to k3 = 1 · 106.
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Tab. 4.4. Individual reactions and their reaction ratios k1,2,3 for the discussed
Jablonski diagram (Figure 4.4).

Reaction k in s−1atm−1

(R1) A∗ (ν1) + A k1−−→ A + A; dE = -Eν1,A 1·106

(R1) A∗ (ν1) + B k1−−→ A + B; dE = -Eν1,A 5·103

1·102

1·103

(R1) A∗ (ν1) + C k1−−→ A + C; dE = -Eν1,A 1·104

1·105

1·106

As this scenario is purely hypothetical, for the purpose of simplicity the resonance
frequency was kept constant at ωres = 2π · 1000 Hz. In real applications, gas
composition induced resonance frequency variations must be accounted for, too.
However, the influence of frequency shifts usually affects the photoacoustic signal
only in a minor way compared to the influence of relaxation rates. Furthermore, in
this subchapter the additional calculations mentioned in chapter 4.2.1, i.e. considering
Ccell, Smic and Ccorr are omitted.

Fig. 4.4. Theoretical Jablonski diagram for non-radiative relaxation, only considering
VT transitions.
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In Figure 4.5 the upper graph displays the overall efficiency of relaxation ϵrelax, being
equivalent to the relaxation dependent photoacoustic magnitude. In addition, the
graph below represents the corresponding relative phase lag ϕ with reference to the
photoacoustic phase of the first simulation point. A relative photoacoustic signal
amplitude of ϵrelax = 1 would be equivalent to 100 % relaxation of all states actively
involved in the cascade, yielding no relaxation losses. In this particular two-level
scenario (see Figure 4.4) ϵrelax = 1 would correspond to 100 % relaxation of ν1,A.
Referring to Figure 4.5, the first amplitude value is ϵrelax = 0.62. This implies that
NA = 15 ppmV being only diluted with molecules of type B, i.e. no C is present,
and with the relaxation rates given in Table 4.4, 38 % of the initially excited analyte
molecules A are not able to relax in time, thus not releasing any extra kinetic energy
into the system. Regarding photoacoustic signal generation, this percentage is lost.
By successively adding C to the composition, five different amplitude and phase
characteristics are obtained for the respective relaxation rate k3. The most distinct
effect, both in amplitude and phase, can be observed for very rapid VT relaxation
of A colliding with C (k3 = 1 · 106), represented by the orange downward pointing
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Fig. 4.5. Simulated relative photoacoustic signal amplitudes (upper graphs) and
corresponding phase lags (lower graphs) for the theoretical relaxation cascade shown
in Figure 4.4. The reaction rate of VT relaxation of A colliding with C (Table 4.4,
R3) is varied from 1 · 102 to 1 · 106 in logarithmic steps.
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Fig. 4.6. Relative photoacoustic signal amplitude for higher C concentrations
(NC,max = 99 %V) simulated for k3 = 1 · 104 (blue rhombus), k3 = 1 · 103 (red
triangles) and k3 = 1 · 102 (black squares).

triangles in Figure 4.5. At the maximum simulated volume ratio of NC = 4.9 %V,
the relative photoacoustic amplitude corresponds to ϵrelax = 0.99. Conversely, the
relaxation-related signal loss is only around 1 %. The exponential signal increase for
k3 = 1 · 106 is accompanied by a significant phase shift ∆ϕ (NC = 4.9 %V) = −44.7 ◦.
However, once the VT relaxation of A with C is only decreased by a factor of 10
(k3 = 1 · 105), this exponential effect in amplitude and phase becomes an almost
linear characteristic (green circle data points in Figure 4.5). Even slower relaxation
rates hardly show any significant influence on the photoacoustic signal anymore.
By simulating higher concentrations of C up to almost 100 %V, it becomes clear
that moderately fast VT transitions of A with C (k3 = 1 · 104) still result in an
increasing amplitude, albeit with a modest slope (see Figure 4.6). On the contrary,
the decelerating effect of the improbable VT relaxation (k3 ≤ 1 · 103) of A with C
dominates for higher C concentrations, even yielding a further amplitude decrease
due to relaxation losses. Figure 4.5 and Figure 4.6 demonstrate that assuming
exclusively VT relaxation of the analyte, decelerating relaxation processes fail to
explain exponential amplitude losses. Those amplitude characteristics are, however,
published in literature [7, 27] and addressed in detail in chapter 4.2.2.

The effect of oxygen on the photoacoustic detection of methane

This chapter addresses the interpretations of empirically data obtained by photoa-
coustic detection of traces of methane in mixtures of nitrogen and oxygen. Figure
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4.1 provides the complete Jablonsky diagram of the laser excitation of methane and
subsequent collisional relaxation processes that can occur in such mixtures, further
including water, which influence is addresses in chapter 4.2.2 and 4.2.2. Analogous
to [7] some vibrational modes of methane are summarized for simplicity. Mode
νb = 1422 cm−1 (dyad) includes the ν2 and ν4 bending modes, the harmonics of
the bending modes 2ν2, 2 ν4 and ν4 + ν2 are combined into 2νb = 2844 cm−1 and
νs1 = 2968 cm−1 represents the two stretching modes ν1 and ν3. Figure 4.1 illustrates
the purely passive role of nitrogen in the complete relaxation process of methane,
i.e. no involvement in any VV transitions. As soon as oxygen is added to a mixture
of methane and nitrogen, an exponential magnitude decrease accompanied by a
pronounced phase shift can be observed. At the maximum added O2 concentration
of 19.03 %V, the PA amplitude drops to 7.8 % of its initial value. At the same
time, a phase shift of approximately 14.4 ◦ is observed. The results calculated by
CoNRad are plotted as solid lines in Figure 4.7, showing excellent agreement with the
measurement. A list with all relevant energy transitions can be found in Table 4.1.
The relaxation characteristics for this scenario can be explained as follows. The ICL
excites νs1 at 2968 cm−1, which relaxes with k1 quite fast to the 2νb state. From this
state, several energy transitions are possible. Via k2 and k5 intramolecular energy
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Fig. 4.7. Measured photoacoustic magnitude (black squares, upper graph) and phase
shift ϕ (red triangles, lower graph) for 15 ppmV methane diluted in dry nitrogen
with rising oxygen content. The calculation results obtained from CoNRad with the
energy transitions and reaction rates listed in Table 4.1.
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transitions resulting in ν1,b occur. With reaction 4 (k4) , part of the vibronic energy
is transferred to the vibrational state of oxygen O2(ν). This state can also be excited
via reaction 7 (k7), which is in direct competition with the classical VT relaxation
processes (k12) of the ν1,b state. Since the intermolecular (VV) energy transitions
(k4, k7) are comparatively fast (> 1 · 106 s−1atm−1), see Table 4.1, they dominate the
relaxational behavior of CH4 even at low O2 concentrations. Due to the rather slow
relaxation process originating from O2(ν) (k14), a majority of the initially absorbed
laser energy accumulates in O2(ν) and can no longer contribute to photoacoustic
signal generation, yielding a magnitude decrease.

All measurements are based on raw data that was averaged over one minute, with
a data acquisition rate of 5 Hz and a lock-in time constant of 5 s. The error bars
indicate ±3 times the standard deviation of raw data.

The effect of water on the photoacoustic detection of methane

To further investigate the signal characteristics resulting from water-induced relax-
ation changes, we integrated a setup that allows trace humidification of the sample
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Fig. 4.8. Measured photoacoustic magnitude (black squares, upper graph) and
phase shift ϕ (red triangles, lower graph) for 15 ppmV methane diluted in nitrogen
with rising humidity content. The calculation results obtained from CoNRad are
represent by solid lines.
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(refer to Figure 3.2). As the BME280 is not able to monitor traces of water, the first
three water concentrations (light blue filled measurement points in Figure 4.8) were
approximated linearly to the respective measured PA magnitude and to the BME
reading of the fourth measuring point. According to the datasheet, the measurement
accuracy of the BME280 is specified as ±3 % relative humidity at 25 ◦C. This corre-
sponds to approximately ±940 ppmV H2O. By adding water to the measurement
matrix, the exact opposite is achieved compared to adding O2. While oxygen inhibits
PA signal generation due to extremely slow VT relaxation rates (k14), H2O causes
a significant increase in magnitude (+16.6 % at 0.45 %V H2O, compared to the
dry nitrogen). Again, this magnitude change is accompanied by a distinct phase
shift, of -22.3 ◦ for 1.72 %V H2O. This implies, that methane cannot relax completely
in pure nitrogen at an acoustic frequency of fres = 5205 Hz. Due to the two very
fast VV transitions (k3, k6) from methane to water, the transitions from 2νb and
νb to H2O(ν2) dominate the relaxation of methane. Since excited H2O(ν2) itself
rapidly relaxes to the ground state via reaction 13 (k13), the entire absorbed energy
is transferred into kinetic energy contributing to PA signal generation and resulting
in a pronounced signal increase by adding small amounts of water. By further adding
water, Figure 4.8 reveals the photoacoustic magnitude to linearly decrease with
-1.9 %/%VH2O. This decay was included as an empirical value in CoNRad as it is
assumed to be no relaxation effect. The original simulation without this empirical
quantity is displayed as a dashed line in Figure 4.8. We confirmed our assumption of
a non-relaxation dependent decay of the PA magnitude due to water by repeating
this measurement series using amplitude modulation (AM) of the ICL instead of
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methane detection, normalized to the magnitude measured for dry conditions.
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wavelength modulation (WM) (see Figure 4.9). Since Figure 4.9 reveals this signal
decay to only occur when applying WM, we rather assume peak deformations caused
by pressure or collisional broadening effects to be responsible.

The combined effect of oxygen and water on the photoacoustic detection
of methane

Starting with a gas matrix of 15 ppmV CH4 diluted in a nitrogen (89.75 %V), oxygen
(10.25 %V) mixture and continuously adding water using the setup from Figure 3.2
allowed us to investigate the PA signal characteristics in much more detail compared
to [7]. As displayed in the upper graph of Figure 4.10, the magnitude loss induced
by O2 is completely compensated by adding water (refer to Table 4.1, reactions 3,6,8
and 13). In total, 29 individual energy transitions were considered by CoNRad for
the calculations of this relaxation scenario. The linear magnitude decrease by adding
water was observed again and implemented in the calculations (solid line, upper
graph in Figure 4.10). For very low moisture levels the phase exhibits a sharp shift of
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Fig. 4.10. Measured photoacoustic magnitude (black squares, upper graph) and
phase shift ϕ (red triangles, lower graph) for 15 ppmV methane diluted in a nitrogen,
oxygen mixture with rising humidity content. The calculation results obtained from
CoNRad are represent by solid lines.
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about 40.9◦. As soon as the slope of the PA magnitude weakens, the phase decreases
again and remains almost constant for higher humidity values (> 1%V.)

Applying CoNRad to other setups

CoNRad allows to quantify relaxation-induced signal changes for arbitrary complex
systems. Besides relaxation phenomena, other parameters such as Q-factor, speed of
sound or heat capacity ratio might also significantly affect the PA signal. However,
as these parameters, in turn, are influenced in a complex way by environmental
conditions, i.e. temperature, pressure and gas composition, those correlations as well
as their effect on PA signal generation are discussed in a separate work, see chapter
4.3.

Relaxational and non-relaxational effects on the photoacoustic signal are often mixed
when interpreting cross-sensitivities which can lead to misinterpretations. Recently,
Wu et al. and Elefante et al. developed compact quartz enhanced photoacoustic
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Fig. 4.11. Direct comparison of the relative measured photoacoustic data (black
circles) from [19] (upper graphs: magnitude, lower graphs: phase shift) with the
simulation results from [19] (red solid lines) and the algorithm (CoNRad) presented
in this work (blue dashed lines). The data was measured by Hayden et al. by means
of QEPAS based carbon monoxide (CO) detection diluted in nitrogen (N2) with
varying humidity content.
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spectroscopy (QEPAS) sensors for the detection of CH4 in humid environments
with resonance frequencies of 17.741 kHz and 12.456 kHz, respectively [2, 28]. oth
were able to achieve parts per billion level LoDs, i.e. 50 ppbV (1σ) with 1 s
integration time [2] and 180 ppbV (1σ) with 0.2 s integration time [28]. Wu et
al. and Elefante et al. employed an interband cascade laser (ICL) emitting at
3038.5 cm−1 and 2988.8 cm−1, respectively. However, they describe a linear increase
of the PA amplitude by continuously adding water within a humidity range from
approximately 0.38 %V up to 1.6 %V to a mixture of traces of CH4 diluted in N2 or
laboratory air, respectively. In both publications, this linear correlation was assumed
to result from a water-induced acceleration of the VT relaxation behavior of CH4.
Simulating these systems with CoNRad reveals a sharp amplitude gain due to water
induced acceleration of relaxation, which, however, is already completed for water
concentrations of about 0.4 %V. Further adding water does not cause any further
relaxation-induced increase in PA amplitude. Therefore, we assume this linear signal
increase in [2, 28] rather to be attributed to acoustic detuning. As already reported
earlier, double-resonant QEPAS systems are known to be prone to acoustic detuning,
as the acoustic resonance depends on the speed of sound within the resonator tube,
which in turn depends on temperature and composition of the sample, while the
resonance frequency of the QTF is hardly affected by temperature and composition
[6, 29].

For the photoacoustic detection of carbon monoxide (CO), by means of QEPAS,
in air-like gas matrices, Hayden et al. [19] and Sgobba et al. [12] both developed
a theoretical rate equation model describing the complete non-radiative relaxation
process of CO in humid nitrogen and humid air. Their theoretical calculations
showed excellent agreement with their measurement results. Based on the relaxation
rates listed in [19] and [12], we were also able to reproduce the amplitude and phase
characteristics of the photoacoustic measurement data reported in [19] (see Figure
4.11). This emphasizes the versatile application possibilities of CoNRad.

4.2.3 Conclusion

In this work we have demonstrated the relevance of correctly modelling the relaxation
cascade in view of photoacoustic signal generation. Simplified two-level systems
and not accounting for intermolecular energy transitions often fail to adequately
describe relaxation-induced signal changes. We presented an autonomous algorithm
that is capable of modelling any relaxation cascade, regardless of its complexity, thus
providing the basis for calculating photoacoustic signals. This algorithm only requires
the individual reactions with their corresponding reaction rates and the energies of the
vibrational states as input data. Since literature regarding the reaction rates is often
not available, this poses the biggest restriction of the algorithm. However, using this
approach, we provide a solid basis for calculating different relaxation effects for any
analyte, in different applications. Combining CoNRad with spectral measurements,
e.g. performing spectral scans as conducted by Menduni et al., would significantly
improve the resilience of photoacoustic sensors towards potential cross-sensitivities,
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even in complex measurement conditions [30]. This enables the successful transfer of
photoacoustic sensor systems from academia to industry.
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4.3 [P2] - Digital Twin of a photoacoustic trace
gas sensor for monitoring methane in complex
gas compositions

This chapter has already been published in Sensors and Actuators, B: Chemical, vol.
378, no. March 2023, p. 133119, March 2923, https://doi.org/10.1016/j.snb.2022.133119.

The term Industry 4.0 was established in the context of a research agenda and a
recommendation to further digitalize industrial processes by the German Federal
Ministry of Education and Research in 2013 [1]. Today, the term is used worldwide
for a future project that focuses on building smart factories to optimize energy and
resource efficiency, to avoid supply shortage and, to flexibly adapt processes to market
demands [2]. To achieve these goals, novel concepts such as Internet-of-Things (IoT),
Predictive Maintenance (PdM) and Digital Twins (DT) have been developed or
adapted from other research areas. PdM for example aims to plan maintenance as
accurately as possible in advance in order to avoid unexpected equipment failures.
The challenge of this concept is the necessity of descriptive process-dependent data,
which on the one hand must be generated and on the other hand must be processed.
Both challenges can be met by equipping factories with smart sensor systems that
are capable of edge computing, i.e. decentralized data preprocessing. Pech et al.
provide a comprehensive review of current literature concerning the occurrences of the
terms “smart factory”, “predictive maintenance” and “smart sensors”, respectively [3].
Even though the number of publications containing any of these keywords increased
sharply since 2000, they found the latter one to stand out, pointing out that the
application of smart sensors is mandatory to make the project Industry 4.0 a success.
However, many process parameters such as substance-specific quantities in chemical
production plants cannot yet be monitored because suitable sensors are simply not
available. In order to remedy this lack of availability, several funding initiatives
are launched aiming to support the technology transfer from lab to industry. A
promising technology in view of this transfer is photoacoustic (PA) spectroscopy
as it allows for developing highly sensitive, small-sized and low-cost inline sensors
for trace gas monitoring [4–12]. However, due to the complex nature of PA signal
generation by molecular collisions [13] as well as miscellaneous signal dependencies
on ambient parameters [14, 15], PA sensors are prone to changes in bulk composition,
temperature and pressure, thus requiring sophisticated multi-dimensional calibration.
To obviate elaborate calibration and to ensure sensor accuracy, we are the first
to introduce a Digital Twin of a photoacoustic sensor system by taking a holistic
approach. In this work, we present the implementation and evaluation of that model
of a Digital Twin to an application for monitoring traces of CH4 in complex and
varying gas compositions of N2, O2, H2O and CO2 at different temperatures and
pressures. The concentration readings of the sensor after DT compensation are
compared to those of a standard calibration in nitrogen and the improvement due to
DT application is quantified.

https://doi.org/10.1016/j.snb.2022.133119
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4.3.1 Theoretical correlations and Digital Twin representa-
tion

Even though there is a consensus that the concept of Digital Twins plays an important
role in the context of Industry 4.0, there are numerous different definitions of what
experts actually understand by the term Digital Twin [16, 17]. Our interpretation of
a DT of a sensor system follows the original definition by NASA, which describes a
DT as “an integrated multi-physics, multi-scale, probabilistic simulation of a [. . . ]
system that uses the best available physical models, sensor updates [. . . ] to mirror
the life of its [. . . ] twin” [18]. In terms of a photoacoustic sensor system, this means
to monitor all parameters in real-time, which can affect the PA signal, and which
may change in a real-world application, i.e. temperature T , pressure p and bulk
composition ∑

χi. These primary parameters affect different system parameters
(see Figure 4.12) in different ways, which in turn influence the photoacoustic signal.
Therefore, the correlation of primary parameters and photoacoustic signal generation
either must be understood and simulated in real time or the system parameters, in
turn, must be determined empirically. The knowledge about all these correlations
and mechanisms of influence is combined into a holistic algorithmic approach to
analytically predict the PA signal. A single-point calibration, which can be done
in any bulk composition, is used to extract the so-called refinement factor, i.e. a
setup-specific constant (refer to 4.3.1). With this refinement factor, the DT algorithm
and the single-point calibration, the predicted PA signal can be related to the current
analyte concentration within the sample.

Fig. 4.12. Schematic representation of the circular dependencies of different envi-
ronmental parameters, i.e., temperature T , pressure p, and gas composition ∑χi on
certain PA parameters. The environmental influences are arranged in descending
order of influence. This figure is taken from [19].
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Photoacoustic signal dependencies

Equation 4.5 describes the PA signal voltage after lock-in amplification ULIA, i.e.
the root mean square of the sinusoidal microphone signal Umic generated by the
photoacoustic effect. The microphone is mounted at half-length on top of an open-
ended cylindric resonator to record the acoustic pressure amplitude. The tube
is illuminated by a modulated light source, while the frequency of modulation is
adjusted to excite the first longitudinal mode of acoustic resonance, i.e. the formation
of one acoustic pressure antinode at half-length of the tube. A general derivation of
the photoacoustic signal has already been described in detail in [14].

ULIA = 1√
2
Umic

= CcorrBmic(γ − 1) Q
ωres

1
2π2r2

NA

Vmol
Niσi(λ)P0ϵrelax

(4.5)

The average optical power of illumination∗ P0 and the quality factor Q together
with the frequency ωres of acoustic resonance are determined separately for each
photoacoustic measuring point using a thermal power meter and an integrated
speaker (see section 3.1.2), respectively. The radius of the resonator tube r, the
microphone sensitivity Bmic and a refinement factor Ccorr are set constant as they were
empirically validated to not depend on temperature, pressure, or bulk composition.
The refinement factor was introduced to quantitatively converge the virtual space of
the Digital Twin to the physical space, as it factors in

• a constant deviation of the optical power that is monitored after illuminating
the PAC, e.g. due to light absorption by the exit window,

• a PAC specific constant, e.g. considering the efficiency of sound coupling from
the resonator tube to the microphone,

• he actual efficiency of light-to-sound coupling, which for the sake of simplicity
is usually approximated to be 100 % when deriving the PA signal.

Ni is the dimensionless volume ratio of the analyte, NA the Avogadro constant and
Vmol the molar volume of the sample, which depends directly on temperature and
pressure via Vmol = RTp−1 , where R is the gas constant. The absorption cross-section
of the analyte σi at the wavelength λ of illumination is simulated using the HITRAN
API (HAPI). Since this work is based on wavelength modulation (WM), we used the
differential cross-section while sweeping the laser emission over the absorption peak
of CH4 at 3368.8 nm.†

∗In the context of this work, all PA measurements are based on wavelength modulation. In case of
amplitude modulation, P0 is specified as the average of high-level minus low-level power, thus
P0 measured by a thermal power meter must be adjusted once the low-level power is greater
than zero.

†Especially when applying amplitude modulation, it must be ensured that no other species than
the analyte absorbs at the wavelength that is used for excitation.
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The coefficient ϵrelax describes the efficiency of energy conversion of photonic excitation
into heat production by molecular collisions, which is referred to as vibrational-
translational (VT) relaxation. This collision based non-radiative efficiency represents
the real part of the complex efficiency of overall relaxation, which is calculated by
means of a novel algorithm (CoNRad) that is presented in [13]. The heat capacity
ratio γ results from the number of molecular degrees of freedom that can store and
release energy following the frequency of modulation, thus contributing to sound
propagation (see section 4.3.1).
As already addressed above, the overall concept of the Digital Twin is to monitor the
primary parameters temperature, pressure and the concentration of species that may
vary in a real-world application, e.g. H2O and CO2. As these primary parameters
affect system parameters in different ways, those must either be measured as well,
or they must be simulated with respect to the particular physical mechanism of
influence. Figure 4.12 visualizes how ambient parameters and bulk composition may
affect photoacoustic signal generation as well as how these effects are considered in
the representation of the Digital Twin. Especially the arrows in Figure 4.12 indicate
the complexity of how primary parameters affect the PA signal. The efficiency of
energy conversion ϵrelax accordingly not only depends directly on ∑χi, p and T , but
also on the resonance frequency ωres which, in turn, depends on temperature and
composition as well. These mechanisms of influence become even more complex
with respect to γ , which further depends on ϵrelax while inversely affecting Q and
ωres at the same time. These interrelationships underline the difficulty of standard
calibration of a PA sensor system. While the physical mechanisms relaxational delay
and acoustic dispersion address the phenomena of energy dissipation in view of
PA signal generation and sound propagation, respectively, γ is visualized to affect
standing acoustic wave formation due to detuning and acoustic attenuation. Both
phenomena of energy dissipation generally result from fast modulation and are
further discussed in more detail hereinafter. While the effects of ∑χi, p and T
on ϵrelax, γ and σi are computed, it is easier to determine their effects on acoustic
resonance amplification, i.e. (Q/ωres), empirically (see section 3.1.2), as theoretical
quantification requires profound knowledge about the underlying bulk- und surface
thermodynamics. However, irrespective of whether calculated or directly measured,
those complex PA signal dependencies on primary parameters can be compensated
by the Digital Twin.

The effect of ambient parameters on the efficiency of relaxation

As already stated in Section 4.3.1, PA signal generation results from the transforma-
tion of laser-excited vibronic energy into translational energy due to superelastic∗

molecular collisions. This energy conversion is referred to as VT relaxation. The
overall process of relaxation depends on a variety of collision reactions (refer to Table
4.1) either transferring all of the vibrational energy into kinetic energy or causing

∗Superelastic collisions are a special case of inelastic collisions, where kinetic energy is not converted
to internal energy but vice versa.
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vibrational excitation of the collision partner (VV relaxation), thus only releasing the
energy difference of collision products minus reactants. Those reactions, that must
be searched in literature, are specified by a certain rate of relaxation k in units s−1.
Besides the rate of relaxation, the frequency f of the photoacoustic signal indirectly
affects its magnitude and phase, too, since relaxation must be completed prior to
de novo laser excitation, otherwise causing a loss in PA signal generation due to
relaxational delay. The percentage of a single collision reaction j contributing to PA
signal generation, i.e. its efficiency of relaxation ϵj, is calculated via

ϵj = 1√
1 +

(
2πf
kj

)2
(4.6)

However, the rate of a relaxation reaction j is not a constant but depends on ambient
parameters. While the effect of pressure on the efficiency of relaxation already has
been described in literature earlier [20–23], we rather consider the overall collision
frequency Z to affect ϵj, thus adding the influence of temperature. The following
equations demonstrate how to adjust relaxation rates, which are specified for a given
temperature T0 and pressure p0 in literature, to the currently prevailing ambient
conditions T and p.

k(p, T ) = k0 (p0, T0) · Z(p, T )
Z0 (p0, T0)

(4.7)

with
Z(p, T ) = ρ̃⟨ν⟩σc (4.8)

Herein, ρ̃⟨ν⟩ and σc denominate the volumetric mass density of the sample, the mean
speed of the collision partners A and B and the reaction cross section, respectively,
which are defined as

ρ̃ = NAp

RT (4.9)

⟨ν⟩ =
√

8kBT

πµ
(4.10)

σc = π (rA + rB)2 (4.11)
Herein, rA and rB are the radii of the collision partners, kB is the Boltzmann
constant, and µ represents the reduced mass whilst collision. Further considering the
temperature dependency of the molecules’ radii by using the Sutherland constant
TV and the molecules’ radii at infinite temperature r|T →∞,

r(T ) = r|T →∞

√
TV

T
+ 1 (4.12)

the relaxation rate can be adjusted to the currently prevailing ambient parameters
according to

k(p, T ) = k0
p

p0

√
T0

T

(rA + rB)2

(rA0 + rB0)2 (4.13)

The accordingly adjusted rates of collision reactions are finally used to compute the
overall efficiency of relaxation ϵrelax by means of the novel and autonomous algorithm
CoNRad that is published in [13].
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Sound propagation and acoustic dispersion

Another quantity that must be known in order to create the Digital Twin of a PA
sensor system according to equation (4.5) is the heat capacity ratio γ. Within the
ideal gas model, γ is simplified to γ = 1 + 2

d
, where d is the number of degrees

of freedom for a given species. The total number of degrees of freedom, in turn,
sums up the translational (dtrans = 3), the vibrational dvib and the rotational ones,
i.e. drot = 2 and drot = 3 in case of linear and non-linear molecules, respectively.
The number of vibrational degrees of freedom dvib hence are calculated to (3N -5)
and (3N -6), respectively, where N accounts for the number of atoms, which the
molecule consists of. However, to accurately calculate γ with regard to acoustic
phenomena, only those degrees of freedom may be considered that contribute to
sound propagation, i.e. thermally excited degrees of freedom dtherm. While dtrans and
drot are assumed to be fully excited even at moderate temperatures, the quota of
vibrational ones is calculated according to

dvib(T ) = 2n
(

Θvib

T

)2


exp

(
−Θvib

2T

)

1 − exp
(

−Θvib

T

)


2

(4.14)

where n is the degeneracy and Θvib is the temperature of the vibration. The latter
depends on the wavenumber of vibration ν̄, further including the speed of light c0
and the Planck constant h.

Θvib = hc0ν̃

kb
(4.15)

Thus, the temperature-dependent heat capacity ratio γ(T ) is calculated after

γ(T ) = 1 + 2
dtherm

= 1 + 2
dtrans + drot +∑m

j=1 +∑n
i=1 dvib,i(T )

(4.16)

where ∑m
j=1 +∑n

i=1 dvib,i(T ) sums up all vibrational states i of every species j, which
the gas sample is composed of. However, apart from its temperature dependency, the
effect of acoustic frequency on γ must be considered as well. Analogous to Equation
4.6, at a high sound frequency, which equals the frequency of laser modulation in
terms of AM and twice the modulation frequency in terms of WM, respectively,
the molecular vibrations may not be able to follow repetitive compression followed
by dilatation whilst sound propagation anymore, termed acoustic dispersion. Since
the fundamental algorithm this DT is based on (refer to [13]) allows for computing
relaxational processes, it can be used to quantify acoustic dispersion as well. However,
unlike PA signal simulation, calculating acoustic dispersion needs the algorithm to
be rerun, summing up the efficiency of relaxation of every vibrational state i of every
species j of the gas sample, yielding extended γ(T, f) calculation.

γ(T, f) = 1 + 2
dtrans + drot +∑m

j=1 +∑n
i=1 (dvib,i(T )ϵrelax,i)

(4.17)
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Concluding these theoretical correlations, we created a Digital Twin of a PA sensor
system for monitoring traces of methane, to which current temperature, pressure,
optical power, humidity, bulk composition as well as frequency and quality factor
of acoustic resonance amplification are provided in real-time. With these primary
input parameters, the DT allows an analytical description of all physical mechanisms
of influence (refer to Figure 4.12) and ultimately to infer the current methane
concentration based on the complex PA signal delivered by the lock-in amplifier.

4.3.2 Experimental section

The experimental setup is already excessiveley discussed in previous chapters, hence
only the importante parts are mentioned in this section.
A power meter and a lock-in amplifier are used to monitor optical power and to
preprocess the microphone signal, respectively, and provide this data to the Digital
Twin, too. By integrating a speaker (model K 16, Visaton, Germany) into the
buffer volume of the PAC, a new hardware feature, termed Acoustic Resonance
Monitoring System, was realized to acquire the prevailing characteristics of acoustic
resonance amplification in real-time (refer to section3.1.2). Considering all these
input parameters together with the theoretical correlations described in Section 4.3.1,
elaxation cascade computing by means of CoNRad [13], and real-time calculation
of the absorption cross-section of the sample using HITRAN API, the methane
concentration reading after DT compensation (CH4)sim can be compared with the
methane concentration reading after standard calibration in nitrogen (CH4)meas. The
parameters that were used for DT computation, i.e. molecular masses, Sutherland
constants, molecular radii at infinite temperature, as well as the wavenumbers and
degeneracies of molecular vibrations are listed in Table 4.2 and 4.3. Furthermore, all
50 different collision reactions together with the associated reaction rates k with units
s−1 that were considered for simulating relaxation effects on the basis of CoNRad
are given in Table 4.1 and visualized in Figure 4.1. According to its datasheet, the
microphone sensitivity (ICS-40720, InvenSense Inc., US) is specified to be − 32 dBV,
i.e. 25.1 mV/Pa, and the refinement factor of the setup was experimentally determined
to 0.865.

4.3.3 Results and discussion

This Digital Twin of a photoacoustic trace gas sensor for methane detection was
evaluated within a temperature and a pressure range from 28 ◦C to 40 ◦C and from
350 mbar to 1050 mbar, respectively. Besides, starting from pure nitrogen, the
effects of varying bulk compositions containing up to 19 %V oxygen, 9 %V carbon
dioxide and 1.9 %V water vapor on the photoacoustic signal have been investigated.
While Section 4.3.3 highlights the importance to reproduce how primary parameters
affect different system parameters using the example of carbon dioxide addition,
Section 4.3.3 metrologically quantifies the improvement of DT implementation by
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comparing the CH4 concentration readings of the sensor after standard calibration
in dry nitrogen with the concentration readings of the sensor after utilizing DT
compensation. Section 4.3.3 finally outlines the performance of the sensor system,
i.e. accuracy, precision, sensor drift and reproducibility.

Contrary effects of CO2 addition on different system parameters

Figure 4.13 compares the measured photoacoustic magnitude (black squares) and
phase shift (black triangles) with the magnitude (blue half-filled diamonds) and
phase shift (blue half-filled circles) that was computed based on the Digital Twin,
when successively adding CO2 to a mixture of 15 ppmV CH4 diluted in N2. While
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Fig. 4.13. Comparison of experimental and Digital Twin data when successively
adding CO2 to a constant analyte concentration of 15 ppmV CH4 diluted in N2.
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Fig. 4.14. Illustration of how CO2 addition contrarily affects different system pa-
rameters. The excess weight of the gradients of relaxation gain (blue triangles) versus
acoustic losses (black circles) determines the characteristics of the PA magnitude
(upper graph in Figure 4.13).

the error bars of empirical data indicate ±3 times the standard deviation of raw data
that was sampled over one minute with a rate of 5 Hz and a lock-in time constant of
5 s, the maximum uncertainty of DT magnitudes can be generally approximated to
±1 % , mainly resulting from optical power and acoustic quality factor determination.
The measuring conditions were set to 40 ◦C PAC temperature and ambient pressure.
By adding up to 9 %V CO2, ϵrelax non-linearly increases from 0.84 to 0.91 (see Figure
4.14), which is accompanied by a phase shift of about 3.5 ◦. Nevertheless, accelerated
relaxation only yields an increase in PA magnitude up to a CO2 volume ratio of about
3 %V but starts to decrease afterwards, as acoustic losses start to dominate. Figure
4.14 llustrates how adding CO2 contrarily affects different system parameters and,
hence, the PA magnitude. Since heat capacity ratio, quality factor and frequency
of acoustic resonance as well as efficiency of relaxation influence the photoacoustic
magnitude differently and in opposite ways, it becomes clear how important it is to
compute ϵrelax and γ through CoNRad, but also to determine Q and fres via ARMS,
which was introduced in section 3.1.2

Metrological quantification of DT based sensor reading improvements

Figure 4.15 graphically represents a metrological comparison of the CH4 concentration
readings of the PA sensor based on standard calibration in dry nitrogen (black squares)
and Digital Twin compensation (blue half-filled diamonds), respectively. The analyte
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concentration was kept constant at 15 ppmV methane (illustrated by the black
dashed lines), while bulk composition and environmental conditions have been varied.
The graphs in Figure 4.15(a) and (b) depict the sensor readings when adding water
to methane diluted in pure nitrogen and diluted in nitrogen with a concentration
of 10 %V oxygen∗, respectively. Although the DT clearly yields a reduction of the
measurement error compared to standard N2 calibration, the DT compensated sensor
readings still deviate from 15 ppmV CH4 in case of low H2O concentrations, mainly
due to minor inaccuracies of the humidity sensor. While Figure 4.15(c) shows that
the DT can handle delayed relaxation due to oxygen, Figure 4.15(d) llustrates an
even more complex case as O2 and CO2 are added to the system simultaneously.
While the isolated effect of oxygen has already been discussed in [13] in detail,
simultaneously adding O2 and CO2 causes the photoacoustic magnitude to diminish
by 29 % before it slightly starts to rise again. Similar to, albeit more pronounced
than solely adding CO2, the addition of oxygen and carbon dioxide up to 7.4 %V and
9 %V, respectively, consistently causes the heat capacity ratio as well as the quality
factor and the frequency of acoustic resonance to decrease. However, the efficiency of
relaxation decreases from 0.84 to 0.61, but then again increases to 0.69, also causing
the PA magnitude to slightly rise again. These complex PA signal dependencies,
inter alia, result from a variety of competing relaxational processes, while at some
point, it is hardly possible to assign certain observations to specific energy transfer
processes anymore. For this reason, standard sensor calibration methods that are
usually applied in case of varying bulk compositions quickly reach their limits in
terms of photoacoustic spectroscopy. However, this limitation can be circumvented
by utilizing a Digital Twin. Besides changes in the bulk composition, Figure 4.15(e)
and (f) illustrate that the photoacoustic magnitude is also sensitive to variations
in temperature and pressure. In view of calculating the mean absolute percentage
error to quantify the prediction accuracy of the Digital Twin, variations of ambient
pressure in the range from 744 mbar to 1040 mbar have been considered. With
decreasing pressure this accuracy deteriorates which is assumed to mainly result
from the emergence of absorption peak separation (refer to Appendix A.5 - Figure
A3), which may be included in the next version of the system model. Further ex
cluding the sensor readings at very low humidity, i.e. less than 1000 ppmV H2O
which approximately corresponds to 35 % relative humidity at - 10◦C, the mean
absolute percentage error in view of the measurements depicted in Figure 4.15 was
identified to 24 % in case of N2 sensor calibration and 0.8 % in case of Digital Twin
compensation, respectively.

∗In fact, humidification of the sample causes minor deviation of the oxygen concentration, which,
however, was verified to not affect the PA signal if water is present.
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Fig. 4.15. Metrological comparison of the CH4 concentration readings of the PA
sensor based on standard calibration in dry nitrogen (black squares) and Digital
Twin compensation (blue half-filled diamonds). The analyte concentration was kept
constant at 15 ppmV methane (illustrated by the black dashed lines), while bulk
composition and environmental conditions have been varied. In this regard, we
investigated the effect of a) adding H2O to N2, b) adding H2O to 10 %V to O2 in N2,
c) adding O2 to N2, d) adding CO2 and O2 to N2, e) temperature and f) pressure.
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Performance of the sensor system

Figure 4.16 shows a series of measurements that have been carried out to evaluate the
accuracy, precision, sensor drift and reproducibility of the presented photoacoustic
monitoring system. For this purpose, the composition and temperature of the sample
have been varied according to Table 4.5, while the concentration readings based on
standard calibration in N2 (black squares) as well as after Digital Twin compensation
(blue half-filled diamonds) have been monitored. The sensor system was re-initialized
several times and the measurements were carried out on two days with a break of
18 days to evaluate its reproducibility. While the solid vertical line in Figure 4.16
represents this break, the two dashed horizontal lines indicate the actual pre-set
methane concentrations of 15 ppmV and 18 ppmV. Figure 4.16 identifies no sensor-

Tab. 4.5. Measuring conditions for the experiment shown in Figure 4.16.

CH4 in ppmV O2 in %V H2O in %V T in ◦C

(1) 15 - - 40
(2) 15 10.25 - 40
(3) 18 - - 40
(4) 18 8.2 - 40
(5) 18 8.2 1.3 40
(6) 15 - - 35

drift as well as a good reproducibility regardless of whether calibration in nitrogen or
Digital Twin compensation is applied. As expected, the figure shows good accuracy
for both methods as long as the sample gas consists of analyte and nitrogen only,
and the temperature is the same as the temperature set during calibration. The
corresponding measuring conditions are labeled as (1) and (3) in Figure 4.16. By
decreasing the temperature from 40 ◦C to 35 ◦C the concentration readings based on
standard N2 calibration show slightly deteriorated accuracy (6), although frequency
detuning was already considered by adjusting the frequency of modulation. This
slight deviation can be attributed to a change in the particle density and a change in
the quality of acoustic resonance amplification. However, the figure clearly illustrates
the significant decline in accuracy of the sensor reading based on N2 calibration as
soon as the composition of the sample changes. Those experiments are labeled as
(2), (4) and (5). In detail, the inaccuracies in case of measurements (2), (4) and
to some extent (5) in terms of standard calibration mainly result from incomplete
relaxation due to VV energy transfer reactions to oxygen (refer to k3 and k7 in Table
4.1), which are partially compensated by water in case of (5) (refer to k8 and kH2O

14
in Table 4.1). The Digital Twin can compensate for this, even though accompanied
with lower precision in the case of experiments (2) and (4), since compensation of
PA signal losses due to ambient conditions may yield increased standard deviation
in absolute terms.
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Fig. 4.16. Comparison of concentration readings after N2 calibration (black squares)
and DT compensation (half-filled blue diamonds) for analyte concentrations of 15
ppmV and 18 ppmV CH4 at different measuring conditions (see Table 4.5), respectively.
The dashed horizontal lines indicate the pre-set methane concentrations, while the
solid vertical line indicates a break of 18 days between the measurements.

4.3.4 Conclusion

In this paper, we discussed the creation and metrological validation of a Digital
Twin of a photoacoustic trace gas sensor for methane that builds on a previously
published algorithm for relaxation cascade computing [13]. In addition, the DT
requires knowledge about the acoustic properties of the system. For this reason, we
have developed an acoustic resonance monitoring system to determine the quality
factor and frequency in real-time. We elaborated the great relevance of such a DT,
as standard calibration often fails in terms of photoacoustic-based sensors because
of the multitude and complex nature of how measurement conditions might affect
the PA signal. The DT was examined towards changes in composition (CH4, N2,
O2, CO2, H2O), temperature and pressure. With a mean absolute percentage error
of 0.8 % compared to 24 % we have demonstrated the improvement in accuracy
compared to that of standard calibration and, thus, paved the way to transfer the
advantageous photoacoustic technique from academia to application, e.g. indus-
trial processes. However, the DT requires the input data of relevant changes in
temperature, pressure and bulk composition for reliable prediction of the analyte
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concentration. Furthermore, all energy transfer reactions that are effectively involved
in signal generation must be known, which also includes the reactions rate constants.
Knowing these parameters and physical processes, the concept of the DT can be
adapted to any microphone based photoacoustic sensor for monitoring any analyte
species.
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4.4 [P3] - Comparison of photoacoustic spectroscopy
and cavity ring-down spectroscopy for ambient
methane monitoring at Hohenpeißenberg

This chapter has already been published in Atmospheric Measurement Techniques,
vol. 16, no. September 2023, p. 4263-4270,
https://amt.copernicus.org/articles/16/4263/2023/.

In the European network Integrated Carbon Observation System (ICOS), 16 different
nations united to measure greenhouse gas (GHG) concentrations continuously in the
atmosphere and in a standardized way. In order to ensure data comparability of
the 46 atmosphere monitoring stations, the required accuracies of the devices were
defined in the ICOS program. For CH4, this was specified to be less than ±2 ppbV,
emphasizing the high standards set internationally for reliable atmospheric GHG
monitoring [1]. For this purpose a state-of-the-art cavity ring-down spectrometer
(CRDS) G2301 (Picarro, Inc.,USA) was selected by the ICOS program for both CH4
and CO2 quantification, which provides a 3σ precision for CH4 less than 1.5 ppbV
and less than 210 ppbV for CO2 at an averaging time of 5 seconds. For leakage
detection of gas pipelines or identification of various methane sources, measurement
instruments with slightly lower precision may also be appropriate. In 2021, Defratyka
et al. installed a cavity ring-down system (G2201-i, Picarro, Inc., USA) on a car and
identified several methane sources in Paris which increased the CH4 concentration up
to 2.7 parts per million (ppmV, 10−6) [2]. Elevations of CH4 levels up to 88.6 ppmV
were measured in Washington, DC, USA, in 2014 by [3]. This work reported a total
of 5893 pipeline leaks over a distance of 2414 km (1500 road miles), from which 1122
leaks increased the ambient CH4 concentration to more than 5 ppmV and 67 leaks
even over 25 ppmV. The threshold for leakage identification was proposed by von
Fischer et al., who defined a 10% increase over the normal background concentration
as a leakage [4]. For a typical background concentration of about 2 ppmV, this
corresponds to 200 ppbV. As an alternative to elaborate measurements in cities, low-
cost devices with suitable CH4 resolution (< 200 ppbV) could be installed at multiple
locations and combined with a sensor network, which allows continuous remote
leakage detection or emission monitoring. Photoacoustic (PA) gas sensors could meet
these requirements of low-cost devices while retaining low enough detection limits.
In PA sensors the signal originates from converting vibrational energy of molecules
into kinetic energy. A modulated light source electromagnetically excites the analyte
of interest, which subsequently can release its additional vibrational energy as kinetic
(translational) energy into the sample gas by colliding with surrounding molecules.
This process is called vibrational-translational (VT) relaxation. The VT energy
transfer increases the kinetic energy of the sample gas, causing the temperature
to rise above its equilibrium value. Due to the modulation of the light source, the
heat input induced by VT relaxation is also periodic, resulting in periodic density
fluctuations, which per definition corresponds to a sound wave. By designing the
optical path as an acoustic resonator, e.g. a cylindrical resonator, the photoacoustic

https://amt.copernicus.org/articles/16/4263/2023/
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sound wave can be amplified and filtered. The sound pressure linearly depends on
the analyte concentration and may be detected by an acoustoelectric transducer
(e.g. a microphone), quartz tuning fork (QTF), or a cantilever. Generally, the
photoacoustically generated sound pressure amplitude, pPA, for cylindrical resonators,
excited in their first longitudinal mode, can be described as follows [5, 6]:

pPA = (γ − 1) Q

fres

1
2π2r2

NA

Vmol
Niσi (λ)P0ϵrelax (4.18)

The heat capacity ratio γ contains the number of all degrees of freedom (rotational,
vibrational, translational) of the sample gas actively participating in sound propaga-
tion. Acoustic cross-sensitivities of the PA signal can be described by the ratio of the
quality factor Q and the frequency fres of acoustic resonance amplification. In the
equation r represents the radius of the resonator tube, NA is the Avogadro constant,
Vmol is the molar volume of the sample gas, and Ni is the dimensionless volume
fraction of the analyte with an absorption cross-section σi at the emitted wavelength
λ. The optical power of the light source inside the photoacoustic measurement cell
is designated as P0. The efficiency of non-radiative relaxation is denoted as ϵrelax,
which is a quantity between 0 and 1. This quantity depends on the efficiency of all
involved energy transitions of the gas mixture [7]. Chapter 2.2.2 discusses the effect
of non-radiative relaxation on the photoacoustic signal.

Regarding photoacoustic methane detection, recent literature provides several publi-
cations reporting ppbV - level limit of detection using infrared laser sources [8–13].
In this work we present the results of a five day CH4 measurement campaign in
ambient air at the meteorological observatory of the German Weather Service (DWD)
at Hohenpeißenberg with a photoacoustic sensor using a G2301 cavity ring-down
spectrometer as a reference. The photoacoustic sensor used in this work provides a
limit of detection of 6.8 ppbV. The mountain Hohenpeißenberg (47.48◦ N, 11.01◦ E)
is located southwest of Munich at around 985 meters above sea level. Due to the
naturally occurring fluctuations in ambient humidity during the measurement series,
the relaxation behavior was significantly affected. Without including the algorithm
CoNRad (see chapter 4.4.1) for data evaluation, no reasonable conclusions about the
CH4 concentration would be possible by the PA sensor. The intention of this paper
is to demonstrate that the developed PA sensor in combination with the applied
signal corrections provides an appropriate choice for reliable and ppbV-level-precise
GHG monitoring. During the measuring campaign, the PA sensor does not show
any trends in sensitivity (see Table 4.6); however, it is evident that it is advisable to
calibrate the PA sensor frequently in order to maintain the accuracy of the sensor.
The G2301, on the other hand, does not show any significant fluctuations in its
methane calibration values.

4.4.1 Non-radiative relaxation in photoacoustic spectroscopy

The effect of variations in the non-radiative relaxation process is omnipresent in
photoacoustic spectroscopy and has already been discussed for several analytes in
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Fig. 4.17. Overall efficiency of non-radiative relaxation ϵrelax at 5055 Hz laser
modulation for CH4 in air with rising humidity content (a). The highlighted grey
area in (a) indicates the observed humidity during the measurement period. Panel (b)
displays how humidification of the sample affects ϵrelax at different acoustic frequencies
up to 32.76 kHz, which is a typical modulation frequency utilized in quartz-enhanced
PA sensor (QEPAS) systems.

chapter 2.2.2. To compensate for signal losses due to incomplete relaxation we intro-
duced an algorithm to compute the collision-based non-radiative efficiency of energy
relaxation (CoNRad), which is presented in chapter 4.2. For an accurate description
of the overall relaxation cascade in case of mid-infrared (MIR) - 2968.4 cm−1 methane
monitoring in ambient air, i.e. mainly containing N2, O2 and H2O, a total of 29
individual collision reactions have to be considered, according to [14].

In Figure 4.17(a) the overall relaxation efficiency ϵrelax at an acoustic frequency of
5055 Hz for methane diluted in air is plotted against continuous humidification
of the sample. The data shown in Figure 4.17 was obtained via CoNRad. A
detailed discussion of relaxational behaviour for methane in humid air, considering
the individual energy transitions has been presented in chapter 4.2. The graphs
demonstrate that with rising acoustic frequencies the relaxation losses become much
more pronounced, yielding lower PA signals and thus worse detection limits.

4.4.2 Experimental

Photoacoustic data evaluation

A description of the complete photoacoustic measurement system used to obtain
these results is given in chapter 3.1.2. The interband cascade laser (ICL) parameters
are listed in Table 3.1 and the PAC was temperature controlled to 40 ◦C.

Together with the simulated non-radiative relaxation efficiency ϵrelax, P0, the measured
Q - factor and resonance frequency fres (ARMS) and the calculated heat capacity
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ratio γ the raw photoacoustic signal UPA, raw in µV is compensated after equation
(4.19), yielding the final methane concentration output of the PA sensor CH4,PA.

CH4,PA = UPA, raw

Scali
· ϵrelax, cali

ϵrelax
· Qcali

Q
· fres

fres, cali
· (γcali − 1)

(γ − 1) · P0,cali

P0
(4.19)

The quantities labeled with cali in the index were obtained during the respective
calibration measurements, with the calibration sensitivity Scali in (µV ppmV−1). For
comparison purposes the sensitivity S in Table 4.6 is normalized to a humidity of
0.3 %V.

Measurement setup

The measurement setup is visualized in Figure 4.18. Ambient air was sampled
by means of a pump from outside the laboratory. A three-way valve was used to
automatically switch between reference gas and ambient air. Dry natural air was
chosen as the reference gas, which consists mostly of N2 and O2 but also includes noble
gases as well as trace gases (CH4, CO2, N2O, CO). The reference gas tank was filled
and calibrated by the ICOS Flask and Calibration Laboratory (FCL) and is linked to
the WMO X2004A scale, which provides 2020 ppbV CH4 with an uncertainty below
0.5 ppbV [15]. During the measurement campaign, the reference gas was used a total
of seven times for 30 minutes per interval to avoid and detect potential sensor drifts;
see Table 4.6. As the difference between the theoretical calculations of CoNRad and
the measured data is highest for only slightly humidified measuring environments
(H2O < 0.25 %V), see Figure 4.10 from chapter 4.2, an additional humidification of
the sample gases of about 0.3 %V was chosen to avoid this issue. This was realized by
a humidity generator installed upstream of the PA sensor. A lock-in-amplifier (LIA)
time constant of τLIA = 20 s was chosen to reduce the effect of white noise on the
PA data. Every 10 minutes, the PA sensor recorded three single-point measurements
(SPMs) each for 20 s with a data acquisition rate of 5 Hz. The three SPMs themselves
where further averaged, as well as the individual standard deviations, yielding the
final values. The ARMS routine (see section 3.1.2) was performed to determine Q
and fres each time before the three SPMs were recorded. Based on the ARMS, the
modulation frequency of the laser was automatically adjusted, while the PA ICL
was switched off between the measurements. According to equation (4.19), the raw
photoacoustic signal was corrected for variations in ϵrelax, γ, Q, fres, and P0. As
shown in Figure 4.18, the G2301, operated with a data acquisition rate of 0.2 Hz
and an averaging time of 5 s, was installed in the gas setup parallel to the PA sensor,
ensuring that both devices received the same sample gas, providing comparability of
the sensor readings.
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Fig. 4.18. Schematic of the experimental setup for the measurement campaign.
The pump delivers ambient air from outside the laboratory. A three-way valve is
used to switch between ambient air and reference gas. The reference gas consists
of 2020 ppbV of methane in dry natural air. Before the respective sample gas is
fed into the two measurement instruments, it passes through a stainless-steel filter
(SS-4FW-2) to avoid particle contamination.

4.4.3 Results and discussion

The data of the PA sensor during reference gas measurements are summarized in
Table 4.6. The sensitivity of the PA sensor varies only slightly (maximum -2.61 %
from the average value), which demonstrates the stability of the photoacoustic system,
but still shows the necessity for frequent calibration to ensure high accuracy. While
the mean CH4 precision (3σPAS = 6.75 ppbV) is worse than the observed precision
of the reference (3σG2301 = 1.16 ppbV), the PA sensor is nevertheless sufficiently
precise to reliably detect the atmospheric CH4 fluctuations, refer to Figure 4.19(a).
Figure 4.19 illustrates the CH4 readings (in ppbV) (a) obtained by the PA sensor,
including the previously mentioned signal corrections (black) and the G2301 data
(red), respectively. The dashed grey lines indicate a new day. It is obvious, that
the CH4 concentration characteristics monitored with both devices agree quite well
with each other. However, more significant discrepancies up to > ±80 ppbV are also
evident. As of now, no clear explanation could be identified for these deviations. It
is unlikely that these errors are induced by differences in the sample gas of the two
systems since the humidity readings of the BME280 integrated into the PA sensor
match very well with the readings of the G2301, as shown in Figure 4.19(c). By
evaluating the data acquisition system (DAS), cavity, and etalon temperature of the
Picarro G2301 temporal anomalies regarding CH4 discrepancies could be identified
(see Appendix A.7 - Figure A5).
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Fig. 4.19. Direct comparison of the methane concentration readings (a), the
deviation of the PA sensor compared to the Picarro G2301 (in %) (b) and the water
readings (c). The humidity offset induced by the measurement setup is clearly visible.
During 9 February, the humidity tank became empty, resulting in no additional
humidification.
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Since the temperature spikes are probably caused by direct sunlight on the G2301, it
is recommended to avoid this for similar experiments. Still, the average percentage
deviation of the PA sensor and the G2301 reference of 1.11 % is rather moderate;
see Figure 4.19(b). Over the entire period of the measurement campaign, the water

Tab. 4.6. Sensitivity of the PA sensor over the five day measurement period. An
average deviation of 0.98 % and a maximum deviation of -2.61 % from the mean
of the observed sensitivities show the stability of the PA sensor. The long-term
accuracy and the precision of the G2301 are listed in the two right columns. The
campaign started on 6 February 2023 (afternoon) and ended on 10 February 2023
(morning).

calibra-
tion

PAS
sensitivity
S in

µV ppmV−1

3σ
precision

in nV

3σ
precision
in ppbV

G2301 in
ppbV

3σ G2301
in ppbV

#1 2.08 14.14 6.80 2019.99 0.96
#2 2.12 22.50 10.61 2020.13 0.72
#3 2.13 7.18 3.37 2019.70 0.92
#4 2.16 8.59 3.98 2019.88 0.86
#5 2.14 17.91 8.37 2020.07 2.04
#6 2.16 14.93 6.91 2019.67 1.52
#7 2.15 15.56 7.24 2019.61 1.04

content in the PA sample gas varied from about 0.30 %V to about 0.73 %V (see
Figure 4.19(c)), causing the raw PA sensor readings to alter by about 13.5 % due
to relaxation effects (refer to Figure 4.17(a)), which makes standard calibration
unfeasible. For this reason, algorithmic compensation methods like CoNRad are
essential. The Q-factor quantification, fres, and P0 remained virtually constant
during the measurement period. Also, the variation of γ induced by fluctuating
humidity was negligible compared to the relaxation effect. Figure 4.20 illustrates
the impact of CoNRad on the reliability of the PA sensor readings. The y axis
represents the difference between the CH4 concentration readings of the PA sensor
and that of the G2301 (in ppbV). The dashed grey lines again indicate a new day.
The black curve in Figure 4.20(a) shows the deviation when CoNRad is implemented
(∆CH4 (PACoNRad − G2301)) in the data evaluation, and the red curve illustrates
the deviation based on the raw PA data (∆CH4 (PAraw − G2301)). This red curve
illustrates that, due to the exponential effect of relaxation processes, the offset between
raw data and the reference measurement is not constant. The data highlighted in grey
in Figure 4.20 show the results for dry PA reference gas operation, with the empty
humidity tank during 9th of February. Without CoNRad dry calibration leads to
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Fig. 4.20. Absolute difference of CH4 in ppbV (a) based on raw PA data (red) and
after CoNRad compensation (black) with regard to the G2301 reference methane
readings. Panel (b) displays the boxplots and histograms of the deviations with
CoNRad compensation (green) and without (yellow). The data highlighted in grey
indicate dry PAS calibration without CoNRad compensation.

considerable misinterpretations of the PA data. Thus ambient CH4 PAS monitoring is
not possible without the algorithmic compensation approaches. Figure 4.20(b) shows
a statistical evaluation of the absolute differences with CoNRad compensation (green
boxplot) and without (yellow boxplot). It indicates that with CoNRad the variance
of the measured deviation with respect to the reference decreases significantly. In
addition, the compensated values show a normal distribution around 5.26 ppbV,
indicating no long-term drift. The raw values (yellow boxplot), however, are not
normally distributed and show a substantially higher variance. The large deviation of
about 1000 ppbV CH4 of the raw PA data (highlighted grey area) can be attributed
to the dry reference gas mode, in which pronounced relaxation losses occur, see
Figure 4.17.

4.4.4 Conclusion

We compared our PA methane gas sensor with an established and calibrated cavity
ring-down spectrometer (G2301) used for global GHG monitoring. Over a period
of five days, ambient air has been monitored at the meteorological observatory
Hohenpeißenberg of the DWD by both systems. The obtained results demonstrate
that the PA sensor (3σ precision = 6.75 ppbV) is able to detect even small natural
methane fluctuations in ambient air, thus providing an alternative to established
devices. Further applications of the sensor would cover natural-gas leakage detection,
identification of new methane sources, and emissions monitoring from agriculture
or landfills. Generally, photoacoustic systems provide low detection limits and a
high potential for miniaturization; however, relaxation-induced signal alterations
pose a major drawback of this technique. The counteracting water- and oxygen-
induced relaxation effects play an important role in ambient photoacoustic methane
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detection, as highlighted in this work. Only in environments with a clearly defined
and constant measurement matrix, e.g. contamination measurement of high-purity
gases, can the effect of relaxation on the photoacoustic signal be neglected. For
measurement applications with varying gas composition, e.g. fluctuating ambient
humidity, PA devices essentially require the implementation of algorithmic models,
such as CoNRad, in order to compensate for signal losses due to delayed relaxation
that otherwise might cause significant errors in PA sensor data. The combination of
CoNRad to simulate the non-radiative relaxation cascade and ARMS for real-time
monitoring of Q and fres allows for reliable analyte concentration readings with
photoacoustic sensors.
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4.5 Multivariate analysis and digital twin model-
ing: alternative approaches to molecular re-
laxation in photoacoustic spectroscopy

The results in this chapter have already been published in Photoacoustics, vol. 33, no.
October 2023, p. 100564, October 2023, https://doi.org/10.1016/j.pacs.2023.100564.

The original manuscript was written for the most part by Andrea Zifarreli and the
author of this thesis. The data acquisition was carried out by Aldo Cantatore in
the course of his PhD thesis. Andrea Zifarreli and Angelo Sampaolo performed
the PLSR analysis, while the Digital Twin analysis was realized by the author of
this thesis. Thomas Rück from the OTH Regensburg, Christine Hölzl and Huber
Rossmadl from Thorlabs GmbH (Bergkirchen, Germany), and Pietro Patimisco and
Vincenco Spagnolo from the Polytechnic University of Bari, Italy were involved in
supervision, validation, reviewing and editing of the original manuscript.

This chapter was adapted compared to the original publication.

4.5.1 Introduction

While in traditional PAS systems a microphone is used for detecting the photoacoustic
sound pressure, quartz-enhanced photoacoustic spectroscopy (QEPAS). QEPAS was
introduced in 2002 as an alternative to conventional PAS sensors, providing a smaller
footprint of the acoustic detection part, as well as higher Q-factors [1]. QEPAS
sensors have been used for trace gas sensing in many different applications, e.g.
atmospheric monitoring [2, 3], air pollutant detection [4] or breath analysis [5],
in recent years. However, as the effect of non-radiative relaxation fundamentally
determines the photoacoustic signal generation, not only traditional PAS sensors,
but also QEPAS sensors are affected. As described in chapter 4.2, the efficiency of
non-radiative relaxation ϵrelax is a value between 0 and 1 and strongly depends on the
composition of the gas matrix, the possible energy transitions, and the modulation
frequency of the laser. Since the modulation frequency for QEPAS sensors is typically
higher than for microphone-based setups the relaxation effects are more pronounced,
see Figure 4.17. To minimize the effect of incomplete relaxation, literature proposed
intentional humidification of the sample gas, as water is known to promote the non-
radiative relaxation for many analytes [6–8]. For field measurements, a sensor must
be able to provide reliable data even under fluctuating environmental conditions, e.g.
ambient humidity. Thus the implementation of sophisticated data analysis techniques
to compensate for relaxational effects or other cross-sensitivites is necessary.

In chapter 4.3 a digital twin (DT) of a traditional microphone-based photoacoustic
sensor was presented for the first time and evaluated in field measurements in chapter
4.4. This approach significantly increased the accuracy of the microphone-based
sensor, resulting in high agreement of the compensated PAS data with a reference

https://doi.org/10.1016/j.pacs.2023.100564
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device. Regarding QEPAS sensors, a statistical compensation method based on
Partial Least Squares Regression (PLSR) was published recently [9]. Both approaches
attempt to improve the accuracy of photoacoustic sensors via different procedures.
While the DT is based on theoretical calculations of the relaxation behavior, as
well as on the empirical quantification of the resonance characteristics (see chapter
4.3) and aims to mimic the real sensor as closely as possible, the PLSR intends to
statistically model the cross-correlations of gas matrix effects on the QEPAS signal
without sophisticated knowledge of causal relationships.

In this chapter, the DT is applied to a QEPAS sensor and compared to a PLSR
approach, regarding cross-sensitivites mid-infrared methane detection in humidified
air.

4.5.2 Experimental setup for QEPAS detection

The QEPAS sensor was integrated into a 50x50x20 cm aluminum box. To prevent
misalignment of the laser source the optical components, as well as the acoustic
detection module (ADM) were mounted into a seperate stainless-steel box (sensor
head) placed within the aluminum box. This stainless-steel box contains an ICL
(Thorlabs ID3345HHLH–A), emitting at around 2989 cm−1, a hygrometer (iST HYT
939) to monitor the humidity inside the ADM, as well as a reference cell (RC) and a
photodiode (PD) to monitor the emitted optical power. The reference cell, which is
filled with 0.5 %V methane diluted in N2, is placed between ADM and photodiode
and thus allows to monitor the laser emission wavenumber. The sensor element of the
ADM (Thorlabs ADM01) consists of a custom T-shaped quartz tuning fork (QTF),
with a resonance frequency of 12458 Hz and two acoustic resonator tubes enclosing
the QTF perpendicular to the bending plane of its prongs for additional signal
amplification. This sensor design is called on-beam QEPAS [10]. A CaF2 lens with
2-5 µm anti-reflective coating mounted in front of the ADM is used to focus the laser

Fig. 4.21. Simplified schematic of the experimental setup. The dashed arrows
indicate gas flow, the solide arrows indicate electronic signals.
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beam between the QTF prongs. The measurement gas is fed into the ADM via the
gas inlet. For signal evaluation a LIA was implemented on an FGPA, which acquires
both the QEPAS voltage and the photodiode signal to compensate for potential power
fluctuations of the laser emission [11]. Inside the aluminum box a laser driver (LD),
as well as a thermoelectric cooler (TEC) are used to control the laser current and
temperature, respectively. Additionally, to control the pressure inside the ADM and
monitor the gas flow rate a pressure controller (ALICAT EPC-15PSIAP01-BM0P),
flow meter (ALICAT BC-C1000), needle valve, and a diaphragm pump (Thomas
1420VR 24V) were embedded inside the aluminum box. The FPGA is connected
to a dedicated mainboard, which also controles and monitors the LD, TEC, flow
meter, and the pressure controller. The data, including the lock-in-amplifier voltage
is fed to a PC and acquired by a LabVIEW-based software tool. Figure 4.21 shows
a simplified block diagram of the experimental setup. Two methane concentration
ranges from 25 ppmV to 200 ppmV, hereafter labeled as low CH4 and from 0.11
%V to 1.1 %V, hereafter labeled as high CH4 were investigated. The humidity
for each methane concentration was varied between 0.25 %V and 2.0 %V. The
gas samples were generated by mixing 500 ppmV and 2.177 %V CH4, respectively,
diluted in synthetic air (80 %V N2, 20 %V O2) with a gas cylinder containing pure
synthetic air. The gas cylinders containing methane provided an uncertainty of 1 %
regarding the nominal concentration, i.e. 500 ± 5 ppmV and 2.177 ± 0.02 %V. The
humidification of the sample gas is realized by splitting the gas flow into a dry and a
humidified path, which is connected to a humidifier (PermSelect PDMSXA-1000).
Two needle valves control the flow trough each path, thus allowing to set the H2O
content by varying the flow ratio of the dry (i) and humidified path (ii). The QEPAS
measurements were performed utilizing 2f-wavelength modulation (2f-WM). While
the PLSR evalution utilizes the QEPAS spectral scans, the digital twin (DT) only
needs on-peak scanning. For both measurement modes a pressure of 533 mbar (400
Torr), a gas flow of 50 ml/min, and a LIA time constant of 125 ms were chosen.

4.5.3 Target features selection

On-peak measurements - DT analysis

The ICL covers the spectral range from 2987.3 cm−1 to 2989.3 cm−1. At 2988.79 cm−1

CH4 exhibits the strongest absorption with an absorption cross-section (ACS) of
8.67 · 10−19 cm2/molecule. However, since H2O shows fairly strong absorption at
2988.62 cm−1, the peak at 2988.93 cm−1 with an ACS of 6.36 · 10−19 cm2/molecule
was chosen for photoacoustic on-peak excitation, in order to minize spectral cross-
influences. To avoid non-linear calibration characteristics due to Beer-Lambert losses
and since the employed lock-in amplifier has a limited voltage input, the strong
absorption at 2988.93 cm−1 could not be exploited for CH4 measurement in the
higher concentration range (0.11 %V to 1.10 %V). Therefore, for the higher CH4
concentration range, the weaker absorption at 2987.88 cm−1 was used with an ACS
of only 9.33 · 10−21 cm2/molecule. Figure 4.22 shows the absorption characteristics
of methane and water in the analyzed region simulated with the HITRAN on the
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Fig. 4.22. Absorption cross-section of CH4 and H2O in the spectral range from
2987.25 cm−1 to 2989.25 cm−1 at 533 mbar (400 Torr) and 301 K.

web database [12]. The dashed grey lines in Figure 4.22 indicate the targeted peaks
for the on-peak measurements in the low (I) and the high CH4 concentration range
(II). For each on-peak measurement the QEPAS data was acquired for 200 seconds.
The averaged value was subsequently considered in the DT analysis.

QEPAS spectral scans - PLSR analysis

Contrary to the DT analysis, the PLSR analysis is based on spectral scans. In the
low CH4 concentration range the QEPAS sensors performs a spectral scan from
2987.3 cm−1 to 2989.3 cm−1 by increasing the offset current of the ICL from 115
mA to 142 mA. Each spectrum consists of 537 data points, resulting in a spectral
resolution of approximately 0.0036 cm−1 and takes about 240 seconds to acquire. As
for the high CH4 concentrations the measured spectral region is smaller (2987.3 cm−1

to 2988.2 cm−1) only 237 data points with a total acquisition time of 120 seconds
are necessary. Figure 4.23 shows the acquired QEPAS spectra for the low (a) and
the high (b) CH4 concentration range. The highlighted grey areas indicate the
water peak and the dashed grey lines indicate the targeted peaks for the on-peak
measurements. Referring to Figure 4.23 (b), it can be seen that for both methane
concentration ranges the water peaks are well distinguished from the methane peak
and only neglectable spectral interference is expected.

4.5.4 Partial Least Squares Regression

Partial Least Squares Regression (PLSR) combines the properties of Multiple Linear
Regression (MLR) and Principal Component Analysis (PCA), with the goal of
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Fig. 4.23. Measured QEPAS spectra for the low (a) and the high (b) CH4 concen-
tration range. The dashed grey lines indicte the selected on-peak CH4 peaks, the
highlighted grey areas result from the water absorption.

predicting one or more dependent variables, e.g. CH4 concentration, from independent
measured variables, e.g. QEPAS spectra [13]. The value Y is to be predicted from
the measured data X with the regression coefficients B and the residuals E. In matrix
form this can be expressed as equation (4.20), while n is the number of samples and
m the number of independent variables [14].
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The PLSR searches for a set of components (latent variables - LVs) that allows a
simultaneous decomposition of X and Y with the requirement that these components
explain a maximum amount of covariance between X and Y [14, 15]. It is assumed
that only these LVs influence the investigated system and thus allow to predict Y,
e.g. the methane concentration. To avoid under- or overfitting in case of non-linear
relations, when more than one LV is necessary, the number of used LVs must be
carefully evaluated [14, 16]. Since PLSR does not require detailed knowledge about
the system to be analyzed, e.g. regarding cross influences on the measurement signal,
but offers high versatility and prediction power this approach is a popular evaluation
method in chemometrics [15]. In recent years PLSR has also produced promising
results in photoacoustic applications especially when dealing with complex gas
matrices showing highly overlapping spectra [17, 18] or strong relaxation phenomena
[9].
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PLSR algorithm optimization

The spectral QEPAS scans (see Figure 4.23) form the X matrix, and the methane
concentrations represent Y. To account for photoacoustic phase shifts induced by
rising humidity (see Figure 4.10), the in-phase as well as the quadrature QEPAS
spectra, from which amplitude and phase can be calculated∗ were used in the PLSR
analysis. The measurement data were divided into a calibration set and a test set.
To determine the optimal number of LVs for both concentration ranges a 10-fold
cross-validation (CV) was performed before analyzing the test set. The aim is to
minimize the CV error, expressed as root-mean-square error (RMSECV), while
avoiding overfitting due to an excessive number of LVs used. For the low CH4
concentration range, the calibration data revealed an optimal number of LVs of five,
correlating with an RMSECV of about 6 ppmV. Further increasing the LVs does not
show a considerable improvement of the RMSECV. The optimal number of LVs for
the high concentration range, with an RMSECV of 250 ppmV, was found to be six.

While it is not possible to directly attribute the individual LVs to specific physical
parameters, or phenomena, the increase from five to six may potentially be assigned
to the effect of self-relaxation, which is negligible at low CH4 concentrations. This
could however, not be verified so far.

4.5.5 Results and disussion

The PLSR approach and DT were compared with respect to their methane concen-
tration prediction accuracy. As the investigated methane concentrations cover a wide
range (25 ppmV - 200 ppmV and 0.11 %V - 1.1 %V) the mean absolute percentage
error (MAPE) is used as a comparison parameter. The MAPE can be calculated by
equation (4.21).

MAPE = 1
n

n∑
i=1

∣∣∣∣∣ [CH4]i,true − [CH4]i,pred

[CH4]i,true

∣∣∣∣∣ (4.21)

In which [CH4]i,true is the actual (true) methane concentration, [CH4]i,pred is the
predicted value and n is the number of samples. The performance of the two
approaches was evaluated separately for the low and high concentration ranges.
Table 4.7 summarizes the results. For the trace concentration range, the DT shows
a lower MAPE (3.8 %) and thus higher accuracy with respect to the actual value
compared to the PLSR (4.6 %). In the high concentration range, however, the MAPE
of the DT doubles up to 7.6 %, while the PLSR with 4.9 % shows only slightly worse
results compared to the low range.

From Figure 4.24 it is evident that the DT shows the highest deviations to the
measured data particularly at the lowest concentrations, i.e. 25 ppmV and 0.11 %V.
However, comparing the QEPAS measurement data (black squares) it can also be

∗See Appendix A.3
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Fig. 4.24. Direct comparison of the QEPAS measurements (black squares), the DT
(blue open squares) and the PLSR predictions (red open triangles).

observed that the 25 ppmV and the 0.11 %V curves deviate significantly from the
others and hardly show any functional correlation. The reason for this is not yet
completely clear. As these irregularities only occurred at at the lowest methane
concentrations of the respectivce concentration range, it might be suspected that
they were induced by the gas mixing system operating at the lower limit. The PLSR
is nevertheless able to reproduce these irregularities quite well, which is confirmed
by a lower MAPE. Since modelling experimental artifacts will negatively affect the
predictions in the field applications, the PLSR analysis must be evaluated regarding
this issue. Omitting the 25 ppmV and 0.11 %V measurements from the data analysis,
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Tab. 4.7. MAPE for the DT and PLSR analysis for the low and the high CH4
concentrations.

DT MAPE in % PLSR MAPE in %
low CH4 3.8 4.6
high CH4 7.6 4.9

the MAPE of the DT improves to 2.9 %, and 3.5 %, respectively. Likewise, the
PLSR MAPE can be reduced to 4.2 %, and 3.5 %, respectively. As a result, the DT
shows the same accuracy as the PLSR predictions even in the high concentration
range. Figure 4.25 presents the accuracy of the predictions in percentage deviation
from the set CH4 concentration as violin plots. In this representation, the effect
of ommiting the lowest concentrations, i.e. 25 ppmV and 0.11 %V, becomes very
apparent, especially for the DT analysis. For humidities exeeding > 1.5 %V the
measured QEPAS signal decreases, as shown in Figure 4.24. This effect cannot be
explained by the relaxation behavior, since the relaxation efficiency ϵrelax increases
continuously with more humidity towards 100 %, see Figure 4.17. The slight signal
drop can be attributed to the Q-factor of the quartz tuning fork (QTF). By exciting
the QTF electrically with an external function generator, the frequency response of
the QTF can be measured, see Figure 4.26 (a). From this, the resonance frequency
fres and Q-factor of the QTF can be determined. While fres remained constant
over the entire humidity range, the Q-factor for humidities > 0.6 %V showed a
steady decay∗, see Figure 4.26 (b). Summarizing, both approaches show a linear
trend of the predicted CH4 concentration versus the actual for both concentration
ranges, see Figure 4.27. Table 4.8 summarizes the results of the best respective
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Fig. 4.25. Violin plots of the percentage prediction deviation obtained with the
DT (blue) and with the PLSR (red). The shaded grey ares show the results, when
excluding the lowest concentrations, i.e. 25 ppmV and 0.11 %V.

∗Except at H2O = 1.7 %V
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Fig. 4.26. Measured QTF frequency response for electrical stimulation (a). The
Q-factors for different humidities are plotted on the right side (b).

linear fits, i.e. coefficient of determination R2 and slope, including the 25 ppmV and
0.11 %V measurements. While both approaches show a high R2 of ≥ 0.990, the
slopes calculated from the PLSR analysis are closer to the ideal case (slope = 1.000)
compared to the DT analysis. Neglecting the lowest concentrations, the slope of
the DT analysis improves to 0.986 (± 0.011) for the low CH4 range and to 1.002
(± 0.015) for the high range. For the PLSR analysis, this results in slightly worse
slopes of 0.983 (± 0.015) and 1.013 (± 0.011), respectively. The R2 value deteriorates
only very slightly for both approaches. Generally, it can be assumed that if the
relaxation behavior, i.e. all energy transitions with the corresponding reaction rates,
of the measurement matrix is fully known, the DT allows a more accurate prediction
compared to the PLSR. If these conditions are met, the DT approach can be applied
to any photoacoustic systems without much effort, as demonstrated in this chapter.
The main limitation of DT is the uncertainty of the relaxation behavior. Current
literature offers only little help in this context, since for most reaction rates no values
are reported. The advantage of PLSR is that the fundamental principle can be easily
applied to other analytes without the need for detailed knowledge of the physical
behavior, e.g. non-radiative relaxation rates. However, PLSR cannot be applied to
other photoacoustic systems without considerable effort, as the model is not generally

Tab. 4.8. Results of the best linear fits regarding the predicted CH4 concentrations,
including 25 ppmV and 0.11 %V.

low CH4 high CH4

R2 slope R2 slope
DT 0.995 0.981 (± 0.009) 0.990 0.983 (± 0.013)

PLSR 0.992 0.992 (± 0.012) 0.996 1.001 (± 0.009)
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Fig. 4.27. Comparison of the DT (black open squares) and PLSR (red open
triangles) predictions for the low and the high concentration range. The dashed grey
lines indicate perfect linear behavior.

valid. Furthermore, the acquisition of training and test datasets is always necessary
and time-consuming, while the effect of overfitting must be considered and avoided.

4.5.6 Conclusion

In this chapter, a comparative analysis of two methods was presented with the aim
of reducing the susceptibility of QEPAS sensors towards relaxation effects. While
the first method (PLSR) is an established statistical technique, the second approach
(DT) was first published in 2023 (see chapter 4.3). For the experimental setup, a
compact QEPAS system was utilized which, in addition to the commercially available
photoacoustic sensor, also contains electronics for signal generation and evaluation,
as well as control and communication electronics. Two methane concentration ranges
from 25 ppmV - 200 ppmV and 0.11 %V - 1.1 %V diluted in synthetic air excited
with an ICL at around 3.345 µm were investigated while increasing the humidity
(0.25 %V - 2.0 %V). Despite the humidification strongly affecting the measured signal
due to relaxation effects, both approaches were able to compensate for this quite well,
showing an average concentration prediction accuracy of about 95 %. Subsequent
research will focus on further improving the accuracy of both approaches. In order to
be able to make a definitive statement about the performance in field measurements,
PLSR and DT must be evaluated against a reference device, e.g. a Picarro G2301
cavity ring-down analyzer.
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4.6 Spectral influences on WM-2f photoacoustic
detection

As shown in sections 4.2, 4.3 and 4.4 the ICL emitting at around 2968.4 cm−1 can be
utilized for detecting traces of methane in ambient air. However, the inital purpose
of this ICL was to simultaneously quantify the first three alkanes, namley methane,
ethane and propane in fuel gas. Table 4.9 lists the expected concentration ranges
of the analytes the potential interfering components, provided by Messko GmbH
(Oberursel, Germany).

Tab. 4.9. List of the target analytes (bold) methane, ethane and propane for fuel
gas analysis, including the expected concentration ranges. The potential interfering
componentens are marked in italics.

expected conc. range

CH4 5 - 100 %V
C2H6 0.1 - 20 %V
C3H8 500 ppmV - 20 %V

CO2 10 ppmV - 15 %V
CO 1 ppmV - 2 %V
H2O 1 - 500 ppmV
H2S 0.1 ppmV - 0.5 %V

In order to measure these analytes using a single laser source, a spectroscopic analysis
was performed a priori. This analysis yielded the spectral range from 2967 cm−1 to
2975 cm−1 to be the most promising, see Figure 4.28. The three analytes dominate
this spectral region and show individual distinct peaks. All possible interfering
components listed in Table 4.9 show either no relevant absorption at all (CO2, CO)
or several orders of magnitude less absorption (H2O, H2S). Since in this present work
the focus was not on fuel gas analysis, but methane detection in the environment, see
chapter 4.4 it was necessary to evaluate the spectral range regarding environmental
monitoring. For a typical ambient methane concentration of around 2 ppmV the
spectral overlap with water in the %V - range is only modest, see Figure 4.29.
Regarding ethane, from 1999 to 2015, a yearly periodic concentration oscillation
from about 500 to 2500 ppbV was measured at the Hohenpeißenberg meterological
observatory, with a slight increase starting at 2010 of about 22 pptV per year [1].
Newer data from January 2015 to December 2018 at the Greenland Environmental
Observatory at Summit station revealed a decrease in concentration of 58.4 pptV per
year. Measurements after 2019 indicate however, that the decrease in concentration
might have only been temporary and will rise again [2]. For this concentration range
the selected spectral region is not suitable, as the ethane peak would be dominated
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Fig. 4.28. Logarithmic representation of the absorption coefficients α for typical
fuel gas analysis in the spectral range from 2966.65 to 2975.25 cm−1.

by water absorption. Considering that, in case of gas leakage detection for example,
the ethane concentration rises up to the lower ppmV range [3], this absorption peak
might still be of interest. Natural gas has a specific methane/ethane ratio, thus
simultaneous monitoring of both analytes could drastically increase the confidence of
gas leak classification. For this purpose, the photoacoustic signal emanating from the
ethane peak at 2973.55 cm−1 was examined for spectral and non-spectral influences
due to O2 and H2O, which are the most abundant species in air besides N2. Besides
affecting the resonance frequency of the PA sensor, oxygen was found to have no
siginificant influence on the photoacoustic ethane signal. Increasing the humidity
inside the measurement cell yielded a significant decrease in PA amplitude while
not affecting the signal phase. The measured amplitude decrease was found to be
strongly dependent on the analyte concentration, i.e. more pronounced decrease
for lower ethane concentrations. The relative effect on the photoacoustic amplitude
induced by changes in the relaxation cascade is known to not depend on the analyte
concentration in terms of trace gas analysis, e.g. <1 %V. This indicates that the
measured signal decrease in chapter 4.6.2 is not caused by relaxational, but rather
by spectral effects. For this reason a Python based simulation tool was developed,
which allows for quantification of the expected WM-2f PAS amplitude and phase
with regard to peak deformation caused by either spectral overlap (see chapter 4.6.2)
or pressure deformation (see chapter 4.6.3).
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concentration, as well as 2 ppmV ethane.

4.6.1 Alternative representation of WM-2f PAS signal

The theory behind WM spectroscopy was introduced in chapter 2.1.2. The conse-
quences of this modulation technique on the photoacoustic signal will be discussed
in the subsequent sections. In order to evaluate spectral influences, such as spectral
overlap or peak deformation, on the WM-2f PAS signal, the signal generation process
was simplified and simulated, see Figure 4.30. First the absorption spectrum of the
individual components (A, B) were added to yield the sum spectrum (A+B) (1). The
sum spectrum was then superimposed with the sinusoidal modulation of the laser (2).
This results in a time periodic PA pressure, due to the differences in the absorption
coefficient during laser modulation (3). The PA pressure is then analyzed via FFT
in order to determine the signals frequency components (4). The amplitude of the
characteristic peak at twice the laser modulation frequency 2fmod is a metric for the
measured photoacoustic signal, as typically in WM-2f PAS only the first harmonic
of the modulation frequency is evaluated. This type of analysis therefore allows to
predict spectral influences on the photoacoustically measured WM-2f signal.

Another equivalent approach would be simulating the second derivative of the sum
spectrum. The amplitude of the derivation at the on-peak wavelength is similarly a
measure of the photoacoustic signal. While the applied laser modulation depth ∆ν̃ is
an important input for the FFT-based analysis, see Figure 4.30 (2), the instrument
function B(ν̃) of the laser is essential for the derivative analysis. B(ν̃) accounts for
non-ideal characteristics of the laser emission profil. An ideal line emitter would
have no instrument function, i.e. only emitting at one wavenumber ν̃, and could
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Fig. 4.30. Schematic of the FFT-based simulation process to quantify PAS signal
alteration due to peak deformation.

perfectly scan and replicate the absorption spectrum. Real laser sources show mostly
gaussian distributed emissions profiles, which must be convoluted over the absorption
spectrum F (ν̃) to yield the measured spectrum F ′(ν̃), see Figure 4.31. The spectral
full width at half-maximum (FWHM) in units [cm−1] of B(ν̃) is hereafter labeled as
IF [4, 5].

(F ∗B)(ν̃) = F ′(ν̃) =
∫ ∞

−∞
B(ν̃ − ν̃ ′)F (ν̃ ′)dν̃ ′ (4.22)

With the normalized instrument function [4]

B(ν̃) =
√

ln(2)
π

exp
−ln(2)

(
ν̃ − ν̃ ′

IF

)2
 (4.23)

By comparing the left side (a) and right side (b) of Figure 4.31, it becomes clear why
IF is an important parameter when appyling second derivative analysis that must
not be negelected. A smaller IF results in higher resolution in terms of absorption
spectra replication. When scanning over an absorption profile applying WM, the
modulation depth dominates the spectral overlap of laser emission with molecule
absorption. Accordingly, ν̃WM corresponds to the spectral width of the instrument
function.
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Fig. 4.31. Representation of the effect of non-ideal light sources on the measured
absorption spectrum. Both graphs are normalized to the maximal absorption. The
left side (a) displayes the HITRAN on the Web simulated CH4 absorption from 3010
- 3020 cm−1, without any applied instrument function. The red dashed-dotted line
in (a) shows a gaussian distributed laser emission scanning over F (ν̃), according to
equation 4.23. As a result, the right side (b) illustrates the effect of B(ν̃) with a
spectral width of IF = 0.12 cm−1 on the measured spectrum F ′(ν̃).

4.6.2 Spectral overlap of water with ethane

As shown in Figure 4.29 the ethane peak at 2973.57 cm−1 shows strong overlap with
the neighboring H2O absorption at 2973.25 cm−1. The effect of water on the C2H6
detection was investigated for humidities ranging from 0 %V to 2.25 %V (40.5 %r.H. at
35◦C) and for ethane concentrations from 1.2 ppmV up to 15.1 ppmV. A modulation
depth of ∆ν̃WM = 0.174 cm−1 =̂ Imod = 6 mA was applied for all measurements
and for the WM-2f FFT analysis. The complete procedure of the FFT analysis for
measured data is shown in Appendix A6 - Figure A6. Figure 4.32 (a) - (e) shows the
normalized measured PAS amplitudes (black circles), as well as the simulation results
(red solid lines). For all investigated ethane concentrations the measured amplitude
characteristics decline with rising humiditiy starting with dry sample gas. The slope
of this decrease in amplitude, however, was found to be strongly dependent on the
C2H6 concentration, as indicated by (f) in Figure 4.32. This effect on the slope was
not linear, but is more pronounced towards lower C2H6 concentrations. The WM-2f
FFT calculation was able to simulate these characteristics, showing good agreement
with the measurement data for all investigated compositions. For the lowest ethane
concentration, i.e. C2H6 = 1.2 ppmV, the PAS amplitude reached a minimum at H2O
= 0.83 %V and started to rise again for higher humidities accompanied by a phase
shift of 180◦ as indicated by the dotted grey line in Figure 4.32 (e). Relaxational
or acoustic (Q-factor, resonance frequency shifts) effects could be excluded as the
cause for these measurement results. Both the decline in amplitude for all ethane
concentrations, as well as the phase shift of 180◦ for the lowest ethane concentration,
can be explained by the WM-2f absorption spectrum. As described in chapter 2.1.2
the WM-2f spectrum is equivalent to the second derivative of the absorption spectrum.
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Fig. 4.32. Effect of rising humidity on the photoacoustic C2H6 detection at 2973.57
cm−1 with a modulation depth of ∆ν̃WM = 0.174 cm−1 for different C2H6 concen-
trations. The lower right graph (f) summarizes the relative slopes of the amplitude
decrease.

A Gaussian or Lorentzian shaped absorption peak yields the characteristic shape
of the WM-2f spectrum, i.e. zero crossings at the turning points, the maximum at
the absorption peak and negative minima at the steepest point of the rising and
falling edges, see Figure 4.33 - black dashed lines (I). Due to the spectral overlap
of the edge of the water absorption with the ethane peak, the inflection points of
the total absorption are distorted, and the ethane absorption maximum is covered.
This strongly influences the resulting WM-2f spectrum, see Figure 4.33. With rising
water the amplitude at the actual ethane peak maximum, which is indicated by
the vertical dashed grey line in Figure 4.33, decreases until it reaches zero for a
mixture containing 1.2 ppmV ethane and 0.83 %V H2O, see the green curve (III).
This corresponds to the exact water concentration, for which both the measured and
the simulated PA amplitude is zero (Figure 4.32 - (e)). Even further humidification
(IV) yields negative values in the second derivative of the absorption spectrum at
the ethane on-peak detection wavenumber. As typically in PAS a lock-in amplifier is
employed for signal evaluation, and the measured amplitude ûs of the complex PA
signal is calculated via equation (9). From this relation it is evident, that no negative
values for ûs can occur. If both the in-phase Ûi and quadrature Ûq LIA output are
negative, this will result in a positive amplitude, but with the phase shifted by 180◦.
Accordingly, at the transition from positive to negative values, and vice versa, in
the 2f spectrum, the LIA would measure a phase jump, while retaining a positive
amplitude, see Figure 4.34.

The FFT analysis calculates the amplitude R from the real X and imaginary Y part of
the signal via R =

√
X2 + Y 2 and the phase accordingly Φ = arctan (Y/X), resulting
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ethane on-peak detection wavenumber.

in the same output as the LIA. For higher ethane concentrations, the spectral overlap
with water is smaller, which means that the influence of peak distortion on the
WM-2f PA signal is much smaller, but still significant for the investigated conditions.

In order to examine the influence of peak distortion for the lowest concentration of
1.2 ppmV ethane in detail, the laser modulation depth was varied from 0.065 cm−1 to
0.18 cm−1 and measured for six different humidities, see Figure 4.35. The measured
data (black dots) were again compared with the WM-2f FFT simulation (red line) and
showed quite good agreement. For all measurements the amplitude steadily increased
up to a certain modulation depth, reached a maximum and declined thereafter. As
soon as a minimum is reached, the amplitude starts to rise again. For low modulation
depths, the Gaussian shape of the ethane peak dominates, resulting in a strong 2f
frequency component. At the turning point, the laser modulation reaches too far
in the edge of the water absorption, distorting the sum spectrum, yielding a lower
amplitude at the ethane on-peak wavenumber in the second derivative spectrum, see
Figure 4.33. Even further increasing the modulation depth results in negative values
in the WM-2f spectrum, which would be displayed by the lock-in-amplifier and the
FFT analysis as positive amplitudes accompanied by a phase shift of 180◦.
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Fig. 4.34. Measured WM-2f spectrum of 15 ppmV C2H6 diluted in N2. The PAS
amplitude is marked as black, the phase information in red and the dashed line
indicates absorption peak simulated with IF = 0.174 cm−1.

Although with the presented method the water influence can be predicted well for
different ethane concentrations, see Figure 4.32, for reliable ethane detection a spectral
region with less overlap should be selected nevertheless. Chapter 4.7 discusses a
slightly different spectral region for ppbV level ethane detection, providing promising
results.

4.6.3 Methane absorption pressure deformation

In chapter 4.3 the results of the DT for a variety of different environmental conditions,
e.g. different pressures regarding methane detection was presented. While for higher
pressures the predicted methane concentration of the DT was very close to the set
concentration, for lower pressures (< 650 mbar) the prediction became gradually
worse, see Figure 4.15 (f). The DT considers the effect of relaxation, the Q-factor,
resonance frequency shifts and the adiabatic exponent to their full extend. However,
in the current version of the DT, the ACS is only considered in a very simplified
manner by calculating the peak-to-baseline difference of absorption coefficient for
the WM modulation. Reducing the pressure inside the photoacoustic measurement
cell from 1035 mbar to 354 mbar induces the Q-factor to drop from 39.5 to 24.0,
as well as a shift in resonance frequency by 34.3 Hz, mainly due to node shifting
effects [6]. While the probability of VV or VT relaxation processes per molecule
collision does not depend on the pressure, the collision rate does. This decrease in
collision rate for lower pressures causes the overall relaxation efficiency to drop from
84.4 % at 1035 mbar to 55.5 % at 354 mbar. The discrepancies in DT prediction
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Fig. 4.35. Variation of applied laser modulation depth for 1.2 ppmV ethane and
different humidities. The measured data are indicated by the black circles, the
simulation results by the red solid line. The grey dotted lines indicate the optimal
modulation depth for ethane detection, according to the measurements.

to the set value for low pressures could thus be linked to the simplified absorption
coefficient consideration, as the modulated methane peak gets significantly distorted,
see Figure 4.36∗. While for the WM-2f simulations ethane and water spectra from
Molexplorer database were used, for the investigated pressure deformation of methane
self-acquired photoacoustic spectra were found to yield the best simulation results.
This is mainly due to two reasons. Comparing the results of Molexplorer and HITRAN
on the web simulations for the pressure dependency of the methane absorption from
2968.1 cm−1 to 2968.8 cm−1 significant discrepancies between the databases became
obvious see Appendix A.5 - Figure A3. The Molexplorer simulation revealed a
much greater pressure separation of the two absorption lines located at 2968.4 cm−1

and 2968.48 cm−1 compared to the HITRAN on the web calculations. Although
the HITRAN on the web database utilizes more recent data, the differences to the
Molexplorer data were so significant that it was decided to measure the spectra for
different pressures in-house. This was done by amplitude modulating a separate ICL,
which allowed spectral tunability in AM mode from 2968 cm−1 to 2969 cm−1. Unlike
in WM mode, AM PAS shows a background signal (BGS) mostly induced by periodic
light absorption of the windows or other parts of the measurement cell [7–9]. This
BGS depends also on the acoustic properties of the PAC, i.e. Q-factor and resonance
frequency, and must thus be recorded for every pressure, as both the Q-factor and
the resonance frequency show a non-linear pressure dependency. After recording the
BGS the methane spectrum was recorded and subtracted by the BGS yielding the
final spectrum. Further correction of the PA signal was performed by normalizing
the spectra to the measured optical power. As seen in Appendix A.5 - Figure A3 the

∗The complete set of measured spectra can be found in Appendix A.6 - Figure A4.
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absorption peak centered at 2968.4 cm−1 deteriorates with lower pressure compared
to pure Voigt shape. At ambient pressure the two seperate absorption lines located
at 2968.4 cm−1 and 2968.47 cm−1 form, due to pressure broadening, a single peak.
Decreasing the pressure reveals the two seperate absorption peaks, see Appendix
A.5 - Figure A3 upper graphs. In the measured data (Figure 4.36) this separation is
not clearly visible, even for the lowest pressure of 364 mbar, due to the instrument
function of the used ICL. The finite spectral width of the ICL yields a worse resolution
of the absorption spectra Fi(ν), which can also be seen in the simulated spectra in
the lower graphs of Appendix A.5 - Figure A3.

Supplementing the DT with the presented WM-2f FFT simulation tool, the error in
methane prediction could drastically be reduced from previous 5.6 ppmV (39.5 %) at
the lowest investigated pressure of 354 mbar down to -1.3 ppmV (8.9 %), see Figure
4.37.

4.6.4 Conclusion

WM in photoacoustic spectroscopy offers several advantages, mainly the absence
of background signal [10, 11], yet some issues have to be taken into account. Peak
deformations, whether due to spectral overlap or pressure broadening, also have an
influence on the WM signal [11, 12]. While the influence of peak deformations in
AM spectroscopy is additive and thus rather easy to deal with (refer to chapter 4.7),
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it is more complex in terms of WM. Instead of signal increase due to additional
absorption (spectral overlap), for example, the measured signal decreases, if the
modulation of the laser reaches into the edge of the overlapping absorption feature.
However, with the presented WM-2f FFT method such effects can be calculated.
Thus, the WM method can also be applied in regions which are not completely free
of spectral overlaps caused by interfering components. Combining this method with
the DT (chapter 4.3), one obtains a very versatile tool, which is able to compute
relaxational, acoustic and spectral effects on the photoacoustic signal and thus
significantly increases the reliability of photoacoustic measurement data.
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4.7 Photoacoustic AM measurements

To further investigate the influence of overlapping absorption peaks in photoacoustic
spectroscopy, amplitude modulated (AM) PAS was applied. The characterization
of the ICL employed for this purpose is depicted in Figure (3.6). The examined
spectral range covers from 2963.5 cm−1 to 2969.5 cm−1, wherein methane, ethane and
water show well distinct absorption peaks. The photoacoustically recorded spectra
in Figure 4.38(a) show good agreement with the theoretical data from Molexplorer
(CH4 and H2O) and the measured data (C2H6) from Harrison et al. [1], provided
by HITRAN database. However, more pronounced deviations can be observed
at lower wavenumbers. In terms of AM PAS the measured peak is consistently
broader towards the lower wavenumbers. Considering the emission profile of the
ICL for current-controlled amplitude modulation this effect can be explained, as
illustrated in Figure 4.39. At higher wavenumbers, the emission spectrum deviates
significantly from a Gaussian distribution function (shaded grey curve). As the
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Fig. 4.38. Measured absorption spectra (a) normalized for the emitted optical
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Fig. 4.39. Measured emission spectra of the ICL temperature controlled to 27 ◦C for
different high currents. The shaded grey curve shows Gaussian distributed emission.

measured absorption spectrum results from a convolution of the laser emission and
the theoretical absorption this deteriorated instrument function of the ICL yields the
observed deviation, according to equation (4.22). Increasing the ICL current shifts
the emission peak wavenumber to lower values, consequently the effect is measured
for the absorption edge at lower wavenumbers. Using a mechanical chopper instead
of current modulation could mitigate this effect [2].

In order to evaluate the performance of the AM PAS setup with regard to trace gas
detection, the limit of detection (LoD) of the sensor for the different analytes was
determined. For this purpose, concentration measurements were performed in pure
nitrogen, from which the LoD was calculated as the ratio of the 3σ noise in [µV] and
the sensitivity S in [µV ppmV−1] of the sensor.

LoD = 3σ
S

(4.24)

Adjustments were made to the measured sensitivity for methane due to delayed relax-
ation in pure nitrogen, as discussed in chapter 4.2. Neither water nor ethane showed
relaxation-related effects towards humidity or oxygen, justifying the assumption that
both analytes fully relax at the applied modulation frequencies. Table 4.10 lists the
obtained calibration characteristics of photoacoustic sensor in AM mode with a LIA
time constant of 5 s. Despite the similar strength of the absorption coefficients of
the selected ethane peaks at 2964.24 cm−1 and 2967.55 cm−1 (see Figure 4.38(b)),
the sensitivity of the PAS sensor at the higher wavenumber is about 43 % better.
This discrepancy can be attributed to the 53 % higher emitted optical power at
2967.55 cm−1, due to the higher applied ICL current (see Figure 3.6).
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Tab. 4.10. Calibration characteristics for ethane, methane and water in the spectral
range shown in Figure 4.38.

analyte sensitivity S in
µV ppmV−1

LoD (3σ) in
ppbV

wavenumber
in cm−1

Popt in
mW

C2H6 7.7 5.4 2967.55 4.9
C2H6 5.4 22.5 2964.24 3.2
CH4 3.9 20.6 2968.45 3.0
H2O 5.6 · 10−3 28.6 · 103 2966.01 3.8

Returning to the investigation of the influence of spectral overlap in AM PAS, the
sample humidity was progressively increased for a constant ethane concentration of
5.42 ppmV. Due to the additive nature of the individual spectra and the, albeit only
minor, overlap, the water increase showed a linear influence on the ethane detection,
see Figure 4.40. Since the PAS phase remained constant, it can be concluded that
this effect is not relaxation related. The water-induced signal increase for ethane
detection corresponds to 2.63 µV/%VH2O (0.34 ppmVC2H6/%VH2O) at 2967.55 cm−1

and 1.83 µV/%VH2O (0.33 ppmVC2H6/%VH2O) at 2964.24 cm−1, respectively. The
x-axis errorbars in Figure 4.40 correspond to the ±940 ppmV H2O BME280 specified
accuracy. The broad absorption characteristics of ethane in the investigated spectral
region will result in similar challenges for methane and water detection, making
reliable multicomponent analysis (MCA) complex. Expressing the measured photoa-
coustic signal UPA,j of any sample gas consisting of n species Ai at the emitted peak
wavenumber ν̃j equation (4.25) is obtained [3, 4]. To solve this equation, the photoa-
coustic signal must be measured at a minimum of j ≥ n wavenumbers. Thereby it is
recommended to target the individual absorption peaks of the respective analytes.
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Fig. 4.40. Water-induced signal increase regarding ethane detection at 2967.55 cm−1

(a) and 2964.24 cm−1 (b), including linear fits (dashed red line). The water concen-
tration was determined by the BME280 humidity sensor.
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UPA,j,n =



n∑
i=1

S1,i(ν̃1)Ai

n∑
i=1

S2,i(ν̃2)Ai

...

...
n∑

i=1
Sj,i(ν̃j)Ai


(4.25)

Using the known calibration factors Sj,i, i.e. the sensitivity of the component i at
the respective wavenumber j, the concentrations of the analyte Ai can be calculated,
without the need for recording the whole spectrum.

A different, more resource-intensive, and time-consuming approach for analyte
concentration retrieval is based on recording the whole spectrum and employing
statistical evaluation algorithms, such as PLSR [5–7]. The reported applicability of
this approach reaches from detection of multiple volatile organic compounds (VOCs)
for breath analysis [5], to 12C, 13C hydrocarbon isotopologue concentration retrival
[6] and simultaneous detection of tracegases in the atmosphere, e.g. CH4, N2O, CO,
and C2H2 [7].

In summary, the presented PA setup is well suited for the combined detection of
methane and ethane in the ppbV range and water in the double digit ppmV range,
using a single light source. Exploiting the photoacoustic detection of water could
increase the resolution of traces of water and thus benefit the theoretical calculations
of the relaxational effects of methane, presented in chapter 4.2. Although the first
measurements have demonstrated promising results, regarding the achieved LoDs
and compensation of spectral cross-sensitivies, further research is still required. The
MCA, for example, should be investigated in more detail and tested for reliability
against unknown gas samples, before the PA sensor is ready for use in environmental
monitoring applications.
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This dissertation discusses the potential of photoacoustic spectroscopy (PAS) for the
detection of methane and ethane in ambient air. The theoretical section is dedicated
to the fundamentals of absorption spectroscopy and PAS in particular. Additionally,
spectroscopic measurement methods relevant to this work such as Beer-Lambert
absorption spectroscopy, cavity ring-down spectroscopy (CRDS) and wavelength-
modulated spectroscopy (WMS) are presented and their respective advantages and
disadvantages are discussed. The theory chapter also provides a detailed derivation of
photoacoustic signal generation, including signal amplification by acoustic resonance
amplification. Particular attention is given to the discussion of the influence of
non-radiative relaxation on the photoacoustic signal, whereby the two dominant
forms of collision-based energy transfer, vibrational-translation (VT) relaxation and
vibrational-vibrational (VV) relaxation, are reviewed and discussed. A literature
review completes the theoretical part, focusing on the influence of relaxation on the
photoacoustic signal for different analytes.

Besides the characterization of the laser sources with respect to the emission wavenum-
ber, an integrated system (Acoustic Resonance Monitoring System - ARMS) is
presented, which allows fast quantification of acoustic parameters such as resonance
frequency and Q-factor.

The photoacoustic methane sensor is evaluated in the results chapter regarding cross-
sensitivities towards oxygen, humidity, carbon dioxide as well as photoacoustic cell
temperature and pressure. Acoustic and relaxation-related effects were identified as
the dominant parameters. The dependence of the photoacoustic amplitude and phase
on the efficiency of the non-radiative relaxation can be calculated and compensated
for using the developed algorithm CoNRad, which increases the reliability of the
sensor. The concept of the digital twin combines theoretical calculations, ARMS
measurements and the emitted optical laser power to calculate a fully theoretically
expected photoacoustic signal and to compensate measured raw data for all cross
influences. This approach was evaluated in a series of measurements over several days
with a reference device for atmospheric methane monitoring. The results illustrate
the potential of PAS for trace gas detection in the ambient air, but also emphasize
the necessity of the digital twin for signal compensation.

Measurements with a quartz-enhanced PAS sensor also revealed relaxation-related
signal distortions, which were compensated using an established statistical method
of partial least squares regression (PLSR) and the digital twin. Both approaches
achieved equally good results and reduced the mean relative error of the predicted
analyte concentration to the single-digit percentage range.

Furthermore, a method for calculating spectral influences in terms of wavelength-
modulated PAS was developed. Spectral influences on the measurement signal were
also investigated for amplitude modulation.

In summary, this thesis is primarily dedicated to an in-depth analysis of relaxation-
related, acoustic and spectral influences on the photoacoustic signal. Various novel
approaches to quantify and compensate for these influences are presented, with the
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objective of significantly increasing the accuracy and reliability of photoacoustic
sensors in long-term field applications. The findings of this work not only demonstrate
the capability of photoacoustic spectroscopy for the precise detection of trace gases
in ambient air, but also emphasize the need for compensation techniques. Overall,
this work provides a valuable contribution towards the application of photoacoustic
sensors in continuous and long-term field applications.
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Die vorliegende Dissertation erörtert das Potenzial der photoakustischen Spektro-
skopie (PAS) für die Detektion von Methan und Ethan in der Umgebungsluft. Der
theoretische Teil widmet sich zunächst ausführlich den Grundlagen der Absorptions-
spektroskopie und insbesondere der PAS. Zusätzlich werden für diese Arbeit relevante
Messmethoden wie die Absorptionsspektroskopie nach Lambert-Beer, Cavity ring-
down Spektroskopie (CRDS) und Wellenlängen-modulierte Spektroskopie (WMS)
vorgestellt und ihre jeweiligen Vor- und Nachteile erörtert. Im Theoriekapitel wird
zusätzlich die photoakustische Signalgenerierung, einschließlich der Signalverstärkung
durch akustische Resonanzverstärkung, detailliert hergeleitet. Besonderes Augen-
merk liegt auf der Diskussion des Einflusses der nicht-strahlenden Relaxation auf
das photoakustische Signal, wobei die zwei dominanten Formen der stoßbasierten
Energieübergänge, Schwingungs-Translation (VT) Relaxation und Schwingungs-
Schwingungs (VV) Relaxation, intensiv betrachtet und diskutiert werden. Eine
Literaturzusammenfassung rundet den theoretischen Teil ab, wobei der Fokus auf
dem Einfluss der Relaxation auf das photoakustische Signal für verschiedene Analyten
liegt.

Neben der Charakterisierung der Laserquellen hinsichtlich der Emissionswellenzahl
wird ein in die photoakustische Messzelle integriertes System (Acoustic Resonance
Monitoring System - ARMS) präsentiert, welches eine schnelle Quantifizierung
akustischer Parameter, wie Resonanzfrequenz und Q-Faktor ermöglicht.

Im Ergebnisteil wird der photoakustische Methansensor auf Quereinflüsse gegenüber
Sauerstoff, Luftfeuchte, Kohlenstoffdioxid sowie Messzellentemperatur und -druck hin
evaluiert. Dabei wurden akustische und relaxationsbedingte Effekte als dominierende
Einflussgrößen identifiziert. Die Abhängigkeit der photoakustischen Amplitude
und Phase von der Effizienz der nicht-strahlenden Relaxation lässt sich mithilfe
des entwickelten Algorithmus CoNRad berechnen und kompensieren, wodurch die
Zuverlässigkeit der Sensoren gesteigert wird. Das Konzept des digitalen Zwillings
kombiniert theoretische Berechnungen, ARMS-Messungen und die emittierte optische
Laserleistung, um ein vollständig theoretisch zu erwartendes photoakustisches Signal
zu berechnen und gemessene Rohwerte für sämtliche Quereinflüsse zu kompensieren.
Dieser Ansatz wurde in einer mehrtägigen Messreihe mit einem Referenzgerät zum
atmosphärischen Methanmonitoring evaluiert. Die Ergebnisse verdeutlichen das
Potenzial der PAS zur Spurengasdetektion in der Umgebungsluft, unterstreichen
aber auch die Notwendigkeit des digitalen Zwillings zur Quereinflusskompensation.

Messungen mit einem quartz-enhanced PAS Sensor zeigten ebenfalls relaxationsbe-
dingte Signalveränderungen, die mithilfe der etablierten statistischen Methode der
Partial Least Squares Regression (PLSR) und dem digitalen Zwilling kompensiert
wurden. Mit beiden Ansätzen konnten vergleichbar gute Ergebnisse erzielt werden
und den mittleren relativen Fehler der vorhergesagten Analytkonzentration auf den
einstelligen Prozentbereich verringert werden.

Darüber hinaus wurde eine Methode entwickelt, um spektrale Quereinflüsse in
der Wellenlängen-modulierten PAS zu berechnen. Der Einfluss von spektralen
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Überlappungen auf das Messsignal wurde zusätzlich für Amplitudenmodulation
untersucht.

Zusammenfassend befasst sich diese Dissertation vorrangig mit der detaillierte Ana-
lyse von relaxationsbedingten, akustischen und spektralen Einflüssen auf das photo-
akustische Signal. Hierbei werden verschiedene innovative Ansätze zur Quantifizie-
rung und Kompensation dieser Einflüsse präsentiert, mit dem übergeordneten Ziel, die
Genauigkeit und Zuverlässigkeit photoakustischer Sensoren in langfristigen Feldan-
wendungen signifikant zu erhöhen. Die Erkenntnisse dieser Arbeit unterstreichen
nicht nur das Potenzial der photoakustischen Spektroskopie zur präzisen Detektion
von Spurengasen in der Umgebungsluft, sondern betonen auch die Notwendigkeit
von Kompensationsmechanismen. Insgesamt trägt diese Arbeit entscheidend dazu
bei, dass photoakustische Sensoren in kontinuierlichen Feldanwendungen eingesetzt
werden können.
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A Miscellaneous

A.1 Acoustic resonance modes

Fig. A1. Schematic representation of the longitudinal, radial and azimuthal acoustic
resonances in a cylindrical acoustic resonator. The particle displacement for the
individual resonances are represented by the dashed arrows. This figure has been
adapted from [1].
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A.2 Ethan absoprtion spectrum from different databases
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Fig. A2. Ethane absorption coefficient in the spectral range from 2966 cm−1 to
2976 cm−1 obtained from Molexplorer (black line) and HITRAN (blue line) [2]. The
differences between the databases are clearly visable.



154 Appendices

A.3 Lock-in amplification

In photoacoustic spectroscopy, the frequency of the singal of interest is known exactly,
i.e. f = fmod in case of amplitude modulation, or f = 2fmod in the case of wavelength
modulation. Because of this feature the photoacoustic signal, even if the amplitude
is much smaller than the background noise, can be retrieved via lock-in amplification.
So-called dual-phase lock-in amplifiers (LIA) enable phase-sensitive detection of the
measured signal, i.e. not only the amplitude but also the phase shift can be detected.
Especially the phase shift is of importance, when investigating relaxation processes
in photoacoustics, refer to chapter 4.2.
The measured signal us is multiplied by a cosine and a sine of the same frequency
fref = fmod, respectively. This yields an in-phase signal ui(t), as well as an quadrature
signal uq(t)

ui(t) = us(t) · ûref · cos(2πfreft+ ϕref) (1)

uq(t) = us(t) · ûref · sin(2πfreft+ ϕref) (2)

The measured signal of interest us(t) can be expressed as

us(t) = ûs · cos(2πfst+ ϕs) (3)

Substituting equation (3) in equation (1) yields for the in-phase signal

ui(t) = ûsûref
1
2 [cos(2πt(fref − fs) + (ϕref − ϕs)) + cos(2πt(fref + fs) + (ϕref + ϕs))]

(4)
Utilizing the condition fref = fmod = fs equation (4) is simplified, yielding

ui(t) = ûsûref

2 cos (ϕref − ϕs)︸ ︷︷ ︸
DC

+ ûsûref

2 cos (4πfmod + ϕref + ϕs)︸ ︷︷ ︸
AC

(5)

Low-pass (LP) filtering the output of the in-phase modulation ui(t) eliminates the
AC component and leaves the DC component.

ui,LP(t) = ûsûref

2 cos (ϕref − ϕs) (6)

As the amplitude of the reference signal ûref is known, it can be eliminated, resulting
in the amplitude of the in-phase output

Ûi = ûs

2 cos(Φ) (7)

with Φ = ϕref − ϕs being the phase difference of the photoacoustis signal and the
reference signal. Performing the same procedure on the quadrature signal, i.e.
multiplying and subsequent low-pass filtering, yields

Ûq = ûs

2 sin(Φ) (8)
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Combining both outputs the photoacoustic signal amplitude ûs can be reconstructed

ûs = 2
√
Û2

q + Û2
i (9)

while the phase difference is obtained via

Φ = arctan
(
Ûq

Ûi

)
(10)

More detailed information about lock-in-amplification and implementation can be
found in [3–5].



156 Appendices

A.4 Universal equation for heat production rate

The total heat production rate Ḣ(t) of any system can be described as the sum of all
individual heat rates released from the number n of all involved energy states. This
total heat production rate can be directly linked to the photoacoustic pressure pa.

Ḣ(t) =
n∑
i

Ḣi(t) (11)

with

Ḣi(t) = [νi] (t) ·

hc0 ·

 m∑
j

ki,j · (ν̃i − ν̃j)
 (12)

According to Hunter et al. the population densities of every energy state involved in
the relaxation process of any given system can be computed according to [6]:

[νi] (t) = ρAσA (ν̃Ph)ψ0τi
1√

1 + (ωτνi
)2
e−iϕi

 ∑
all routes to νi

 n∏
n

kn→r∑
kn

1√
1 + (ωτνn)2

e−iϕn

 e−iωt (13)

The product of photon flux ψ0, volume number density ρA and absorption cross
section σA(ν̄Ph) of the analyte A accounts for the initial quanta of absorption per
second and per unit volume in s−1m−3. This quantity acts as a starting point for
the relaxation process. The sum in equation (13) for the population density of the
involved energy states [νi] (t) adds up all individual relaxation routes starting from
the initially excited state and resulting in the energy state νi that is considered.
The ratio (kn→r/

∑
kn) considers the fractions of molecules which undergo energy

transition from the n-state to the r-state kn→r, before reaching the desired state νi,
with regards to all other transitions possibly performed by the n-state ∑ kn.
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A.5 The effect of pressure on the absorption coefficient
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Fig. A3. Pressure dependency of the absorption coefficient of 15 ppmV CH4
simulated using HITRAN on the web (left) and Molexplorer (right) database. The
lower graphs show the effect of an applied IF of 0.065 cm−1 on the spectral resolution.
The highlighted light yellow area indicates the WM scanning range for the CH4
on-peak detection results obtained in chapter 4.2, 4.3 and 4.4.
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A.6 AM PAS spectra of methane for different pressures
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Fig. A4. Measured methane spectra for different pressures exploiting AM PAS used
to obtain the results in chapter 4.6.3.
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A.7 Picarro G2301 temperature features with measured CH4
readings
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Fig. A5. Comparison of data acquisition system (DAS), cavity, and etalon tem-
perature (a) of the Picarro G2301 CRDS over time, with the measured percentage
deviation (b) and CH4 reading (c). The temperature spikes (highlighted grey areas)
seem to correlate with the strongest deviations. The dashed blue lines indicate noon,
which leads to the assumption that such spikes in temperature may be caused by
direct sun exposure of the device.
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A.8 Work flow of the WM-2f FFT analysis
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Fig. A6. Procedure of the WM-2f FFT simulation for 1.2 ppmV ethane in dry
nitrogen (a) and for a humidified mixture (b). First, the spectrum of the sample
gas is calculated, 1(a) and (b). Next, the laser modulation over the spectrum is
simulated, 2(a) and (b). This is then used to perform a frequency analysis by FFT,
recording the amplitude at 2fmod as an equivalent quantity to the photoacoustic
amplitude, 3(a) and (b).
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Form einer anderen Prüfungsbehörde vorgelegt.

Regensburg, 18.12.2023 Max Müller


	List of Figures
	List of Tables
	Curriculum Vitae
	Oral and Poster Presentation
	Co-authored Publications
	The Author's Original Publications
	Declaration of Collaboration
	Introduction
	Theory
	Absorption spectroscopy
	Spectral broadening effects
	Spectroscopic measurement techniques
	References

	Photoacoustic spectroscopy
	Signal generation
	Non-radiative relaxation
	References


	Experimental
	Laboratory setup
	Gas mixing concept
	Electronic setup

	Light source characterization
	References

	Results and discussion
	General information
	Jablonsky diagramm
	Energy transitions
	Molecule parameters
	References

	[P1] - An algorithmic approach to compute the effect of non-radiative relaxation processes in photoacoustic spectroscopy
	Methods
	Results and discussion
	Conclusion
	References

	[P2] - Digital Twin of a photoacoustic trace gas sensor for monitoring methane in complex gas compositions
	Theoretical correlations and Digital Twin representation
	Experimental section
	Results and discussion
	Conclusion
	References

	[P3] - Comparison of photoacoustic spectroscopy and cavity ring-down spectroscopy for ambient methane monitoring at Hohenpeißenberg
	Non-radiative relaxation in photoacoustic spectroscopy
	Experimental
	Results and discussion
	Conclusion
	References

	Multivariate analysis and digital twin modeling: alternative approaches to molecular relaxation in photoacoustic spectroscopy
	Introduction
	Experimental setup for QEPAS detection
	Target features selection
	Partial Least Squares Regression
	Results and disussion
	Conclusion
	References

	Spectral influences on WM-2f photoacoustic detection
	Alternative representation of WM-2f PAS signal
	Spectral overlap of water with ethane
	Methane absorption pressure deformation
	Conclusion
	References

	Photoacoustic AM measurements
	References


	Summary
	Zusammenfassung in deutscher Sprache
	Appendices
	Miscellaneous
	Acoustic resonance modes
	Ethan absoprtion spectrum from different databases
	Lock-in amplification
	Universal equation for heat production rate
	The effect of pressure on the absorption coefficient
	AM PAS spectra of methane for different pressures
	Picarro G2301 temperature features with measured CH4 readings
	Work flow of the WM-2f FFT analysis



