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1 Introduction 
In this section, first, the motivation for the dissertation is presented. Subsequently, the main 
topics of the dissertation and the associated research questions and approaches are discussed. 
Finally, the structure of the dissertation and details of each individual paper are provided. 

1.1 Motivation 

1.1.1 The Rising Availability of Data 
In recent years, the volume and diversity of digital data has increased massively (Hashem et al. 
2015), which is in line with future predictions showing that the volume of digital data will more 
than double by 2027 and thus the yearly data volume consists of 284 zettabytes (Statista 2023). 
This increase is also characterized by the rising popularity of developments in web environ-
ments such as social media, the internet of things and multimedia (Betty Jane and Ganesh 2020; 
Hashem et al. 2015) and is further reinforced by the growing importance of mobile technologies 
(such as mobile devices) and mobile business (Muhammad et al. 2018; Statista 2019) in mobile 
environments. 

The resulting data of this developments are often termed as “Big Data” (Saxena and Lamest 
2018), which is usually classified by the “5Vs”: Volume, variety, velocity, veracity and value 
(Abbasi et al. 2016; Anuradha 2015). Volume displays the size of the data. Variety describes 
the diversity of different file structures such as structured, semi-structured and unstructured. 
Velocity represents the speed at which data is created or modified. Veracity refers to the credi-
bility and reliability of data. Finally, value represents content-related insights of data such as 
for users. 

The large amount of processed data in web environments can be illustrated by the following 
examples: TripAdvisor, as the world’s largest travel web platform, provides reviews and rec-
ommendations of nearly eight million businesses (e.g., restaurants, hotels, activities; i.e., items; 
cf. TripAdvisor LLC 2024), whereas amazon already offered around 229 million products for 
sale in Germany in 2016 (Statista 2017). Furthermore, the development of mobile technologies 
in mobile environments is leading to a rapid increase in mobile services as well as mobile ap-
plications, which can relate, for example, to the following areas: Transaction (e.g., banking, 
shopping and auctions), communication (e.g., email and instant messaging) or information ser-
vices (e.g., navigation, traffic and tourist guides). (Mayer 2019) As a result, users in mobile 
environments have almost unlimited access to services (Deng et al. 2016). 

These developments require specific concepts and methods to extract valuable information for 
users out of this high volume of data (Mauro et al. 2015). 

1.1.2 The Role of Decision Support 
The large volume and diversity of digital data leads to decisions becoming more difficult. This 
is due to so-called decision stressors (i.e., information overload, time pressure, complexity, 
uncertainty). Decision stressors leads to stress (i.e., feeling of overcoming personal resources) 
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and impact the decision quality (i.e., performance of a decision) mostly in a negative way. 
(Phillips-Wren and Adya 2020) Figure 1-1 briefly illustrates the relationship between decision 
stressors, stress and decision quality. 

 

Figure 1-1 Impact of Decision Stressors on Decision Quality (Phillips-Wren and Adya 2020) 

The two decision stressors information overload and uncertainty relevant to this dissertation 
are described in detail in the following.  

(I): Users are often faced with the problem of information overload (Saxena and Lamest 2018). 
Information overload describes the phenomenon regarding an individual’s ability to make ef-
fective decisions appropriately when more information is available than the individual can pro-
cess (Edmunds and Morris 2000). It is evident that this decision stressor can reduce the decision 
quality (Phillips-Wren and Adya 2020). 

(II): As the volume, variety and velocity of digital data increases, so does the uncertainty, lead-
ing to a lack of user confidence in the resulting analytical processes and the decisions made 
thereof (Hariri et al. 2019). Generally, “uncertainty is a situation which involves unknown or 
imperfect information” (Knight 1921). For instance, most of the attribute values of big data are 
missing due to noise and incompleteness (Hariri et al. 2019). Moreover, changes in context 
information (e.g., change of the current user location, cf. Ilarri et al. 2015) also lead to unpre-
dictable events, which further increases uncertainty (Dinh et al. 2020). 

Concepts and methods for decision support help users to ease these decision stressors and thus 
support decision-making (Power et al. 2015). To this end, decision aids such as decision support 
systems have been proposed to mitigate the effects of decision stressors (Phillips-Wren and 
Adya 2020), resulting in a significant increase in the decision quality (Rötzel and Fehrenbacher 
2019). Decision support systems are widely used in various domains such as manufacturing, 
production scheduling, process optimization, medicine or e-commerce (Liu and Zaraté 2014). 
The aim of these systems is among other things to extract suitable items or services for users 
from a wide range of data (Alter 2012). Two important categories of decision support systems 
are relevant in this dissertation and described in the following. 

(I): Recommender systems are an important category of decision support systems (Power et al. 
2015) and one of the most accepted applications of big data (Hu et al. 2020). As a form of 
information filtering, a recommender system enables predictions based on user preferences 
(Konstan and Riedl 2012). These systems are used for decision support in a wide variety of use 



1 Introduction  3 

 

 

cases in different domains such as the recommendation on e-commerce web platforms for prod-
ucts, movies, songs, books, restaurants or hotels (i.e., items, cf. Hu et al. 2020). Therefore, 
recommender systems have long been in the focus of research and practice. 

(II): Service systems can also be used in the broader context of decision support systems (i.e., 
service-oriented decision support systems, cf. Demirkan and Delen 2013; Heinrich et al. 2015). 
In this regard, service systems enable the realization and support of individual user processes 
by selecting the optimal services (i.e., service selection) within a high number of available ser-
vices (Moghaddam and Davis 2014). Thus, selecting services for processes in mobile environ-
ments often results in a decision problem of high complexity (Heinrich and Mayer 2018). Such 
decision problems can be found in a variety of domains such as healthcare (Ventola 2014) or 
tourism (Neville et al. 2016). 

The following illustration (cf. Figure 1-2) summarizes the relationship between big data (cf. 
Section 1.1.1) and decision support (cf. Section 1.1.2) and thus forms the theoretical foundation 
for the underlying concepts and methods of this dissertation (cf. Section 1.1.3, 1.1.4 and 1.2). 

 

Figure 2-2 Relationship between Big Data and Decision Support 

In the following, Section 1.1.3 briefly describes the theoretical foundation of recommender 
systems for recommending items in web environments, whereas Section 1.1.4 shortly presents 
the state of the art of service systems for recommending services in mobile environments. Se-
lecting the appropriate items and services for the user from a wide range of data, while taking 
information overload and uncertainty into account, requires new concepts and methods to sup-
port successful decision support (cf. Section 1.2). 

1.1.3 Item Recommendations in Web Environments 
Recommender systems as a form of information filtering systems (Konstan and Riedl 2012; 
Mehta and Rana 2017) help users to mitigate the information overload problem by filtering the 
relevant information from a countless amount of data in web environments (Mehta and Rana 
2017). In this regard, recommender systems enable successful decision support for each indi-
vidual user. There are a variety of algorithms for recommender systems, especially with the 
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focus on constantly improving the performance of a recommender system (i.e., recommenda-
tion quality; cf. Madadipouya and Chelliah 2017). In general, recommender algorithms enable 
an estimation for the target user as a list of item preferences and use for this purpose the rela-
tionship between neighbouring users as well as the history of user ratings. Recommender sys-
tems can be divided into content-based, collaborative filtering and hybrid algorithms and there-
fore have either a user-based and/or an item-based approach. (Patel and Patel 2020) In this 
regard, matrix factorization or deep neural network approaches became very popular in recent 
years (Mehta and Rana 2017; Mu 2018). 

The development of big data and the associated decreasing veracity of data leads to a continuous 
increase in data quality problems (Saha and Srivastava 2014). Furthermore, research in the field 
of data quality has shown that there is a growing tendency to investigate the impact of data 
quality on the decision quality of decision support systems (Feldman et al. 2018; Woodall et al. 
2015). As recommender systems are data-driven tools (Bunnell et al. 2019), examining the 
quality of data and its impact on recommendation quality seems particularly promising. In this 
regard, data quality is a multidimensional construct comprising several dimensions such as ac-
curacy, completeness or currency (Batini and Scannapieco 2016; Pipino et al. 2002; Wand and 
Wang 1996). Recommender systems face major challenges in terms of data quality. Central 
data quality problems in the context of recommender systems are data sparsity and the cold-
start problem (Patel and Patel 2020). In this regard, data sparsity describes the insufficient avail-
ability of data to match users for the recommendation (Idrissi and Zellou 2020). Furthermore, 
the cold-start problem is common with new users because the system has no data about prefer-
ences in order to make recommendations (Lika et al. 2014). Both data quality issues have a 
significant effect on the performance of a recommender system (Patel and Patel 2020). 

Thus, one of the main contributions in this dissertation is the topic: Data Quality in Recom-
mender Systems and is discussed in more detail in the sections 1.2.1 and 2. 

1.1.4 Service Recommendations in Mobile Environments 
Service systems in mobile environments have long been part of research and practice. In par-
ticular, service systems aim to extract (near-)optimal services for each process step of an indi-
vidual user process (i.e., selection of a service composition in a user process such as a city day 
trip in the tourism domain) from a wide range of available services (Moghaddam and Davis 
2014). Current state of the art service systems select the (near-)optimal service composition at 
planning time (i.e., before the user process is executed at runtime) due to the high complexity 
of the underlying decision problem (Moghaddam and Davis 2014). In this regard, service sys-
tems enable successful decision support for each individual user. In the literature, mainly global 
optimization methods (i.e., optimal solution; cf. Heinrich and Mayer 2018) but also heuristic 
techniques (i.e., near-optimal solution; cf. Bortlik et al. 2018) were discussed, considering con-
text information (e.g., time of day), multiple users, user preferences (e.g., favourite cuisine) and 
constraints (e.g., available budget). 

In recent years, mobile technologies such as mobile devices have increasingly enabled the re-
cording of various user and environmental contexts via physical sensors such as the current user 
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location, time of day or weather conditions (Mayer 2019). These complex contextual constel-
lations and the associated increasing uncertainty in the big data environment (Hariri et al. 2019) 
lead to unpredictable disruptive events during the execution of a process. A disruptive event is 
a real-world event at runtime that significantly change planned values (Bearzotti et al. 2012) 
and therefore has an effect on the selected service composition for all users. In this case, the 
appropriate re-selection of an alternative service composition is becoming increasingly im-
portant. Specifically, modern service systems face major challenges as the consideration of 
central runtime features (e.g., performance and solution quality) is elementary for users when 
re-selecting a service composition at runtime (Di Napoli et al. 2021; Wang et al. 2019). Fur-
thermore, proactive user interaction is crucial and consequently has a positive effect on the 
performance of applications in mobile environments (Böhmann et al. 2014; Demirkan et al. 
2015). Thus, the development of heuristics is vital for a high performance of service re-selection 
at runtime (Heinrich and Mayer 2018; Mayer 2017). In addition to a high-performance re-se-
lection of services, the systematic processing of events in mobile environments is decisive 
(Flouris et al. 2017). As a result, the literature suggests fault tolerance strategies (cf., e.g., Fekih 
et al. 2019) to avoid the occurrence of events and event processing strategies to systematically 
process events (cf., e.g., Kum 2020). In this respect, disruptive events at runtime are avoided or 
processed by event handling strategies (cf. Section 3.1) and, if necessary, an alternative service 
composition is re-selected at runtime by service re-selection algorithms (cf. Section 3.2). 

Therefore, the second main contribution in this dissertation is the topic: Disruptive Events in 
Service Systems and is discussed in more detail in the sections 1.2.2 and 3. 

1.2 Research Questions and Approach 
The dissertation focuses on the two research topics Data Quality in Recommender Systems (i.e., 
Topic 1) and Disruptive Events in Service Systems (i.e., Topic 2), as shown in Figure 1-3. 

 

Figure 3-3 Overview of the two Research Topics in this Dissertation 

Against this background, the purpose of this thesis is to develop concepts and methods for rec-
ommender and service systems and thus the further development of decision support systems, 
considering information overload and uncertainty caused by challenges in the broader context 
of big data. The research questions and approaches of the main topics are discussed in greater 
detail in the following. 
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1.2.1 Topic 1: Data Quality in Recommender Systems 
Recommender systems have many practical applications in the field of e-commerce and elec-
tronic markets (cf. Li and Karahanna 2015). Especially in e-commerce, providers such as 
TripAdvisor or Netflix maintain their own individual data sets and thus store a huge amount of 
data regarding the offered items (e.g., restaurants or movies). As discussed in Section 1.1.3, 
recommender systems suffer from central data quality problems such as data sparsity or the 
cold start problem, which have a significant effect on the performance of a recommender system 
(Patel and Patel 2020). Similarly, item content data often lacks from missing data (i.e., features, 
e.g., cuisine or actor) or data values (i.e., feature values; cf. Picault et al. 2011) and thus repre-
sents a further data quality problem. In this regard, achieving a more complete view on items 
in relation to the corresponding features (e.g., adding features) and their values (e.g., filling up 
missing feature values) is of high relevance (Adomavicius and Tuzhilin 2005; Picault et al. 
2011). For recommender systems, it is state of the art to increase data quality through the addi-
tional integration of external data (Batini et al. 2009; Picault et al. 2011). This provides the 
opportunity to improve the completeness of data via the extension of an item content data set 
with features and feature values from another item content data set from the same domain (cf. 
Patel and Patel 2020). Research in the field of decision support systems shows, that an extension 
of data does not necessarily lead to an improvement of the decision quality (Vanaja and 
Mukherjee 2019). Therefore, especially for recommender systems, it is extremely important to 
understand the effects of increased completeness on the impact of recommendation quality (i.e., 
prediction accuracy of recommender systems), which leads to the following research questions: 

RQ1. How can an item content data set be systematically extended with respect to the data 
quality dimension completeness, aiming to improve recommendation quality? 

RQ2. Does the amount of available item features and the amount of filled up missing item 
feature values influence the prediction accuracy of recommender systems? 

To address the first research question (i.e., RQ1), we develop a novel procedure for the system-
atic extension of an item content data set with an additional item content data set from the same 
domain in the field of decision support systems and in particular recommender systems. The 
procedure generally consists of the following two steps: Duplicate Detection and Data Integra-
tion. The procedure is evaluated by two real-world scenarios from the restaurant and movie 
domains, which represent two common areas in web environments especially in e-commerce. 
The results prove that the presented procedure lead to an increase in recommendation quality. 
Finally, the resulting effects on recommendation quality are analyzed and discussed. 

To address the second research question (i.e., RQ2), we present a theoretical model based on 
the literature and derive ten hypotheses addressing the impact of additional features and feature 
values on the prediction accuracy of recommender systems from the perspective of items, users 
and features. The hypotheses are assessed based on two real-world item content data sets in the 
restaurant and movie domains. The results of the evaluation show that the prediction accuracy 
is positively influenced by an increasing amount of features and feature values. In addition, the 
impact of completeness on the prediction accuracy of a recommender system depends on the 
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number of additional features and their feature values per item or user. Finally, adding features 
with a high diversity does not necessarily lead to a higher recommendation quality. 

1.2.2 Topic 2: Disruptive Events in Service Systems 
Service systems are used in many domains in mobile environments such as healthcare or tour-
ism (cf. Gavalas et al. 2014; Ventola 2014). As described in 1.1.4, complex contextual constel-
lations lead to the occurrence of disruptive events at runtime and thus require a re-selection of 
services at runtime. The underlying decision problem (i.e., Multi-Choice Multi-Dimensional 
Knapsack Problem (MMKP), cf. Hifi et al. 2004) is NP-hard (non-deterministic polynomial-
time hardness; cf. Abu-Khzam et al. 2015) and the occurrence of disruptive events further in-
creases this complexity. In this regard, meta-heuristics such as local selection are promising for 
solving the MMKP and can be used for decision support at runtime (Gendreau and Potvin 
2010). Furthermore, the use of world states (i.e., stateful representation, cf. Heinrich and Schön 
2015) enable the representation of context information, including contextual changes caused by 
disruptive events. Thus, the development of a heuristic (based on the meta-heuristic local se-
lection) that is applicable to a stateful representation seems promising for successful decision 
support. Moreover, the service re-selection at the occurrence of each event is not practicable 
due to the complexity of the underlying decision problem. Therefore, it is state of the art in 
mobile environments to systematically process events (cf., e.g., Kum 2020) via event handling 
strategies (Flouris et al. 2017) in such a way that adaptations of the originally planned service 
composition are minimized. In this regard, user participation is crucial for the performance of 
service systems in mobile environments (Ye and Kankanhalli 2020), which leads to the follow-
ing research questions: 

RQ3. How to develop an event handling strategy for multi user context-aware service systems 
based on user preferences? 

RQ4. How to design an optimization-based heuristic technique for re-selecting services under 
consideration of multiple users, context information and in particular disruptive events at 
runtime? 

To address the third research question in this dissertation (i.e., RQ3), we develop a user-based 
event handling strategy for multi user context-aware service systems in mobile environments. 
In particular, we interviewed 201 participants using an online survey to identify rules and mech-
anisms based on user preferences, especially for context information and multiple users. As a 
result, we define a two-stage procedure, which in the first step tries to avoid an event (i.e., fault 
tolerance) and in the second step processes unavoidable events (i.e., event processing) in such 
a way that the number of adjustments during service re-selection (cf. RQ4) is minimized. 

To address the fourth research question in this dissertation (i.e., RQ4), we present an optimiza-
tion-based heuristic technique for service re-selection in consideration of multiple users, con-
text-awareness and disruptive events at runtime. In particular, the heuristic adopts a stateful 
representation that uses a region-based approach to provide the user with alternative solutions 
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in order to support the runtime features performance, solution quality and robustness. Further-
more, novel state space measures and feasibility checks enable to significantly reduce the num-
ber of time-consuming re-selection steps. The heuristic is evaluated by a real-world scenario 
from the tourism domain. The evaluation results show, that the heuristic achieves significantly 
better results in the evaluation criteria compared to competing artefacts (cf. Bortlik et al. 2018). 

1.3 Structure of the Dissertation 
The dissertation comprises four research papers addressing the research questions from section 
1.2. An overview of these papers including topic, research question, author(s), publication me-
dium and current status can be found in the following Table 1. 

Topic 
Research 
Question 

Paper Author(s) 
Publication 

Medium 
Current Status 

T
op

ic
 1

: 
D

at
a 

Q
u

al
it

y 
in

  

R
ec

om
m

en
d

er
 S

ys
te

m
s RQ1 

Something’s Missing? A Pro-
cedure for Extending Item 
Content Data Sets in the Con-
text of Recommender Systems 

(Heinrich et al. 2022) 

Bernd Heinrich 

Marcus Hopf 

Daniel Lohninger 

Alexander Schiller 

Michael Szubartowicz 

Information 
Systems Fron-
tiers (ISF) 

This paper is accepted 
and published in Vol-
ume 24, Issue 1 in the 
journal Information 
Systems Frontiers 
(2022, online in 2020) 

RQ2 

Data Quality in Recommender 
Systems: The Impact of Com-
pleteness of Item Content Data 
on Prediction Accuracy of Rec-
ommender Systems 

(Heinrich et al. 2021) 

Bernd Heinrich 

Marcus Hopf 

Daniel Lohninger 

Alexander Schiller 

Michael Szubartowicz 

Electronic Mar-
kets (EM) 

This paper is accepted 
and published in Vol-
ume 31, Issue 2 in the 
journal Electronic Mar-
kets (2021, online in 
2019) 

T
op

ic
 2

: 
D

is
ru

p
ti

ve
 E

ve
n

ts
 in

  

S
er

vi
ce

 S
ys

te
m

s 

RQ3 

User-based Event Handling 
Strategy for Multi User Con-
text-Aware Service Systems in 
Mobile Environments 

(Lohninger 2024) 

Daniel Lohninger 

Internationale 
Tagung Wirt-
schaftsinforma-
tik (WI) 

This paper is under re-
view at the 19th Inter-
nationale Tagung Wirt-
schaftsinformatik 
(2024) 

RQ4 

Service Re-Selection for Dis-
ruptive Events in Mobile Envi-
ronments: A Heuristic Tech-
nique for Decision Support at 
Runtime 

(Bortlik et al. 2023) 

Michael Bortlik 

Bernd Heinrich 

Daniel Lohninger 

Information 
Systems Fron-
tiers (ISF) 

This paper is accepted 
and published in the 
journal Information 
Systems Frontiers 
(2023) 

Table 1 Overview of Papers contained in the Dissertation 

The remainder of the thesis is organized as follows: Subsequent to the introduction, the Sections 
2 and 3 describe the main topics with the corresponding four papers and therefore form the 
main contribution of the dissertation. Finally, section 5 summarizes the major findings, impli-
cations and limitations as well as directions for further research. 



2 Data Quality in Recommender Systems  9 

 

 

2 Data Quality in Recommender Systems 
 

2.1 Paper 1: Something’s Missing? A Procedure for Extending 
Item Content Data Sets in the Context of Recommender Sys-
tems  
 

Current Status Full Citation 

This paper is accepted 
and published in Vol-
ume 24, Issue 1 in the 
journal Information Sys-
tems Frontiers. 

Heinrich, Bernd; Hopf, Marcus; Lohninger, Daniel; Schiller,  
Alexander; Szubartowicz, Michael (2022): Something’s Miss-
ing? A Procedure for Extending Item Content Data Sets in the 
Context of Recommender Systems. In Inf Syst Front 24 (1), pp. 
267–286. DOI: 10.1007/s10796-020-10071-y. 
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Bernd Heinrich 
Department of Management Information Systems, University of Regensburg, Universitätsstraße 31, 93053 Re-
gensburg, Germany  

 

Marcus Hopf 
Department of Management Information Systems, University of Regensburg, Universitätsstraße 31, 93053 Re-
gensburg, Germany  

 

Daniel Lohninger 
Department of Management Information Systems, University of Regensburg, Universitätsstraße 31, 93053 Re-
gensburg, Germany  

 

Alexander Schiller 
Department of Management Information Systems, University of Regensburg, Universitätsstraße 31, 93053 Re-
gensburg, Germany  

 

Michael Szubartowicz 
Department of Management Information Systems, University of Regensburg, Universitätsstraße 31, 93053 Re-
gensburg, Germany  

 

Abstract 
The rapid development of e-commerce has led to a swiftly increasing number of competing providers in electronic 
markets, which maintain their own, individual data describing the offered items. Recommender systems are 
popular and powerful tools relying on this data to guide users to their individually best item choice. Literature 
suggests that data quality of item content data has substantial influence on recommendation quality. Thereby, the 
dimension completeness is expected to be particularly important. Herein resides a considerable chance to improve 
recommendation quality by increasing completeness via extending an item content data set with an additional data 
set of the same domain. This paper therefore proposes a procedure for such a systematic data extension and 
analyzes effects of the procedure regarding items, content and users based on real-world data sets from four leading 
web portals. The evaluation results suggest that the proposed procedure is indeed effective in enabling improved 
recommendation quality. 
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1 Introduction 
In line with the emergence and proliferation of the internet, e-commerce has developed into a major disruptor for 
retail business. Indeed, in 2020, retail e-commerce sales worldwide are estimated to hit $4.2 trillion, with its share 
of global retail reaching 16.1% and rising further to 22% in 2023 (Statista 2019). This rapid development of e-
commerce has implied a swiftly increasing number of competing providers in electronic markets (e.g., Amazon 
and Walmart in general retail, Booking.com and HRS in hotel bookings, Yelp and TripAdvisor in restaurant 
bookings). Providers – even of the same domain – maintain their own, individual data sets containing information 
regarding the offered items (e.g., products or services), which usually vary in their attributes (content) to describe 
even the same items. For instance, Booking.com provides detailed data on location score and furniture of hotels, 
which is not offered by HRS. This data as well as the recommender systems commonly present on such e-
commerce platforms aim at guiding users to their individually best item choice, improving user stickiness and 
increasing platform revenue (Zhou 2020). Such supporting systems are mandatory as customers regularly need to 
make a choice between a plethora of items (e.g., songs, movies, restaurants, hotels) on e-commerce platforms 
(Kamis et al. 2010; Levi et al. 2012; Richthammer and Pernul 2018; Tang et al. 2017; Vargas-Govea et al. 2011). 
It is thus hardly surprising that recommender systems in particular have been established as one of the most 
powerful and popular tools in the field of e-commerce in recent years (Ricci et al. 2015a; Scholz et al. 2017; Smith 
and Linden 2017). 
As recommender systems are data-driven tools, the quality of the data which a recommender system is based on 
is assessed to be one of the issues recommender systems research is strongly involved with (Bunnell et al. 2019) 
and may have substantial influence on the resulting recommendations (Picault et al. 2011; Sar Shalom et al. 2015). 
Here, data quality is a multidimensional construct comprising several dimensions such as accuracy, completeness 
and currency of data (Batini and Scannapieco 2016; Pipino et al. 2002; Wand and Wang 1996), with each 
dimension providing a distinct view on data quality (e.g., Heinrich et al. 2018). For recommender systems 
examining the item content data (attributes and attribute values of items), achieving a more complete view on these 
items seems to be especially important (Adomavicius and Tuzhilin 2005; Picault et al. 2011), as “some 
representations capture only certain aspects of the content, but there are many others that would influence a user’s 
experience” (Picault et al. 2011). This means that the data quality dimension completeness is of particular 
relevance for recommender systems. 
Herein resides a considerable chance to improve recommendation quality by increasing completeness via 
extending an item content data set (e.g., from an e-commerce platform such as TripAdvisor) with additional 
attributes and attribute values from another data set in the same domain (e.g., from an e-commerce platform such 
as Yelp). This opportunity is particularly promising for search portals offering a meta view by compiling 
information from various platforms (e.g., trivago.com), which currently simply juxtapose the data and do not use 
an extended data set for the application of a recommender system. Yet, how to systematically achieve more 
complete item content data sets and realize the expected advantages for recommender systems is left unanswered 
in existing research. Thus, the paper at hand investigates the following research question: 
 
How can an item content data set be systematically extended with respect to the data quality dimension 
completeness, aiming to improve recommendation quality? 
 
As recommender systems are an important category of decision support systems (Power et al. 2015), this research 
is in line with recent works which have revealed a significant impact of data quality dimensions, especially 
completeness, on data-driven decision support systems (e.g., Feldman et al. 2018; Heinrich et al. 2019; Woodall 
et al. 2015).  
The remainder of the paper is organized as follows. In the next section, the general and theoretical background as 
well as the related work are discussed. Thereafter, a procedure for the systematic extension of an item content data 
set with attributes and attribute values from another item content data set is presented, providing the basis for 
determining recommendations. In the fourth section, the proposed procedure is evaluated in two e-commerce real-
world scenarios and resulting effects on recommendation quality are analyzed. The final section summarizes the 
work and discusses limitations as well as directions for future research. 

2 Foundation 
This section first discusses the positioning of recommender systems in the field of decision support systems in e-
commerce as general background of our research. The second part of this section presents a theoretical model 
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regarding the relationship between data quality and decision support systems – especially recommender systems 
– based on a discussion of existing literature. The third part of the section discusses related work and identifies the 
research gap addressed by this paper. 

2.1 General Background 
Recommender systems have become a highly relevant category of decision support systems (Power et al. 2015). 
In particular, in e-commerce, recommender systems are often necessary as users regularly need to make decisions 
for purchase, consumption or utilization of items (e.g., songs, movies, restaurants or hotels) from a plethora of 
possible alternatives available in information systems (IS) on e-commerce platforms (Kamis et al. 2010; Levi et 
al. 2012; Richthammer and Pernul 2018; Tang et al. 2017; Vargas-Govea et al. 2011). 
More precisely, the high number of items together with the high number of users on e-commerce platforms lead 
to the problem of information overload, which is widely discussed by many researchers in the past decades and 
thus, constitutes a major subject of IS research in fields such as e-commerce (Lu et al. 2015) or management of 
business organizations (Edmunds and Morris 2000). In particular, information overload denotes the phenomenon 
regarding an individual’s ability to appropriately cope with solving problems (e.g., making a choice) when more 
information is available than the individual can assimilate (Edmunds and Morris 2000). This is, users often do not 
have the skills and experience to adequately evaluate the large number of available alternatives for making their 
choice (Ricci et al. 2015b; Scholz et al. 2017). The resulting problem leaves users of e-commerce IS unable to 
make effective decisions due to this large volume of information (e.g., items) to which users are exposed to (Hasan 
et al. 2018; Lu et al. 2015; Richthammer and Pernul 2018; Scholz et al. 2017). In order to address the problem of 
information overload, the literature suggests for IS providers in e-commerce to incorporate decision support 
systems, in particular recommender systems, to assist users in their decision-making (Bunnell et al. 2019; 
Karimova 2016; Lu et al. 2015). Therefore, recommender systems aim at individually preselecting smaller sets of 
relevant items for each single user (i.e., information filtering; cf. Lu et al. 2015) to allow for good decision-making 
in a personalized and comfortable way avoiding to overwhelm the user (Manca et al. 2018). 
Here, recommender systems are especially suitable to tackle the information overload problem, since they 
constitute data-driven systems, which enables them to individually support each user’s decision-making in an 
automated manner (Bunnell et al. 2019; Karumur et al. 2018; Lu et al. 2015). A variety of IS research aims to 
tackle the information overload problem in the field of e-commerce by developing different approaches for 
recommender systems (e.g., Content-Based Filtering; cf. Aggarwal 2016; Jannach et al. 2012; Ricci et al. 2015a). 
In particular, recommender systems process different types of data (e.g., user rating data or item content data) in 
order to derive the individual users’ preferences, which are stored in a user profile, based on data such as users’ 
historical evaluations of other items (cf. Peska and Vojtas 2015; Ricci et al. 2015a). To enable recommendations 
of high precision, the matching of the user profile against item profiles (i.e., the content data of an item) or against 
other user profiles is highly relevant (Ricci et al. 2015a). This further emphasizes the key role of data (e.g., item 
content data) for recommender systems to enable individualized decision support for a large number of users in e-
commerce settings (e.g., during shopping experiences on e-commerce websites; cf. Heinrich et al. 2019; Kamis et 
al. 2010).  
In e-commerce, recommender systems not only assist users and make their experience on e-commerce platforms 
more comfortable, but they also create business value for the IS providers (Bunnell et al. 2019). By integrating 
recommender systems into a wide variety of e-commerce activities such as browsing, purchasing, rating or 
reviewing items, the resulting diversity of generated data (e.g., item content data, user rating data or click-stream 
data) can be used for modeling of user profiles and thus support certain marketing activities such as cross-selling, 
advertising or product promotion (Karimova 2016; Lu et al. 2015). It is thus hardly surprising that in recent years, 
recommender systems as data-driven tools have emerged to be among the most frequently applied decision support 
systems in the field of IS in e-commerce (Ricci et al. 2015a; Scholz et al. 2017; Smith and Linden 2017). 
As recommender systems support user choices mainly on the basis of data, it seems promising to investigate how 
the data quality (e.g., completeness of item content data) influences the quality of recommender systems in the 
field of e-commerce. 

2.2 Theoretical Background 
The systematic procedure presented in this paper aims to contribute to further research investigating the 
relationship between data quality and (data-driven) decision support systems. At first glance, it might seem natural 
and obvious to suggest that more data always has a positive influence on decision support (especially when 
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provided by a system). However, research in different areas shows that more data does not always lead to better 
results of decision support systems in general (e.g., when selecting features based on which a decision is obtained; 
cf. Mladenić and Grobelnik 2003; Vanaja and Mukherjee 2019), as different data sets (e.g., with more or fewer 
attributes) may lead to varying results of decision support. Thus, the impact of the data quality of data values on 
different evaluation criteria of decision support systems such as decision quality or data mining outcome has been 
studied in existing literature (e.g., Bharati and Chaudhury 2004; Blake and Mangiameli 2011; Feldman et al. 2018; 
Ge 2009; Heinrich et al. 2019; Woodall et al. 2015). Yet, this research neither focuses on how to systematically 
achieve more complete item content data sets nor on how to define a well-founded procedure, but instead tries to 
explain the relationship between data quality and evaluation criteria of decision support systems. In this regard, 
such explanatory models are the theoretical background in data quality research which we aim to support by our 
work. Thus, this background is briefly discussed in the following. 
Bharati and Chaudhury (2004) assess the effects of the data quality dimensions accuracy, completeness and 
currency on the ability of an online analytical processing system to sustain decision-making. Ge (2009) discusses 
accuracy, completeness and (Heinrich and Mayer 2018)consistency and their impact on decision quality. Blake 
and Mangiameli (2011) assess the impact of accuracy, completeness, consistency and currency on data mining 
results in order to support decision-making in companies. Woodall et al. (2015) analyze the impact of completeness 
on classification outcomes used for supporting users in their decision process. Feldman et al. (2018) propose an 
analytical framework to investigate the effects of incomplete data sets on a binary classifier that serves for decision 
support. Heinrich et al. (2019) examine the impact of the amount of available attributes and attribute values on the 
prediction accuracy of recommender systems. 
Summing up, the focus of these papers is to investigate in which way and to what extent improving the quality of 
data values, especially the dimension completeness, leads to an improvement in evaluation criteria of particular 
decision support systems. A relevant and widely used category of decision support systems which assists users 
facing decision-making problems are recommender systems (Porcel and Herrera-Viedma 2010; Power et al. 2015). 
Based on this and in line with Heinrich et al. (2019), we refer to the theoretical model for describing the relationship 
between data quality and decision support systems, presented in Fig. 1. 

 

Fig. 1 Theoretical Model (according to Heinrich et al. 2019) 

The theoretical model in Fig. 1 indicates a direct relationship between data quality and decision support systems. 
In particular, the theoretical model suggests this relationship between completeness of item content data (attributes 
and attribute values) and recommendation quality of recommender systems. With this model as theoretical 
background, the procedure presented in this paper proposes how to systematically extend items in an item content 
data set with attributes and attribute values of the same items from a second item content data set in order to gain 
a more complete view on the considered real-world entities (e.g., movies or restaurants). Thus, this systematic 
procedure forms the basis for an even more precise and well-founded investigation of the impact of completeness 
on the recommendation quality of data-driven decision support systems (especially recommender systems) in the 
future.1 In particular, it enables theoretical relationships (i.e., similar to Fig. 1) for different data sets to be analyzed 
in a transparent and comprehensible manner. Furthermore, this procedure can serve as an already evaluated 
template for future procedures in order to support the investigation of further data quality dimensions (e.g., 
consistency) in other data-driven decision support systems. 

  

                                                 

1 In this regard, an implementation of the procedure is available on GitHub (GitHub 2020). 
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2.3 Related Work and Research Gap 
In this section, we present approaches dealing with data extension in the context of recommender systems and 
analyze relevant works discussing data quality aspects related to recommender systems.2 Thereafter, we 
summarize existing contributions and identify the research gap addressed by this paper. 
To prepare the related work, we followed the guidelines of standard approaches (e.g., Levy and Ellis 2006). In 
particular, we performed a literature search on the databases ACM Digital Library, AIS Electronic Library, IEEE 
Xplore, ScienceDirect and Springer as well as the proceedings of the European and International Conference on 
Information Systems, the International Conference on Information Quality and the ACM Conference on 
Recommender Systems. Subsequently, we examined whether these works represent relevant approaches for our 
research by reading title, keywords, abstract and summary and also conducted a forward and backward search in 
order to find further relevant works. After analyzing the resulting papers in detail, eighteen articles were deemed 
relevant. These papers could be organized within two separate categories, with each category containing nine 
works. 
(1): The first category of works copes with some kind of data extension in the context of recommender systems. 
For these works, the effect on decision quality and in particular recommendation quality is vital (“fitness for use”). 
This is a crucial difference to general approaches for data extension (e.g., in the context of data warehouses), where 
the effect on decision quality is often unclear or difficult to assess. Although all papers of the first category consider 
data extension and its effect on recommendation quality, none of the approaches describes the systematic extension 
of an item content data set with additional data from the same domain in the form of a procedure in the context of 
recommender systems, which is the contribution of our research. Moreover, the approaches differ in the kind of 
extended data (1A), the entities extended with data (1B) and in the usage of different methods for data extension 
(1C). 
(1A): Several recent articles focus on the extension of data with data from a distinct area, for example, data from 
different domains such as music and film (cross-domain data sets; Abel et al. 2013; Ntoutsi and Stefanidis 2016; 
Ozsoy et al. 2016), context information such as time and location (multi-dimensional data sets; Abel et al. 2013; 
Kayaalp et al. 2009) or data from different social and semantic web sources such as Wikipedia, Facebook and 
Twitter (heterogeneous data sets; Abel et al. 2013; Bostandjiev et al. 2012; Chang et al. 2018; Kayaalp et al. 2009; 
Ozsoy et al. 2016). These approaches examine whether the diversity of data types leads to improved 
recommendation quality but do not systematically extend item content data with additional data from the same 
domain. 
(1B): Other works in literature analyze user profiles from different social networks (Abel et al. 2013; Li et al. 
2018; Ozsoy et al. 2016; Raad et al. 2010). The matching user profiles are merged across different networks to 
produce a positive effect on recommendation quality. However, these works do not focus on item content data at 
all. 
(1C): Finally, some recent works focus on the extension of item or user data from multiple data sources in the 
context of recommender systems (Abel et al. 2013; Bostandjiev et al. 2012; Bouadjenek et al. 2018; Ozsoy et al. 
2016). These approaches rely on tools such as BlogCatalog, Google Social Graph API, Google Search API or 
OpenID, which provide information for the matching of users or items. However, these works do not focus on 
describing the systematic extension of an item content data set and instead use external, non-transparent methods 
for data extension, which severely limits their applicability in other scenarios. 
(2): The second category of works explicitly recognizes the importance of data quality for recommender systems 
(Amatriain et al. 2009; Basaran et al. 2017; Berkovsky et al. 2012; Burke and Ramezani 2011; Heinrich et al. 
2019). In particular, Heinrich et al. (2019) examine the impact of the number of available attributes and attribute 
values on prediction accuracy of recommender systems by testing hypotheses but do not provide a procedure for 
extending an item content data set with additional attributes and attribute values. Further approaches give rise to 
concepts that deal with data quality issues in the context of recommender systems. For instance, data sources used 
by a recommender system can be chosen user-dependently as data sparsity and inaccuracy have been identified to 
impact recommendation quality (Lathia et al. 2009). Sar Shalom et al. (2015) tackle sparsity and redundancy issues 
by deleting or omitting certain users or items while Pessemier et al. (2010) analyze consumption data such as 

                                                 

2 Some approaches for data extension with regard to completeness (e.g., cf. Naumann et al. 2004; Bleiholder and Naumann 2008; Scannapieco 
and Batini 2004) mainly deal with technical issues (e.g., wrapper architecture, database architecture) or model-oriented aspects (e.g., schema 
mapping, operators, join approaches), which are not within the scope of this work. 
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ratings in regard to currency. Further, Levi et al. (2012) use text mining on user reviews from various sources to 
alleviate the cold start problem of new users by assigning them to so called context groups.  
In summary, none of these works provides a systematic procedure for the extension of a data set with item content 
data of another data set from the same domain. The works in category (1A) focus on the extension with data from 
a different area, but they do not target on data representing the same items, which is a decisive characteristic of 
our research. The works in category (1B) do not focus on item content data but instead analyze user profiles from 
various social networks. In contrast to this, we provide a procedure for the matching and extension of item content 
data. The works in category (1C) use existing tools for data extension, especially for user data. Such an extension 
is non-transparent, highly dependent on these tools as well as the application scenario and does not allow to support 
the analysis of theoretical relationships (cf. Fig. 1) between different data sets in a verifiable and comprehensible 
manner. Additionally, no explicit procedure for extending an item content data set with additional attributes and 
attribute values in detail is given. The works of the second category analyze the impact of data quality on 
recommender systems. However, only Heinrich et al. (2019) analyze effects of a more complete view on items by 
data set extension. Yet, this work does not aim to provide a procedure for the extension of item content data in the 
context of recommender systems. In contrast, the authors present an explanatory analysis based on hypotheses 
testing. To conclude, none of these approaches presents a systematic procedure for the extension of a data set with 
item content data of another data set from the same domain. 

3 A Procedure for Extending an Item Content Data Set 
In this section, we propose a procedure for the systematic extension of a data set in the context of recommender 
systems, aiming to improve the quality of the resulting recommendations. We discuss and substantiate in detail 
how to extend a data set DS1 containing items and item attributes from a certain domain (e.g., movies, restaurants 
or hotels) by using a data set DS2 containing items and item attributes from the same domain.3 In particular, items 
in DS1 are extended with attributes and attribute values of the same items from DS2. This means that in a first step 
duplicates have to be detected before in a second step, the data sets can be actually integrated into one data set.  
The exact elaboration of these two steps in the context of recommender systems addresses our research question 
and thus represents the contribution of this paper. In a subsequent step, the resulting data set extension can be 
evaluated by determining recommendations based on the extended data set and assessing the resulting 
recommendation quality. Since different existing content-based or hybrid recommender systems can be used for 
this step, it is not a core element of the procedure. The procedure is illustrated in Fig. 2 and described in the 
following. 

 

Fig. 2 Procedure to Extend an Item Content Data Set in the Context of Recommender Systems 

3.1 Duplicate Detection in the Context of Recommender Systems 
An item in a data set DS1 usually has different attributes and attribute values compared to its corresponding 
duplicate item in a data set DS2 (e.g., because the portals have heterogeneous data policies), making duplicate 
detection in the context of recommender systems a non-trivial task. Here, duplicate detection is a binary 
classification of item pairs (one item from DS1 and one item from DS2) with the two classes duplicate and non-
duplicate. Due to a potentially large number of items per data set, duplicate detection should be carried out in a 
widely automated manner. To assist this task, literature proposes similarity measure functions (SMFs; e.g., the 
Jaro-Winkler function; Winkler 1990) to determine the similarity of key attributes (e.g., “Name” and 
“Geolocation” of a restaurant) between items from DS1 and DS2, with high similarity values indicating possible 

                                                 

3 If more than two data sets are available, the procedure can be applied iteratively. 
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duplicates. We propose the following four Tasks 1.1-1.4 to configure and perform duplicate detection, 
acknowledging peculiarities in the context of recommender systems (cf. Fig. 3). 

 

 

Fig. 3 The Step Duplicate Detection in Detail 

In Task 1.1, the data for duplicate detection is standardized and prepared. This is necessary because different 
portals often specify varying values for (key) attributes (e.g., due to heterogeneous data policies). Furthermore, as 
the data is usually decentrally generated by many different users, these users often enter attribute values on their 
very own interpretation, leading to data quality problems in e-commerce platforms. These issues make duplicate 
detection for recommender systems data sets highly complex. For example, one and the same US phone number 
could be entered as “+1-212-283-1100” in one data set and as “(212) 283-1100” in the other data set. Here, it is 
clear that a standardization of both phone numbers to “area code: 212, phone number: 2831100” helps determining 
that these numbers refer to the same phone connection in an automated manner. The standardization of the key 
attributes can be conducted by utilizing specific parsing tools which standardize the values of the key attributes 
(e.g., the python package “phonenumbers” for the key attribute “Phone”). After standardization, the values for all 
key attributes of both data sets DS1 and DS2 are stored in a common standard format. Nevertheless, even after 
standardization, duplicate items in DS1 and DS2 may differ in key value attributes caused by varying entered 
values (e.g., “283-100” instead of “283-1100”). Subsequent to standardization, item pairs are prepared for binary 
classification in the next task. Here, each item from DS1 in combination with each item from DS2 is considered 
as an item pair. It is clear that most of these pairs are non-duplicates. Therefore, it is beneficial to discard the item 
pairs which are obvious non-duplicates (e.g., restaurants with a GPS distance larger than 1,000 meters), which is 
referred to as blocking in literature (Steorts et al. 2014). 
Task 1.2 comprises the binary classification of item pairs as duplicates or non-duplicates. In many contexts, this 
classification can be performed rather easily in a supervised manner. However, in the context of recommender 
systems, generally, no substantial amount of labeled training data (i.e., item pairs labelled as (non-)duplicates) is 
available for a supervised classification. Therefore, it is crucial to perform item pair classification in an 
unsupervised manner, not requiring any labeled training data (cf., e.g., Jurek et al. 2017). In the following, we 
describe the basic ideas of such an algorithm and emphasize the crucial peculiarities of the algorithm in the context 
of recommender systems. The algorithm starts with an initialization, followed by the proper classification and ends 
with all item pairs being classified as duplicate or non-duplicate. 
The initialization consists of the selection of SMFs that are used for the classification. For each key attribute 
available in both data sets DS1 and DS2, adequate SMFs have to be specified. The choice of SMFs primarily 
depends on the data type of the respective key attribute. In particular, for key attributes containing string values 
and key attributes containing numerical values, different SMFs have to be used (e.g., the haversine SMF for GPS 
data values and the Jaro-Winkler SMF for string data values; cf. Table 1). Here, it is important to not only select 
one SMF per key attribute, but to select multiple SMFs with different characteristics, since the compared values 
of the key attributes may also exhibit varying deviations and specifications. For string attribute values with 
different suffixes (e.g., a restaurant is represented by “Fluffy’s New York” in DS1 and by “Fluffy’s Café & 
Pizzeria” in DS2), a SMF that focuses on the initial characters of a string such as the Jaro-Winkler SMF is 
appropriate. Further, for string attribute values with typographical errors (e.g., a restaurant is represented by 
“Fulffy’s” in DS1 and by “Fluffys” in DS2), a SMF addressing this special deviation such as the Levenshtein SMF 
is suitable. Therefore, it is important to utilize multiple SMFs for item pair classification to cope with the 
challenges of highly diverse data values in the context of recommender systems. To further elaborate on the 
specification of SMFs for item pair classification, we give a broader discussion of selected SMFs with different 
characteristics in Table 1 based on Christen (2012) and state their properties and examples in the context of 
recommender systems. 
The proper classification is then conducted via an unsupervised ensemble self-learning algorithm, which improves 
results compared to just using the values of SMFs for classification (Jurek et al. 2017). This self-learning algorithm 
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starts with training a certain binary classifier. The training is conducted on a small set of training data, which 
consists of the item pairs with the highest similarity values (implicitly labeled as duplicates) and item pairs with 
the lowest similarity values (implicitly labeled as non-duplicates) and thus does not need to be labeled manually. 
This binary classifier is then used to predict the classes of all other item pairs. The item pairs classified with a high 
certainty are then added to the training data. Subsequently, the binary classifier is trained again and the steps are 
gradually repeated until all item pairs are classified as either duplicates or non-duplicates by this certain binary 
classifier. To further increase the robustness of the classification result, multiple such binary classifiers are used 
with the described self-learning method and the obtained results are then aggregated to obtain the final stable result 
of the item pair classification. 

Table 1. Selected Similarity Measure Functions and their Application in the Context of Recommender 
Systems 

Similarity measure functions Properties Examples in the context  
of recommender systems 

Levenshtein 
The Levenshtein SMF is based on the 
minimum number of edit operations of 
single characters necessary to 
transform a string 𝑠ଵ into a string 𝑠ଶ. 

 Appropriate for misspellings/ 
typographical errors 

 Inappropriate for truncated/ 
shortened strings and divergent 
pre-/suffixes 

 Complexity: 𝑂(|𝑠ଵ| ∗ |𝑠ଶ|) 

Typographical error in 
the attribute “Restaurant 
Name”: “Fulffy’s” vs. 
“Fluffys”.  

Jaro 
The Jaro SMF is based on the number 
of agreeing characters 𝑐 contained in 
the strings 𝑠ଵ and 𝑠ଶ within half the 
length of the longer string, and the 
number of transpositions 𝑡 in the set of 
common substrings. 

 Appropriate for misspellings/ 
typographical errors 

 Inappropriate for long divergent 
pre-/suffixes 

 Complexity: 𝑂(|𝑠ଵ| + |𝑠ଶ|) 
 

Misspelling in the 
attribute “Restaurant 
Name”: “Fluffy’s Café” 
vs. “Flufy’s Café”. 

Jaro-Winkler 
The Jaro-Winkler SMF extends the 
Jaro SMF, putting more emphasis on 
the beginning of the strings. 

 Appropriate for 
misspellings/typographical 
errors and divergent suffixes 

 Inappropriate for long divergent 
prefixes 

 Complexity: 𝑂(|𝑠ଵ| + |𝑠ଶ|) 

Divergent suffixes of the 
attribute “Restaurant 
Name”: “Fluffy’s New 
York” vs. “Fluffy’s Café 
& Pizzeria”. 

Haversine 
This SMF is based on the haversine 
formula, which measures the distance 
between two locations on earth. 

 Appropriate for geographical 
coordinates given in 
latitude/longitude 

“40.711, -73.966” vs. 
“40.710, -73.965”. 

 
In Task 1.3, it is necessary to resolve multi-linkages of duplicates resulting from Task 1.2. This problem may arise 
as an item from DS1 can be contained in more than one item pair classified as a duplicate. Thus, this item from 
DS1 is linked to more than one item from DS2. Similarly, an item from DS2 can be linked to more than one item 
from DS1. As the matched items will be proposed to users in the recommendation step, it is important to resolve 
these multi-linkages of items to avoid redundant and multiple recommendations of individual items. To resolve 
the multi-linkages, the prediction scores of the ensemble classifier from Task 1.2 are used. Considering an item 
from DS1 linked to multiple items from DS2, only the linkage with the highest prediction score is retained and all 
other linkages are discarded. Analogously, only one linkage is kept when an item from DS2 is linked to multiple 
items from DS1. In this way, the n-to-n reference of items from DS1 and DS2 is firstly reduced to 1-to-n references 
and then to 1-to-1 references. 
Step 1 concludes with the validation of the results of the duplicate detection in Task 1.4, which is necessary to 
assess the quality of the duplicate detection. This quality plays an important role in the context of recommender 
systems, as false duplicates would result in erroneous data integrations in the next step of the procedure, and 
thereby, to negative effects on item recommendations. On the other hand, false negatives would result in feasible 
data integrations not being carried out, thus reducing the benefit of the procedure. Therefore, a small excerpt of 
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item pairs, serving as test data, needs to be labeled as duplicates or non-duplicates for validation purposes. Here, 
a random selection of item pairs to be labeled would result in the vast majority of these item pairs being labeled 
as non-duplicates, since most item pairs are indeed non-duplicates. Therefore, it is important to take the calculated 
values of the SMFs into account and to also label item pairs which are more likely to be a real duplicate. Building 
on this labeled test data, the number of correct classifications (i.e., “true positives” and “true negatives”) and the 
number of errors (i.e., “false positives” and “false negatives”) can be determined. Based on these numbers, 
evaluation metrics such as precision, recall and F1-measure can be assessed. If these evaluation metrics report 
unsatisfactory results, the classification errors may be analyzed and tackled. The evaluation metrics thus enable to 
ensure a high quality of the conducted duplicate detection and to provide data suitable for the next step of the 
procedure, which concludes Task 1.4 and thus Step 1. 

3.2 Data Integration in the Context of Recommender Systems 
In Step 2 of the procedure, attributes and attribute values of DS1 and DS2 are integrated to obtain the envisioned 
more complete view on items. In particular, matching attributes (i.e., attributes of DS2 also existing in DS1) and 
additional attributes (i.e., attributes only existing in DS2) have to be identified and the items’ attribute values have 
to be extended. To perform this integration in the context of recommender systems, we propose the following three 
Tasks 2.1-2.3 (cf. Fig. 4). 

 

 

Fig. 4 The Step Data Integration in Detail 

The goal of Task 2.1 is to identify matching attributes. To do so, the attributes of DS2 have to be compared to the 
attributes of DS1. The automated identification of matching attributes can prove to be non-trivial in the context of 
recommender systems because different portals often use varying names for the same attribute (e.g., “Artist” and 
“Performer”) due to heterogeneous data policies. An incorrect matching of attributes can lead to items being 
assigned wrong data and thus have a direct detrimental impact on recommendation quality. As this task is of 
relatively low complexity for humans, the identification may be performed in a manual manner (e.g., the manual 
matching of 143 attributes in DS1 to 251 attributes in DS2 in the application scenario regarding restaurants of our 
evaluation took approximately one hour and exhibited almost perfect inter-coder reliability). In contrast, an 
automated identification (e.g., using WordNet) may be error-prone, as it is difficult for an algorithm to directly 
identify attributes such as “Artist” and “Performer” as matching attributes. Furthermore, an automated 
identification requires a subsequent manual verification by humans, which is also time-consuming. Overall, an 
automated identification should only be performed when the number of attributes is extremely high, rendering a 
manual identification ineffective. In any case, all attributes of DS2 not matched to an attribute of DS1 are identified 
as additional attributes. 
In Task 2.2, the item content data is extended for each item in DS1. More precisely, the item content data 
subsequently consists of the attributes of DS1 and the additional attributes of DS2. Additional attributes allow a 
more complete view on the considered item and may improve recommendation quality. In particular, additional 
attribute values can have enormous leverage for users with many item reviews in the context of recommender 
systems, since a large number of affected rated items can be described in more detail with the additional content. 
Depending on the recommender system used or under trade-off considerations, it may be helpful to limit the 
number of the additional attributes considered for data extension. To identify a subset of additional attributes for 
which a strong improvement of recommendation quality is expected (e.g., attributes with very many missing values 
may hardly impact recommendation quality), several options are possible (e.g., the use of an attribute selection 
algorithm; cf. Chandrashekar and Sahin 2014; Molina et al. 2002). These options are discussed in more detail in 
Section 4.3. After selecting the additional attributes, for each item in DS1 for which a duplicate in DS2 was 
identified and for each additional attribute chosen, the respective attribute values of the duplicate are inserted into 
the item content data.  
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After Task 2.2, some attribute values of items in the extended data set may still be missing because they are not 
provided by either data set (e.g., the values of the attribute “Genres” are not given for all items in the movie 
domain). These missing values have to be addressed in Task 2.3, since many recommender systems cannot operate 
on missing attribute values. Moreover, missing attribute values may be detrimental to recommendation quality. 
Therefore, a further extension of item content data is enabled by imputation methods. More precisely, missing 
attribute values can be inferred via imputation based on non-missing attribute values in the extended data set. Here, 
the presented procedure provides an advantage compared to imputing values based on just DS1 as the attribute 
values from both data sets DS1 and DS2 are available and can be used as basis for the imputation. Table 2 discusses 
selected imputation methods and their relevance in the context of recommender systems based on Enders (2010). 
In addition to these imputation methods, it is also feasible to impute values in a user-specific way which is more 
flexible than assigning fixed values for the missing values in the extended data set. In this case, the missing values 
of all items rated by a user can be handled by an imputation method from Table 2 (e.g., Arithmetic Mean 
Imputation) to capture the user’s preferences more accurately when generating her/his user profile. 

Table 2. Selected Methods for Handling Missing Values and their Application in the Context of 
Recommender Systems 

Imputation methods Properties 
Examples in the context of recommender 

systems 

Arithmetic Mean Imputation 
(AMI) 
Missing attribute values are 
replaced with the mean attribute 
value of all items, where the values 
for this attribute are not missing. 

 AMI is convenient to 
implement 

 AMI attenuates 
standard deviation and 
variance 

Each missing value of the attribute 
“Runtime” is replaced with the mean value 
of “Runtime” (as an indicator) over all 
movies that do have a value for 
“Runtime”. 

Regression Imputation (RI) 
Missing values are replaced with 
predicted scores from regression 
equations. The regression 
equations are estimated by 
analyzing the extended data set. 

 RI is complicated to 
implement 

 RI attenuates standard 
deviation and variance 
(but less than AMI) 

For two hotel attributes “Price” (𝑃௜) and 
“Service” (𝑆௜), there are only missing 
values for “Service”. A regression 
equation 𝑆መ௜ = 𝛽መ଴ + 𝛽መଵ(𝑃௜) for the attribute 
“Service”, depending on the attribute 
“Price”, is estimated by analyzing the 
hotels with given values for “Service”. The 
missing values 𝑆௜ of “Service” are replaced 
by 𝑆መ௜. 

Hot Deck Imputation (HDI) 
Missing attribute values of an item 
are replaced with the 
corresponding values of the most 
similar item. 

 HDI is convenient to 
implement 

 HDI attenuates 
standard deviation and 
variance (but less than 
AMI) 

The movie “The Dark Knight” is the most 
similar movie to “The Dark Knight Rises”, 
as both movies belong to the batman 
trilogy of the director “Christopher 
Nolan”. The value of “The Dark Knight” 
for the attribute “Genres” is “Action” and 
thus, the missing value of “The Dark 
Knight Rises” for “Genres” is inferred 
with the value “Action”. 

3.3 Subsequent Step: Recommendation Determination 
Subsequent to duplicate detection and data integration, recommendations for users on e-commerce platforms can 
be inferred by applying a recommender system based on the extended data set and evaluating the resulting 
recommendations. This step is also necessary to analyze the effects of data set extension on recommendation 
quality. As our approach is tailored to data sets containing item content data in addition to rating data, it is feasible 
to apply both content-based as well as hybrid recommender systems that leverage both data types (Ricci et al. 
2015b). Handling item content data is very important in e-commerce settings, because the recommender system 
can map the potentially extensive needs of customers more accurately due to the more precise description of the 
items (e.g., proposal of tailored products based on product preferences). Therefore, for this subsequent step of our 
procedure, we suggest to apply the state-of-the-art hybrid recommender system approach Content-Boosted Matrix 
Factorization (CBMF; cf. Forbes and Zhu 2011), which utilizes both rating data and, in particular, item content 
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data and is thus more comprehensive than collaborative filtering recommender systems. Matrix factorization 
approaches have become very popular through the Netflix contest, which started in 2006 and ended in 2009 (Koren 
2009; Koren et al. 2009), and now constitute state-of-the-art recommender systems (Kim et al. 2016; Ning et al. 
2017). As a matrix factorization approach, CBMF learns a model by optimizing a loss function based on training 
data and therefore, preliminary steps such as attribute weighting or attribute selection are not necessary for CBMF 
(Koren 2009; Nguyen and Zhu 2013). 
The basic idea of matrix factorization recommender systems is to decompose the rating matrix 𝑅 (users as rows; 
items as columns) into two low-rank matrices 𝑃 (representing users) and 𝑄 (representing items), with 𝑃𝑄 ≈ 𝑅. 
Then, the idea of CBMF is to further decompose the matrix 𝑄 into a low-rank matrix 𝐴 and the matrix 𝐹, with 
𝐴𝐹் = 𝑄 and 𝐹 containing the attribute vectors of items (items as rows; attributes as columns). Hence, the overall 
idea is that the rating matrix 𝑅 can be approximated by 𝑅 ≈ 𝑃𝐴𝐹் . In particular, CBMF learns a 𝑛-dimensional 
vector of latent factors 𝑝௨ ∈ ℝ௡ for each user 𝑢 and a 𝑛-dimensional vector of latent factors 𝑎௙ ∈ ℝ௡ for each 

attribute 𝑓, such that the actual rating 𝑟௨௜ for a user-item pair (𝑢, 𝑖) is approximated by the predicted star rating 
𝑟̂௨௜ = 𝑝௨

்𝑞௜, with 𝑞௜ = ∑ 𝑎௙௙∈ி೔
 and 𝐹௜ being the set of attributes that are assigned to the item 𝑖. Finally, to evaluate 

the effects of the data set extension on recommendation quality, the rating data is split into training data for learning 
the parameters of the CBMF model (𝑝௨ and 𝑎௙) and test data to assess the recommendation quality via quality 

measures such as Root-Mean-Square-Error (RMSE; cf. Shani and Gunawardana 2011). 

4 Evaluating the Procedure in Real-world Scenarios 
In this section, we evaluate the proposed procedure in two real-world e-commerce scenarios. First, the reasons for 
selecting these scenarios are discussed and the used data sets are described. Thereafter, the evaluation of the 
procedure with respect to these data sets is outlined. Finally, important effects of the data set extension regarding 
items, content and users on recommendation quality are presented. 

4.1 Selection and Description of the Real-world Scenarios 
We evaluated the procedure in two real-world e-commerce scenarios regarding the domains of restaurants and 
movies. While these domains are frequent subjects of IS research in e-commerce (Chang and Jung 2017; Nguyen 
et al. 2018; Wei et al. 2013; Yan et al. 2015), both domains exhibit versatile facets and different challenges for a 
procedure for data set extension. Thereby, analyzing these two domains allows for a broader evaluation of the 
proposed procedure in e-commerce application scenarios.  
First, we selected the domain of restaurants because this domain is very challenging regarding duplicate detection 
(i.e., Step 1 of the procedure, e.g., the resolution of multi-linkages of duplicates (Task 1.3)) in the context of 
recommender systems. In comparison to other domains (e.g., the domain of movies as second scenario) there are 
items with the same name being found in the immediate vicinity (i.e., in the case of restaurant chains such as 
McDonald’s or Subway), which makes this domain especially challenging. For the real-world scenario in the 
domain of restaurants, we prepared data sets of two leading advertising web portals which provide crowd-sourced 
ratings about businesses (e.g., restaurants). The first portal (Portal R1) focuses on travel opportunities and 
businesses such as restaurants and provided over 650 million ratings whereas the second portal (Portal R2) 
specializes on local businesses such as bars or restaurants and provided over 150 million ratings by 2020. These 
portals were chosen because an initial check revealed that, while both portals contain data about an overlapping 
set of real-world entities, they offer an interestingly different view (i.e., different attributes) on these entities. In 
particular, we selected the area of New York City (USA) as both portals provided a large number of items, users 
and ratings for this area. In this way, the evaluation of the procedure and the analysis regarding its effects on 
recommendation quality could be performed on a sufficiently large data basis. Here, the data from Portal R1 
consists of more than 8,900 items representing restaurants in the area of New York City, rated by over 380,000 
users with approximately 850,000 ratings. The data from Portal R2 consists of over 18,500 items representing 
restaurants in the same area, rated by more than 580,000 users with around 2.4 million ratings. Each item of 
Portal R1 is described by the key attributes “Name”, “Postal Code”, “Geolocation”, “Address”, “Phone” and 
“District”, category attributes such as “Italian Cuisine” or “Pizza”, and business information attributes such as 
“Parking Available” or “Waiter Service”. In Portal R2, items are described by key attributes equaling those in 
Portal R1 as well as (partly different) category attributes and business information attributes. The data from 
Portal R1 contains around 3,000 missing values for one attribute whereas the data from Portal R2 contains more 
than 190,000 missing values for 26 attributes. In our evaluation, we extended the data from Portal R1 with the data 
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from Portal R2 (i.e., the data from Portal R1 served as DSR1 and the data from Portal R2 served as DSR2). Table 3 
describes the restaurant data sets. 

Table 3. Description of the Restaurant Data Sets 

 Portal R1 (DSR1) Portal R2 (DSR2) 

# of items (restaurants) 8,909 18,507 

# of users 386,958 583,815 

# of ratings 855,357 2,396,643 

# of key attributes 6 6 

# of further attributes (category attributes 
and business information attributes) 

143 251 

# of possible attribute values 1,247,260 4,589,736 

# of missing values 3,253 (0.26%) 190,789 (4.16%) 

 
In addition, we selected the domain of movies because this domain exhibits further but different challenges 
regarding item content data extension in the context of recommender systems. In comparison to the restaurant 
domain, the detection of duplicates and in particular the resolution of multi-linkages of duplicates is less 
challenging in the movie domain, since different movies have usually different titles (as key attribute) due to 
copyright standards. Nevertheless, Step 1 of the procedure is still favorable for movies in order to detect non-trivial 
movie duplicates in case the movie titles do not exactly match, as key attributes can (slightly) vary between 
different portals in some cases (e.g., the movie titles “Mission: Impossible – Ghost Protocol” and “Mission: 
Impossible – Ghost Protocol (2011)” represent the same item). Moreover, an initial check revealed that the amount 
of missing values in the data sets of both movie web portals (Portal M1 and Portal M2) is very high compared to 
other domains (e.g., restaurants). This means that Step 2 of the procedure including the task of handling missing 
values is even more important for the real-world scenario in the movie domain. Hence, we prepared data sets of 
two leading web portals which provide crowd-sourced ratings about movies. Here, the data from Portal M1 
consists of approximately 29,000 movie items, rated by over 425,000 users with nearly 530,000 ratings. The data 
from Portal M2 consists of over 12,500 movie items, rated by approximately 230,000 users with nearly 410,000 
ratings. Each item of Portal M1 is described by the key attribute “Title” and further attributes such as “Brand”. In 
Portal M2, items are described by the same key attribute as in Portal M1 as well as by further attributes such as 
“Cast” and “Language”. The data from Portal M1 contains over 245,000 missing values for all attributes whereas 
the data from Portal M2 contains more than 1 million missing values for all attributes. In our evaluation, we 
extended the data from Portal M1 with the data from Portal M2 (i.e., the data from Portal M1 served as DSM1 and 
the data from Portal M2 served as DSM2). Table 4 describes the movie data sets. 

Table 4. Description of the Movie Data Sets 

 Portal M1 (DSM1) Portal M2 (DSM2) 

# of items (movies) 28,973 12,842 

# of users 428,519 230,151 

# of ratings 528,777 409,935 

# of key attributes 1 1 

# of further attributes 13 103 

# of possible attribute values 376,649 1,322,726 

# of missing values 247,341 (65.67%) 1,082,387 (81.83%) 

4.2 Evaluation of the Procedure 
In this section, we discuss the evaluation of the procedure for extending data sets with item content data in the 
restaurant and movie domain and present the evaluation results for each step for both domains. 
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4.2.1 Evaluation of Step 1 – Duplicate Detection 
In the following, we outline the evaluation of the duplicate detection step. More precisely, the goal of this section 
is to assess the evaluation metrics precision, recall and F1-measure of duplicate detection. Therefore, we first 
discuss how we conducted and validated the tasks of this step and then present the evaluation results.  
Since this step is more challenging for restaurants, we especially focus on this domain. 
To begin with, in Task 1.1, the key attribute values (cf. Table 5) of DSR1 and DSR2 were standardized due to 
inconsistent values caused by heterogeneous data policies among restaurant portals. For example, the postal code 
in DSR1 was given in the format “ZIP+4” (containing the standard five-digit postal code with four additional digits 
for postal delivery, e.g., “10019-2132”) and in DSR2 in the format “ZIP” (containing the standard five-digit postal 
code, e.g., “10019”). Hence, “Postal Code” was restricted to only the standard five-digit postal code “ZIP” (e.g., 
“10019”) to achieve standardized key attribute values. In the data preparation subtask, pairs of restaurants which 
were more than 1,000 meters apart from each other based on the key attribute “Geolocation” were removed, due 
to these restaurant pairs being obvious non-duplicates. This led to a total of 11,492 item pairs, constituting the data 
for the next task “Item Pair Classification”. Task 1.2 was initialized by selecting adequate SMFs for all key 
attributes, following the argumentations given in Section 3. For example, the SMFs “Jaro-Winkler” and 
“Levenshtein” were proved as useful for the key attributes “Name” and “Address” and the SMF “Haversine” was 
beneficial for “Geolocation” (Kamath et al. 2013). These key attributes were selected as no natural unique IDs for 
the restaurants were available across DSR1 and DSR2. The duplicate detection then yielded at first 6,226 pairs 
classified as duplicates and 5,266 item pairs classified as non-duplicates. In Task 1.3, multi-linkages of items were 
resolved. For example, the restaurant “Sushi You” in DSR1 was contained in two item pairs classified as duplicates 
(with the restaurant “Sushi You” from DSR2 in the first pair and with the restaurant “Sushi Ko” from DSR2 in the 
second pair). Here, the prediction score of the first pair was higher than the score of the second one and therefore, 
only the first pair was retained. After resolving such multi-linkages, the number of duplicate item pairs decreased 
to 5,919. With regard to Task 1.4, 500 item pairs (250 items presumed to be duplicates and 250 items presumed 
to be non-duplicates) were selected to validate our duplicate detection step. Thereby, the item pairs were examined 
by a web-based search which involved 1) visiting the homepages of the restaurants, 2) searching the restaurants 
via Google Maps and 3) using Google Street View to check the identity of restaurants. This method was necessary 
to reliably determine actual duplicates and non-duplicates as some non-duplicate item pairs were hard to identify. 
For example, the restaurants “Murray’s Cheese Shop” in DSR1 located at “254 Bleecker St” in “West Village” and 
“Murray’s Cheese Bar” in DSR2 at “264 Bleecker St” in “West Village”, which seem to be very similar at first 
sight, turned out to be non-duplicates after the examination. The validation of the duplicate detection yielded a 
precision of 95.9% (i.e., 235 of 245 classified duplicates were real duplicates; 240 of 255 classified non-duplicates 
were real non-duplicates), a recall of 94.0% (i.e., 235 of 250 real duplicates were classified as duplicates; 240 of 
250 real non-duplicates were classified as non-duplicates) and a F1-measure of 94.9%, demonstrating a very high 
quality. Summing up, the first step of the procedure yielded 5,919 duplicate restaurant item pairs of high quality 
constituting the basis for Step 2 of the procedure. 

Table 5. Key Attributes of both Restaurant Portals 

Key 
attributes 

Data type 
Example key attribute values from both portals for a 

duplicate 

Name String 
“9 Ten Restaurant” (in DSR1), 
“9 10 Restaurant” (in DSR2) 

Postal Code Number 
“10019-2132” (in DSR1), 

“10019” (in DSR2) 

Geolocation 
Geographic coordinates 
(latitude and longitude) 

“N 40.76591° / W -73.97979°” (in DSR1), 
“N 40.7659964050293° / W -73.9797178100586°” (in DSR2) 

Address String 
“910 Seventh Avenue” (in DSR1), 

“910 7th Av” (in DSR2) 

Phone Number 
“+1 917-639-3366” (in DSR1), 

“(917) 639 3666” (in DSR2) 

District String 
“Midtown” (in DSR1), 

“Midtown West” (in DSR2) 
 



2 Data Quality in Recommender Systems  23 

 

 

Next, we briefly outline the first step of the procedure for the movie domain. As described before, the duplicate 
detection step for the movie domain is in general less challenging than for the restaurant domain due to copyright 
standards. However, titles of movie duplicates do not always exactly match, since different movie portals have 
heterogeneous data policies (e.g., the movie titles “Mission: Impossible – Ghost Protocol” and “Mission: 
Impossible – Ghost Protocol (2011)” represent the same item). Hence, standardization of the key attribute “Title” 
in both data sets DSM1 and DSM2 is necessary (e.g., removing the year of the movie’s release). Thereafter, many 
duplicates can be detected directly by matching the standardized “Title” of movies in a large part of the cases (cf. 
Section 4.1). Similar as for restaurants, pairs of movies which were obvious non-duplicates (based on similarities 
of the key attribute “Title”) were removed during blocking leading to 10,160 item pairs as result of Task 1.1. Since 
DSM1 also contained items going beyond regular cinematographic movies (e.g., other film material such as “The 
Theory of Evolution: A History of Controversy”), item pairs could only be identified for the mentioned 10,160 
items in DSM1. In Task 1.2, SMFs such as “Jaro-Winkler” and “Levenshtein” were used for the key attribute “Title” 
for conducting item pair classification similarly as for restaurants. With no multi-linkages present in the result of 
Task 1.2 (i.e., Task 1.3 could be skipped), 9,438 movie item pairs were detected as duplicates. Similarly, as for 
restaurants, 500 item pairs were prepared to validate duplicate detection by a manual web-based search. The 
validation of the duplicate detection for movies in Task 1.4 yielded a precision of 95.1%, a recall of 96.7% and a 
F1-measure of 95.9%, demonstrating a very high quality for detecting duplicates. Summing up, the first step of 
the procedure yielded 9,438 duplicate movie item pairs of high quality constituting the basis for Step 2 of the 
procedure. 

4.2.2 Evaluation of Step 2 – Data Integration 
In this section, we outline the evaluation of the data integration step. The goal of this section is to assess how the 
completeness of the item content data could be increased through data integration. Therefore, we first establish 
how we conducted and validated the tasks of Step 2 of the procedure and then present the results of the evaluation. 
Since the number of further attributes in DSM2 (compared to DSM1) and the numbers of missing attribute values in 
DSM1 and DSM2 are very high (cf. Table 4), Step 2 is of particular relevance for the real-world scenario regarding 
the movie domain. Nevertheless, Step 2 is also crucial for the real-world scenario regarding restaurants, as in this 
step the actual data set extension is performed. 
Following Task 2.1, as heterogeneous data policies among portals in the restaurant domain had led to different 
names of the same attribute and different levels of granularity used across DSR1 and DSR2, all attributes of DSR2 
were compared to the attributes of DSR1 to identify matching and additional attributes. Thereby, 57 attributes of 
DSR2 such as “Japanese”, “Pizza” or “Vegan” were identified as matching attributes and 194 attributes of DSR2 
such as “Attire”, “Karaoke” or “Take Out” were identified as additional attributes in a manual check requiring 
approximately one hour of work, exhibiting almost perfect inter-coder reliability. According to Task 2.2, these 
additional attributes are to be analyzed regarding an extension of DSR1. Here, for a first evaluation regarding the 
effects on recommendation quality, we used all additional attributes for the extension of DSR1. Thus, the extended 
data set contained all attributes of DSR1 and all additional attributes of DSR2. Thereafter, the item content data of 
DSR1 was extended and attribute values of duplicates were inserted. Further, we validated Task 2.3, which means, 
the remaining missing attribute values were imputed in a first step. To this end, we evaluated the use of the Hot 
Deck Imputation method (cf. Table 2), allowing the replacement of all missing values and yielding an item content 
data set without missing values. In total, the evaluation shows that the completeness of the item content data of 
DSR1 can be increased by integrating 194 additional attributes from DSR2 and by imputation of 3,253 values in 
DSR1 and 190,789 values in DSR2. This emphasizes the superior data quality of the resulting extended data set 
compared to the basis data set DSR1 regarding the dimension completeness. 
In the case of the movie data sets, all 103 attributes of DSM2 such as “Genres”, “Cast” or “Language” were 
identified as additional attributes in Task 2.1. In Task 2.2, for a first evaluation regarding the effects on 
recommendation quality, we used all additional attributes of DSM2 for the extension of DSM1 similar to the case of 
restaurants. Thus, the attributes and values were inserted for the identified duplicates and thus, the extended data 
set contained all attributes of DSM1 and all attributes of DSM2. In Task 2.3, the remaining missing attribute values 
were imputed by means of the Hot Deck Imputation method (cf. Table 2) yielding an item content data set without 
missing values. In total, the evaluation shows that the completeness of the item content data of DSM1 can be 
increased by integrating 103 additional attributes from DSM2 and by imputation of 247,341 values in DSM1 and 
1,082,387 values in DSM2. Therefore, the resulting extended data set shows strongly increased data quality 
compared to the basis data set DSM1 regarding the dimension completeness. 
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Table 6. Challenges in the Context of Recommender Systems 

Topics Challenges in the context of recommender systems References to 
procedure step / task 

Data / Content 

 Decentral data capturing by many different users 
results in data quality problems requiring 
standardization 

 Heterogeneous data policies among portals lead to 
different characteristics of the data across data sets, 
also requiring standardization 

 Item content data is a central decisive factor for e-
commerce business models and respective 
recommender systems 

1.1 Data 
Standardization and 
Preparation 

Key Attributes and 
Item Pair 
Classification 

 Labeled training data is missing in the context of 
recommender systems for a supervised item pair 
classification 

 No natural unique IDs are available for items (e.g. 
restaurants) 

 Values of key attributes are entered in a decentral 
way and depend on the users’ own interpretation 
leading to highly diverse data values 

 Items with the same name referring to the same 
organization (e.g., “McDonald’s”) and items with 
similar names referring to different organizations 
(e.g., “Sushi You” vs. “Sushi Ko”) in the restaurant 
domain are potentially in close proximity in urban 
areas; however, they have to be distinguished as 
separate items 

1.2 Item Pair 
Classification 

Matching Attributes 

 Heterogeneous data policies among portals lead to 
different names of the same attribute (e.g., “Bar” 
vs. “Pub”) 

 Portals potentially use different levels of granularity 
when describing the attributes (e.g., “Asian 
Cuisine” vs. “Japanese Cuisine”) 

2.1 Identification of 
Attributes 

Additional Attributes 

 Attributes and their values (e.g., eight times more 
attributes after data set extension in the movie 
domain) directly affect the quality of the 
recommender system and the resulting 
recommendations 

2.2 Extension of 
Item Data 

Missing Values 
 Many recommender system techniques cannot 

handle missing values (e.g., 75% missing attribute 
values had to be imputed in the movie domain) 

2.3 Handling 
Missing Values 

4.2.3 Evaluation of Subsequent Step – Recommendation Determination 
Finally, we discuss the evaluation of the recommendation determination based on the extended data sets with 
increased completeness regarding both domains. After the data set extension in the first two steps of the procedure, 
the recommendations based on the extended data sets could be computed. As indicated in Section 3, we validated 
whether the hybrid recommender system approach CBMF (Forbes and Zhu 2011; Nguyen and Zhu 2013) can be 
utilized. We followed Nguyen and Zhu (2013) in regard to the default configuration for CBMF, with the only 
exception being the regularization penalty factor 𝜆, which has to be adjusted depending on the data set at hand 
(Koren et al. 2009). To this end, we compared the results of cross-validation tests of different values for 𝜆 as 
described by Koren et al. (2009). In these tests, the value 𝜆 = 10ିହ yielded the best results in terms of RMSE. 
After the execution of CBMF, the recommendations were evaluated by the following standard technique (cf., e.g., 
Shani and Gunawardana 2011). The ratings of DSR1 and DSM1 were randomly split into a training set (67% of 
ratings) to learn the parameters of the CBMF model (𝑝௨ and 𝑎௙, cf. Section 3) and a test set (33% of ratings) for 
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assessing recommendation quality. We quantified recommendation quality by the RMSE between the real ratings 
and the predicted ratings of the CBMF in the test set. To assess the recommendation quality based on the extended 
data sets compared to just data sets DSR1 or DSM1, respectively, the training of the CBMF parameters and the 
assessment of recommendation quality were validated on either the item content data of the extended data set or 
just on the item content data of DSR1 or DSM1. Here, in both cases (extended data set compared to the basis data 
set) the train-test-split remained the same such that a meaningful comparison of both cases was possible for both 
domains. The recommendation determination could be applied in each case without restrictions and yielded 
recommendations for each user. In particular, our procedure was able to successfully navigate numerous challenges 
in this context (cf. Table 6), which are common when trying to extend an item content data set with respect to the 
data quality dimension completeness. This successful validation of the determined recommendations concludes 
the evaluation of the proposed procedure in both real-world scenarios. 

4.3 Effects on Recommendation Quality 
In addition to the evaluation of the procedure itself in Section 4.2, we observed and examined effects of our 
procedure on recommendation quality in both e-commerce real-world scenarios. These effects can serve as a 
starting point for further investigations of the impact of completeness on the recommendation quality based on our 
procedure (cf. Section 2.2). In particular, besides evaluating the general impact of increased completeness on 
recommendation quality when applying the proposed procedure (Effect 1), we also investigated effects in detail 
on the results of the procedure from the three major dimensions related to (content-based and hybrid) 
recommendations in e-commerce (Heinrich et al. 2019): Items (Effect 2), content in form of attributes (Effect 3) 
and attribute values (Effect 4), and users (Effect 5). An overview of the results regarding these effects for both the 
restaurant and the movie domain is given in Table 7. 
 

Table 7. Overview of Improvements in Recommendation Quality for each Effect 

Effects Evaluation configurations 

Relative improvements in 
recommendation quality 
(RMSE) by procedure 

application 

Restaurants Movies 

1 Standard procedure configuration (as outlined in section 4.2) 13.2% 24.6% 

2 Procedure with simplified rule-based duplicate detection 9.8% 23.9% 

3 

Procedure 
without 
imputation 
and … 

additional attributes with low number of 
available attribute values (Set 1) 

0.1% 1.7% 

additional attributes with high number of 
available attribute values (Set 2) 

12.6% 17.4% 

all additional attributes (Set 3) 12.7% 17.4% 

all attributes of DS2 (Set 4) 12.6% 17.4% 

4 

Standard procedure configuration (as outlined in section 4.2) 
(Setting 1) 

13.2% 24.6% 

Procedure without imputation (Setting 2) 12.7% 17.4% 

Procedure without imputation and further removed attribute 
values (Setting 3) 

6.5% 13.7% 

5 

Procedure for users with high rating numbers (Group 1) 17.1% 45.4% 

Procedure for users with moderate rating numbers (Group 2) 16.3% 42.7% 

Procedure for users with low rating numbers (Group 3) 9.9% 6.0% 

 
Effect 1. Extending the basis data set (DSR1 and DSM1, respectively) by applying the proposed procedure improved 
recommendation quality considerably. 
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Scenario regarding restaurants: Indeed, the more complete view on restaurants provided by the extended data set 
led to an improvement in recommendation quality of 13.2% (the RMSE achieved for the extended data set is 0.89, 
while the RMSE for just DSR1 is 1.02). The more complete view and its effect can be illustrated by an example 
considering the user “Michelle”, who had submitted 43 ratings overall. This user had, in reality, rated the restaurant 
“ShunLee” with a score of 4 stars. The rating of this restaurant as estimated by CBMF based on just DSR1 was 1 
star, which means that there was a huge discrepancy between the real and the estimated rating. In the extended 
data set, the item vector of “ShunLee” was extended by all additional attributes and attribute values of its duplicate 
in DSR2 as described above. This extension led to a large improvement, as CBMF based on the extended data set 
determined a rating of 3 stars, which is much closer to the real rating of the user. Overall, the recommendations 
for “Michelle” based on the extended data set and based on just DSR1 resulted in RMSEs of 0.56 and 3.78, 
respectively. This example further illustrates the (considerable) improvement of recommendation quality. 
Scenario regarding movies: Compared to the restaurant domain, the overall effect of the procedure in the movie 
domain is even stronger, as the extension of DSM1 led to an improvement in recommendation quality of 24.6%. 
However, the baseline RMSE of 3.15 based on just DSM1 is inferior for the movie domain compared to the 
restaurant domain with a baseline RMSE of 1.02, which means, improving a higher baseline RMSE is 
comparatively easier. This puts the high improvement in recommendation quality in perspective. Besides this, 
individual analyses of users regarding improvements in recommendation quality can be performed analogously to 
the description above for restaurants. 
Effect 2. A sophisticated duplicate detection as proposed by our procedure yielded a high improvement in 
recommendation quality. 
Scenario regarding restaurants: In order to investigate the importance of duplicate detection (cf. Section 3.1) on 
the resulting recommendation quality, we further instantiated and evaluated the procedure with an alternative rule-
based duplicate detection algorithm (cf. Christen 2012). To evaluate this alternative algorithm, we performed Task 
1.1, Task 1.3 and Task 1.4 in the same way, but for Task 1.2, we chose the following decision-rule aiming for a 
simple but transparent classification of item pairs (𝐴, 𝐵):  
If 𝑗𝑎𝑟𝑜_𝑤𝑖𝑛𝑘𝑙𝑒𝑟_𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦௡௔௠௘(𝐴, 𝐵) > 𝑇ଵ and ℎ𝑎𝑣𝑒𝑟𝑠𝑖𝑛𝑒_𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦௚௘௢௟௢௖௔௧௜௢௡  (𝐴, 𝐵) > 𝑇ଶ then item 𝐵 is 

classified as a duplicate of item 𝐴 else item 𝐵 is not classified as a duplicate of item 𝐴. 
We evaluated different threshold configurations for 𝑇ଵ and 𝑇ଶ resulting in the best validation results for the 
thresholds 𝑇ଵ = 0.9 and 𝑇ଶ = 0.909 (corresponding to a distance of 100 meters), which were used for the rule-
based item pair classification. As the rule-based duplicate detection was rather restrictive with judging pairs of 
items to be a duplicate, the fewer pairs of items identified as duplicates by the rule-based duplicate detection were 
almost all correctly classified, resulting in a high precision of 96.8% (compared to 95.9% precision of the 
sophisticated duplicate detection). However, the rule-based duplicate detection mainly just identified the rather 
obvious duplicates, leading to this high precision but a quite low recall. More precisely, it was only able to identify 
72.8% of duplicates as indicated by the recall (compared to 94.0% recall of the sophisticated duplicate detection). 
Thus, the rule-based duplicate detection also exhibited an overall lower F1-measure of 83.1% compared to 94.9% 
for the sophisticated duplicate detection, demonstrating the higher quality of the sophisticated duplicate detection. 
The assessed improvement in recommendation quality when conducting the remainder of the procedure using this 
duplicate detection with lower quality was only 9.8% (compared to 13.2% improvement for the sophisticated 
duplicate detection with higher quality assessed on the same test set of ratings as in Effect 1). These results show 
that the sophisticated duplicate detection algorithm proposed by our procedure led to a significantly higher 
improvement in recommendation quality. 
Scenario regarding movies: Similarly, as for restaurants, we instantiated and evaluated a rule-based duplicate 
detection algorithm in the movie domain yielding 85.3% for F1-measure (compared to 95.9% for the sophisticated 
duplicate detection). Nevertheless, even the procedure with the rule-based duplicate detection yields an 
improvement in recommendation quality by 23.9%, which is smaller than the improvement based on the 
sophisticated duplicate detection, which is 24.6%. 
Effect 3. The extension of the basis data set (DSR1 and DSM1, respectively) with further attributes (of DSR2 and 
DSM2, respectively) generally supported the increase in recommendation quality, with the extent of improvement 
depending on the attribute set used for the extension. 
Scenario regarding restaurants: To analyze and separate the effect of additional attributes for extension in Task 
2.2, we split all additional attributes from DSR2 into two equally sized groups based on the absolute number of 
available values per attribute. First, we extended DSR1 with the set of additional attributes from DSR2 with a low 
number of available attribute values (Set 1), leading to an improvement in recommendation quality of just 0.1%. 
Second, the extension of DSR1 with the set of additional attributes with a high number of available attribute values 
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(Set 2) achieved an improvement of 12.6%. In comparison, the extension of DSR1 with all additional attributes of 
DSR2 (Set 3) led to an improvement of 12.7%.4 These results show that while the extension with additional 
attributes generally contributed to an improvement of recommendation quality, the extent of improvement 
depended on the number of available attribute values of the additional attributes. Thus, these results indicate that 
the increase in recommendation quality could mainly be traced back to attributes with a high number of available 
attribute values. Moreover, we investigated the extension of DSR1 with all attributes of DSR2 (Set 4; i.e., additional 
attributes and matching attributes from DSR2) in order to further analyze this effect. This means, we omitted the 
identification of matching attributes (cf. Task 2.1) and extended DSR1 with all attributes of DSR2 (i.e., additional 
and matching attributes). Although another 57 (matching) attributes were added compared to the extension with 
only additional attributes, the improvement of recommendation quality decreased slightly by 0.1% to 12.6%. This 
finding based on our chosen real-world scenario supports that more data (i.e., more attributes and attribute values) 
does not always lead to better results of decision support systems and, in particular, recommender systems (cf. 
Section 2.2). Therefore, the additional and more complete data provided by the matching attributes did not yield 
any added value, which is in line with works such as Bleiholder and Naumann (2008). In our application context, 
the matching of attributes led to just a slight improvement of the recommendation quality (0.1%), however, there 
may be application areas in which the matching of attributes contributes even more to an improvement of the 
recommendation quality and therefore Task 2.1 of the procedure is essential. 
Since both adding attributes and identifying matching attributes may cause effort, it would be interesting to further 
investigate how to choose an adequate balance between these efforts and the resulting benefits of improved 
recommendation quality. For instance, when the efforts for adding attributes are low, all additional attributes can 
be selected for extension. Otherwise, a limitation to a smaller set of (additional) attributes (e.g., attributes with a 
high number of available attribute values) may be reasonable to reduce high efforts while simultaneously 
accomplishing a similarly high improvement of recommendation quality.  
Scenario regarding movies: As for restaurants, we analyzed four sets of additional attributes (Set 1-4) from DSM2 
regarding an improvement in recommendation quality. Since the scenario regarding movies did not yield matching 
attributes, all attributes of DSM2 constituted additional attributes and thus, the attribute sets Set 3 and Set 4 were 
identical. Here, the results regarding this effect for movies further underline the findings identified for restaurants 
as the improvement of 1.7% in recommendation quality for Set 1 was small compared to high improvements of 
17.4% for the Sets 2-4. That is, the increase in recommendation quality could mainly be traced back to attributes 
with a high number of available attribute values. 
Effect 4. More attribute values (i.e., less missing values) resulted in increased recommendation quality.  
Scenario regarding restaurants: In addition to the analysis of the set of attributes, we also investigated effects of 
item content data with respect to (missing) attribute values. We fixed the set of attributes in the extended data set 
and focused on the imputation of missing attribute values (cf. Task 2.3) in order to separate Effect 4. We examined 
three settings with a varying number of (missing) attribute values. In the first setting, we imputed all missing 
values according to Task 2.3, resulting in no missing values in the item content data set used. The second setting 
used the extended data set without imputing missing values. In our real-world scenario regarding restaurants, 
however, only four percent of attribute values were missing, which could limit the extent of potential effects of 
missing attribute values. Therefore, we considered a third setting, in which we randomly removed an additional 
ten percent of attribute values from the extended item content data set to examine the effect of missing attribute 
values more generally in the restaurant domain. This led to a total of fourteen percent of missing attribute values 
in this third setting. We evaluated all three settings regarding resulting improvements in recommendation quality 
(i.e., RMSE based on the extended data set vs. RMSE based on just DSR1). The results showed an improvement in 
recommendation quality of 13.2% for the first setting, 12.7% for the second setting and 6.5% for the third setting. 
Scenario regarding movies: In contrast to the scenario regarding restaurants, the movie data sets showed high 
numbers of missing attribute values (cf. Table 4) making this scenario especially promising for analyzing the effect 
of imputing missing values (in Step 2 of the procedure) on recommendation quality in a real-world e-commerce 
application scenario. Similarly, as for restaurants, we examined the three settings with a varying number of missing 
attribute values. The results showed an improvement in recommendation quality of 24.6% for the first setting (i.e., 
the extended data set with imputed missing values), 17.4% for the second setting (i.e., the extended data set without 

                                                 

4 The difference between the improvement of 12.7% in Effect 3 and the improvement of 13.2% in Effect 1 can be attributed to the fact that 
imputation of missing values is omitted in Effect 3. 
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imputed missing values) and 13.7% for the third setting (i.e., the extended data set without imputed missing values 
and 10% further removed attribute values).  
These results emphasize that recommendation quality benefits significantly from having more attribute values and, 
in particular, from imputing missing values, which constitutes a main task in the proposed procedure (cf. Task 2.3). 
Effect 5. Users with a high number of submitted ratings benefitted more from the data set extension than users 
with a low number of submitted ratings. 
Scenario regarding restaurants: For the analysis of this effect, we examined the relation between the number of 
ratings submitted by users and the increase in recommendation quality. To do so, we grouped all users into three 
equally sized groups based on their number of submitted ratings in the training set and examined the three groups 
individually regarding their improvement in recommendation quality. The first group containing users with the 
highest number of ratings (averaging about 29 ratings submitted per user) achieved a RMSE improvement of 
17.1%. The second group, whose users had on average submitted about 15 ratings, recorded a RMSE improvement 
of 16.3%. Finally, the third group of users, with an average of about 10 ratings submitted per user, achieved the 
lowest improvement of recommendation quality, accomplishing a RMSE improvement of 9.9%. 
Scenario regarding movies: Analogous as for restaurants, we grouped the users in the movie scenario into three 
equally sized groups. The first group, whose users had on average submitted about 4 ratings, achieved the highest 
RMSE improvement of 45.4%. The second group, whose users had submitted about 2 ratings on average, still 
recorded a high RMSE improvement of 42.7%. Finally, the third group of users, with an average of about 1 rating 
submitted per user, achieved the lowest improvement of recommendation quality, accomplishing a RMSE 
improvement of only 6.0%. Although the improvement for the third user group is small, it is still noteworthy as 
these users with just 1 submitted rating have only rating data in either the training set or the test set. In particular, 
this means that even users without ratings at all (i.e., without ratings in the training set) benefit from extending the 
item content data set, which is of high relevance for e-commerce applications, as the case of new users occurs very 
frequently. 
Overall, these results indicate that the improvement of recommendation quality depended on the number of ratings 
submitted by users, and that users with a higher number of submitted ratings benefitted more. In a detailed analysis, 
we concluded that this effect can be attributed to the fact that users with a higher number of submitted ratings 
mainly rated items for whom more item content was added. Thus, the extended data set enabled the recommender 
system to infer these users’ ratings even more accurately. 

5 Conclusion, Limitations and Directions for Future Work 
Researchers have highlighted the relationship between data quality and decision support systems, and in particular 
recommender systems, in the field of IS. Based on a theoretical model, we present a procedure for the systematic 
extension of a data set DS1 with additional item content (attributes and attribute values) from another data set DS2 
in the same domain. Thereby, the procedure aims to address data quality, especially by increasing the completeness 
of data sets and, in consequence, to improve recommendation quality of recommender systems. In a first step, an 
approach to detect duplicate items across data sets DS1 and DS2 is proposed. In a second step, we outline how 
item content data in DS1 can be extended by integrating the item content data of a data set DS2 as well as by 
imputing missing values. Based on these two steps, the resulting extended data set can be used by an arbitrary 
content-based or hybrid recommender system to determine recommendations in a subsequent step. We evaluate 
the procedure by using two real-world data sets regarding restaurants and movies, which constitute commonly 
analyzed domains in IS research on e-commerce, and discuss effects on recommendation quality. Here, the results 
show that the presented procedure is indeed capable of improving recommendations considerably by means of 
item content data extension, which is in line with existing research (cf. Heinrich et al. 2019). Furthermore, we 
investigate different effects on the results of the procedure from the three dimensions items, content and users, 
revealing that the procedure was valuable in each investigated case and indicating under which circumstances a 
substantial improvement in recommendation quality was achieved. Complementary to existing research proposing 
general relationships between data quality and decision support systems, this work provides and evaluates a 
tangible procedure which enables to increase data completeness with the aim of improving recommendation 
quality. Moreover, this procedure serves an evaluated template for future procedures to support the investigation 
of further data quality dimensions (e.g., consistency) for decision support systems in various e-commerce 
applications. 
The rapid proliferation of e-commerce has cemented the tremendous relevance of recommender systems. These 
systems are powerful data-driven decision support systems incorporated in many e-commerce platforms guiding 
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users to their individually best item choice among a plethora of alternatives. Thereby, recommender systems 
address the problem of information overload, which constitutes a major subject of IS research in the field of e-
commerce. While the steady increasing volume of information (e.g., about attributes of items) would further 
aggravate the problem of information overload for users, recommender systems actually can somehow invert this 
effect. In contrast to the limited cognitive capabilities of users, for recommender systems as automated data-driven 
systems, more information (e.g., item content data; i.e., attributes and attribute values) is highly useful to 
individually support the user’s decision-making and thus to further reduce the problem of information overload. 
To do so, increasing the completeness of the data (i.e., item content data) a recommender system is based on seems 
to constitute a promising way, which is studied in this paper by proposing a procedure for data set extension. 
Especially in established e-commerce domains (e.g., restaurants and movies), a higher completeness can 
significantly improve the recommendation quality for users (e.g., the selection of restaurants and movies), which 
in the long run strengthens the relationship between providers and users. 
Here, our evaluation encourages IS providers in e-commerce (e.g., online portals) to improve data quality by 
providing a straightforward way to increase completeness without the need of manual tasks such as visiting items’ 
websites or social media pages. Our procedure shows that achieving high data quality is indeed beneficial for 
companies, as the resulting improved recommendations support the various goals and purposes of recommender 
systems such as promoting cross- and up-selling or increasing customer loyalty (Jannach and Adomavicius 2016). 
Moreover, our results open up a way for portals with limited resources to balance the efforts and benefits associated 
to the procedure. For instance, as recommending items based on massively extended item content data can prove 
to be time-consuming, portals may prefer to focus on a subset of users or additional attributes based on the evidence 
found in Section 4. 
However, our work also has some limitations, which could be starting points for future research. First, while we 
focused on completeness as a highly relevant data quality dimension, extensions of data sets in the context of 
recommender systems could also take into account other data quality dimensions such as accuracy or currency. 
Second, we considered the extension of item content data based on additional structured data in this paper. Here, 
it would be promising to leverage modern information extraction approaches, such as aspect extraction with 
language models (e.g., BERT; cf. Xu et al. 2019). Thereby, data sets already used by IS providers could be 
extended by extracted features from unstructured textual data sources (e.g., online customer reviews). Moreover, 
another interesting perspective might be to incorporate the extension of user data into the procedure, which could 
in some cases be realized by, for instance, user linkage based on online social network accounts. Finally, the 
approach could also be applied to further data sets, possibly from other domains outside the field of e-commerce, 
in order to validate and substantiate the resulting effects on recommendation quality. 
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Abstract: 

Recommender systems strive to guide users, especially in the field of e-commerce, to their individually best 

choice when a large number of alternatives is available. In general, literature suggests that the quality of data 

which a recommender system is based on may have important impact on recommendation quality. In this paper, 

we focus on the data quality dimension completeness of item content data (i.e., features of items and their feature 

values) and investigate its impact on the prediction accuracy of recommender systems. In particular, we examine 

the increase in completeness per item, per user and per feature as moderators for this impact. To this end, we 

present a theoretical model based on the literature and derive ten hypotheses. We test these hypotheses on two 

real-world data sets, one from two leading web portals for restaurant reviews and another one from a movie 

review portal. The results strongly support that, in general, the prediction accuracy is positively influenced by 

increased completeness. However, the results also reveal, contrary to existing literature, that among others 

increasing completeness by adding features which differ significantly from already existing features (i.e., a high 

diversity) does not positively influence the prediction accuracy of recommender systems. 

Introduction 

Recommender systems strive to guide users to their individually best choice when a large number of alternatives 

is available. Due to a broad variety of interesting problem settings for scholars and a plethora of practical 

applications, recommender systems continue to be a topic widely discussed in literature (Adomavicius and 

Tuzhilin 2005; Bobadilla et al. 2013; Karatzoglou and Hidasi 2017). For example, in recent years, many of these 

practical applications have been in the field of e-commerce and electronic markets (Li and Karahanna 2015; Lu 



2 Data Quality in Recommender Systems  36 

 

 

et al. 2015; Ricci et al. 2011). Thereby, recommender systems “have become one of the most powerful and 

popular tools” (Ricci et al. 2011), mainly because of the large amount of available data about items (e.g., songs 

or movies). Here, usually, a choice amongst an abundance of items needs to be made, which has inspired 

providers such as Netflix or Spotify to develop elaborate recommender systems (Bell et al. 2007; Gomez-Uribe 

and Hunt 2016; Song et al. 2013). Similarly, recommender systems can assist users in their choice of which 

restaurant to visit or in which hotel to stay (Levi et al. 2012; Vargas-Govea et al. 2011). In this context, several 

works suggest that the quality of the determined recommendations depends on the quality of the data which a 

recommender system is based on (Adomavicius and Zhang 2012; Felfernig et al. 2007; Konstan and Riedl 2012; 

Picault et al. 2011; Sar Shalom et al. 2015). As discussed by Jannach et al. (2016), these works mainly 

investigate the data quality of rating data (e.g., how to achieve the most accurate completion of the user-item 

matrix with rating predictions) and therefore, propose to leverage additional user data such as the user’s context, 

the user’s browsing history or the user’s social graph. In contrast to these articles mainly discussing data quality 

of user or rating data (cf. Section “Background”), this paper focuses on data quality of item content data, which 

means, features of items such as Genre or Actors of movies and their feature values. 

In general, data quality constitutes a multidimensional construct (Pipino et al. 2002; Wand and Wang 1996; 

Wang et al. 1995) comprising several dimensions such as correctness, completeness and currency of data (Batini 

and Scannapieco 2016; Heinrich et al. 2018b; Lee et al. 2002; Redman 1996). Some existing works investigate 

and assess the impact of data quality and its dimensions in decision making (Feldman et al. 2018; Heinrich and 

Hristova 2016). As recommender systems are an important category of decision support systems, especially in 

electronic markets, we aim to examine the impact of item content data and their quality on the determined 

recommendations. Here, capturing a more complete view of this item content data (i.e. more available features 

and feature values) is of particular relevance (Adomavicius and Tuzhilin 2005; Pazzani and Billsus 2007; Picault 

et al. 2011). After all, “some representations capture only certain aspects of the content, but there are many 

others that would influence a user’s experience” (Lops et al. 2011). Hence, in this paper, we focus on the data 

quality dimension completeness. 

Batini et al. (2009) summarize that completeness can be understood as the amount to which an available data 

view includes data describing the corresponding set of considered real-world objects (cf., e.g., also Ballou and 

Pazer 1985; Redman 1996). Following this definition, we aim to investigate the impact of completeness on 

recommendation quality, with completeness being the amount of available features and their feature values 

describing the set of items. For instance, the movie feature Genre has multiple feasible feature values such as 
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Comedy, Drama, Thriller and so forth, while the restaurant feature Cuisine has multiple feasible feature values 

such as Italian, American or Mexican. Providers covering such domains typically assign such feature values to 

items in order to describe and emphasize their (special) characteristics and thus, allow a more complete view on 

these items. Moreover, to assess the impact of completeness on recommendation quality, we examine the 

prediction accuracy, which is by far the most discussed quality measure in recommender systems literature 

(Shani and Gunawardana 2011). In this paper, prediction accuracy is assessed by the familiar evaluation 

measures Root Mean Squared Error (RMSE), Precision, Recall and F1-measure enabling a broad but also 

differentiated analysis of the results. To the best of our knowledge, no existing work analyzes the impact of the 

amount of available features or feature values (completeness of item content data) on prediction accuracy. Thus, 

we focus on the following two research questions: 

RQa: Does the amount of available item features influence the prediction accuracy of recommender systems? 

RQb: Does the amount of filled up missing item feature values influence the prediction accuracy of 

recommender systems? 

We address these research questions by formulating ten hypotheses based on a theoretical model derived from 

the literature. Further, we test the statistical significance of these hypotheses by means of both a t-test and a 

moderated regression analysis concerning the impact of the amount of available item features and their feature 

values on prediction accuracy. The results show that completeness of the item content data generally has a 

significant positive impact on prediction accuracy. However, the results also reveal some findings which are 

contrary to statements in existing literature (Mitra et al. 2002; Tabakhi and Moradi 2015) stating that adding 

features with low diversity to a data set has less positive impact on prediction accuracy than adding features with 

high diversity. 

Further, this research is also interesting for practitioners. For instance, the rapid development in e-commerce 

implies a swiftly increasing number of heavily competing web portals in electronic markets. Thus, increasing 

prediction accuracy by additional features and feature values may lead to competitive advantages for a portal. 

Furthermore, portals nowadays have their own individual data sets, which usually vary in their features and 

feature values for items, even for portals of the same domain (e.g., restaurants as items). Extending a data set 

with additional item content data from another data set (e.g., in case of a meta search portal) can be highly 

valuable for a recommender system as the two data sets may offer a differing and, when combined, more 

complete view of the items at hand. While portals offering a meta view exist (e.g., trivago.com compiles pricing 



2 Data Quality in Recommender Systems  38 

 

 

data from various hotel portals), these portals usually simply juxtapose the data and do not use it to provide 

recommendations based on additional features and feature values. Analyzing the impact of increased 

completeness of item content data on prediction accuracy may reveal substantial unused potential in this context. 

The remainder of the paper is organized as follows: In the next section, we discuss related work regarding data 

quality in the context of recommender systems, especially in terms of the dimension completeness, and outline 

the theoretical model which is used to substantiate the hypotheses presented in the following section. Thereafter, 

we discuss the used evaluation measures and testing methodology. In the evaluation section, we statistically test 

the significance of our hypotheses based on two different real-world data sets. Afterwards, we analyze and 

discuss the results and give some further practical implications. Finally, we summarize our work and point out 

limitations as well as directions for future research. 

Background and Theoretical Model 

This section consists of two subsections covering the literature background and the theoretical model for our 

research. 

Background 

In this subsection, we firstly analyze existing works related to our research questions. Thereafter, we identify the 

research gap which is addressed in this paper. Following the guidelines of standard approaches to prepare the 

related work (e.g., Levy and Ellis 2006), we performed a literature search on the databases ACM Digital Library, 

AIS Electronic Library, IEEE Xplore, ScienceDirect and Springer as well as the proceedings of the European 

and International Conference on Information Systems, the ACM Conference on Recommender Systems and the 

International Conference on Information Quality. The resulting papers were examined based on title, abstract 

and keywords, leading to thirteen remaining papers. We performed an additional forward and backward search 

on these papers, leading to a total of twenty-seven relevant papers. These papers were analyzed in detail and 

could be organized within three categories A, B and C. Works of category A discuss data quality issues in the 

context of recommender systems, whereas works of category B present recommender systems which deal with a 

data set extended by using web data sources. Works of category C investigate the impact of data characteristics 

such as the entropy of the distribution of rating data on recommendation quality. In the following, we discuss the 

relevant papers of each category. 

The eight works in category A explicitly recognize the importance of data quality for recommender systems 
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from a general perspective (Amatriain et al. 2009; Berkovsky et al. 2012; Burke and Ramezani 2011; Konstan 

and Riedl 2012; Lathia et al. 2009; Levi et al. 2012; Pessemier et al. 2010; Sar Shalom et al. 2015), including 

several approaches that deal with data quality issues. For instance, as data sparsity and inaccuracy have been 

identified to influence recommendation quality, Lathia et al. (2009) suggest to choose data sources for the 

application of a recommender system user-dependently. Sar Shalom et al. (2015) tackle sparsity and redundancy 

issues by deleting or omitting certain users or items while Pessemier et al. (2010) analyze consumption data such 

as ratings in regard to currency. Further, Levi et al. (2012) use text mining on user reviews from various sources 

to alleviate the cold start problem of new users by assigning them to so-called context groups.  

The four works in category B (implicitly) investigate completeness in recommender systems (Abel et al. 2013; 

Bostandjiev et al. 2012; Kayaalp et al. 2009; Ozsoy et al. 2015). More precisely, these works propose to use data 

from additional web sources to gain an extended data set and to increase recommendation quality in this way. 

Abel et al. (2013) study user profiles based on aggregated data sets from the social web and show that 

recommendation quality is improved by user profiles extended through several cross-system user-modelling 

strategies. Ozsoy et al. (2015) argue that recommendations can be improved by consolidating user data from 

multiple sources. In their experiments, they show that using multiple user features from several social networks 

produces an enhanced perspective of user behavior and preferences, leading to improved recommendations. 

Kayaalp et al. (2009) present an event recommender system for users of a social network. This system collects 

heterogeneous event data from various web pages to achieve an extended data set and proposes event 

recommendations on this basis. A further approach is proposed by Bostandjiev et al. (2012). They suggest to use 

multiple data sources such as Twitter, Facebook and Wikipedia to apply an individual recommender system on 

each data source. Afterwards, the recommendation results are combined aiming to improve recommendation 

quality. 

The fifteen works in category C examine the impact of data characteristics (so-called meta-features) on 

recommendation quality. In particular, these works investigate the impact of data characteristics of rating data 

(e.g., Adomavicius and Zhang 2016; Griffith et al. 2012; Matuszyk and Spiliopoulou 2014), content data (Fortes 

et al. 2017) and other data such as binary purchase data (Geuens et al. 2018), social network graph data (Olteanu 

et al. 2014) or folksonomy data (Doerfel et al. 2016) on different performance measures of recommender 

systems. For instance, Cunha et al. (2016), Ekstrand and Riedl (2012) and Huang and Zeng (2005) aim to select 

the best recommender algorithm depending on data characteristics such as the entropy of ratings. Furthermore, 

Adomavicius and Zhang (2012), Basaran et al. (2017) and Grčar et al. (2006) analyze the recommendation 
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quality based on rating data specific meta-features such as the user-item ratio. As meta-features usually provide 

valuable information, for instance, Sergis and Sampson (2016) and Zapata et al. (2015) enhance hybrid 

recommender systems by including the meta-features directly as input to the recommender algorithm.  

Given this discussion, none of the works above investigates the impact of completeness of item content data on 

recommendation quality. The works in category A focus on data quality issues in recommender systems, 

analyzing the impact of dimensions such as accuracy and currency on recommendation quality. We extend this 

category of works by contributing investigations for the impact of completeness on recommendation quality. The 

works in category B focus on completeness aspects in the context of recommender systems. Abel et al. (2013) 

and Ozsoy et al. (2015) aim to improve recommendation quality by using more complete user data. Kayaalp et 

al. (2009) and Bostandjiev et al. (2012) use multiple sources for data concerning items in the context of 

recommender systems. Here, Kayaalp et al. (2009) focus on the technical challenges arising from the integration 

of heterogeneous event data types for recommender systems and do not discuss the impact of completeness of 

item content data on recommendation quality. Bostandjiev et al. (2012) apply different recommender systems on 

each data source separately. Their resulting recommendation is the aggregation of the recommendations based on 

each single data source. Therefore, works in category B do not aim at an explanatory analysis or refer to a 

theoretical model to study whether recommendation quality is influenced by adding features and feature values. 

The works in category C focus on the impact of data characteristics on recommendation quality. While the 

majority of works study impact of data characteristics (meta-features) of rating data, only Fortes et al. (2017) 

investigate data characteristics in relation to item content data. They enhance the recommender system by 

including these data characteristics directly in the recommender algorithm as they aim for a predictive analysis. 

In contrast to the discussed works, which either focus on the consideration of rating data characteristics (e.g., 

entropy of rating distribution) or generate recommendations in a predictive analysis, we extend this category of 

works in two ways. Firstly, we explicitly investigate the impact of completeness of item content data on 

prediction accuracy. Secondly, we conduct an explanatory analysis based on causal hypotheses and a theoretical 

model, which strongly differs from predictive analytics (Shmueli and Koppius 2011). Both aspects have 

important implications in practice as the actual relevance of increasing the amount of available features and 

feature values for prediction accuracy is examined. 

Theoretical Model 

This subsection presents a theoretical model constituting a basis for the hypotheses discussed in the subsequent 
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section. Research in the field of data quality shows an increasing tendency to study the impact of data quality of 

data views and data values (independent variable) on different evaluation criteria of decision support systems 

such as decision quality or data mining outcome (dependent variable) (e.g., Bharati and Chaudhury 2004; Blake 

and Mangiameli 2011; Feldman et al. 2018; Ge 2009; Woodall et al. 2015). More precisely, Blake and 

Mangiameli (2011) analyze the impact of the data quality dimensions accuracy, completeness, consistency and 

currency on data mining results in order to support decision-making. Woodall et al. (2015) investigate the impact 

of completeness on classification outcomes used for supporting users in their decision process. Bharati and 

Chaudhury (2004) examine the effects of accuracy, completeness and currency on the ability of an online 

analytical processing system to sustain decision-making. Ge (2009) focuses on accuracy, completeness and 

consistency and their impact on decision quality. Feldman et al. (2018) propose an analytical framework to 

investigate the impact of incomplete data sets on a binary classifier that serves for decision support. 

The focus of these papers is to investigate in which way and to what extent the quality of data views and data 

values, especially the dimension completeness, influences evaluation criteria such as data mining outcome of 

particular decision support systems. Because recommender systems are a relevant category of decision support 

systems, especially in electronic markets, assisting users that face decision-making problems (Porcel and 

Herrera-Viedma 2010; Power et al. 2015), we derive the theoretical model from these works to examine the 

impact of completeness of item content data on prediction accuracy of recommender systems. Figure 1 presents 

this theoretical model. 

 

Figure 1.  Theoretical Model 

In the context of decision support systems, completeness is a frequently investigated dimension of data quality 

(Blake and Mangiameli 2011; Feldman et al. 2018; Ge 2009; Woodall et al. 2015). These works refer to 

completeness as the amount of available data views and data values. We take up this idea in the theoretical 

model and consider completeness by the amount of features and their feature values (cf. left side of Figure 1). As 

discussed above, features such as Cuisine can have multiple feasible feature values such as Italian, American or 

Mexican, which are assigned to items in order to describe and underline their characteristics enabling a more 
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complete view on these items. Therefore, we focus on such features and their feature values when analyzing 

completeness. Similar to Bharati and Chaudhury (2004) and Ge (2009), the presented theoretical model in 

Figure 1 indicates a direct relation between data quality and evaluation criteria of decision support systems. In 

particular, the theoretical model suggests this relation between completeness of item content data and prediction 

accuracy of recommender systems (cf. right side of Figure 1). This model constitutes the foundation for the 

following hypotheses and is customized by different moderator variables to allow for a detailed analysis. 

Hypotheses 

Based on the theoretical model, we present ten hypotheses to address our research questions. Each hypothesis 

examines the impact of completeness of item content data on prediction accuracy from a different angle. 

Figure 2 at the end of this section shows an overview of all hypotheses. 

Content-based and hybrid recommender systems, two major categories of recommender systems (Ning et al. 

2015), operate on item content data to propose items to users that they are likely to be interested in (Lops et al. 

2011). For this kind of data, increased completeness means that more features and/or more feature values are 

assigned to items (cf. Section “Theoretical Model”). Thus, increased completeness in this sense can be achieved 

in two ways: First, by adding features and their feature values to the feature set. For instance, a feature Actors 

can be added to the feature set for the movie domain. Second, by filling up missing feature values. For example, 

an already available feature Parking Information stating the parking options of a restaurant may have missing 

values for some restaurants which can be filled up. This can be done in various ways, for example by surveys, 

analyses or imputation (cf. Section “Description and Preparation of Data Sets”). Hence, all following hypotheses 

address both ways of increasing completeness in correspondence with our research questions RQa and RQb. 

Hypotheses labelled “a” focus on completeness increased by adding features and their feature values, whereas 

hypotheses labelled “b” focus on completeness increased only by filling up missing feature values. For both 

types of hypotheses, we test whether an increase in prediction accuracy can be observed.  

This discussion leads to the following first two hypotheses: 

H1a: Adding features and their feature values leads to higher prediction accuracy. 

H1b: Filling up missing feature values leads to higher prediction accuracy. 

Hypothesis H1a pursues the idea that the preferences of users can be analyzed in more detail when more item 

features and their feature values are available and suggests that the prediction accuracy (assessed by RMSE, 
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Precision, Recall and F1-measure; cf. Section “Assessing Prediction Accuracy”) is thus higher. Hypothesis H1b 

follows the expectation that recommendations are more accurate when missing values of item features are filled 

up. 

Depending on the analysis of Hypotheses H1a/b, it is further interesting whether the extent of increased 

completeness measured per item, user or feature influences the extent of increased prediction accuracy. 

Regarding items and users, this can be described more precisely as follows: Does the increase in the amount of 

additional features and feature values (type “a”) or the increase in the amount of filled up feature values (type 

“b”) positively moderate the impact of completeness on prediction accuracy for an item or a user? 

Therefore, it is meaningful to examine moderator effects regarding users and items on the relationship between 

completeness and prediction accuracy. This discussion leads to further hypotheses, which consider the increase 

in the amount of additional features and feature values, respectively, the increase in the amount of filled up 

feature values, per item or per user. Beginning with items, we examine the following hypotheses:  

H2a: The increase in the amount of additional features and their feature values for an item constitutes a 

positive moderator on the impact of completeness on prediction accuracy. 

H2b: The increase in the amount of filled up feature values for an item constitutes a positive moderator 

on the impact of completeness on prediction accuracy. 

Analogously, we formulate the hypotheses regarding the increase in completeness for users as follows: 

H3a: The increase in the amount of additional features and their feature values regarding a user 

constitutes a positive moderator on the impact of completeness on prediction accuracy. 

H3b: The increase in the amount of filled up feature values regarding a user constitutes a positive 

moderator on the impact of completeness on prediction accuracy. 

Similar to items and users, it appears reasonable that the extent of increased completeness per feature also 

influences the extent of increase in prediction accuracy. Consequently, the following hypotheses examine the 

moderator effect regarding features on the relationship between completeness and prediction accuracy.  

At first, we focus on a higher amount of values of added or filled up features, respectively, which leads to the 

following two hypotheses:  

H4a: The increase in the amount of feature values for an additional feature constitutes a positive 

moderator on the impact of completeness on prediction accuracy.  
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H4b: The increase in the amount of feature values for a filled up feature constitutes a positive 

moderator on the impact of completeness on prediction accuracy.  

Finally, we focus on increased completeness through higher diversity of added or filled up features. Additional 

features may have similar feature value assignments for items as already existing features. In particular, adding a 

feature, which has exactly the same feature values for items as an existing feature, may not influence the 

prediction accuracy at all, since such a feature does not add any further diversity to the item content data (Mitra 

et al. 2002; Tabakhi and Moradi 2015). In contrast, adding features that provide a high diversity to the item 

content data enhance the recommender system’s ability to differentiate items and users and thus may lead to a 

high increase in prediction accuracy. Therefore, we consider the following hypotheses expecting a moderator 

effect when adding or filling up features depending on their diversity: 

H5a: The diversity for an additional feature constitutes a positive moderator on the impact of 

completeness on prediction accuracy.  

H5b: The diversity for a filled up feature constitutes a positive moderator on the impact of 

completeness on prediction accuracy.  

Figure 2 customizes the theoretical model (cf. Figure 1) by incorporating moderator variables and the stated 

hypotheses. In general, it shows the expected impact of the data quality dimension completeness on the 

prediction accuracy as stated by Hypotheses H1a/b. Additionally, it illustrates the hypotheses examining a 

moderating effect for the increase in completeness per item (Hypotheses H2a/b), per user (Hypotheses H3a/b) 

and per feature (Hypotheses H4a/b, H5a/b). 

 

Figure 2.  Overview for Hypotheses H1-H5 
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Methodology 

In this section, we introduce the models used to test Hypotheses H1-H5. To do so and to assess prediction 

accuracy as the dependent variable, we first discuss selected measures which allow differentiated analyses and 

interpretations regarding the impact on prediction accuracy. Thereafter, we describe the testing methodology for 

Hypotheses H1a/b as well as the regression models for testing Hypotheses H2-H5. 

Assessing Prediction Accuracy 

To enable a detailed and careful analysis of the results of the Hypotheses H1-H5, we assessed prediction 

accuracy by means of different measures from literature, namely RMSE, Precision, Recall and F1-measure 

(Gunawardana and Shani 2015). RMSE as shown in Equation (1) is one of the most popular measures for 

assessing prediction accuracy (Gunawardana and Shani 2015) and is defined by the term 

𝑅𝑀𝑆𝐸 =  ඨ
1

|𝑇|
∙ ෍ (𝑟̂௨௜ − 𝑟௨௜)

ଶ

(௨,௜)∈்

, (1)

where 𝑇 is a test set of user-item pairs (𝑢, 𝑖) for which the ratings 𝑟̂௨௜ are predicted by the recommender system 

and the actual ratings 𝑟௨௜ are known. RMSE received special attention by the Netflix Prize Challenge in 2006 

(Koren 2009). Its main characteristic is that higher errors (i.e., the difference between predicted and actual 

rating) are weighted stronger through its quadratic structure than lower errors. Further, usually the predicted 

ratings 𝑟̂௨௜ are continuous (real-valued) and the actual ratings 𝑟௨௜ are discrete (and ordered). Hence, minor RMSE 

value changes may not result in a different mapping (by rounding) of the continuous predicted rating 𝑟̂௨௜ to a 

discrete star rating 𝑑𝑟෢
௨௜ ∈ {1, … ,5}. This means that the mapping to a discrete star rating may not change, even 

with an improved RMSE value. Therefore, it is also necessary to assess whether the mapping of continuous 

predicted ratings 𝑟̂௨௜ to discrete star ratings 𝑑𝑟෢
௨௜ changes or improves with the increase in completeness and the 

expected increase in prediction accuracy. To evaluate this, Precision, Recall, and F1-measure are the most 

important measures. These measures assess whether or not the predicted rating level 𝑑𝑟෢
௨௜ exactly coincides with 

the actual true rating level 𝑟௨௜ for each user-item pair (𝑢, 𝑖) (Aggarwal 2014). Precision and Recall are calculated 

as the average of the Precision and Recall values for each star rating level 𝑘 ∈ {1,2,3,4,5}, which are given by 

the following terms. 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛௞ =
𝑇𝑃௞

𝑇𝑃௞ + 𝐹𝑃௞
(2)

𝑅𝑒𝑐𝑎𝑙𝑙௞ =
𝑇𝑃௞

𝑇𝑃௞ + 𝐹𝑁௞
(3)

Here, 𝑇𝑃௞  is the number of user-item pairs (𝑢, 𝑖) with 𝑟௨௜ = 𝑘 and 𝑑𝑟෢
௨௜ = 𝑘 (“true positives”), 𝐹𝑃௞ as shown in 

Equation (2) is the number of user-item pairs (𝑢, 𝑖) with 𝑟௨௜ ≠ 𝑘 and 𝑑𝑟෢
௨௜ = 𝑘 (“false positives”), and 𝐹𝑁௞ as 

shown in Equation (3) is the number of user-item pairs (𝑢, 𝑖) with 𝑟௨௜ = 𝑘 and 𝑑𝑟෢
௨௜ ≠ 𝑘 (“false negatives”). F1-

measure as shown in Equation (4) is then given by the harmonic mean of Precision and Recall 

𝐹1 = 2 ∙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∙  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
 . (4)

The main difference in interpretation of these measures is that the Precision, Recall and F1-measure focus on 

correct or incorrect mappings of predicted and actual star ratings while ignoring the (real-valued) error size, 

which is in the focus of RMSE. 

Model for Hypotheses H1a/b 

Each of the Hypotheses H1a and H1b focuses on a comparison of the prediction accuracy of two item content 

data sets, one data set without increased completeness and the other data set with increased completeness (cf. 

Figure 3).  

 

Figure 3.  Testing Hypotheses H1a/b 

In both cases, we initially do not consider any moderator variable. To test the significance of both hypotheses, 

we used the paired Student’s t-test, a broadly applied test in the evaluation of recommender systems to compare 

the results of two different settings, while in both settings the considered set of user ratings remains the same 

(Shani and Gunawardana 2011). More precisely, the t-test was used to compare each of the measures RMSE, 
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Precision, Recall and the F1-measure (and thus the prediction accuracy) based on the data set with increased 

completeness (i.e., when adding features and their feature values or when filling up missing feature values) and 

based on the data set without increased completeness. 

Model for Hypotheses H2-H5 

The Hypotheses H2-H5 analyze whether the increase in completeness per item, user or feature moderates the 

impact of completeness on the increase in prediction accuracy caused by adding features and their feature values 

(hypotheses of type “a”) or by filling up missing feature values (hypotheses of type “b”). This means that the 

tests of the Hypotheses H2-H5 are organized in a similar way. Therefore, we describe the general structure for 

all of these tests in the following. 

To test moderator effects on the impact of completeness on increased prediction accuracy, we chose moderated 

regression analysis (cf., e.g., Cohen et al. 2003; Dawson 2014; Hayes 2013; Helm and Mark 2012) as it is a 

widespread statistical tool to test whether the relationship between two variables is dependent on a third variable 

(the moderator). The underlying regression model is represented by the equation 

𝑦 = 𝑏଴ + 𝑏ଵ ∙ 𝑥 + 𝑏ଶ ∙ 𝑧 + 𝑏ଷ ∙ 𝑥 ∙ 𝑧. (5)

Here, 𝑦 is the dependent or endogenous variable (criterion), 𝑥 is the independent or exogenous variable 

(predictor) and 𝑧 is the moderator variable. Regarding Hypotheses H2-H5, the endogenous variable 𝑦 constitutes 

the (expected) increase in prediction accuracy measured by RMSE, Precision, Recall and F1-measure while the 

exogenous variable 𝑥 indicates whether the data set with increased completeness or the data set without 

increased completeness is used. The moderator variable 𝑧 constitutes the increase in completeness. More 

precisely, for H2a, H3a and H4a, the variable 𝑧 represents the increase in additional features and feature values 

and for H2b, H3b and H4b, the variable 𝑧 represents the increase in filled up feature values. Similar, for H5a, the 

variable 𝑧 represents the diversity of added features, and for H5b, the variable 𝑧 represents the diversity of filled 

up features. 

Besides the common interpretation of the coefficient 𝑏଴ as well as the coefficients 𝑏ଵ and 𝑏ଶ (first order effects 

of the regression model), the product term 𝑥 ∙ 𝑧 and its coefficient 𝑏ଷ are of special interest. This term represents 

the interaction (moderation) of two variables. More precisely, the coefficient 𝑏ଷ estimates how much the slope of 

𝑥 changes as 𝑧 changes. This represents how much the impact of increased completeness on prediction accuracy 
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is influenced by the (different) values of the moderator variable. Therefore, a hypothesis proposing a moderator 

effect can be supported, if there is evidence that 𝑏ଷ is different from zero with a certain level of significance. 

In case of a moderator effect, the strength of this effect can be assessed by Cohen’s 𝑓ଶ. Here, the coefficient of 

determination regarding the regression model depicted in Equation (5) is compared to the coefficient of 

determination of the regression model without the interaction term, which means, 

𝑦 = 𝑏଴ + 𝑏ଵ ∙ 𝑥 + 𝑏ଶ ∙ 𝑧. (6)

Denoting the coefficient of determination 𝑅ଶ according to each Equation (5) and (6) (i.e., 𝑅ଵ
ଶ and 𝑅ଶ

ଶ), Cohen’s 

𝑓ଶ is given by the term 

𝑓ଶ =
𝑅ଵ

ଶ − 𝑅ଶ
ଶ

1 − 𝑅ଵ
ଶ . (7)

Cohen’s 𝑓ଶ measures the relative increase in the explained variance of 𝑦 when adding the interaction term to 

Equation (6) as shown in Equation (5). In Cohen (1988) the values 0.02, 0.15 and 0.35 are suggested for 𝑓ଶ to 

indicate small, medium or large moderator effect sizes, which is critically discussed in scientific literature 

(Aguinis et al. 2005; Gignac and Szodorai 2016; Helm and Mark 2012). For instance, Aguinis et al. (2005) 

conducted a review of 261 articles published in several journals (maintaining high methodological standards) in 

order to analyze the size of moderating effects. They found that the mean of Cohen’s 𝑓ଶ was about 0.009 (with a 

standard deviation of 0.025), and the median about 0.002 with a positively skewed distribution (skewness = 

6.52). This indicates that – regarding the suggested values of Cohen (1988) – a medium or strong moderator 

effect can be rarely attained. In their discussion, they encourage researchers to “plan future research designs 

based on smaller (and more realistic) targeted effect sizes” (Aguinis et al. 2005) as long as the observed effect 

has a meaningful impact and interpretation for science and practice. 

Evaluation 

In this section, we outline the test procedure and results of our empirical evaluation. Initially, we describe both 

used real-world data sets. Afterwards, we introduce the recommender system which was applied to these data 

sets and outline in detail how we tested each hypothesis. We conclude the section by presenting the results of 

these tests. 
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Description and Preparation of Data Sets 

For testing our hypotheses, we prepared two real-world data sets. While the first data set contains a large number 

of user-generated ratings about restaurants and was retrieved from two leading advertising web portals, the 

second data set is based on the non-commercial movielens data set containing approximately one million ratings 

(Harper and Konstan 2015). In both data sets, the ratings are assessments of items by users and hence, each 

rating corresponds to exactly one user and one item. Further, the rating values are given on an ordinal, five-tier 

scale of stars, ranging from 1 star to 5 stars. 

Restaurant Data Set 

In the first data set, one portal (Portal 1) focuses on local businesses such as bars or restaurants and provided 

over 100 million ratings by 2018. The second portal (Portal 2) specializes on travel opportunities and businesses 

such as restaurants providing over 400 million ratings by 2018. Since each web portal provided a vast amount of 

data, we focused on an excerpt and chose rating data of restaurants from the area of New York City, USA, 

because the high number of restaurants in this area allows for testing each hypothesis on a sufficiently high 

number of items, users or features, respectively. This led to a data set with more than 2.2 million ratings 

provided by over 550,000 users on more than 18,500 restaurants from Portal 1 and more than 720,000 ratings 

from about 375,000 users for more than 8,600 restaurants from Portal 2. Table 1 describes the restaurant data set. 

 Portal 1 Portal 2 

# of Users 556,462 374,960 

# of Restaurants 18,507 8,631 

# of Ratings 2,252,224 721,416 

Table 1. Description of the Restaurant Data Set 

Both web portals provide features such as Cuisine with multiple feasible feature values such as Italian, American 

or Mexican. In both portals, these feature values are assigned to an item. Other features of restaurants are Special 

Diets with feature values such as Vegetarian, Vegan or Gluten-free and Type of Establishment with feature 

values such as Café, Bistro or Bar. With this in mind, the knowledge about feature value assignments is 

especially relevant for each item in this data set. In the case that a feature value is unknown, we indicated the 

missing feature value by the value N/A (not available). 

From Portal 1 we retrieved an item content data set with 13 different features, denoted by P1, while Portal 2 

provided an item content data set with 12 different features, denoted by P2. As only Portal 1 yielded features 

containing missing values, we split up P1 into an item content data set P1.1, containing only the seven features 
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without missing values, and an item content data set P1.2, containing only the six features with missing values. 

More precisely, 44% of all possible 425,661 feature values for the six features of P1.2 were not available for the 

18,507 restaurants of Portal 1. Table 2 illustrates the features and feature values per portal. 

 Portal 1 Portal 2 

Item Content Data Set P1 P2 

P1.1 P1.2 

# of Features 7 6 12 

# of Missing Feature Values 0 (0%) 189,164 (44%) 0 (0%) 

Table 2. Features and Feature Values provided by the two Web Portals of the Restaurant Data Set 

Data sets for hypotheses of type “a” 

To prepare the data set for testing the hypotheses of type “a”, we focused on the features from P1.1 from Portal 1 

and P2 from Portal 2 that did not contain any missing data. This was important in order to carefully separate 

hypotheses of type “a” and of type “b”. To obtain the joint feature set for a restaurant from the item content data 

sets P1.1 and P2, it was necessary to match restaurants between both portals. We thus conducted record linkage, 

which is the task of identifying records that refer to the same entity across different data sources (Christen 2012). 

To do so, we used a common rule-based classification model. The model was built using manually labelled 

training data and evaluated by quality measures. The classification resulted in 5,367 restaurants matching across 

the two portals with a false discovery rate below 1% on manually labelled test data. This means that less than 1% 

of these restaurants were incorrectly classified as matching. We exclusively focused on such matching 

restaurants to test the hypotheses of type “a” because these restaurants had added features compared to the 

features in each single portal. Furthermore, for each portal, we considered users with more than 30 ratings in 

order to only evaluate users with a substantial number of ratings (Sarwar et al. 2002). To increase completeness, 

features from Portal 2 were added to the feature set of Portal 1 and vice versa. This resulted in two cases used for 

testing the hypotheses of type “a”: The data for the first case originated from Portal 1, consisted of 5,367 items 

with 367,182 ratings of 8,138 users and was evaluated using the item content data sets P1.1 as baseline and P2 as 

set of additional features and their feature values. The data for the second case originated from Portal 2, 

comprised the same 5,367 items with 20,659 ratings of 505 users and was evaluated using the item content data 

sets P2 as baseline and P1.1 as set of additional features (cf. Table 3). 

Data sets for hypotheses of type “b” 

To prepare data for testing the hypotheses of type “b”, we focused on the first portal, as the second portal did not 

provide any features with missing values. In this case, to fill up missing feature values in the item content data 
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set P1.2 containing six features, we used the common nearest neighbor imputation technique (Enders 2010). 

Similar to above, this imputation was evaluated by means of training and test data as well as quality measures. 

Missing values were imputed with a mean absolute error of only 0.299 for the test data. Again, we considered 

users with more than 30 ratings. This led to the data for testing the hypotheses of type “b” consisting of 18,507 

restaurants with 731,395 ratings of 10,556 users, which was evaluated comparing the item content data sets P1.2 

as baseline (consisting of 236,497 feature values) and P1.2’ as set of baseline features with filled up feature 

values (consisting of 425,661 feature values including the 189,164 filled up feature values) (cf. Table 3). 

 Hypotheses of Type “a” 
originating from Portal 1 

Hypotheses of Type “a” 
originating from Portal 2 

Hypotheses of Type “b” 
originating from Portal 1 

Item Content Data 
Set 

P1.1 
(Baseline) 

P1.1&P2 
(Baseline & 

add. features) 

P2 
(Baseline) 

P1.1&P2 
(Baseline & 

add. features) 

P1.2 
(Baseline) 

P1.2’ 
(Baseline & 

filled up feature 
values) 

# of Features/ 
# of Feature Values 

7 19 12 19  
236,497 

 
425,661 

# of Items 5,367 5,367 18,507 

# of Ratings 367,182 20,659 731,395 

# of Users 8,138 505 10,556 

Table 3. Description of the Data Bases for Evaluating Hypotheses H1a/b-H5a/b on the Restaurant Data Set 

Movie Data Set 

The second data set focuses on movies and originates from the research lab grouplens, which provides data sets 

with up to 20 million ratings from the non-commercial web portal movielens by 2016. Since the movielens data 

sets have been updated since 1998, new features and feature values have been added in new versions. To enable 

an evaluation based on a larger amount of ratings, we consider the data set from 2003 with only one feature and 

its most recent version from 2016 with five additional features and their feature values. The old version (OldV) 

of the movielens data set from 2003 contains over one million ratings provided by over 6,000 users on 

approximately 3,900 movies, while the new version (NewV) consists of over 20 million ratings from about 

140,000 users for more than 27,000 movies. 

 OldV NewV 

# of Users 6,040 138,493 

# of Movies 3,883 27,278 

# of Ratings 1,000,209 20,000,263 

Table 4. Description of the Movie Data Set 

Table 4 describes the movie data set. Similar to the restaurant data set, both versions of the movielens data set 

provide the feature Genre with multiple feasible feature values such as Comedy, Drama or Thriller, while the 
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new version provides additional features and their feature values such as Actors and Country of Origin each with 

according feature values. For example, the additional feature Actors in the version NewV indicates the top billed 

actors of the movie cast. Both versions do not yield features containing missing values, which means that only 

hypotheses of type “a” could be tested on the movie data set. Table 5 illustrates the features and feature values 

per version. 

Item Content Data Set OldV NewV 

# of Features 1 6 

# of Missing Feature Values 0 (0%) 0 (0%) 

Table 5. Features and Feature Values provided by the two Versions of the Movie Data Set 

Data set for hypotheses of type “a” 

Since the movie data set consists of an old and a new version, it is clear that the baseline item content data set is 

given by the old version and the item content data set with increased completeness is given by the union of both 

versions. Similar to the restaurant data set, the joint feature set for a movie was obtained by matching movies 

between both versions. As the movielens identifiers of the movies did not change between both versions (except 

from 24 movies, which were removed), record linkage was easy to conduct. Furthermore, the 6,040 users in both 

versions had at least 20 ratings, enabling a substantial number of ratings for the evaluation. Since 24 movies and 

their corresponding 2,175 ratings had been removed in the new version NewV, this resulted in content data sets 

consisting of 3,859 items with 998,034 ratings of 6,040 users and was evaluated using the item content data sets 

OldV as baseline and NewV as set of additional features and their feature values (cf. Table 6). 

 Hypotheses of Type “a” 
originating from the old version of the movielens data set 

Item Content Data Set OldV 
(Baseline) 

OldV&NewV 
(Baseline & add. features) 

# of Features 1 6 

# of Items 3,859 

# of Ratings 998,034 

# of Users 6,040 

Table 6. Description of the Data Bases for Evaluating Hypotheses H1a-H5a on the Movie Data Set 

Used Recommender System 

For our evaluation, we used the hybrid recommender system approach Content-Boosted Matrix Factorization 

(CBMF) as presented by Forbes and Zhu (2011) and Nguyen and Zhu (2013). Matrix factorization approaches 

became very popular by the contest on the Netflix Grand Prize, which started 2006 and ended 2009 (Koren et al. 
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2009; Koren 2009). They are now state-of-the-art models in the research of recommender systems (Kim et al. 

2016; Ning et al. 2017; Symeonidis 2016). CBMF is able to utilize both non-content data (ratings) and, in 

particular, content data (features and feature values of items). Like all matrix factorization models, CBMF 

models are learned by optimization and therefore, preliminary steps such as feature weighting or feature 

selection are not necessary for CBMF (Koren et al. 2009; Nguyen and Zhu 2013). 

CBMF learns a 𝑑-dimensional vector of latent factors 𝑝௨ ∈ ℝௗ for each user 𝑢 and a 𝑑-dimensional vector of 

latent factors 𝑎௙ ∈ ℝௗ for each feature 𝑓, such that the actual rating 𝑟௨௜ for a user-item pair (𝑢, 𝑖) is 

approximated by the predicted star rating 𝑟̂௨௜ = 𝑝௨
்𝑞௜, with 𝑞௜ = ∑ 𝑎௙௙∈ி೔

 and 𝐹௜ being the set of features that are 

assigned to item 𝑖. In our evaluation, we used the default configuration for CBMF as described, for instance, by 

Nguyen and Zhu (2013). Excepting this default configuration concerns the regularization penalty factor 𝜆, which 

has to be adjusted depending on the data set (Koren et al. 2009). Thus, to determine this factor we conducted 

cross-validation tests as described by Koren et al. (2009). For instance, the value 𝜆 = 10 × 10ି଺ (cf. Figure 4) 

yielded the best results on test data from Portal 1 regarding the RMSE. All other parameter configurations were 

adopted from Nguyen and Zhu (2013). 

 

Figure 4.  RMSE on the Test Data Depending on the Regularization Penalty Factor 𝛌 

Test Procedure and Results 

For our evaluation, we split ratings into 50% training data for learning the CBMF model and 50% test data for 

assessing the prediction accuracy. On the one hand, dividing the data in half at random allowed to obtain a large 

test set (cf. also Nguyen and Zhu 2013), which is important for meaningful results when testing hypotheses. On 

the other hand, because of the large real-world data sets, 50% training data allowed us to learn the CBMF model.  

After that, we utilized the recommender system for each pair of item content data sets (with and without 

increased completeness) to predict ratings and assess the corresponding prediction accuracy. The increase in 

prediction accuracy assessed separately by Precision, Recall and F1-measure was determined by subtracting the 
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prediction accuracy based on the baseline content from the prediction accuracy based on the content with 

increased completeness. As lower RMSE values indicate more accurate predictions, the negative difference was 

used in this case, accordingly. 

A requirement for evaluating Hypotheses H1a/b using Student’s t-test is that sample groups should be normally 

distributed. Because of the large sample size in our evaluation, this requirement is obviously met (Boneau 1960). 

For evaluating moderator effects in Hypotheses H2-H5, we examined whether the selection of the linear 

regression model is appropriate or whether non-linear, for instance, quadratic regression models should be 

preferred (i.e., a curvilinear moderator effect is expected). Therefore, to test for potential non-linear moderator 

effects, we compared the fitness of the quadratic (non-linear) model and the linear model relying on the 

frequently discussed and used Bayesian Information Criterion (BIC) for model selection (cf. Schwarz 1978), for 

which smaller BIC values indicate the preferred model. These tests yielded almost the same BIC values for both 

models. For instance, for the first Hypothesis H2a the BIC value for the linear model was -5,464 and for the 

quadratic model -5,446 (e.g., regarding the measure Precision) and for the last Hypothesis H5b the BIC value for 

the linear model was -155 and for the quadratic model -148. Since the quadratic model did not or hardly improve 

the BIC values, the linear model was used because of its lower complexity, as suggested by literature (Cohen et 

al. 2003; MacCallum and Mar 1995).  

The moderator variable for Hypotheses H2a/b was operationalized by the number of added or filled up feature 

value assignments per item (cf. Blake and Mangiameli 2011) relative to the number of feature value assignments 

per item in the baseline content data set. For Hypotheses H3a/b, the mean of the aforementioned 

operationalization across all rated items of a user was used as the moderator variable. In a similar way, the 

moderator variable for Hypothesis H4a was operationalized by the number of added feature value assignments 

for a feature relative to the number of feature value assignments in the baseline content data set. Hypothesis H4b 

was operationalized by the number of filled up feature value assignment for a feature relative to the number of 

feature value assignments for this feature in the baseline data set. The moderator for Hypotheses H5a/b was 

assessed by the mean cosine distance between the added/filled up features and the baseline features (Mitra et al. 

2002; Tabakhi and Moradi 2015). Summing up the above, each operationalization of the moderator variables 

shares a similar concept as it was determined as the increase in completeness relative to the baseline content. 

Furthermore, we used the two standard levels of significance 0.01 (indicated by ‘**’) and 0.05 (indicated by ‘*’) 

for the tests of all hypotheses (e.g., Shani and Gunawardana 2011). 
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In the following, we outline the evaluation results. In particular, we present the impact on prediction accuracy for 

all tests, which means, the values for each measure (RMSE, Precision, Recall and F1-measure), their relative 

increase in prediction accuracy and the significance of the t-values in case of H1a/b and the significance of the 

regression coefficients together with the effect sizes in case of H2-H5. Table 7 shows the results of our 

evaluation for the first two hypotheses: Hypotheses H1a and H1b can be supported with positive t-values and 

statistical significance by p-values below 0.01. This means that both adding features and their feature values as 

well as filling up missing feature values lead to significantly higher prediction accuracy as indicated by each of 

the evaluation measures in Table 7. 

Hypothesis 
(Origin of 
Rating Data) 

Compared 
Data Sets 

Prediction 
Accuracy 

(RMSE/Precision/ 
Recall/F1) 

(Without Increased 
Completeness) 

Prediction 
Accuracy 

(RMSE/Precision/ 
Recall/F1) 

(Increased 
Completeness) 

Relative Increase 
in Prediction 

Accuracy 
(RMSE/Precision/ 

Recall/F1) 

Corresponding 
t-Values 

(*:p-value<0.05; 
**:p-value<0.01) 

Hypo-
thesis  
can be 

supported 

H1a 
(Portal 1) 

P1.1 vs. 
P1.1&P2 

1.57/0.216/ 
0.218/0.217 

1.18/0.246/ 
0.231/0.238 

25%/14%/ 
6%/10% 

164**/63**/ 
63**/63** 

Yes 
(by all) 

H1a 
(Portal 2) 

P2    vs. 
P1.1&P2 

1.29/0.236/ 
0.235/0.235 

1.20/0.249/ 
0.246/0.247 

7%/6%/ 
5%/5% 

17**/5**/ 
5**/5** 

Yes 
(by all) 

H1a 
(movie-
lens) 

OldV vs. 
OldV&NewV 

1.67/0.226/ 
0.228/0.227 

0.95/0.443/ 
0.315/0.368 

43%/96%/ 
38%/62% 

413**/185**/ 
185**/185** 

Yes 
(by all) 

H1b 
(Portal 1) 

P1.2  vs. 
P1.2’ 

1.60/0.227/ 
0.221/0.224 

1.04/0.332/ 
0.225/0.268 

35%/46%/ 
2%/20% 

269**/112**/ 
112**/112** 

Yes 
(by all) 

Table 7. Results for Hypotheses H1a/b 

The results of the hypotheses with regard to items and users are given in Table 8: Hypotheses H2a and H2b can 

also be supported with statistical significance by p-values below 0.01. This means that for items both the amount 

of additional features and their feature values and the amount of filled up feature values are positive moderators. 

In other words, items that obtain a stronger increase in completeness can then be recommended at a significant 

higher level of accuracy than before (cf. Table 8). For Hypotheses H3a and H3b, focusing on users instead of 

items, the test results were as follows: Hypothesis H3a in the case of Portal 1 and movielens as well as 

Hypothesis H3b can be supported with statistical significance by p-values below 0.01 (except for the case of the 

measure Precision for H3b, where the p-value was between 0.01 and 0.05). The test of Hypothesis H3a in the 

case of Portal 2 yielded a p-value below 0.01 only for the measure RMSE, but p-values above 0.05 for the 

measures Precision, Recall and F1-measure. Hence, Hypothesis H3a cannot be supported for all measures in the 

case of Portal 2. Except from that, Hypothesis H3 can be supported in the case of Portal 1 and movielens with 

statistical significance at the level 0.05. Therefore, it can be concluded that both the amount of additional 
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features and their feature values and the amount of filled up feature values each measured per user are also 

positive moderators of the impact of completeness on prediction accuracy assessed by RMSE and, except H3a 

(Portal 2), on prediction accuracy assessed by Precision, Recall and F1-measure. This means that users, whose 

rated items obtain a stronger increase in completeness, benefit the most and that recommendations for these users 

are significantly more accurate than before. 

Hypothesis 
(Origin of 
Rating Data) 

Compared 
Data Sets 

Interaction Coefficients 𝒃𝟑 
of Moderated Regression 
Model with Dependent 

Variable  
RMSE/Precision/ 

Recall/F1 
(*:p-value<0.05; 
**:p-value<0.01) 

Cohen’s 𝒇𝟐 of Moderated 
Regression Model with 

Dependent Variable 
RMSE/Precision/ 

Recall/F1 

Hypothesis can 
be supported 

H2a 
(Portal 1) 

P1.1 vs. 
P1.1&P2 

0.06**/0.02**/ 
0.01**/0.01** 

0.024/0.014/ 
0.002/0.008 

Yes 
(by all) 

H2a 
(Portal 2) 

P2    vs. 
P1.1&P2 

0.12**/0.02**/ 
0.02**/0.02** 

0.042/0.001/ 
0.001/0.001 

Yes 
(by all) 

H2a 
(movielens) 

OldV vs. 
OldV& NewV 

0.03**/0.01**/ 
0.001**/0.004** 

0.032/0.015/ 
0.001/0.011 

Yes 
(by all) 

H2b 
(Portal 1) 

P1.2 vs. P1.2’ 0.24**/0.03**/ 
0.02**/0.02** 

0.436/0.019/ 
0.009/0.015 

Yes 
(by all) 

H3a 
(Portal 1) 

P1.1 vs. 
P1.1&P2 

0.08**/0.02**/ 
0.01**/0.01** 

0.013/0.002/ 
0.001/0.001 

Yes 
(by all) 

H3a 
(Portal 2) 

P2    vs. 
P1.1&P2 

0.18**/-0.01/ 
0.00/-0.01 

0.015/-/ 
-/- 

Only for RMSE 
measure 

H3a 
(movielens) 

OldV vs. 
OldV& NewV 

0.02**/0.004**/ 
0.004**/0.004** 

0.018/0.003/ 
0.003/0.005 

Yes 
(by all) 

H3b 
(Portal 1) 

P1.2 vs. P1.2’ 0.39**/0.01*/ 
0.02**/0.01** 

0.094/0.0003/ 
0.001/0.001 

Yes 
(by all) 

Table 8. Results for Hypotheses H2a/b and H3a/b 

The results of Hypotheses H4a/b and H5a/b are given in Table 9. Hypothesis H4a can be supported with 

statistical significance by p-values below 0.01, whereas Hypothesis H4b cannot be supported indicated by 

negative coefficients 𝑏ଷ. In other words, only the amount of additional features and their feature values is a 

positive moderator of the impact on prediction accuracy (H4a), but not the amount of filled up feature values 

(H4b). Hypotheses H5a/b cannot be supported as indicated by negative coefficients or by p-values above 0.05. 

This suggests that the diversity for an additional feature or for a filled up feature is not a positive moderator. 
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Hypothesis 
(Origin of 
Rating Data) 

Compared 
Data Sets 

Interaction Coefficients 𝒃𝟑 
of Moderated Regression 
Model with Dependent 

Variable  
RMSE/Precision/ 

Recall/F1 
(*:p-value<0.05; 
**:p-value<0.01) 

Cohen’s 𝒇𝟐 of Moderated 
Regression Model with 

Dependent Variable 
RMSE/Precision/ 

Recall/F1 

Hypothesis can 
be supported 

H4a 
(Portal 1) 

P1.1 vs. 
P1.1&P2 

0.40**/0.02**/ 
0.02**/0.02** 

1.221/0.611/ 
0.628/0.645 

Yes 
(by all) 

H4a 
(Portal 2) 

P2    vs. 
P1.1&P2 

0.27**/0.09**/ 
0.08**/0.09** 

0.363/0.236/ 
0.162/0.198 

Yes 
(by all) 

H4a 
(movielens) 

OldV vs. 
OldV&NewV 

0.70**/0.10**/ 
0.04**/0.07** 

1.657/0.665/ 
0.233/0.575 

Yes 
(by all) 

H4b 
(Portal 1) 

P1.2 vs. P1.2’ -0.01/0.00/ 
0.00/0.00 

-/-/ 
-/- 

No 
(by all) 

H5a 
(Portal 1) 

P1.1 vs. 
P1.1&P2 

-1.94**/-0.11**/ 
-0.10**/-0.11** 

0.487/0.297/ 
0.367/0.338 

No 
(by all) 

H5a 
(Portal 2) 

P2    vs. 
P1.1&P2 

-0.02**/-0.01**/ 
-0.01**/-0.01** 

0.040/0.051/ 
0.038/0.044 

No 
(by all) 

H5a 
(movielens) 

OldV vs. 
OldV&NewV 

-0.76**/-0.12**/ 
-0.07**/-0.09** 

0.352/0.280/ 
0.280/0.367 

No 
(by all) 

H5b 
(Portal 1) 

P1.2 vs. P1.2’ -0.43*/-0.05/ 
0.00/-0.02 

0.155/-/ 
-/- 

No 
(by all) 

Table 9. Results for Hypotheses H4a/b and H5a/b 

Discussion and Implications 

In general, the results support the theoretical model serving as foundation of the tested hypotheses, which means, 

the completeness of item content data has a significant positive impact on the prediction accuracy of 

recommendations. More precisely, adding features and their feature values (Hypothesis H1a) or filling up 

missing feature values (Hypothesis H1b) leads to higher prediction accuracy. Besides this general finding, we 

also examined moderator effects on the impact of completeness on prediction accuracy (Hypotheses H2-H5). 

Thereby, the results reveal some interesting findings. While the increase in completeness per item and per user 

are positive moderators of the impact of completeness on prediction accuracy (Hypotheses H2a/b and H3a/b, 

except for Hypothesis H3a and Portal 2, which will be discussed below), the same cannot always be examined 

for the increase in completeness per feature. In particular, adding features with a high amount of additional 

feature values leads to a higher increase in prediction accuracy (Hypothesis H4a). However, filling up missing 

feature values with a high amount of additional feature values does not lead to a higher increase in prediction 

accuracy (Hypothesis H4b). In addition, neither adding features (Hypothesis H5a) nor filling up missing values 
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of features (Hypothesis 5b) with a high diversity leads to a higher increase in prediction accuracy, which 

constitutes a further interesting finding. In the following, we discuss each result in detail. 

Both Hypotheses H1a and H1b are supported as indicated by t-values with positive sign and with p-values below 

0.01. This means, as illustrated in Table 7, both adding features and their feature values as well as filling up 

missing feature values led to a considerable increase in prediction accuracy. After increasing completeness, the 

RMSE was between 7% and 43% lower than the RMSE before increasing completeness (corresponding to 

absolute decreases of RMSE between 0.09 and 0.72). Precision was between 6% and 96% higher, Recall was 

between 2% and 38% higher and F1-measure was between 5% and 62% higher. By a detailed consideration of 

the results for Hypotheses H1a/b, two interesting observations can be made. First, the relative increase in 

prediction accuracy is lower for H1a in the case of Portal 2 compared to all other cases of H1a. This may be due 

to the fact that the additional features only constitute less than 40% of all features of the item content data set 

with increased completeness in case of Portal 2 (7 of 19 features). In the other cases of H1a, the additional 

features constitute at minimum 60% of the features of the data set with increased completeness (12 of 19 features 

or 5 of 6 features). Second, the increase in prediction accuracy measured by RMSE and Precision is in almost all 

cases (considerably) higher than measured by Recall and F1-measure. In contrast to the discrete nature of the 

measures Precision, Recall and the F1-measure, the higher increase in prediction accuracy measured by RMSE 

may be reasoned by the fact that RMSE uses the predicted ratings as determined by the recommender system 

(i.e., as a continuous variable). Therefore, the errors between predicted and actual ratings are assessed by an 

interval-scaled difference. To analyze the high increases in Precision, we examined the results of H1a 

(movielens) in more detail, which shows the highest increase of Precision (+96%). Here, we found that, on the 

one hand, the decreases in the number of incorrect predictions (i.e., false positives) was the largest for the rating 

levels 1 star (-96%), 2 stars (-76%) and 5 stars (-60%). On the other hand, the largest increases in correct 

predictions (true positives) was achieved for the ratings levels 3 stars (+31%) and 4 stars (+207%). This means 

that by increasing completeness the used recommender system was less likely to incorrectly predict “extreme” 

ratings (i.e., very high or very low ratings) while mostly improving the correct prediction of “mainstream” 

ratings (the mean overall rating is 3.6). Hence, the Precision of most classes achieved a much higher increase 

than the Recall or F1-measure. In total, the results of Hypotheses H1a/b show that recommendations based on 

item content data sets with increased completeness are more accurate, which is valuable for achieving a high 

user satisfaction (Koren et al. 2009; Ricci et al. 2015). At this point, we want to emphasize that the increase in 

prediction accuracy is provided only by increasing data quality and not by enhancing the recommender 
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algorithm. Nowadays, the aim of numerous works in the research field of recommender systems is to develop 

very sophisticated recommender algorithms in order to increase prediction accuracy (partly to a small extent). 

One seminal example is the winning solution of the Netflix Grand Prize, which decreased the RMSE by 10% 

through a very elaborate and complex enhancement and combination of multiple recommender algorithms 

(Koren 2009). Instead, our results show that devoting more importance to maintaining high data quality for 

recommender systems is also highly promising and may inspire further research. 

For Hypotheses H2-H5 we focus on the coefficients 𝑏ଷ regarding the moderated regression (cf. Equation (5)) as 

well as the corresponding effect sizes indicated by Cohen’s 𝑓ଶ (cf. Equation (7)). Here, in general, the absolute 

values of the coefficients 𝑏ଷ are consistently higher when evaluating the RMSE compared to the other measures. 

This is due to the higher values for the RMSE as seen in Table 7, where the values for RMSE range from 0.95 to 

1.67 while Precision, Recall and F1-measure take values between 0.216 and 0.443. Considering the results for 

Hypothesis H2b, for instance, the coefficient for the RMSE signifies that the RMSE based on increased 

completeness is lowered by 0.24 when the moderator variable is increased by one. In the same setting, the 

Precision would increase by only 0.03. 

The evaluation results support Hypotheses H2a/b. As illustrated in Table 8, all coefficients 𝑏ଷ of our evaluation 

were positive (ranging from 0.001 to 0.24) and significant (p-value<0.01). This finding shows that the amount of 

additional features and their feature values and the amount of filled up feature values per item has a significant 

moderator effect. The effect size indicated by Cohen’s 𝑓ଶ ranges from 0.001 to 0.436 (cf. Section “Model for 

Hypotheses H2-H5” for the interpretation of Cohen’s 𝑓ଶ). By a detailed consideration of the results for 

Hypotheses H2a/b, three observations can be made. First, the evaluation measure RMSE showed the largest 

effect sizes. This is in accordance with the finding discussed above that prediction accuracy measured by RMSE 

shows the highest increase in general due to its continuous nature. Second, the effect sizes for Precision, Recall 

and F1-measure, especially for H2a (Portal 2), are small. This may be reasoned by similar arguments as the first 

observation and by the fact, that the additional features only constitute less than 40% of all features of the item 

content data set, as discussed above for H1a (Portal 2). Third, the effect size for Hypothesis H2b is relatively 

high. An analysis of the data indicated that items, which have many missing feature values, receive highly 

incorrect rating predictions based on the data set without increased completeness (i.e., the baseline prediction 

accuracy is low). Therefore, these items benefit considerably from increased completeness in terms of prediction 

accuracy. The findings above should encourage web portals and business owners to increase and maintain the 

completeness of item content data. In addition, the results of Hypotheses H2a/b can be used to balance the cost 
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and benefit of data quality improvement measures, a topic discussed in recent literature (Heinrich et al. 2018a). 

For instance, only items (e.g., products offered by a web portal) with a higher profit margin can be extended with 

additional content in a selective manner, avoiding a potentially expensive large-scale extension of the whole data 

set. This opens up an effective option to manage the item content data in an affordable manner, which can be a 

crucial factor for web portals. 

Hypotheses H3a/b can be also supported except in the case of Portal 2 regarding the measures Precision, Recall 

and the F1-measure. In all other cases of H3a/b, our evaluation yields significant coefficients 𝑏ଷ ranging from 

0.004 to 0.39. This means that the amount of additional features and their feature values and the amount of filled 

up feature values per user show moderator effects. The effect size indicated by Cohen’s 𝑓ଶ ranges from 0.0003 

to 0.094. By a detailed consideration of the results for Hypotheses H3a/b, two interesting observations can be 

made. First, similarly to the discussions above, RMSE shows the largest effect sizes. Second, in the case of H3a 

(Portal 2) the p-values of the coefficient 𝑏ଷ were above the significance level of 0.05 for the measures Precision, 

Recall and F1-measure. This may be reasoned by the lower additional item content (7 of 19 features) as well as 

the lower number of users (505 users) in this particular evaluation. Thus, according to the results of H3 users 

with a stronger increase in the amount of additional features and their feature values or in the amount of filled up 

feature values are suggested to have a significantly higher increase in prediction accuracy. This means that web 

portals – similar to the discussion above – can manage and increase the prediction accuracy for specific users 

(e.g., users with low versus high sales volumes) by extending the content of items, which have been rated by 

these users or which may be interesting and recommended for them in the future. In addition, another promising 

option would be to give providers as well as users, which mainly rate items with a lower number of available 

features, an incentive to provide additional data for these items. In return, the user community would benefit in 

this way from more appropriate item recommendations. 

The results of Hypotheses H4a/b and H5a/b indicate that the amount and diversity of additional item content 

does in general not moderate the increase in prediction accuracy as intuition might suggest. Although 

Hypothesis H4a can be supported by our evaluation with relatively high moderator effects indicated by Cohen’s 

𝑓ଶ ranging from 0.162 to 1.657 and with positive significant coefficients 𝑏ଷ (ranging from 0.02 to 0.70), 

Hypothesis H4b cannot be supported. This means that portals aiming to extend item content data should 

primarily focus on (selected) additional features with a high amount of feature values, but filling up features with 

a high amount of additional feature values does not lead to a higher increase in prediction accuracy in general. At 

first sight, this result is counterintuitive, as one would have expected that more filled up feature values would 
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lead to a higher increase in prediction accuracy. A reason why filling up individual features with a high amount 

of missing values does not result in a higher increase in prediction accuracy – indicated by p-values above 0.05 

of the coefficients 𝑏ଷ for all four evaluation measures – could be that the additional content was inferred by a 

deficient imputation method. However, this can be rebutted as a significant increase in prediction accuracy was 

achieved in H1b, which would be also caused by the inferred feature values and thus by the chosen imputation 

technique. Instead, it is necessary to consider the importance of features in this context. For example, the feature 

Special Needs with values such as Dog Allowed and Good For Dancing has more missing feature values (i.e., 

less available feature values) than the feature Parking Information with values such as Bike Parking and Private 

Parking Lot. Therefore, filling up missing values for Special Needs leads to a higher increase in completeness 

compared to Parking Information. However, as transportation (e.g., by bike, car or subway) is an important 

aspect for restaurant visitors in New York City, features such as Parking Information seem to be more important 

for the majority of users (and thus, may be better maintained by those users) than features such as Special Needs. 

In our evaluation, this importance is indicated by a higher increase in prediction accuracy when filling up feature 

values, for instance, for the feature Parking Information compared to filling up the feature Special Needs. This 

shows that the result of H4b may be caused by important features having potentially less missing data values in 

the baseline data set. The results regarding Hypothesis H4a can be reasoned in a similar way. Compared to all 

other hypotheses, effect sizes regarding Hypothesis H4a are the largest. Here, an analysis of the data of H4a 

(Portal 1) shows that adding features with a high amount of feature value assignments such as Special Services 

yield a high increase in prediction accuracy. This is reasonable, since the feature Special Services has the feature 

values Cheap Eats, Delivery and Take Out and therefore, Special Services seems to constitute an important 

feature for the user ratings for restaurants in general. This further indicates that important features for users are 

those features with a high amount of available feature value assignments with regard to Hypothesis H4a. 

Therefore, it is reasonable, that the effect sizes for the moderator in H4a are the largest. Overall, the results do 

not indicate that the amount of additional feature values by itself is a positive moderator, but a high amount of 

available feature value assignments in a data set may be an indicator for the importance of features and its impact 

on prediction accuracy (cf. H4a). 

Hypotheses H5a/b cannot be supported as indicated by coefficients 𝑏ଷ with negative sign or with p-values above 

the 0.05 level of significance. This means that a higher diversity of added or filled up features does not yield a 

higher increase in prediction accuracy. In general, adding a feature with exactly the same feature value 

assignments as an existing feature to the data set should not yield any increase in prediction accuracy, as stated 
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by the literature (Mitra et al. 2002; Tabakhi and Moradi 2015). Hence, the increase in prediction accuracy caused 

by adding features to a data set is expected to decrease with the similarity of these additional features to the 

existing features. Therefore, we would have anticipated that adding and filling up features with a high diversity 

would enable the recommender system to differentiate items in more details, thus leading to more accurate 

recommendations to users. However, an analysis shows that even features with a high diversity can be of low 

importance to users and thus, result in a low increase in prediction accuracy. For example, the additional feature 

Production Company with feature values such as Paramount Pictures or Twentieth Century Fox brings high 

diversity to the baseline feature Genre, as indicated by a mean cosine distance of 0.96 between the features 

Production Company and Genre. Nevertheless, adding only this feature has low impact on the increase in 

prediction accuracy (e.g., the RMSE decreased only by 0.002). This seems reasonable, as production companies 

produce diverse movies with different actors, directors and of different genres and therefore, the feature 

Production Company is usually of low importance for the majority of users. This underlines that features exist 

which have diverse feature value assignments, but their importance is low for users. Contrary to works such as 

(Mitra et al. 2002; Tabakhi and Moradi 2015), which propose to sort out features with high similarity (i.e., low 

diversity), this shows that the diversity or similarity of features may only be a subordinate factor for the impact 

of completeness on the prediction accuracy. In total, the increase in completeness by the amount of additional 

feature values (H4) as well as by the diversity of added/filled up features (H5) does not constitute a positive 

moderator of the impact of completeness on prediction accuracy. 

Based on these findings and the above discussion, the contribution of our work to the existing body of 

knowledge can be outlined. Blake and Mangiameli (2011), Feldman et al. (2018) and Woodall et al. (2015) 

proposed and substantiated that completeness – in the sense of the amount of available feature values – has a 

significant impact on evaluation criteria such as decision quality of specific considered decision support systems. 

Complementary to these works, our results show that not only a higher amount of available feature values, but 

also adding new features to the feature set can have a significant impact on evaluation criteria of decision 

support systems and in particular recommender systems. Furthermore, so far, the impact of data quality was 

validated for different evaluation criteria. The works of Bharati and Chaudhury (2004) and Ge (2009) supported 

the impact on the evaluation criteria decision-making satisfaction and decision quality. Blake and Mangiameli 

(2011), Feldman et al. (2018) and Woodall et al. (2015) demonstrated the impact on data mining outcome. 

Supplementing these findings, our work is the first to analyze the impact of data quality – in particular 

completeness – on the evaluation criterion prediction accuracy. Moreover, our results show that the impact of 
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data quality can be significantly influenced by moderators. While our findings support the so far not examined 

statement that the impact on prediction accuracy is moderated by the increase in completeness per item and per 

user, they show that the amount of additional feature values is not a positive moderator in this regard. Moreover, 

our findings do not support the intuitive concept that the diversity of features is a positive moderator of the 

impact of completeness on prediction accuracy.  

Following this discussion, notable implications can be concluded for applications in practice. Expanding the 

discussion above, it is crucial for business owners to provide a large(r) number of features for their businesses 

and to check whether additional important features are available. The resulting increase in completeness leads to 

more accurate recommendations of these businesses, which better fit the users’ preferences. Similarly, the 

acquisition of additional data is highly advantageous for web portals. It allows improved recommendations and 

enhances the efficacy of the web portal. Moreover, our findings should encourage meta portals, which already 

make use of data from different web sources, to further collect additional features and feature values and, in this 

way, to provide high quality recommendations. Currently, many meta portals (such as trivago.com) mainly focus 

on the integration of user ratings and reviews from different sources and mostly ignore the impact of an extended 

item content data set. By recommending items based on data with increased completeness, meta portals can 

exploit a much higher potential of making high quality product recommendations for customers. In case of 

limitations in acquiring additional features or feature values, it is important to focus on important additional 

features, which may be indicated by a high amount of available feature values. In contrast, a high diversity of 

additional features is not required. 

Conclusions, Limitations and Directions for Future Work 

We investigate the impact of the data quality dimension completeness of item content data on prediction 

accuracy. Based on a theoretical model derived from literature, hypotheses are formulated and substantiated. 

These hypotheses focus on the impact of adding features and filling up missing feature values on the prediction 

accuracy of recommendations, which was assessed by the measures RMSE, Precision, Recall and the F1-

measure. The hypotheses are evaluated on two real-world data sets, one from the domain of restaurants and 

another one from the domain of movies. Our results yield that rating predictions are significantly more accurate 

when more features and feature values are available. Moreover, this impact of completeness on the increase in 

prediction accuracy is moderated by the amount of additional features and their feature values or the amount of 

filled up feature values per items and per users. In contrast, this statement does not hold for features. While 
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adding features with a high amount of feature values leads to a higher increase in prediction accuracy, filling up 

a high amount of feature values or adding features to the existing content with a high diversity does not lead to a 

higher increase in prediction accuracy. Here, our results suggest that the importance of features to users is an 

essential factor for the increase in prediction accuracy. Our findings are not only valuable from a scientific 

perspective but also in practice for business owners as well as for web portals and meta portals. 

Our work also has some limitations, which could be starting points for future research. In this paper, we 

increased completeness by adding features from other web portals as well as by imputing missing feature values. 

Nevertheless, other approaches to increase completeness are possible. For example, a feature set could be 

extended with features based on user-generated item tags as proposed by Zhang et al. (2010). Similarly, feature 

values could be filled up by analyzing additional textual data using text mining to extract non-available feature 

values (Ghani et al. 2006). Another limitation are the costs of data preparation and computation caused by 

adding features and their feature values or by filling up missing feature values. In our evaluation settings, the 

necessary additional time and costs are reasonable: For example, the computation time of CBMF for training and 

evaluating the model for Hypothesis H1a (Portal 1) was raised from 285 seconds to 488 seconds for all 

users/items, for Hypothesis H1a (Portal 2) from 10 seconds to 24 seconds. However, these costs might indeed be 

relevant for applications with a vast amount of additional item content data. Furthermore, it would be highly 

interesting to test the impact of other data quality dimensions such as currency on recommendation quality. 

Additionally, in this paper we focus on different metrics for prediction accuracy as the most important quality 

measures for recommender systems (Shani and Gunawardana 2011). However, as the goals of a recommender 

system can be very diverse (e.g., introducing customers to the full product spectrum) further metrics can be of 

particular interest for other application scenarios (Jannach et al. 2016). Thus, further research on the impact of 

data quality assessed by other quality measures such as coverage, serendipity or scalability (Herlocker et al. 

2004; Shani and Gunawardana 2011) would also be relevant. Finally, in the future, tests similar to ours could 

also be conducted using data sets from further domains, such as recommendations for music songs. 
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Abstract. Modern service systems enable the execution of individual multi user context-aware processes in 
domains such as tourism or healthcare. The dynamic nature of mobile environments leads to a variety of dis-
ruptive events at runtime, requiring re-selection of the initially planned service composition for multiple users. 
In this respect, re-selection for each event is not practical due to the high complexity of the underlying service 
selection problem. Consequently, this paper presents an event handling strategy for service systems based on 
user preferences for dependencies in regard to context information and multiple users. In particular, we sur-
veyed 201 participants as part of an empirical study and derived innovative user-based rules and mechanisms 
in order to prevent disruptive events and to reduce the number of re-selections due to systematic processing of 
events. 

1 Introduction 

Processes that use context information (e.g., location information) to provide personalized value to multiple users 
are becoming increasingly important (Allied Market Research 2021). These processes can be found in several 
domains such as tourism, disaster relief or healthcare (Gavalas et al. 2014; Kartiwi and Gunawan 2013; Ventola 
2014). Consequently, this development also supports the engineering of multi user context-aware service systems 
(Alter 2012). Hence, a service composition for a process at planning time is determined for each user by selecting 
from a large number of available candidate services for each task of the process (Bortlik et al. 2018). Accordingly, 
mobile environments are an important driver of service system innovation (Demirkan et al. 2015) and are steadily 
gaining in importance in the form of mobile applications and mobile business (Statista 2019a; Statista 2019b). For 
example, a mobile application for multi user context-aware service systems from the tourism domain called Cul-
ture Trip supports processes such as city day trips. Specifically, guided joint tours, the creation of individual plans 
or the search for interesting spots are offered. 

However, due to the dynamic nature of service systems in particular in mobile environments (Sheng et al. 2014), 
a high number of disruptive events may occur at runtime (Bobek and Nalepa 2017; Wang et al. 2017). This means, 
for example, the quality of selected candidate services or context information changes (cf., e.g., Canfora et al. 
2008; Sbai et al. 2020; Sheng et al. 2014; Zheng et al. 2014). In this regard, we define a disruptive event as a 
change of planned values of candidate services at runtime (Bearzotti et al. 2012). This can be illustrated by an 
example from the tourism domain for context changes: The city day trip would change for one or more users if the 
weather changed from the planned value “sunny” to “rainy”. Thus, these changes lead to a re-selection and thus to 
an adaptation of the service composition. Due to the NP-hardness of the underlying service selection problem 
(Abu-Khzam et al. 2015; Alrifai et al. 2012), re-selecting a service composition on the occurrence of each disrup-
tive event at runtime is not practical. Thus, this paper focuses on the following research question: 

How to develop an event handling strategy for multi user context-aware service systems based on user prefer-
ences? 

According to literature, customer participation is crucial for service systems engineering and hence positively 
influences the performance of mobile applications (Böhmann et al. 2014; Demirkan et al. 2015; Ye and Kankan-
halli 2020). In this regard and to address our research question, we surveyed 201 participants as part of an empirical 
study and present a user-based event handling strategy. Thus, we are the first event handling strategy for multi 
user context-aware service systems that explicitly derives rules and mechanisms based on user preferences, espe-
cially for context information and multiple users, to systematically prevent and process disruptive events. 

The remainder of the paper is structured as follows. In the next section, the theoretical background, related work 
and research gap as well as a real-world scenario from the tourism domain are discussed. In the third section, we 
present the findings of the empirical study conducted. In the fourth section, we propose a user-based event handling 
strategy for multi user context-aware service systems. The final section summarizes the work and discusses prac-
tical implications as well as limitations. 



3 Disruptive Events in Service Systems  72 

 

2 Background 

2.1 Theoretical Background 

Research in the field of service systems engineering can be divided into the two main topics: Engineering service 
architecture and Engineering service systems interaction (Böhmann et al. 2014). A structure of the topics and the 
mapping to the application context of this paper (cf. Figure 1) can be derived from the service science literature 
(cf., e.g., Alter 2012; Böhmann et al. 2014; Cristea et al. 2011; Melo and Aquino 2021; Michelson 2006). The first 
topic, which describes advanced models, methods and tools for service architecture engineering can already be 
found in the literature for multi user context-aware service systems (i.e., e.g., service selection algorithms; cf., e.g., 
Bortlik et al. 2018). The second topic mainly describes information intensive interactions with(in) service systems 
mainly focusing on the recovery after a service failure. In this regard, disruptive events are processed by event 
handling strategies and, if necessary, an alternative service composition is selected at runtime by service re-selec-
tion algorithms (cf. Bortlik et al. 2023). In the following, we will focus on event handling strategies as these have 
not yet been examined in more detail in the literature for multi user context-aware service systems (cf. Section 
2.2). One further perspective for service systems engineering is the environment of a service system, which directly 
or indirectly influences the architecture or interactions of a service system (Alter 2012) and are primarily driven 
by including context information (Chandler and Vargo 2011). Furthermore, the increasing demand for personali-
zation (Demirkan et al. 2015) and customer participation (Ye and Kankanhalli 2020) also influences service sys-
tems engineering.  

 

Figure 4. Components of service systems engineering 

Event handling strategies are a well-known topic in the literature especially for service systems interaction (Cristea 
et al. 2011; Melo and Aquino 2021; Michelson 2006) to cope with the environment, personalization and customer 
participation. These strategies enable the definition of rules and mechanisms in order to respond adequately to 
disruptive events at runtime (Michelson 2006). Figure 1 illustrates the four components of event handling strate-
gies in the service systems literature: Event producer; Fault tolerance; Event processing; Event consumer. The 
component event producer is the trigger of an event. In mobile environments, for example, triggers may be changes 
in the contextual environment (e.g., mobile location sensors (GPS), cf. Cristea et al. 2011). Fault tolerance enables 
the regular operation of a service system, even in the presence of disruptions, errors or failures, and therefore 
reduces disruptive events with support of rules and mechanisms (Melo and Aquino 2021). Furthermore, with event 
processing, disruptive events are collected as well as evaluated against rules and consequently mechanisms are 
initiated (Michelson 2006). Finally, the component event consumer is the application or business process of the 
service system, which receives the events from the event processing and reacts accordingly to these events (Cristea 
et al. 2011).  
 

2.2 Related Work and Research Gap 

In the following, we discuss existing event handling strategies for service systems from the literature. The discus-
sion is based on a literature search of related work in ACM, aisnet.org, IEEE Xplore, INFORMS, ScienceDirect, 
Springer and Web of Science, which was performed using 30 keywords (i.e., e.g., event handling, service system, 
fault tolerance, event processing, multiple user, context information) resulting in 102 papers. Furthermore, we also 
conducted a backward and forward search based on these papers, resulting in 25 further articles. After a more 
detailed text analysis of the relevant articles and only considering papers, which includes fault tolerance and/or 
event processing, dependencies between multiple users and/or context information as well as user preferences, 
eleven relevant approaches remain that reflect our research topic in general. A short summary of the systematized 
related work can be found in Table 1. 
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Table 1. Overview of existing event handling strategies for service systems 

Event handling  
strategy for service systems 

Dependencies 
User  

prefer-
ences 

Event  
handling 

Con-
text 

Multiple 
user 

Fault 
toler-
ance 

Event 
pro-

cessing 

Angarita et al. (2013), Angarita et al. 
(2014), Buys et al. (2011), Fekih et al. 
(2019), Shen and Yang (2011), Zheng 
and Lyu (2009) 

X -/- -/- X -/- 

Adams et al. (2007), Ayed et al. (2013), 
Flouris et al. (2017), Kum (2020), 
Wang et al. (2017) 

X -/- -/- -/- X 

 

The first group of event handling strategies mainly deal with fault tolerance. Therefore, existing literature suggests 
dynamic fault tolerance and recovery strategies with the goal to prevent a failure of a web service including the 
execution environment (Angarita et al. 2013; Angarita et al. 2014; Fekih et al. 2019). Furthermore, Zheng and Lyu 
(2009) tries to pass on experiences from web service users to future web service users with its fault tolerance 
strategy based on context information. In addition, Buys et al. (2011) develops metrics to better predict the likeli-
hood of web service failures in the face of contextual changes. Finally, Shen and Yang (2011) describes an ap-
proach to prevent a failed negotiation process in the execution environment of a composite service. 

The second group of service system approaches contributes to event processing.  
There are several works, which use event processing to handle events in service systems (Ayed et al. 2013; Flouris 
et al. 2017; Kum 2020). Therefore, rules and event patterns are created for the processing of events in order to 
control faulty services. In this regard, context information is described as environmental context, in which, for 
example, the abstraction hierarchy of events is mapped (e.g., Kum 2020). In further research, dynamic self-adap-
tation approaches enable a self-contained and automatic repair of the exception situation in service systems on the 
basis of event patterns, in which context is defined as the valid conditions at runtime (Adams et al. 2007; Wang et 
al. 2017). 

To sum up, all discussed approaches contribute to context-awareness, but do not deal with multiple users. Thus, 
we are the first event handling strategy for service systems (i.e., engineering service systems interaction, cf. Section 
2.1), which directly derives rules and mechanisms based on user preferences for dependencies in regard to context 
information and multiple users. Moreover, a multi user context-aware service system that copes with all main 
event handling components (i.e., fault tolerance and event processing) is – to the best of our knowledge – missing 
so far.  
 

2.3 Real-world Scenario 

In the following, we introduce a scenario of a mobile-enabled multi user context-aware process from the tourism 
domain (i.e., a group is planning a city day trip, cf. Figure 2). 

Therefore, our process consists of a number of temporal ordered tasks (e.g., visiting restaurant) and each task 
is connected by a transport (e.g., car). Moreover, a single task is conducted simultaneously by multiple users (i.e., 
user 1, user 2 and user 3) based on the user’s specifications (e.g., favorite cuisine). Each task consists of a set of 
functionally equivalent candidate services (i.e., a special restaurant, e.g., Da Guido 365), that only differ in their 
non-functional properties (e.g., price). Thus, a single candidate service is described by attributes such as name, 
duration, opening hours, price, location or rating. Furthermore, world states are used to deal with context infor-
mation (Ghallab et al. 2008). Therefore, context information such as time or location for each task of an individual 
user is defined by world states (e.g., user 1 is able to visit a restaurant at 12 p. m. based on the actual location of 
the user, i.e., world state 𝑤𝑠ଶ଴). The aim of the service system in our scenario is to determine the optimal service 
composition (i.e., maximizing the utility) for all users in the process, considering specifications and constraints 
(e.g., maximum budget) per user (cf. Heinrich and Mayer 2018). 
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Figure 2. Multi user context-aware process in the tourism domain 

At runtime several disruptive events can occur in multi user context-aware processes. An event consequently leads 
to planned values of candidate services (e.g., for context information or quality of service) changing at runtime 
and thus a service composition is no longer optimal (i.e., constraints not exceeded) or no longer valid (i.e., con-
straints exceeded). These changes potentially leading to a re-selection and therefore to adaptations of the originally 
planned service composition. In this work, we assume that events can occur at runtime with regard to the following 
types: Changes in quality of service (e.g., increase in prices of candidate services, worsening of the assumed rating 
of candidate services) or context information (e.g., negative change in the weather, delays in the execution of 
process tasks or the transport, extensions in the distance e.g. from the candidate service to the parking lot) because 
these are main issues in service systems in which planned values can change (Mo et al. 2011; Zeng et al. 2007). 

3 Survey for Event Handling in Multi User Context-Aware Processes in Mobile 
Environments 

Goals & questionnaire: In order to develop an event handling strategy for multi user context-aware service systems 
based on user preferences, we conducted an online survey. In particular, the goal of our survey was to derive user-
based rules and mechanisms for an event handling approach with focus on fault tolerance and event processing, 
as well as multiple users and context-awareness. In this regard, the main structure of the standardized questionnaire 
is based on Atteslander and Cromm (2010) as well as Schnell (2019) and was created and made available online 
for students over a period of four weeks. In particular, mainly closed questions were used but the respondent also 
had the option of textual annotations. In a total, 35 questions in the following seven thematic blocks were surveyed 
in order to get the preferences of the participants: 1) General 2) Events and solutions 3) Event types 4) Constraints 
5) Context information 6) Multiple users 7) Demographic questions. The blocks and also the individual questions 
were defined and cross-validated in advance through qualitative interviews with two students. All questions are 
primarily aimed at whether and how different types of events in the tourism domain should be prevented or pro-
cessed. One question with regard to multiple users for illustration was: “Assume your group in the city day trip 
has ten members. At what proportion of users affected by an event should an event recovering for all users take 
place?”. Overall, the tourism domain was chosen for the survey as this is a valid and comprehensible scenario in 
service systems engineering and mobile environments (Femenia-Serra et al. 2019). 

Participants: The survey was made available to a large proportion of business informatics students at the Univer-
sity of Regensburg. A large majority of the participants is familiar with service systems and also with the use of 
mobile applications and therefore the target group was clearly defined. No prior knowledge of event handling, 
multiple users and processes in the tourism domain was required. In total, 201 people participated in the online 
survey. Almost 62% of the participants are from the age group between 18 and 30 years, which was the main target 
group in this questionnaire due to the necessary affinity for mobile applications (Statista 2023). Furthermore, with 
35%, single people account for the largest share, while around 34% live in a partnership without children and just 
under 27% in a partnership with children. To sum up, the broad distribution of participants in terms of age and 
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marital status is elementary to consider the user needs for an event handling strategy for multi user context-aware 
service systems. 

Findings: In this section, we present the results of our empirical study to determine the most important findings 
for our approach (cf. Section 4). Therefore, important results from the empirical study are summarized in Table 2. 
In this regard, the user preferences from the online survey of each question were analyzed, generalized and the 
most significant findings were derived and assigned to the corresponding categories in Table 2. 

(A): The first group of findings describes general user preferences with impact to various components of event 
handling. Thus, 90% of the participants want to decide independently whether or not the service system should 
perform a re-selection of the originally planned service composition in case of an event. Accompanying, 72% of 
users would like to be informed immediately after an event. Furthermore, 88% prefer a tolerable limit below which 
no event processing is performed even though the original defined constraints are exceeded. In this context, the 
level of the tolerable limit for which a change is accepted depends on the initial value of the constraint (e.g., 
budget). Specifically, the lower the level of the constraint, the higher the relative tolerable limit (e.g., with a budget 
of 5 €, a 100% overshoot is tolerated, while with a budget of 80 €, the majority would only tolerate a maximum 
overshoot of 10%). Moreover, when multiple events occur, 45% would like to process the events collectively 
according to the severity and 29% according to the chronological order of appearance in the process. Finally, 86% 
of participants prefer an event processing if the event leads to significant changes (with minimal changes, 86% 
prefer to keep the original service composition). 

(B): The second group describes user preferences for event handling strategies related to context information. 
The results show that the event type is decisive whether an event is considered for processing. Thus, 38% aim to 
avoid the event in case of a negative change in the weather (i.e., context information) whereas only 8.5% in case 
of a worsening of the assumed rating of candidate services (i.e., quality of service; 51.2% would tolerate a deteri-
oration of a maximum of one star). Furthermore, the tolerance for time delays depends on the type of task in the 
process. Thus, participants are more likely to accept time delays in tasks that are not time-bounded (e.g., visiting 
park) than tasks that are more time-bounded (e.g., visiting restaurant). Finally, the consideration of events depends 
on the context type. For example, 86% would like the event to be processed if the weather worsens, while only 
29% would like the event to be processed if distances are extended due to a shortage of parking space. 

(C): The third group describes user preferences related to multiple users. Therefore, 91% tolerate constraint 
exceedances (e.g., budget) for a task if the overall budget of the process (i.e., all tasks) for all users is not exceeded. 
Furthermore, the exceeding of constraints for a single user does not lead to an event processing for almost 60% of 
the participants. In this regard, whether an event leads to processing depends on the proportion of users affected 
compared to the total number of users in the process. Thus, 61% of users would refrain from re-selection for an 
event if less than 40% of the users in the group were affected by a constraint violation. 
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Table 2. Findings for a user-based event handling strategy from our online survey 

Nr. Finding from online survey 

User preferences  
considering 

Event handling 

Context 
Mul-
tiple  
user 

General 
Fault 
tole-
rance 

Event  
proces-

sing 
General 

A 

1 Users decide independently how to deal with events -/- -/- X -/- -/- X 
2 Users want to be informed immediately about events -/- -/- X -/- -/- X 
3 Tolerable limits are suggested, below which an event is not processed -/- -/- X X -/- -/- 

4 
The tolerable exceedance of defined constraints depends on the absolute 
value of the constraint (e.g., budget) 

-/- -/- X X -/- -/- 

5 Event processing is preferred according to severity or time of appearance -/- -/- X -/- X -/- 
6 Execution of event processing only in the case of significant changes -/- -/- X X X -/- 

B 

7 Processing depends on the event type (e.g., context vs. quality of service) X -/- X X -/- -/- 

8 
Tolerable limit for context changes (e.g., time delays) depend on the type 
of task in the process (e.g., visiting restaurant vs. visiting park) 

X -/- -/- X -/- -/- 

9 Processing depends on the context type (e.g., weather vs. distance) X -/- -/- X -/- -/- 

C 

10 
Budget overrun for individual task is accepted if total budget of all users 
for all tasks in the process is not exceeded 

-/- X -/- X -/- -/- 

11 
Event should not be handled upon if it affects only one person in the over-
all group 

-/- X -/- X -/- -/- 

12 
The proportion of people affected by an event in a group is decisive for the 
relevance of events 

-/- X -/- X -/- -/- 
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4 Approach for a User-based Event Handling Strategy in Multi User Context-Aware 
Service Systems 

The empirical study in this work further shows that 86% of the participants want to avoid re-selection in general 
in case of disruptive events. This is also confirmed by the fact that 80% of the respondents tolerate adaptations of 
maximum 60% of all tasks in a process (e.g., in a process of five tasks, a maximum of three tasks may deviate 
from the original service composition in regard to selected candidate services). To reduce the number of processed 
events and thus the number of adaptations, an event handling strategy is required that checks and consequently 
processes events in such a way that they can be avoided. Thus, in this section, we present our user-based event 
handling strategy for multi user context-aware service systems (cf. Figure 3).  

 

Figure 3. Approach for user-based event handling in multi user context-aware service systems 

In this regard, Figure 3 illustrates the main components of our event handling strategy: 

Inform about event, Fault tolerance, Event processing and Ask for re-selection. In particular, rules and mechanisms 
were derived from the generalized findings of our empirical study (cf. Section 3 - Table 2) in order to integrate 
user-based preferences in our two-step procedure. In particular, the individual steps were derived generically and 
the strategy can therefore be used in a broad context of service systems. In the first step, we try to evaluate the 
changes with rules and avoid events with mechanisms (i.e., fault tolerance) to minimize the number of processed 
events. Second, events that cannot be avoided are systematically processed (i.e., event processing) in such a way 
that adaptations of the originally planned service composition are minimized. The steps of our event handling 
strategy are described in detail in the following. 

Inform about event: In general, there are changes for services at runtime due to an event. The type of event (e.g., 
change in quality of service) and the amount of change (e.g., ten percent increase in price) are known at runtime. 
These changes can lead to a re-selection of the planned service composition. In order to provide users with infor-
mation about the event, all users affected by the change must be informed immediately. 

Fault tolerance: Rules and mechanisms of fault tolerance aim to avoid the event, and therefore prevents the event 
from being processed. In the following, we discuss the two main components of our fault tolerance strategy. 
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 Checking event with rule set: A rule set is used to check if an event is a candidate for further processing or 
whether an event can be avoided by default. These rules are defined individually per user. First, a rule checks 
whether the constraints of the affected attribute for the specific task (i.e., candidate service) were exceeded due to 
the change: 
 If the constraints were not exceeded, a significance level of the change per attribute is defined, which must be 

exceeded if the event is to be processed (e.g., processing only from a minimum change of 10%). In the case of 
minor deviations, processing can be dispensed and the event can be avoided per default (cf. Figure 3 – 1.2). 

 If the constraints were exceeded a rule checks for a tolerable limit. For each attribute, a percentage limit is set 
for each user, up to which a constraint overshoot is tolerated and thus an event processing is not necessary. In 
addition, the tolerable limit per user is defined depending on the basic value of the constraint (e.g., the higher 
the budget, the lower the relative tolerable overshoot of the constraint, cf. Figure 3 – 1.3). 

Any change caused by an event must be considered in the context of the event type, the context type and the affected 
task (cf. Figure 3 – 1.1). For each event type, a clear definition is necessary whether event processing is targeted 
by the user or the event can be avoided per default. This rule can be further refined, especially for contextual 
events, by processing an event only for specific events with regard to context information (e.g., only events related 
to delays in the execution of the process are processed). Furthermore, the type of task (e.g., visiting restaurant vs. 
visiting park) is also decisive for the level of tolerance. Thus, another rule defines the level of the tolerance limit 
for certain attributes depending on the affected task. Finally, a rule is required for all users of the process, which 
specifies the minimum number of users affected by an event. Only if this number of users is exceeded, the event 
will be processed, even if the event leads to constraint violations for single users (cf. Figure 3 – 1.4). 
 Handling local constraints: For certain types of events (i.e., change in quality of service, e.g., violation of 

budget constraint), we propose to prevent events from being processed by distributing the value of the constraint 
exceedance. For example, if there is an overshoot of the budget for a task (e.g., the tolerable limit is 10 € and now 
visiting a restaurant costs 16 €), this event would have to be processed in general. Our approach tries to distribute 
the amount of the overshoot (i.e., 6 €) - for each user whose constraints are exceeded - equally among all remaining 
tasks that have not yet been conducted (e.g., if three tasks have not yet been conducted, 2 € would be transferred 
to each of these three tasks). Afterwards, the mechanism checks for each user whether all of these tasks still falls 
below the tolerable limit. When the tolerable limit is undercut, event processing is not necessary for this user. Even 
if this is not successful for all users, the event may not have to be processed when the number of affected users 
falls below the required minimum number of users for an event processing (cf. Figure 3 - 1.4). 

Event processing: In case an event cannot be avoided in the first step (i.e., fault tolerance), events are processed 
systematically in order to avoid the number of re-selections and consequently adaptations. In the following, two 
mechanisms are presented. 
 Handling context: For each event that involves significant context changes (cf. Figure 3 – 1.1/1.2), a service 

composition is no longer optimal or a candidate service can no longer be conducted in a task. Thus, a re-selection 
of the service composition at runtime is recommended or even inevitable. However, we extend the event processing 
with a check of world states in order to reduce the number of adaptations. In particular, for the corresponding task 
containing the failed candidate service, world states are analyzed whether an alternative candidate service exists, 
which is valid for the same context information then the previously selected candidate service (i.e., time and loca-
tion). In case that an alternative candidate service can be found, re-selection can be avoided over the entire process 
and only one adaptation is necessary (i.e., failed candidate service is exchanged against alternative candidate ser-
vice in the corresponding task, cf. Bortlik et al. 2023). 
 Region-based collection of events: The user-preferred processing of events is by severity followed by time 

of appearance (cf. Table 2 – Finding A5). The severity of events has already been considered in the mechanisms 
for fault tolerance (cf. Figure 3 - 1.2). In our approach, we propose event processing by time of appearance using 
regions (i.e., each task represents a region) to reduce the number of adaptations. In particular, all events (classified 
by type, e.g., all changes of the quality of service attribute price) are collected and processed per task, starting with 
the first task not executed, and processed sequentially up to the last task of the process. In this regard, an alternative 
candidate service is searched for in a task, which fulfills all constraints under consideration of all event types. Only 
if this step fails, a re-selection has to be done on the entire process to get a valid service composition. In this regard, 
it is checked for each task whether an event is still relevant. When a re-selection has been performed for the entire 
process, it is possible that adaptations where necessary in various tasks (e.g., replacement of a candidate service) 
and that events are therefore no longer relevant. Furthermore, events of the type change in context information can 
become irrelevant over time. For example, the weather may change for the better or delays may be reduced in the 
process. In the course of event processing, all rules of multiple users must be considered (i.e., check number of 
users affected, cf. Figure 3 - 1.4) to avoid processing events unnecessarily. Finally, the processing according to 
regions must be repeated continuously, starting from the beginning, since new events can occur regularly. 
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Ask for re-selection: In the case that the two-step procedure of our approach (i.e., fault tolerance and event pro-
cessing) cannot prevent a re-selection for one or multiple users due to the occurrence of disruptive events, the 
entire group must be actively asked whether a re-selection should be performed or the event should be avoided per 
default. 

5 Conclusion, Practical Implications and Future Research 

In this paper, we present a user-based event handling strategy for multi user context-aware service systems in 
mobile environments. In particular, we propose an innovative approach in order to systematically prevent and 
process disruptive events at runtime with the aim of minimizing the number of processed events and adaptations 
of already planned service compositions. In the literature, there exists no event handling strategy for service sys-
tems that explicitly derives rules and mechanisms based on user preferences, especially for context information 
and multiple users. To address this research gap in the area of service systems engineering, we surveyed 201 
participants to derive rules and mechanisms for a user-based event handling strategy in mobile environments and 
also developed an approach for the distribution of local constraints for multiple users (cf. Section 4 – ). 

For practitioners, our strategy also provides some important benefits. Thereby, our approach can be applied in 
mobile applications that assist multi user context-aware processes such as a city day trip in the tourism domain. 
Existing mobile applications (e.g., Culture Trip) are not able to control event processing through active customer 
participation at runtime. Furthermore, by implementing our approach, real-time data (e.g., context information 
such as publicly available information about the weather) can be used to proactively inform the user about potential 
future events that have not yet occurred. Finally, service providers (e.g., restaurants) can also benefit from our 
approach as it enables the active integration of service providers into the event processing mechanism. In particu-
lar, service providers can provide possible discounts in a mobile application, which can be suggested to the user 
depending on their maximum constraints if, for example, the price exceed the tolerable limit (i.e., disruptive event) 
and the algorithm would select an alternative service provider (i.e., re-selection). 

Furthermore, there are also limitations which provide directions for future research. First, further surveys should 
be conducted, possibly also from other domains in mobile environments, to derive user-based rules and mecha-
nisms even more generic. Second, a rule for tolerable limits was proposed in our approach. However, the limits 
should be further validated by experiments to evaluate the impact of different limits on the number of processed 
events. Third, we are the first event handling approach that takes dependencies between multiple users into ac-
count. However, our approach is a first idea and needs to be analyzed in more detail. Finally, the event handling 
strategy should be implemented and its performance evaluated against re-selection approaches that handle each 
event independently without an event handling strategy (cf. Bortlik et al. 2023). 
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Abstract 

Modern service-based processes in mobile environments are highly complex due to the necessary spatial-temporal 

coordination between multiple participating users and the consideration of context information. Due to the dy-

namic nature of mobile environments, disruptive events occur at runtime, which require a re-selection of the 

planned service compositions respecting multiple users and context-awareness. Thereby, when re-selecting ser-

vices the features performance, solution quality, solution robustness and alternative solutions are essential and 

contribute to the efficacy of service systems. This paper presents an optimization-based heuristic technique based 

on a stateful representation that uses a region-based approach to re-select services considering multiple users, 

context information and in particular disruptive events at runtime. The evaluation results, which are based on a 

real-world scenario from the tourism domain, show that the proposed heuristic is superior compared to competing 

artifacts. 

1. Introduction 
The development of mobile environments in the form of mobile technologies (such as Smartphones, IoT-Devices) 

and mobile business is steadily increasing (Muhammad et al. 2018; Statista 2019a, 2019b). Services that use con-

text information (e.g., sensory capabilities of mobile devices) to provide individual solutions for users gain in 

importance, which can be seen, for instance, by the increasing market value of 11.99 billion $ in 2015 to 44.95 

billion $ in 2021 for location based services (Allied Market Research 2021). Besides location information, a further 

important dimension of context is the participating user (user context), which includes the interaction among users 

(Baccari and Neji 2016; Grotherr et al. 2018; Ma et al. 2015; Roda et al. 2018; Shen and Yang 2011; Tung et al. 

2014; Weinert et al. 2020; Zhang et al. 2009). Processes in mobile environments, which include multiple partici-

pating users can be found in several domains such as healthcare or disaster relief assistance, field work in compa-

nies, everyday efficiency and planning, roadside or in tourism (cf. Gavalas et al. 2014; Neville et al. 2016; Ventola 

2014; Zhang et al. 2009). This development supports the construction of multi user context-aware service systems, 

in which mobile technologies enable the realization and support of individual processes. 

Determining and realizing processes by an individual service composition for each user at planning time, including 

the selection within a high number of available candidate services, context information (e.g., location or time of 

day) and the coordination of multiple users, is a known problem in the literature (e.g., Bortlik et al. 2018; Heinrich 

and Mayer 2018). However, due to the dynamic nature of mobile environments (cf., e.g., Nagarajan and Thirunavu-

karasu 2020; Sheng et al. 2014), several so-called disruptive events may occur at runtime (Bobek and Nalepa 

2017). Guided by Bearzotti et al. (2012), we define a disruptive event as a real-world event at runtime that signif-

icantly change planned values of service candidates, user constraints etc. Thus, disruptive events occurring at 

runtime can affect all users resulting in service compositions selected at planning time that are no longer optimal 

if not even no longer feasible. For instance, the disruptive event that a business – selected as service at planning 

time – is closed and thus become no longer available (cf. Sheng et al. 2014; Zhang et al. 2018; Zheng et al. 2014), 

results in a need for re-selection at runtime. As the computational effort for determining an optimal solution for 
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such re-selection tasks – considering all possible disruptive events and their changes of planned values – would be 

very high (the selection problem is known to be NP-hard (non-deterministic polynomial-time hardness); cf. Abu-

Khzam et al. 2015; Alrifai et al. 2012), we propose an optimization-based heuristic technique. Thus, our work 

refers to the following research question:  

How to design an optimization-based heuristic technique for re-selecting services under consideration of 

multiple users, context information and in particular disruptive events at runtime? 

To address this research question, we present a novel heuristic technique for service re-selection at runtime for 

multi user context-aware service systems. Our approach is based on the meta-heuristic local selection (e.g., Gen-

dreau and Potvin 2010) and a stateful representation (cf., e.g., Heinrich and Lewerenz 2015). To enable a perfor-

mant service re-selection at runtime considering multiple users, context-awareness and in particular disruptive 

events, the presented approach carefully divides the underlying process into regions and efficiently select a service 

composition by using feasibility checks and a measure based on the stateful representation. Furthermore, the con-

cept of a stateful representation is substantially extended by a dynamic re-structuring of states at runtime to deal 

with disruptive events. The evaluation results show that for the presented heuristic technique the computation time 

increases proportionally in almost all settings, while competing approaches in general have an exponential increase 

in runtime. More precisely, our technique requires on average only about 1.6% of the computation time compared 

to existing approaches although achieving a solution quality similar to these approaches (88.8% compared to an 

optimal solution). This reveals a high performance while retaining a comparable high solution quality. Moreover, 

our technique achieves an average (solution) robustness of 92%, which describes the proportion of the predeter-

mined services at planning time that can be retained during re-selection at runtime. This represents a significant 

improvement over existing approaches. Finally, in contrast to existing approaches, our technique is able to present 

several alternative feasible solutions in near-time especially for multiple participating users. The evaluation results 

show that an alternative solution can be selected within 6.1 seconds on average for multiple users in case a disrup-

tive event occurs. 

The remainder of the paper is organized as follows: In the next section, the background (i.e., Methodical Founda-

tions and Related Work) as well as the research gap are discussed. In the third section, we present our research 

methodology followed by the introduction of a real-world scenario from the tourism domain in section four. In the 

fifth section, we propose our model setup and the main components of our heuristic technique, in particular an 

optimization model and an algorithm for multi user context-aware service re-selection. In the evaluation section, 

we analyze different features of our approach compared to competing artifacts based on the real-world scenario 

and a simulation experiment. Subsequently, the results and implications are discussed. Finally, we conclude our 

paper with a short summary and an outline of limitations and further research. 

2. Background and Research Gap 

2.1 Methodical Foundations 

The selection of several services, thus determining a service composition, leads to a problem which in its basic 

form (Quality of Service-aware service selection) is related to the selection of exactly one item for each of 𝑛 

available sets of items without violating a family of constraints, while maximizing the overall utility (Caserta and 

Voß 2019). Thus, the underlying decision problem can be characterized as the well-known MMKP (Multi-Choice 

Multi-Dimensional Knapsack Problem). The MMKP is an advanced form of the general Knapsack Problem with 

an additional multi-choice property, i.e., the selection of items is performed on sets of items instead of a single 

item set and further, the resources within a MMKP are multi-dimensional since there are multiple resource con-

straints for the knapsack (Ardagna and Pernici 2006). In our problem context, the multi-choice property is given 

by the selection of items (=candidate services) grouped in multiple sets (=tasks), for which each item is character-

ized by a specific value (=utility). Furthermore, the multi-dimensionality is determined by multiple resources (e.g., 

duration of a candidate service), which constrain the knapsack (=user’s service composition). When considering 

multiple users, the selected candidate services of a user are dependent on the selected candidate services of the 

other users in terms of optimality (i.e., utility) and feasibility (i.e., constraints). Thus, the considered MMKP is of 
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higher complexity since user-based dependencies have to be additionally modelled when determining each user’s 

service composition. 

There are different meta-heuristics in the literature (Gendreau and Potvin 2010) that can be used as a basis for 

solving the MMKP in the context of multi user context-aware service re-selection. Especially the concepts of the 

meta-heuristic Tabu search are promising for solving this problem, because (1) Tabu search is basically a local 

search strategy (Gendreau und Potvin 2005), which searches the whole neighborhood deterministically allowing 

for a higher degree of solution robustness. Furthermore (2), the existing memory concept is highly promising 

(Gendreau and Potvin 2010) in order to provide access to relevant (existing) information during the iterations of 

the re-selection and thus enables to efficiently and effectively explore the search space by learning from previous 

solutions (Blum and Roli 2003; Boussaïd et al. 2013; Gendreau and Potvin 2010; Gogna and Tayal 2013). In 

particular (2a), the concept of short-term memory (Tabu list) facilitates to keep track of the most recently visited 

solutions and forbids (or allows) specific moves towards them (Blum and Roli 2003). Thus, the neighborhood of 

the current solution is restricted to the solutions that do not belong to the Tabu list (Blum and Roli 2003). In 

addition (2b), the concept of long-term memory contains a pool of previously generated solutions, which can be 

used to learn and restart the search (Gendreau and Potvin 2005). This allows in analogy to buffer states of already 

examined solutions to enable fast decision support at runtime even for problems which are NP-hard. The consid-

ered MMKP faces a high degree of complexity which is discussed in literature and caused by dependencies refer-

ring to multiple users, context-awareness and disruptive events at runtime (e.g., Heinrich and Mayer 2018): 

1. User-based dependencies: Including multiple users cause the MMKP to be solved considering each users’ 

service composition (i.e., characterized by multiple tasks of candidate services) in compliance with the user’s 

preferences and constraints. Such preferences and constraints of participating users comprise also temporal-based 

dependencies arise in case (a subset of) users want to simultaneously select particular candidate services each 

assigned to a task leading to dependencies between various service compositions. Furthermore, by considering 

temporal-based dependencies certain candidate services which can (potentially) be added to a service composition 

are available or not (e.g., depending on temporal availability of a candidate service). Following, changing the 

candidate services within a service composition of one user affect other service compositions of (subsets of) related 

users. This requires the inclusion of temporal-based dependencies between multiple users in the optimization 

model, which in turn leads to additional user-dependent decision variables for each candidate service and thus 

increases the complexity of the MMKP. 

2. Context-based dependencies: Context-based dependencies result from the consideration of context infor-

mation (e.g., location of a candidate service or a user) in a MMKP. Context is usually addressed by the concept of 

states, which represent the contextual dependencies between candidate services of consecutive tasks. More pre-

cisely, the selection of a candidate service within a task can lead to context information, which directly affects the 

selection of candidate services (for other users) in subsequent tasks (cf. Heinrich and Lewerenz 2015) and thus 

increase the complexity of the MMKP (Mostofa Akbar et al. 2006; Sbihi 2007). Furthermore, the quantified values 
for subsequent candidate services (e.g., the distance between the locations of two candidate services), used to 

calculate the utility, depends on the specific context information. 

3. Event-based disruption: As disruptive events at runtime can cause a re-selection of one or more service com-

positions from one or more users, the complexity of the corresponding MMKP increases. In particular, the re-

selection and therefore the service compositions are dependent on the number and the type of the occurring dis-

ruptive events as well as the affected candidate services, which are unknown at planning time. For example, the 

disruptive event that a business is actually closed at runtime, which was selected as service at planning time and 

thus become no longer available, can affect a wide range in the planned service compositions such as exceeding 

or falling short of a threshold, time conflicts, capacity conflicts, changing context information, changing prefer-

ences, candidate service failures or delays. Due to the dynamic nature of disruptive events at runtime and the 

variety of event types, typically different affected candidate services must be re-selected. 

Given these dependencies referring to multiple users, context-awareness and disruptive events, in the literature of 

service science and re-selection are multiple works, which discuss central features and goals to assess the re-
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selection solution (Ardagna and Pernici 2007; Cao et al. 2007; Caserta and Voß 2019; Di Napoli et al. 2021; Khan 

et al. 2002; Mostofa Akbar et al. 2006; Wang et al. 2019; Yu and Lin 2007). The following describes the features 

to be addressed in more detail: 

1. Performance: In case of disruptive events, support of the participating users in near-time is needed as waiting 

times in mobile applications have a negative impact on the users’ satisfaction. In particular, a fast and inter-

active support is a key indicator for usability and thus a key feature for success of mobile applications. Thus, 

users in mobile environments require near-time support when interacting with mobile applications (Galletta 

et al. 2004; Hoxmeier and DiCesare 2000; Li and Chen 2019). Therefore, finding a solution at runtime with 

high performance (near-time optimization) is vital for the efficacy of service systems in mobile environments 

(Harrison et al. 2013; Saleh et al. 2017; Seffah et al. 2006; Tan et al. 2013). 

2. Solution quality: Users expect a high solution quality when re-selecting services. On the one hand, finding 

an optimal service composition in appropriate time is not realistic at runtime due to the high complexity of 

the underlying decision problem (Moghaddam and Davis 2014; Zhang et al. 2012b). On the other hand, find-

ing only a feasible service composition is necessary but not sufficient. Therefore, a near-optimal solution 

should be aimed for. 

3. Solution robustness: Considering re-selection at runtime, fundamental changes to the predetermined service 

composition at planning time have a negative impact on the users’ satisfaction (Barber and Salido 2015; Rah-

mani and Ramezanian 2016; Seffah et al. 2006; Tan et al. 2013). Therefore, users expect a largely robust 

service composition at runtime, where in case of disruptive events a small number of changes occur to the 

predetermined service composition (Barber and Salido 2015; Rahmani and Ramezanian 2016). 

4. Alternative solutions: The provided service composition at runtime may not meet the users expectations due 

to, for example, imprecise or incomplete context information or changing user preferences (David et al. 2014). 

Thus, determining and presenting alternative feasible solutions in near-time is important. Based on such al-

ternative solutions, proactive user interaction at runtime is possible (Evers et al. 2014) to give the user the 

opportunity to change the service composition proposed in the, for instance, mobile environment. 

As discussed in literature, these features contribute to the efficacy of multi user context-aware service systems 

since the response to disruptive events and the corresponding adaptation of service compositions represent a key 

role in the design of these systems (Alter 2017; Faieq et al. 2021; Hidri et al. 2019). However, existing approaches 

for multi user context-aware service systems primarily focus on the (adaptation) requirements of the service pro-

vider. As a result, the perspective of the users (i.e., service consumers, cf. Faieq et al. 2021) and their required 

features (e.g., high performance, cf. Fkaier et al. 2017) are mostly not included in the design of service systems. 

Therefore, addressing these features is highly important for research and practice, especially for the further devel-

opment of multi user context-aware service systems (Fkaier et al. 2017). 

2.2 Related Work 

In the following, we discuss existing approaches from literature, which can be used in general for service re-

selection. Therefore, we applied a literature search process consisting of three phases (cf. Fig. 1). The discussion 

is based on a literature search of related work (Phase 1) conducted in aisnet.org, Web of Science, ACM, IEEE 

Xplore, INFORMS, ScienceDirect and Springer, which was performed using 36 keywords resulting in 156 papers 

(Task I). Moreover, in order to identify further relevant works, we also conducted a backward and forward search 

based on these papers resulting in 35 further articles and 191 articles in sum (Task II). After a more detailed 

analysis of the relevant articles (Phase 2) by screening title, keywords and abstracts, 69 papers remained (Task 

III). Based on reading introduction and summary, we only considered works that contain dependencies between 

multiple users and context information resulting in 53 articles (Task IV). A detailed text analysis resulted in 38 

relevant approaches that are meet our research topic in general (Task V). Thereupon, we structure the literature 

(Phase 3) firstly on the basis whether the approaches consider multiple users, context-awareness and in particular 

disruptive events and secondly based on the four central features discussed in the methodical foundations (cf. 

Section 2.1). A summary of the systematized related work can be found in Table 1 (Task VI), which is explicitly 

created based on the dependencies and features introduced in Section 2.1. 
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Fig. 5 Literature search process 

(A): The first group of service system approaches mainly deal with user-based dependencies (e.g., Mayer 2017; 

Wanchun et al. 2011). With regard to multiple users, there are several approaches that allow the same candidate 

services to be used by multiple users (Heinrich et al. 2015; Mayer 2017; Wanchun et al. 2011; Wang et al. 2010; 

Wang et al. 2014), while other approaches address capacity limits of services in order to provide multi user support 

(He et al. 2012; Jin et al. 2012; Kurdija et al. 2019; Pang et al. 2020; Zhu et al. 2017). However, only Mayer (2017) 

presents an approach for service re-selection in order to cope with disruptive events occurring at runtime but do 

not deal with context-based dependencies at all. An analysis of the features shows, that some of the works aim at 

performance and therefore He et al. (2012), Heinrich et al. (2015), Jin et al. (2012), Kurdija et al. (2019), Mayer 

(2017), Wang et al. (2010) and Zhu et al. (2017) can in general provide results in near-time. In regard to solution 

quality, all of the approaches address as a foremost goal the selection of feasible solutions (e.g., Pang et al. 2020). 

Additionally, these works can be divided in exact approaches (i.e., providing an optimal solution, e.g., Wang et al. 

2014) and heuristic techniques (i.e., providing a near-optimal solution, e.g., Kurdija et al. 2019). For the re-selec-

tion at runtime the use of heuristics is clearly favored, because they can enable near-optimal solutions while re-

ducing the computational effort. Nevertheless, Mayer (2017) uses an exact approach at runtime to obtain the opti-

mal solution. Finally, none of the existing works contributes to the features solution robustness as well as alterna-

tive solutions. 

(B): Furthermore, there is a group of several service system approaches that deal with context-awareness (e.g., 

Faieq et al. 2019; Lewerenz 2015; Shen et al. 2012) and thus address context dependencies between various can-

didate services based on available context information such as price or distance. Existing literature that deals with 

context-awareness can be further divided into selection and re-selection works (including disruptive events at 

runtime). In the service systems literature with regard to context-awareness various types of re-selection ap-

proaches have been proposed such as fault tolerant strategies (Angarita et al. 2013, 2014; Fekih et al. 2019b; Zheng 

and Lyu 2009), process reconfiguration (Shen and Yang 2011; Zhang et al. 2012a) and adaptive web service com-

positions (Aouatef et al. 2008; Ardagna and Pernici 2007; Buys et al. 2011; Cao et al. 2015; Cherif et al. 2019; Ma 

et al. 2015; Sandionigi et al. 2013; Sedighiani et al. 2021; Tretola and Zimeo 2019). In a large part of these ap-

proaches, performance is an important feature to assess the solution (e.g., Bortlik et al. 2018; Xu and Jennings 

2010). In contrast, near-time optimization in order to enable support at runtime is not addressed by any of the 
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presented works. The analysis of the solution quality shows that all approaches enable a feasible solution. Further-

more, only a few articles can provide an optimal solution (i.e., Heinrich and Lewerenz 2015; Sandionigi et al. 

2013; Shen et al. 2012; Xu and Jennings 2010; Zheng and Lyu 2009), while most of the approaches describe a 

heuristic technique in order to achieve a near-optimal solution (e.g., Fekih et al. 2019a). Besides that, Angarita et 

al. (2013), Angarita et al. (2014), Ardagna and Pernici (2007), Sandionigi et al. (2013), Shen and Yang (2011), 

Zhang et al. (2012a) and Zheng and Lyu (2009) focus on the feature solution robustness. However, just Zhang et 

al. (2012a) describes explicitly the reduction of changing services as goal. All other approaches only implicitly 

deal with the feature solution robustness without explicitly presenting techniques to improve the robustness of 

solutions. Finally, none of the considered approaches contributes to the feature alternative solutions. 

(C): Finally, there is only a limited amount of articles that deal with user-based as well as context-based depend-

encies (Bortlik et al. 2018; Heinrich and Mayer 2018). Both approaches allow the same candidate services to be 

used by multiple users while respecting context dependencies between these candidate services. Nevertheless, 

none of these approaches discusses event-based disruptions. Considering the feature performance, it becomes ap-

parent that both approaches cannot enable near-time optimization. Furthermore, in regard to solution quality, Hein-

rich and Mayer (2018) presents a technique to obtain an optimal solution, whereas Bortlik et al. (2018) focus on a 

heuristic technique. Finally, neither approach contributes to the features solution robustness and alternative solu-

tions. A detailed comparison of our approach with the approach by Bortlik et al. (2018) showing significant dif-

ferences can be found in the appendix of this work. 

In summary, none of the identified works provides an approach that can select solutions with fast support, high 

quality and robustness while respecting multiple users, context-awareness and in particular disruptive events. 

2.3 Research Gap 

As discussed in the related work, there are several service system approaches that deal with multiple users, context-

awareness or disruptive events. However, a multi user context-aware re-selection approach that copes with all 

these concepts, especially addressing the feature performance and near-time optimization at runtime, is – to the 

best of our knowledge – missing so far. At runtime, there are high user demands on the solution of a re-selection, 

in particular solutions in near-time (i.e., performance), solution quality, solution robustness and alternative solu-

tions. Existing service system approaches from the literature indeed refer to the complexity of user-based and 

context-based dependencies but cannot address high-performance and robust solutions at runtime while maintain-

ing a high solution quality. However, as discussed in the methodical foundations, these features are important for 

designing service systems. In particular, features contribute to the efficacy of multi user context-aware service 

systems since the response to disruptive events and the corresponding adaptation of service compositions represent 

a fundamental part in the design of these service systems (Alter 2017; Faieq et al. 2021; Hidri et al. 2019). Ad-

dressing these features is highly important in research as well as in practice, especially for the further development 

of multi user context-aware service systems (Fkaier et al. 2017). To deal with these features, we propose an opti-

mization-based heuristic technique that uses a sophisticated region-based approach to re-select service composi-
tions considering multiple users, context-awareness and in particular disruptive events at runtime. In this regard, 

we present the first re-selection approach that apply a heuristic on a stateful representation. Thus, the represented 

context information within these states (i.e., state space) enable our heuristic for near-time optimization as well as 

feasibility checks and a state space measure. Furthermore, the concept of a state space is significantly extended by 

a dynamic state space re-structuring at runtime to deal with disruptive events. 
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Table 1. Overview of existing approaches 

Service system approach 

 
Approaches considering 

 
Features of the solution 

User-based 
dependencies 

Context- based 
dependencies 

Event-based 
disruption 

1. Solution quality 
2. Solution 
robustness 

3. Performance  
4. Alternative 

solutions Optimal  
solution 

Near- 
optimal  
solution 

Feasible  
solution 

Perfor-
mance 

Near-time  
optimization 

A 

Wanchun et al. (2011), Wang et al. (2014) X -/- -/- X -/- X -/- -/- -/- -/- 
He et al. (2012), Heinrich et al. (2015) X -/- -/- X -/- X -/- X X -/- 

Jin et al. (2012), Kurdija et al. (2019), Wang 
et al. (2010), Zhu et al. (2017) 

X -/- -/- -/- X X -/- X X -/- 

Pang et al. (2020) X -/- -/- -/- X X -/- -/- -/- -/- 
Mayer (2017) X -/- X X -/- X -/- X X -/- 

B 

Heinrich and Lewerenz (2015), Shen et al. 
(2012), Xu and Jennings (2010),  

-/- X -/- X -/- X -/- X -/- -/- 

Ai and Tang (2008), Deng et al. (2016), Faieq 
et al. (2019), Fekih et al. (2019a), Lewerenz 

(2015), Yu and Reiff-Marganiec (2009), 
Zhang et al. (2013a)  

-/- X -/- -/- X X -/- X -/- -/- 

Zhang et al. (2013b) -/- X -/- -/- X X -/- -/- -/- -/- 
Sandionigi et al. (2013), Zheng and Lyu 

(2009)  
-/- X X X -/- X X X -/- -/- 

Cao et al. (2015)  -/- X X -/- X X -/- -/- -/- -/- 
Fekih et al. (2019b) -/- X X -/- X X -/- X -/- -/- 

Ardagna and Pernici (2007), Shen and Yang 
(2011) 

-/- X X -/- X X X X -/- -/- 

Aouatef et al. (2008), Buys et al. (2011), Ma 
et al. (2015), Sedighiani et al. (2021), Tretola 

and Zimeo (2019) 
-/- X X -/- -/- X -/- -/- -/- -/- 

Zhang et al. (2012a) -/- X X -/- -/- X X -/- -/- -/- 

Cherif et al. (2019) -/- X X -/- -/- X -/- X -/- -/- 

Angarita et al. (2013), Angarita et al. (2014) -/- X X -/- -/- X X X -/- -/- 

C 
Heinrich and Mayer (2018) X X -/- X -/- X -/- X -/- -/- 

Bortlik et al. (2018) X X -/- -/- X X -/- X -/- -/- 
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3 Research Methodology 
Our work is found in general on the quantitative research paradigm (cf. Meredith et al. 1989; Will M. Bertrand 

and Fransoo 2002). In the following, we describe each step of this approach with regard to the work at hand in 

detail (cf. Fig. 2): 

 

Fig. 6 Quantitative research approach 

The first step problem definition includes the description and discussion of the subject and topic of the study with 

respect to existing knowledge bases and foundations (cf. Will M. Bertrand and Fransoo 2002). Therefore, we 

ground our research on multi user context-aware service re-/selection in the literature under the well-known deci-

sion problem MMKP including user-based as well as context-based dependencies and in particular disruptive 

events at runtime (cf. Section 2.1). Moreover, the scope and the differences of our work have to be discussed 

compared to existing works that study a related problem (cf. Section 2.2), resulting in a research gap (cf. Section 

2.3). To address the illustration of the problem definition (cf. Will M. Bertrand and Fransoo 2002), we use a 

mobile-enabled process from the tourism sector, which represents a valuable part in the further development of 

service design (cf. Section 4). Based upon this problem definition, we introduce the basic model notation as foun-

dation in Section 5.1. In this regard, an optimization model is established, which enables a solution for the under-

lying decision problem (cf. Section 5.2). Next, we present an algorithm to solve the optimization model efficiently 

with focus on central features (cf. Section 5.3). More precisely, normative analytical techniques (i.e., optimization 

model; cf. Meredith et al. 1989) and algorithms (i.e., heuristic techniques; cf. Will M. Bertrand and Fransoo 2002) 

are used for the multi user context-aware service re-selection in order to select a near-optimal solution at runtime 

with high performance. In the evaluation it is assessed in detail how well the proposed algorithm supports to solve 

the represented mathematical model (Tedeschi 2006). This evaluation can be done by means of mathematical 

techniques, simulation, benchmarking etc. and the results can be compared to actual measured results from other 

approaches (Prat et al. 2015). Thus, the design of our evaluation follows the compositional styles demonstration 

as well as simulation- and metric-based benchmarking of artifacts (Prat et al. 2015), in which the efficacy, perfor-

mance or robustness of the artifact is measured and compared with those resulting from other approaches (cf. 

Section 6.1 and 6.2). Finally, the discussion of the solution, its effectiveness and importance must be presented 

appropriately to researchers and other relevant audiences such as practitioners. Therefore, Section 6.3 of this paper 

discusses the results and implications for science and practitioners. 
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4 Real-world Scenario 
The importance of service systems and the associated support of mobile-enabled processes is continuously in-

creasing (Deng et al. 2016) and in this regard, the literature shows that the tourism sector including mobile-enabled 

processes are gaining in importance, too (Femenia-Serra et al. 2019). Thus, tourism represents a valuable part of 

the further development of service systems and, in particular, of service design (Koskela-Huotari et al. 2021). To 

illustrate our approach in the following, we introduce a scenario, which considers an excerpt of a mobile-enabled 

process of a tourist portal based on a day trip. Therefore, we adopt the structure of this process directly from the 

service science literature (Hara et al. 2016; Oizumi et al. 2013). In particular, these works describe a day trip 

process that is composed of a set of activities (e.g., eating) and each associated location of an activity is connected 

by a transport (e.g., bus). In this regard, a process is further defined as a set of tasks arranged in a temporal order 

(Corradini et al. 2007) and contains the following tasks in our scenario: Breakfast or Café, Restaurant, Museum 

or Park (cf. Fig. 3). 

 

Fig. 7 Excerpt of a process model for a day trip (guided by Hara et al. 2016; Oizumi et al. 2013) 

In the following, we instantiated this process for a day trip based on real-world data of the city of Melbourne 

(Australia). More precisely, in our scenario, three users participate in the illustrated process and can perform cer-

tain tasks such as Breakfast or Café independently of each other but can also conduct tasks together (based on their 

preferences). A task which is in the focus of the potential simultaneous execution among multiple users is defined 

as so-called focus task in the following. For each (focus) task different candidate services are available. These 

candidate services (e.g., the Restaurants “Da Guido 365” and “Little Billy” for task ”Restaurant”, cf. Fig. 3) built 

on real-world data of the city of Melbourne and are described for example by name, duration, opening hours, 

price, weather suitability and GPS coordinates. In the city of Melbourne there are a plethora of candidate services 

per task that users can select during a city day trip. For example, in downtown Melbourne there are about 1,250 

restaurants, 1,250 cafés, 250 candidate services for arts such as museum, 105 sights such as parks and 220 locations 

for having breakfast. Given this high number of real candidate services, there exist on average about 1.2 billion 

possible solutions (i.e., service compositions) per user to realize the city day trip demonstrating the complexity of 

the selection task. In addition, each user in the process must be transported from a selected candidate service to 

the next candidate service. This transport is conceptualized by its own type of a task (i.e., transport task) and 

contains candidate services described by attributes such as name, duration, price, type or favorite score. Thus, 

additionally to the five tasks already introduced above, four more transport tasks have to be considered, resulting 

in nine tasks in sum. In Melbourne there is a wide range of candidate services for transport and therefore cars 

(including car sharing), bicycles (including bike sharing), walks and Melbourne’s public transport, in particular 

metropolitan trams, metropolitan trains and the Melbourne city bus, can be used. Besides tasks and their candidate 

services, world states are required to cope with context-awareness (cf. Ghallab et al. 2008; Heinrich and Schön 

2015). In particular, each user has an initial world state based on the initial context (e.g., time and GPS position to 

start the city day trip) and a corresponding end world state (e.g., time and GPS position at the end of the city day 

trip). 
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Table 2. Details of the presented real-world example of Melbourne 

Aspect 
(as used in service science   

literature) 
Real-world example 

Process Day trip in the city of Melbourne containing nine tasks 

Task 

Task 1: Transport 
Task 2 / 3: Breakfast or Café 
Task 4: Transport 
Task 5: Restaurant 
Task 6: Transport 
Task 7 / 8: Museum or Park 
Task 9: Transport 

User 
Three users can perform certain tasks such as Breakfast or Café independently 
of each other but can also conduct tasks together (based on their preferences). 

User Preference Favorite scores for each type of candidate service, etc. 

Candidate Service 
(based on real-world data) 

Task 2 / 3: 1,250 Cafes and 220 Locations for having breakfast 
Task 5: 1,250 Restaurants 
Task 7 / 8: 250 Museums and 105 Sights 
Task 1, 4, 6, 9: Car, Bicycle, Walk, Public Transport 

Attribute 
(based on real-world data) Name, duration, opening hours, price and type for each candidate service, etc. 

Context 
(based on real-world data) Weather suitability and GPS coordinates for each candidate service, etc. 

Event Type 
Disruptive Events such as closed restaurant, changing weather, exceeding open-
ing hours, etc. 

Event Occurrence 
(based on real-world data) 

Disruptive Events depend on: 
Ø congestion level in Melbourne per year: approx. 23% 
Ø share of public transport delay in Melbourne per year: approx. 14.4% 
# of average rainy days in Melbourne per year: approx. 100 
etc. 

 

During a city day trip different types of disruptive events can occur such as closed restaurants, changing weather 

conditions (e.g., it starts raining) or exceeding opening hours due to delays in the process. Indicators for the oc-

currence of such disruptive events can be obtained from publicly available information on Melbourne. For exam-

ple, in 2020 there was a total congestion level of 23%, which extends a 30-minute drive of the transport candidate 

service car to an average duration of 37 minutes, while at rush hour the congestion level can even reach 39% 

(TomTom 2021). Furthermore, 14.4% of all transports in Melbourne of the transport type “metropolitan tram” 

were not in time in 2019 and therefore the passengers arrived at their destination at least six minutes late (Public 

Transport Victoria 2019) also leading to an increase in the attribute duration. In addition, in 2020 Melbourne had 

an average of 100 rainy days per year (Australian Government 2021), potentially influencing the attribute weather 

suitability of a candidate service (e.g., the restaurant “Da Guido 365” has a weather suitability of “sunshine” be-

cause there is only outdoor seating available). Such disruptive events enforce a re-selection at runtime in case the 

predetermined service compositions of multiple users at planning time are no longer feasible for instance. The 

most important details from the presented real-world example are summarized in Table 2. 

5 Model 

5.1 Basic Notations 

In this section, we introduce the basic notations for our multi user context-aware service system that can serve as 

a foundation for the service re-selection approach. 
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1 We consider a process 𝑝 referring to a set of tasks 𝑇 containing all tasks of the process 𝑝 and 𝑡 ∈ 𝑇 with 𝑡 

describing a single task. A process 𝑝 is conducted by one user 𝑎 ∈ 𝐴 or multiple users with 𝐴 describing the 

set of users. 

2 There is a set of focus tasks 𝐹 with 𝐹 ⊆ 𝑇, which can be conducted by multiple users simultaneously. Fur-

thermore, there is a set of tasks 𝐼 with 𝐼 ⊆ 𝑇, which are executed by each user individually (non- simultane-

ously). In particular, it holds: 𝐼 ∪ 𝐹 = 𝑇 ∧  𝐼 ∩ 𝐹 = ∅. As the sets of tasks 𝑇, 𝐹 and 𝐼 are conducted by each 

user, we denote these sets also as 𝑇௔, 𝐹௔ and 𝐼௔ when referring to a user 𝑎 ∈ 𝐴. 

3 Each task 𝑡 refers to a set of candidate services 𝐶𝑆௔௧ including the functional equivalent candidate services 

for a user 𝑎 and a task 𝑡. Thereby, a single candidate service is defined as 𝑐𝑠௔௧௦  ∈ 𝐶𝑆௔௧ , with 𝑠 describing the 

index of the corresponding candidate service. 

4 Each candidate service 𝑐𝑠௔௧௦  is characterized by a set 𝑁𝐶𝐴 of non-context-aware attributes with 𝑛𝑐𝑎௡ ∈ 𝑁𝐶𝐴 

describing one single attribute such as rating and with 𝑛 describing the index of the corresponding non-con-

text-aware attribute and a set 𝐶𝐴 of context-aware attributes with 𝑐𝑎௟  ∈  𝐶𝐴 describing one single attribute 

such as time of day and with 𝑙 describing the index of the corresponding context-aware attribute. The sets 

𝑁𝐶𝐴 and CA form the set of non-functional properties 𝑁𝐹𝑃 (with 𝑁𝐶𝐴 ∪  𝐶𝐴 = 𝑁𝐹𝑃). 

5 To address context-awareness, we use the concept of world states (cf. Section 4). In detail, the set of world 

states 𝑊𝑆௔௧  represent the possible context information of user 𝑎 in a task 𝑡. Each world state is defined as 

𝑤𝑠௔௧௞  with 𝑤𝑠௔௧௞  ∈ 𝑊𝑆௔௧ and with 𝑘 describing the index of the corresponding world state. 

6 To determine the value of a context-aware attribute 𝑐𝑎௟  the combination of a candidate service and a world 

state is needed (e.g., GPS coordinates and service destination). This combination refers to a world-state-can-

didate-service combination 𝑤𝑠𝑐௔௧௬  with 𝑤𝑠𝑐௔௧௬  ∈  𝑊𝑆𝐶௔௧ where 𝑊𝑆𝐶௔௧ is the set of all world-state-candi-

date-service combination for a user 𝑎 in a task 𝑡 and 𝑦 describing the index of the corresponding world-state-

candidate-service combination.  

7 To enable spatial-temporal coordination between multiple users for each focus task in the set of focus tasks 

𝐹, we use the concept of common world-state-candidate-service combination. A world-state-candidate-ser-

vice combination 𝑤𝑠𝑐௔௧௬, which refers to the same world state 𝑤𝑠௔௧௞ and candidate service 𝑐𝑠௔௧௦ by all users 

of set 𝐴 is defined as a common world-state-candidate-service combination 𝑐𝑤𝑠𝑐௧௭. Thereby, it holds 

𝑐𝑤𝑠𝑐௧௭  ∈  𝐶𝑊𝑆𝐶௧ with 𝐶𝑊𝑆𝐶௧  is the set of all common world-state-candidate-service combinations for the 

focus task 𝑡 and 𝑧 describing the index of the corresponding common world-state-candidate-service combi-

nation. 

8 A service composition 𝑠𝑐௔ is noted as a realization of a process 𝑝 for user 𝑎 in the form of a set of world-

state-candidate-service combinations and a set of common world-state-candidate-service combinations with 

exactly one (common) world-state-candidate-service combination for each task 𝑡 of the process 𝑝.  

9 A service composition 𝑠𝑐௔ for a user 𝑎 can refer to a global constraint 𝑐𝑜𝑛௔
௡௖௔೙  for each non-context-aware 

attribute 𝑛𝑐𝑎௡ and to a global constraint 𝑐𝑜𝑛௔
௖௔೗  for each context-aware attribute 𝑐𝑎௟ . 

10 We define the value of a non-context-aware attribute related to a candidate service 𝑐𝑠௔௧௦ as 𝑞௔௧௦
௡௖௔೙ (e.g., for a 

specific restaurant, the average star rating is 4.8) and the value of a context-aware attribute 𝑐𝑎௟  related to a 

world-state-candidate-service combination 𝑤𝑠𝑐௔௧௬ as 𝑞௔௧௬
௖௔೗  (e.g., time of day to visit a restaurant is 12 a. m.). 

A function to aggregate the quantified values 𝑞௔௧௦
௡௖௔೙ and 𝑞௔௧௬

௖௔೗  for all attributes to a single utility value is rep-

resented by a utility function 𝑈. Here, we adopt the widely used utility function described in detail by Alrifai 

and Risse (2009), which applies the SAW (simple additive weighting) method. 

11 At runtime a disruptive event 𝑒𝑣௔ௗ can occur with 𝑑 = 1 𝑡𝑜 𝐷௔  and 𝐷௔ defining the number of events for user 

𝑎. An event 𝑒𝑣௔ௗ  can affect an arbitrary candidate service 𝑐𝑠௔௧௦ or several candidate services, for instance, an 

event causes a candidate service to become no longer available. 
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5.2 Optimization Model 

To consider multiple users, context-awareness and in particular disruptive events in our approach for service re-

selection at runtime, we establish a stateful representation by explicitly modelling a state space containing world 

states and candidate services. In the following, we present our optimization model for service re-selection at 

runtime. 

Objective Function: 

∑ ∑ ∑ 𝑈൫𝑤𝑠𝑐௔௧௬൯ ∗  𝑤𝑠𝑐௔௧௬
ௐௌ஼ೌ೟
௬ୀଵ

்ೌ
௧ୀଵ௔ ∈ ஺   max (1) 

s. t.: 

one CS per Task: 

∑ 𝑐𝑠௔௧௦ = 1
஼ௌೌ೟\஻௅
௦ୀଵ  ∀ 𝑡 = 1, … , 𝑇௔;  ∀ 𝑎 = 1, … , 𝐴  (2) 

one WS per Task: 

∑ 𝑤𝑠௔௧௞ = 1
ௐௌೌ೟
௞ୀଵ  ∀ 𝑡 = 1, … , 𝑇௔;  ∀ 𝑎 = 1, … , 𝐴  (3) 

one WSC per Task: 

∑ 𝑤𝑠𝑐௔௧௬ = 1
ௐௌ஼ೌ೟
௬ୀଵ ∀ 𝑡 = 1, … , 𝑇௔;  ∀ 𝑎 = 1, … , 𝐴  (4) 

WSC Constraint: 

∑ 𝐶𝑆൫𝑤𝑠𝑐௔௧௬൯ +  𝑊𝑆(𝑤𝑠𝑐௔௧௬) −  2 ∗ 𝑤𝑠𝑐௔௧௬ ≥ 0 ∀ 𝑡 = 1, … , 𝑇௔ ∀ 𝑎 = 1, … , 𝐴
ௐௌ஼ೌ೟
௬ୀଵ   (5) 

WS Constraint: 

∑ 𝐶𝑅𝐸𝐴𝑇𝐸_𝑊𝑆(𝑤𝑠𝑐௔௧௬) − 𝑤𝑠𝑐௔௧௬ ≥ 0 ∀ 𝑡 = 1, … , (𝑇௔ −  1); ∀ 𝑎 = 1, … , 𝐴
ௐௌ஼ೌ೟
௬ୀଵ   (6) 

one CWSC per Focus Task: 

∑ 𝑐𝑤𝑠𝑐௧௭ = 1
஼ௐௌ஼೟
௭ୀଵ ∀ 𝑡 = 1, … , 𝐹  (7) 

Focus Task Constraint:  

∑ (|𝐴| ∗ 𝑐𝑤𝑠𝑐௧௭  −  ∑ 𝐶𝑊𝑆𝐶(𝑎, 𝑐𝑤𝑠𝑐௧௭)஺
௔ୀଵ ) = 0

஼ௐௌ஼೟
௭ୀଵ ∀ 𝑡 = 1, … , 𝐹  (8) 

Non-Context-aware Attribute Constraints: 

𝑚𝑖𝑛, ∑ ∑ 𝑞௔௧௦
௡௖௔೙ ∗ 𝑐𝑠௔௧௦ ≤ 𝑐𝑜𝑛௔

௡௖௔೙  ∀ 𝑛𝑐𝑎௡ ∈ 𝑁𝐶𝐴ି;  ∀ 𝑎 = 1, … , 𝐴
 ஼ௌೌ೟
௦ୀଵ 

்ೌ
௧ୀଵ   (9) 

𝑚𝑎𝑥, ∑ ∑ 𝑞௔௧௦
௡௖௔೙  ∗ 𝑐𝑠௔௧௦ ≥ 𝑐𝑜𝑛௔

௡௖௔೙  ∀ 𝑛𝑐𝑎௡ ∈ 𝑁𝐶𝐴ା;  ∀ 𝑎 = 1, … , 𝐴
 ஼ௌೌ೟
௦ୀଵ

்ೌ
௧ୀଵ    (10) 

Context-aware Attribute Constraints: 

𝑚𝑖𝑛, ∑ ∑  𝑞௔௧௬
௖௔೗ ∗ 𝑤𝑠𝑐௔௧௬ ≤ 𝑐𝑜𝑛௔

௖௔೗  ∀ 𝑐𝑎௟ ∈ 𝐶𝐴ି;  ∀ 𝑎 = 1, … , 𝐴
ௐௌ஼ೌ೟
௬ୀଵ

்ೌ
௧ୀଵ    (11) 

𝑚𝑎𝑥, ∑ ∑  𝑞௔௧௬
௖௔೗ ∗ 𝑤𝑠𝑐௔௧௬ ≥ 𝑐𝑜𝑛௔

௖௔೗  ∀ 𝑐𝑎௟ ∈ 𝐶𝐴ା;  ∀ 𝑎 = 1, … , 𝐴
ௐௌ஼ೌ೟
௬ୀଵ

்ೌ
௧ୀଵ   (12) 

 

Our optimization model consists of an objective function (1) determining the overall utility value and the con-

straints (2) to (12). The objective function (1) determines the overall utility by summing up the utility scores 

𝑈(𝑤𝑠𝑐௔௧௬) of all selected world-state-candidate-service combinations, over all tasks in 𝑇௔ and all users in 𝐴 in the 

process 𝑝 with the goal to maximize the accumulated utility value over all selected users’ service compositions. 

To consider only the selected world-state-candidate-service combinations, we use a decision variable 𝑤𝑠𝑐௔௧௬ for 

each world-state-candidate-service combination where 𝑤𝑠𝑐௔௧௬  = 1 notes that 𝑤𝑠𝑐௔௧௬ is selected and 𝑤𝑠𝑐௔௧௬ = 0 

that 𝑤𝑠𝑐௔௧௬ is not selected. For re-selecting, constraint (2) ensures that exactly one candidate service 𝑐𝑠௔௧௦ from 
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each task in 𝑇௔ is selected for each user 𝑎 ∈ 𝐴, which is not on a blacklist 𝐵𝐿 containing all candidate services that 

cannot be used for a re-selection due to an event 𝑒𝑣௔ௗ . To hold the condition that for each user 𝑎 ∈ 𝐴 and for each 

task in 𝑇௔ exactly one world state 𝑤𝑠௔௧௞ must be selected, the constraint (3) is also be part of our optimization 

model. Constraint (4) is used to assure that exactly one 𝑤𝑠𝑐௔௧௬ for each user 𝑎 ∈ 𝐴 is selected for each task in 𝑇௔. 

The constraint (5) links each 𝑤𝑠𝑐௔௧௬ to its corresponding 𝑐𝑠௔௧௦ and 𝑤𝑠௔௧௞  (cf. Section 5.1), which is realized by 

𝐶𝑆(𝑤𝑠𝑐௔௧௬) and 𝑊𝑆൫𝑤𝑠𝑐௔௧௬൯, within each task in 𝑇௔ and for each user in 𝐴. Further, by constraint (6) is ensured 

that the resulting world state in the subsequent task (represented by 𝐶𝑅𝐸𝐴𝑇𝐸_𝑊𝑆(𝑤𝑠𝑐௔௧௬)) for a 𝑤𝑠𝑐௔௧௬ also has 

to be selected within each task in 𝑇௔ (except the last task) and for every user in 𝐴.  

Constraint (7) integrates the concept of common world-state-candidate-service combinations, which is necessary 

to ensure the simultaneous use of the same world state 𝑤𝑠௔௧௞  and candidate service 𝑐𝑠௔௧௦ by multiple users 𝑎 ∈ 𝐴 

with respect to user-based dependencies (cf. Section 2.1). Therefore, we guarantee that exactly one 𝑐𝑤𝑠𝑐௧௭ for 

each focus task in 𝐹 is selected for all users participating in the process. The constraint (8) checks whether all 

world-state-candidate-service combinations regarding a selected 𝑐𝑤𝑠𝑐௧௭ (i.e., we use the decision variable 𝑐𝑤𝑠𝑐௧௭ 

that is 1 if the corresponding 𝑐𝑤𝑠𝑐௧௭ is selected and 0 if not) are used in each users’ service composition (repre-

sented by 𝐶𝑊𝑆𝐶(𝑎, 𝑐𝑤𝑠𝑐௧௭)). 

To ensure feasible solutions, the constraints (9), (10), (11) and (12) consider the global end-to-end constraints for 

non-context-aware attributes 𝑛𝑐𝑎௡ ∈ 𝑁𝐶𝐴 and context-aware attributes 𝑐𝑎௟ ∈ CA defined for each user 𝑎 ∈ 𝐴. In 

this regard, the sets 𝑁𝐶𝐴 and 𝐶𝐴 are each divided into a subset 𝑁𝐶𝐴ି respective 𝐶𝐴ି (with 𝑁𝐶𝐴ି ⊆ 𝑁𝐶𝐴 and 

𝐶𝐴ି ⊆ 𝐶𝐴) of attributes that need to be minimized and a subset 𝑁𝐶𝐴ା respective 𝐶𝐴ା (with 𝑁𝐶𝐴ା ⊆ 𝑁𝐶𝐴 and 

𝐶𝐴ା ⊆ 𝐶𝐴) that need to be maximized. In particular, the constraints (9) and (10) describes if all selected candidate 

services (i.e., in this regard, we use the decision variable 𝑐𝑠௔௧௦ that is 1 if the corresponding candidate service 𝑐𝑠௔௧௦ 

is selected and 0 if not) from each task in 𝑇௔ of the process meet the users’ (𝑎) constraints 𝑐𝑜𝑛௔
௡௖௔೙  in regard to all 

non-context-aware attributes 𝑛𝑐𝑎௡ ∈ 𝑁𝐶𝐴. Therefore, all minimizing attributes must not exceed a defined upper 

constraint with regard to their value 𝑞௔௧௦
௡௖௔೙ (e.g., the maximum price limit for a user to have lunch in a restaurant 

is 10 Euro, cf. constraint (9)). Likewise, all maximizing attributes must not fall below a defined lower constraint 

with regard to their value 𝑞௔௧௦
௡௖௔೙ (e.g., the average rating of a restaurant where the user is having lunch should be 

at least 4 stars, cf. constraint (10)). In order to incorporate context-based dependencies, the constraints (11) and 

(12) describe analogously the feasibility to the global end-to-end constraints of context-aware attributes, which 

means that the value 𝑞௔௧௬
௖௔೗  is dependent on the selected 𝑤𝑠𝑐௔௧௬ for each task in 𝑇௔. 

An overview of the formal notation of the optimization model can be found in the appendix of this work. 

5.3 Algorithm for multi user context-aware service re-selection 

The optimization model introduced above relies on a state space comprising candidate services, world states and 

resulting world-state-candidate-service combinations. This state space must be generated starting with the initial 

world state of each individual user and then determining the corresponding state transitions throughout the process 

until the end world state is reached (Bortlik et al. 2018; Ghallab et al. 2008; Heinrich and Schön 2015). After that, 

its size must be delimited in such a manner that it allows the optimization model to find a near-optimal solution at 

runtime with high performance. The algorithm presented in this section addresses this generation of the state space. 

At the core of the algorithm, the part of the state space in which the disruptive event occurs is generated by a 

region-based approach in order to enable a performant selection of a solution (Section 5.3.1). In case that no fea-

sible solution exists in the initial region, the algorithm carefully extends to further regions based on a state space 

measure indicating whether the extensions are promising (Section 5.3.2). Thereby, the algorithm investigates the 

feasibility of the state space in the considered region and also checks in advance whether there can exist feasible 
solutions at all before conducting the optimization model (cf. Section 5.2). In case, a region with feasible solutions 

is found, the resulting state space is examined by our optimization model for multi user context-aware re-selection 

(cf. Section 5.2). Finally, the algorithm analyses whether several alternative solutions can be selected (Section 

5.3.3). The following Table 3 introduces the concepts of our algorithm at a glance, which are discussed in the 

Sections 5.3.1 to 5.3.3 in detail. 
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Table 3. Algorithm for multi user context-aware re-selection 

Function: MultiUserContextAwareServiceReselection() 
Input: Process p, CandidateServices cs[][], World States ws[][], BlacklistedItems bl[], State Space Measures ssm[][], 
Events ev[], Users a[], State Space sp[][] 
Output: A feasible solution regarding the underlying selection problem 
1 BEGIN 
2     feasibilityInformation[] <- doFeasibilityChecks (p, ws[][], a[]) 
3     region <- setInitialReselectionArea (p, ev[], feasibilityInformation[], a[]) 
4     DO 
5           fixedWS[] <- fixWorldStates (region, ws[][], a[]) 
6           sp[][] <- extendCurrentStateSpace (region, ws[][], fixedWS[], a[]) 
7           sp[][] <- reduceCurrentStateSpace (region, ws[][], fixedWS[], cs[][], bl[], a[]) 
8           reselectionSuccess <- reselect (p, region, sp[][], bl[], a[]) 
9           IF (reselectionSuccess==false) 
10             ssm[][] <- getIndicatorForRegionalExpansion (p, region, a[]) 
11             region <- expandReselectionArea (region, p, ev[], ssm[][], a[]) 
12           ELSE 
13             WHILE (userExpectsAlternative==true & reselectionSuccessAlternative==true)  
14                      reselectionSuccessAlternative <- reselect (p, region, sp[][], bl[], a[]) 
15                      userExpectsAlternative <- getUserPreferencesForAlternatives(a[]) 
16             DO  
17          END IF 
18     WHILE (reselectionSuccess==false) 
19 END 

5.3.1 Algorithm for re-selection based on a single region 

Focus task-based definition of regions 

In a first step, the overall process is divided into regions (cf. Fig. 4) for each individual user based on the users’ 

state spaces from the planning time, which aims to limit the search space and to preserve a large part of the process 

from change. To illustrate our region-based approach, it is assumed w. l. o. g. in the following that User 1 is located 

in Region 1 of the process and the disruptive event occurs in Region 3 (e.g., closed restaurant). Therefore, a re-

selection within only Region 3 is focused on: 

 

Fig. 4 Region-based approach 

Each of these regions within the process refers to exactly one focus task (e.g., a restaurant) and further consists of 

particular tasks of type Wait, Transport and again Wait (cf. Fig. 4). The delimitation of a region with exactly these 

four tasks is mandatory in our approach as it can ensure spatial-temporal coordination and it further allows for a 

small (atomic) size of the region to keep the re-selection effort low and the robustness high: More precisely, based 

on the state space, user-based dependencies and context-based dependencies such as time of day and location 

between multiple users (cf. Section 2.1, cf. also Fig. 4) have to be considered within the defined region in order to 

select the most suitable services, while dealing with individual context information of users and their coordination. 
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Specifically, in multi user context-aware processes, waiting tasks (i.e., Task 0 and Task 2, e.g., waiting time for 

conducting the transport or focus task) are an important concept to represent a temporal-based coordination be-

tween multiple users (e.g., cf. Mayer 2017), while a transport task (i.e., Task 1, e.g., User 1 is transported to 

another restaurant when an event occurs) support and enable spatial coordination between multiple users. 

 

Fig. 5 Representation of state transitions within simplified state space 

In order to preserve the context of a user in terms of time and location, the boundaries of the region to be re-

selected must be set. Thus, we are the first approach which defines these boundaries in a stateful process based on 

world states as they represent context information in regard to time and location. Therefore, world states can be 

used to determine effectively the beginning and end of the region in which the disruptive event occurs and a re-

selection must be performed. In this regard, Fig. 5 shows exemplary a simplified state space in which the state 

transitions between world states are represented (for illustration purpose, without their associated candidate ser-

vices and world-state-candidate-service combinations). The red path constitutes the optimal service composition 

selected at planning time whereas the green path shows the optimal service composition after re-selection. Given 

this, the boundaries of Region 3, for instance, for the planned selected service composition can be determined. 

More precisely, world state 𝑤𝑠ଷ଴଴ is set as the beginning of Region 3 because this world state is automatically 

determined by the previous part of the service composition (i.e., by world state 𝑤𝑠ଶଷ଴ and its related candidate 

service). Furthermore, world state 𝑤𝑠ସ଴ଵ is set in the succeeding service composition (i.e., Region 4) as this world 

state needs to be reached again after the re-selection in Region 3 in order to maintain the state transitions between 

these neighboring regions. 

Event-based re-structuring of the regions state space 

When a disruptive event occurs, the context within the state space may change for one or more users. As a result, 

on the one hand, states which reflect the changed context of these users are potentially not present in the state 

space and, on the other hand, already existing states in the state space may no longer be feasible. Building a 

completely new state space is very time-consuming and not promising for a runtime approach. Therefore, an elab-

orated state re-structuring is proposed at runtime, which includes only feasible context information in the state 

space. In particular, the state space re-structuring consists of three steps: State space extension, State space reduc-

tion and Feasibility checks all aiming to obtain a feasible state space: 

For state space extension a world state is injected in the state space, which reflects the current user context (time 

and location) and all resulting feasible world states and the associated paths are re-structured forward in the pro-

cess. Especially, this allows to consider additional feasible states, which were not feasible at planning time. In 

order to support high performance and robustness, the extension of the states only takes place within the considered 

region and not for the entire process (i.e., Task 0 to Task 3 in Region 3, cf. Fig. 4). Furthermore, state space re-

duction removes for each individual user all world states and candidate services from the state space that are not 

feasible (while considering user-based and context-based dependencies within the region, cf. Fig. 4). In particular, 

only world states and candidate services are considered, which can be re-selected with respect to the fixed begin-

ning and end world state of a region (e.g., Region 3, cf. Fig. 5). This results in a sub state space (i.e., Task 0: 

{𝑤𝑠ଷ଴଴}, Task 1: {𝑤𝑠ଷଵ଴}, Task 2: {𝑤𝑠ଷଶ଴}, Task 3: {𝑤𝑠ଷଷଵ}) in which large parts of the state space can be excluded 
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from the re-selection process. Finally, we extend the algorithm with feasibility checks in order to check the feasi-

bility of the sub state space before a re-selection takes place. For a region, context information is analyzed to check 

whether feasible solutions can exist in the sub state space at all before executing our optimization model (cf. 

Section 5.2). In particular, feasibility checks can recognize when no feasible solution can be selected within a 

regions state space and a region-based expansion is necessary anyway. In this regard, we focused on feasibility 

checks related to time (e.g., there is no feasible candidate service in the region referring to opening times and the 

users’ context) and location (e.g., there is no feasible transport in the regions state space referring to transport 

duration). In case that the sub state space contains feasible solutions, the optimization model introduced in Section 

5.2 can be performed in order to find a new feasible and near-optimal solution based on this re-structured sub state 

space of the region. 

5.3.2 Algorithm for re-selection based on region-based expansions 

In case that within a single region (e.g., Region 3) no feasible solution can be re-selected, further regions have to 

be considered for re-selection. Precisely, if the initially selected service composition for Region 3 (i.e., marked red 

path in Region 3, cf. Fig. 5) is potentially no longer feasible (e.g., the candidate service for world state 𝑤𝑠ଷଵ଴ is 

no longer available and no alternative candidate service exists) other paths may be feasible by considering further 

regions. Thus, alternative world states have to be re-selected within the process (e.g., marked green path world 

state 𝑤𝑠ଶଷଵ instead of world state 𝑤𝑠ଶଷ଴, cf. Fig. 5). These expansions of the state space have to be done carefully 

to address computational complexity. To achieve this, we describe two extensions for the presented elaborated 

region-based algorithm: 1) Expansion of regions based on a state space measure (indicator), and 2) Examination 

of the feasibility of the state space. 

Region-based expansion based on state space measure 

The expansion with a neighboring region (i.e., Region 2 or Region 4, cf. Fig. 5) has a great impact on the perfor-

mance and solution quality of the re-selection and must therefore be performed in an elaborate manner. In this 

regard, we choose the neighboring region based on the state space measure number of world states of all users per 

region. This can be reasoned, as adding the neighboring region with the largest number of world states (summed 

over all users) results in a larger search space and is therefore more promising for finding a feasible solution. 

Although the time for re-selection of the larger search space results in a higher computation time (i.e., due to the 

higher number of world states), in general fewer expansions to further regions are required. This leads to a tradeoff 

between the number of region-based expansions and the size of the considered state space until a feasible solution 

can be found. However, searching within a larger initial search space is – from the perspective of a heuristic – 

faster than performing several stepwise expansions each including re-structuring of the state space. Further, we 

use the measure number of world states from the planning state space (as an indicator) because determining the 

number of world states of the re-structured state space at runtime is very time-consuming. If after expansion no 

feasible solution can be re-selected in the joined regions (e.g., joining of Regions 2 and 3), a further region is added 

(e.g., Region 4) at a time (based on the above-mentioned state space measure) until a feasible solution is found by 

the optimization model or the end of the process is reached (then the heuristic will fail because no feasible solution 

can be found). 

Examining the feasibility of the state space 

As stated in the last sub section, time-consuming expansions must be reduced in order to support high performance. 

Therefore, our algorithm is able to manage the size and feasibility of the regions state space (cf. Section 5.3.1) in 

order to select a near-optimal solution with the optimization model presented in Section 5.2. In that respect, feasi-

bility checks provide a sophisticated procedure to determine a feasible state space. In particular, our feasibility 

check can not only determine that no feasible solution can be re-selected in a single region, but can directly deter-

mine the size of a larger region in which the re-selection of a feasible solution is promising (i.e., e.g., in Region 3 

there is no feasible solution, then an expansion and re-selection to Regions 2 ∪ 3 takes place directly). In this 

regard, the restructuring of the state space (i.e., extension and reduction) can be applied dynamically to regions of 

any size. If nevertheless no feasible solution can be re-selected (e.g., due to context interdependencies between 
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multiple users) in the joined regions, a further region must be dynamically added step-by-step until a feasible 

solution is found (cf. Region-based expansion based on state space measure). 

5.3.3 Algorithm for selecting alternative solutions 

The re-selected solution may not meet the users’ expectations due to, for example, imprecise or incomplete context 

information or changing user preferences. Therefore, it is important that the algorithm can select several alternative 

and feasible solutions in near-time with a high solution quality. An alternative solution is given if at least one 

candidate service from the re-selected solution is modified in the focus task within the considered region even if 

the rest of the solution still matches the previously selected solution. In this regard, we blacklist this candidate 

service (or potentially more candidate services based on user preferences) and re-select the alternative solution 

within the considered region with the (next) higher utility. All steps and information of the region-based approach 

(e.g., cf. Focus task-based definition of regions, Event-based re-structuring of the regions state space) can be reused 

from the previous re-selection resulting in significant performance advantages. This approach enables the selection 

of several alternative solutions while maintaining high performance and solution quality. 

The following Table 4 summarizes the contribution and shows which features of the solution are supported by the 

presented region-based multi user context-aware service system: 

Table 4. Summary of the contribution to the presented algorithm 
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Re-selection 

based on a    

single region 

(Section 5.3.1) 

X X X  

- Determination of the user context in terms of time and loca-

tion by fixing the boundaries of a region with world states 

- Dynamic state space extension to address changing user 

context during re-selection 

- Dynamic state space reduction to only feasible states, while 

maintaining user-based and context-based dependencies to 

neighboring regions 

Re-selection 

based on       

region-based 

expansions 

(Section 5.3.2) 

X X X  

- Elaborated extension of the search space by using a state 

space measure in order to reduce the number of region-

based expansions 

- Examining the feasibility of the state space in order to re-

duce the number of time-consuming re-selection steps 

Selection of   

additional      

solutions 

(Section 5.3.3) 

X X  X 

- Providing proactively several additional solutions at 

runtime  

- Re-using already performed re-selection steps (e.g., state 

space extension or state space reduction) from the initial so-

lution determined at runtime 

6. Evaluation 
In this section, we evaluate our heuristic technique regarding the features performance, solution quality, solution 

robustness and alternative solutions, as discussed in the methodical foundations. The design of our evaluation 

follows the compositional styles demonstration as well as simulation- and metric-based benchmarking of artefacts 

(cf. Prat et al. 2015, cf. Section 3). Thus, the evaluation is conducted by means of a simulation experiment based 

on a real-world data set in the tourism domain (cf. Section 4). Further, in order to put the quality of the proposed 
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heuristic (in the following abbreviated with MUCARS (multi user context-aware re-selection)) into perspective 

with respect to the above features, a comparison to existing multi user context-aware service systems is performed. 

6.1 Setup and Data Preparation 

When aiming at a comparison to extant approaches, it is necessary that these works can cope with multiple partic-

ipating users, context-awareness and disruptive events. As discussed in the Section Related Work, there are no 

approaches that address these three aspects. The only technique that considers user-based as well as context-based 

dependencies and represents a heuristic explicitly focusing on performance as a key criterion for evaluation is the 

one presented by Bortlik et al. 2018 (in the following abbreviated with MUCAHA (multi user context-aware heu-

ristic approach)). For addressing disruptive events, we run the MUCAHA approach at every event to the relevant 

part of the process (i.e., start with the task the user conducts until the end of the process) to be able to handle these 

events. The second work by Heinrich and Mayer (2018) also dealing with multiple participating users and context-

aware service selection presents an approach that provides an optimal (exact) solution at planning time (in the 

following abbreviated with MUCAOS (multi user context-aware optimal solution)). This means, in a runtime set-

ting showing (very) high computational complexity, a broad comparison regarding runtime relevant features like 

performance, solution robustness and alternative solutions is not meaningful and above all not possible (i.e., find-

ing an optimal solution in appropriate time is not realistic since the underlying decision problem is NP-hard). Thus, 

we can use MUCAOS for comparison purposes only in individual cases (e.g., selected simple settings to determine 

the feature solution quality). 

Table 5. Data preparation for the initial basic setting 

Data Type Parameter Task Data preparation 

Real-world 
data 

Price (non-context-aware) Focus Task real price 

Rating (non-context-aware) Focus Task real rating 

Location Area (non-context-
aware) 

Focus Task real location area 

Parking distance (non-context-
aware) 

Focus Task real parking distance 

Particular 
definitions of 
data 

Duration (non-context-aware) 
Focus Task 

15 - 120 min in steps of 15 respective 30 min depending on 
the respective candidate service type 

Transport Task 15 - 60 min in steps of 15 min 

Price (non-context-aware) Transport Task walk: 0 €; bike: 1 €; car: 4 € 

Waiting Time (non-context-
aware) 

Waiting Task 0 - 60 min in steps of 15 min 

Users’ Constraints - 
(0.99 * max. possible aggregated non-functional property 

value) for all non-context-aware and context-aware attributes 
for each user 

Data gener-
ated in each 
simulation 
run 

Users’ Preferences - 
randomly generated for all non-context-aware and context-

aware attributes for each user 

Users’ Initial Contexts - 

start point is a randomly selected time between 11 – 12 a. m. 
(in steps of 15 min); randomly selected GPS position in the 
area of Melbourne, Australia, for each user (for the start and 

the end point) 

Event Occurrence Focus Task 
random selection of the focus task in the future part of the pro-

cess according to the user location 

 

For our evaluation we draw on a real-world data set in the tourism domain (cf. Section 4). More precisely, in the 

initially introduced basic setting, three users conduct a day trip in the city of Melbourne, which comprises three 

focus tasks (e.g., having breakfast, having lunch, visiting museum; in an extended setting further tasks such as go 

shopping are considered). Therefore, we have extracted real-world data from a very popular web portal, which 

provide information about local businesses. As a result, we obtained candidate services for the tasks Breakfast, 

Shopping, Restaurant, Arts, Café, Sight, Beauty and Bar and their corresponding non-functional properties. In 

particular, for these candidate services, the real data on prices, ratings, locations and distances to parking were 
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extracted. In order to perform the simulation experiment, few further data was defined in addition to real-world 

data: First, based on the non-context-aware and context-aware attributes and the corresponding non-function prop-

erties values, the constraints of the users were defined. Moreover, the durations of the selected candidate services 

were determined depending on the candidate service type (i.e., 15 – 120 minutes in steps of 15 respective 30 

minutes). To enable the transport of the users between tasks, the candidate services Walk, Bike and Car represent 

the transport options for each transport task. Therefore, corresponding durations (i.e., 15 – 60 minutes in steps of 

15 minutes) and prices (i.e., walk: 0 €, bike: 1 €, car: 4 €) were generated for the different transportation types. 

Furthermore, to bridge possible waiting times of the users, five candidate services for waiting times (i.e., 0 – 60 

minutes in steps of 15 minutes) were modeled in the waiting tasks. In addition to these careful definitions, user-

specific data were determined randomly in each simulation run based on existing real-world data, since no real 

users are present. In this regard, each user has his own context within the process. Therefore, for each simulation 

run we randomly create the start and end context (e.g., time and location in the city of Melbourne) for each indi-

vidual user as well as the values for their preferences (including favorite scores for different candidate service 

types and transports) for all non-context-aware and context-aware attributes within defined minimum and maxi-

mum values. Consequently, we use the non-context aware attributes price, rating, duration, waiting time and fa-

vorite score as well as the context-aware attributes location area and parking distance for the description of candi-

date services in this process. Furthermore, the occurrences of the disruptive events were also randomly generated. 

To evaluate arising events during the city day trip at runtime (e.g., closed restaurant), we simulate the resulting 

service failures in the model by randomly determining a task in which the real-world event occurs (i.e., within the 

set of tasks in the process that the user has not yet conducted). Therefore, a task is randomly selected whose 

predetermined candidate service from the service composition is no longer available. This procedure ensures that 

events occur in alternating tasks and thus resulting re-selections are performed on different parts and sizes of the 

process. In summary, the basic setting contains three focus tasks, three users, five events and 50 randomly selected 

real-world objects (candidate services) per focus task in the area of Melbourne, Australia. Table 5 summarizes the 

data for the initial basic setting. 

Based on the described basic setting, we define four extended settings. More precisely, in each extended setting 

we stepwise increase exactly one parameter (i.e., the number of focus tasks, candidate services, user or events), 

while all other parameters of the basic setting remain the same (i.e., ceteris paribus). This allows us to analyze the 

effects of the modified parameters on our evaluation features (e.g., solution quality). The intervals and steps re-

sulting for each extended setting are shown in the following table (cf. Table 6). 

Table 6. Extended settings 

Setting Extension Intervals and steps of the parameters 

I 
# of candidate services  

per focus task 
10 to 120 (in steps of 10)  

140 to 200 (in steps of 20) 

II # of users 2 to 8 (in steps of 1) 

III # of focus tasks 1 to 10 (in steps of 1) 

IV # of events 1 to 20 (in steps of 1) 

In our simulation experiment, we examine the evaluation features performance, solution quality, solution robust-

ness and alternative solutions. Each of the interval steps of the extended setting is simulated twenty times and, on 

this basis, we determine the average results for each evaluation criterion. To ensure a correct implementation of 

our algorithm, we conducted intensive testing of the source code, namely manual code reviews by persons other 

than the programmers, unit tests, runs with extreme values and feasibility checks. After this, each simulation run 

was performed on an Intel Xeon E5-2650 v4 processor, 512 GB RAM, Debian 9, Java 1.8, and the mathematical 

solver SCIP Optimization Suite 7.0.1. 
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6.2 Results 

In the following, the features performance, solution quality, solution robustness and alternative solutions of the 

MUCARS are set into perspective to the MUCAHA heuristic and – if possible – to the MUCAOS exact approach. 

Moreover, when analyzing the results regarding solution robustness, a general baseline is needed for a comparison 

between the approaches. In this regard, we use the initial results of the MUCAHA approach at planning time with-

out any runtime restrictions and without any disruptive events (in the following abbreviated with 

BASE_MUCAHA). 

6.2.1 Performance 

In this section, we analyze the performance by setting the computation time of MUCARS into perspective to 

MUCAHA. Thus, we define the feature Performance as follows: 

𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 =  
𝐶𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛𝑇𝑖𝑚𝑒ெ௎஼஺ோௌ

𝐶𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛𝑇𝑖𝑚𝑒ெ௎஼஺ு஺

 

We choose to assess the performance relatively to the computation time of MUCAHA since this allows a compar-

ison independent from the hardware used for the simulation experiment. With our runtime-optimized approach, 

we expected less increase in computation time with growing problem size, which is supported by our results in 

almost all extended settings. 

 

 

Fig. 6 Evaluation results for the criterion performance 

 

The MUCARS approach can select a new solution for the user in only 1.6% on average of the computation time of 

the MUCAHA across all settings and is therefore on average 60 times faster than MUCAHA. This proportion re-

mains relatively constant across all four settings (cf. Fig. 6). In particular, for Setting I with ten candidate services 

the MUCARS needs 1.9% and for 200 candidate services 0.7% of the computation time compared to the MUCAHA 

(across all values of the x-axis, the average is 1.2% (11 sec. in average by absolute numbers)). Setting II requires 

1.2% for two users and 5.5% for eight users compared to the MUCAHA (across all expressions of the x-axis, the 

average is 2.7%). Furthermore, Setting III shows that the MUCARS needs 7.2% for one focus task and 0.4% for 

ten focus tasks (across all expressions of the x-axis, the average is 1.5%). Finally, the MUCARS in Setting IV 
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requires 1.8% for considering one event and 1.5% for considering 20 events of the MUCAHA runtime (across all 

expressions of the x-axis, the average is 1.5%). The analysis in Setting III shows that the advantages of the MU-

CARS are more significant for large processes (i.e., 7.2% performance for small processes vs. 0.4% performance 

for large processes) as the MUCARS focuses on smaller parts of the process during the re-selection (i.e., region-

based approach), which is more advantageous for larger processes. When further analyzing the performance, it is 

noticeable that in Setting II the only case occurs in which the increase in computation time is no longer proportional 

for the MUCARS starting from six users and the runtime of the MUCARS increases more compared to the 

MUCAHA. On the one hand, this is due to the over-proportional increase in common world-state-candidate-ser-

vices (i.e., concept to ensure the simultaneous use of the same world state and candidate service by multiple users) 

with increasing number of users. On the other hand, an increasing number of users leads to a smaller solution space 

due to preferences and restrictions among all users and thus more region expansions are necessary. Hence, both 

reasons influence the computation time more strongly with a high number of users than with few users leading to 

an over-proportional increase of the computation time. Nevertheless, the MUCARS is still 20 times faster with 

eight users than the MUCAHA. 

Finally, the MUCARS approach shows a proportional increase in computation time in almost all extended settings 

despite increasing user-based and context-based dependencies. 

6.2.2 Solution Quality 

The feature solution quality is analyzed by comparing the Utility 𝑈 (cf. Section 5.2) of the optimal solution pro-

vided by the MUCAOS approach with the corresponding Utility 𝑈 of the approaches MUCAHA respectively MU-

CARS (i.e., near-optimal solution) as a percentage. Therefore, the solution quality for each multi user context-

aware service selection can be defined as: 

𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑞𝑢𝑎𝑙𝑖𝑡𝑦ெ௎஼஺ோௌ =  
𝑈ெ௎஼஺ோௌ

𝑈ெ௎஼஺ைௌ

                𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑞𝑢𝑎𝑙𝑖𝑡𝑦ெ௎஼஺ு஺ =  
𝑈ெ௎஼஺ு஺

𝑈ெ௎஼஺ைௌ

 

 

 

Fig. 7 Evaluation results for the criterion solution quality 
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The MUCAHA reaches an average value of 93.5% and the MUCARS 88.8% of the solution quality over all settings 

in comparison to the optimal solution from MUCAOS at planning time. These results show that our approach 

generally achieves a high solution quality across all settings, although disruptive events are considered at runtime. 

Therefore, our results mark the lower bound of the actual possible solution quality, which would be even higher 

compared to runtime results of an exact approach (which is not realistic due to runtime complexity). In more detail, 

the slight increase in solution quality with an increasing number of candidate services per focus task (i.e., Setting 

I) can be reasoned by the fact that if a disruptive event occurs, a service composition with a higher solution quality 

can be re-selected if the number of suitable alternatives (=candidate services) is large. On the other hand, increasing 

the number of events (i.e., Setting IV) reduces the solution quality of the re-selected service composition, because 

the search space and thus the amount of suitable alternative candidate services decreases as the number of events 

increases (compared to the predetermined solution of MUCAOS). 

In addition, the MUCARS approach was able to select a feasible service composition in 100% of all cases. The 

MUCAHA approach could not find a feasible solution in two cases with increasing number of events (cf. Setting 

IV) and therefore found a feasible solution in 99.8% of all cases. In these two cases, a failed candidate service (i.e., 

duration: 30 minutes) is replaceable in the same region only by candidate services, which have a longer duration 

(i.e., duration: 60 minutes). Because an extension of the duration is not feasible due to a defined end time of the 

process, no feasible solution can be selected by the MUCAHA. 

6.2.3 Solution Robustness 

Furthermore, we analyze the solution robustness across all settings indicating whether there are fundamental 

changes to the service composition determined by the BASE_MUCAHA at planning time. A change is any replace-

ment of an original candidate service in one of the focus tasks of any user in the process (excepting the failed 

candidate service) resulting in a reduction of the solution robustness. The solution robustness for exactly one re-

selection can be determined as follows: 

𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑟𝑜𝑏𝑢𝑠𝑡𝑛𝑒𝑠𝑠 = 1 − (
# 𝑅𝑒𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑𝐹𝑇

𝑀𝑎𝑥𝑖𝑚𝑢𝑚𝐹𝑇
) 

 

# 𝑅𝑒𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑𝐹𝑇 describes the number of focus tasks whose selected candidate service from the original service 

composition has changed due to a re-selection at runtime across all users. 𝑀𝑎𝑥𝑖𝑚𝑢𝑚𝐹𝑇 describes the maximum 

number of focus tasks that can change during a re-selection across all users and processes. 

The MUCARS approach achieves a continuously high value for solution robustness with an average solution ro-

bustness of 92% across all settings (in comparison, the MUCAHA achieves 73%). In particular, the MUCARS 

achieves an average solution robustness of 94% in Setting I (MUCAHA 74%), 90% in Setting II (MUCAHA 72%), 

94% in Setting III5 (MUCAHA 77%) and 91% in Setting IV (MUCAHA 70%). Thus, the advantages of the MU-

CARS over the MUCAHA approach are evident in all extended settings. 

 

                                                 

5 Robustness with only one focus task is obviously not determinable. 
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Fig. 8 Evaluation results for the criterion solution robustness 

6.2.4 Alternative Solutions 

To evaluate our approach with regard to alternative solutions, we selected five additional alternative solutions (cf. 

Section 5.3.3) for the MUCARS approach for each problem setting towards an increasing number of events to 

determine both the average solution quality and the average performance (note that MUCAHA does not provide 

the functionality to determine alternative solutions). 

 

Fig. 9 Evaluation results for the criterion alternative solutions 

 

Considering the highly relevant setting of an increasing number of events at runtime (cf. Setting IV), the MUCARS 

approach provides alternative solutions with an average solution quality of 89% compared to the originally selected 

service composition at runtime. Furthermore, an alternative solution can be selected in 100% of all settings and 

can be presented to the user in an average of 6.1 seconds per event. This further shows the high effectiveness and 

stability of the MUCARS approach. 

6.3 Discussion of Results and Implications 

We propose a heuristic technique that is able to consider multiple users, context-awareness and in particular dis-

ruptive events, while maintaining solutions at runtime with high performance, solution quality, solution robustness 
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and also provide alternative solutions. Analyzing the evaluation results, MUCARS offers significant advantages 

compared to the competing algorithm MUCAHA. In particular, MUCARS can select a solution on average 60 times 

faster than MUCAHA with an overall solution robustness of 92%, while maintaining a high solution quality com-

parable to MUCAHA. Finally, the evaluation reveals that up to five alternative solutions can be selected within a 

few seconds with a high solution quality. Since there is no approach that fulfills all these features at runtime, these 

contributions show the novelty and efficacy of the approach. 

The selection of a fast and robust solution with a nevertheless high solution quality can be obtained by dividing 

the process into regions (i.e., region-based approach). In particular, we promote the feature solution robustness by 

clearly delimiting the respective region boundaries with the help of world states, which is different from existing 

approaches in literature where regions are delimited by services (e.g., cf. Lin et al. 2010; Zhai et al. 2009). To cope 

with the problem of spatial-temporal coordination and the corresponding mapping of the context, the consideration 

of world states within a region is indispensable in context-aware service systems. 

Furthermore, we have significantly extended the concept of regional expansion from the literature (e.g., cf. Gao et 

al. 2018; Lin et al. 2010; Zhai et al. 2009) by introducing feasibility checks and a state space measure. The feasi-

bility checks enable to directly examine regions within the state space in which feasible solutions exist. Thus, 

unnecessary and time-consuming expansions as well as re-selections can be avoided (in contrast, the execution of 

the feasibility check in the basic setup only need 5 milliseconds on average). This becomes also evident in a more 

detailed analysis of our results, which shows that through the feasibility checks across all settings 1,711 region-

based expansions can be avoided, since in each of the 1,711 regions a feasible re-selection can be correctly ruled 

out. This accelerates the selection process and thus leads to a higher performance. In case all feasible solutions can 

be ruled out in a region due to user-based and context-based dependencies, we introduce a state space measure for 

the region-based expansion. This measure enables a careful selection of the neighboring region by analyzing the 

available context information (i.e., mapped by world states) across all users. A deeper analysis shows that better 

solutions can be achieved when the region with the larger number of world states (i.e., larger search space) is 

selected thus supporting the feature solution quality. Additionally, fewer expansions are required. In particular, we 

examined all runs of the basic setting for which an expansion was required. In 100% of these cases, a solution was 

found directly after the first expansion when the region with the larger number of world states was used. In contrast, 

expanding the region with the fewer number of world states found a solution in only 25% of these cases, which 

would lead to further time-intensive expansions. The evaluation results show that in a total of 97% of all our 

evaluation settings (cf. Table 6) a solution could be selected after the feasible region has been directly examined 

by feasibility checks and a maximum of only one additional regional expansion has been performed with the help 

of our state space measure (cf. Section 5.3.2), which demonstrates the high relevance of the regions selection. 

The evaluation results are also favored by the proposed re-structuring of the regions state space. In the literature, 

the use of states is a common concept to represent, for example, context interdependencies (Heinrich and Schön 

2015). However, the creation of an entire and feasible state space requires a lot of computation time. Our approach 
expands the concept of states by dynamic and targeted extension of the state space based on runtime conditions, 

thus eliminating the need to create an entire new state space. In this respect, an analysis of our basic setting shows 

that the BASE_MUCAHA needs on average 210 seconds to build an entire state space and the MUCARS needs on 

average only 13.6 seconds for the dynamic extension per event, and thus the computation time can be reduced by 

93.5%. On the other hand, we do not perform the selection on the entire state space like other approaches (Bortlik 

et al. 2018; Heinrich and Mayer 2018) as this is very time-consuming. Therefore, the state space is narrowed down 

to the feasible states (based on the valid context information) before the selection is performed. Therefore, a se-

lection of the basic setting (cf. Section 6.1) is not performed on over 156,000 states but only on about 4,000 states, 

which further improves the performance with simultaneously high solution quality. Further, in contrast to existing 

service selection approaches from the literature, our approach allows the determination of alternative solutions. 

By carefully reusing already performed tasks (e.g., Focus task-based definition of regions) from the initial solution 

selected at runtime, the computation time can be significantly reduced while maintaining a high solution quality. 

Analyzing our evaluation results in detail shows, that the originally defined region of the initial solution selected 

at runtime could be reused in 86% for each problem setting towards an increasing number of events (cf. Section 
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6.2.4) to find a feasible alternative solution. Thus, a further time-intensive expansion to further regions can be 

dispensed with in these cases. 

Our approach also has implications for science and practice. Starting with implications for science, service systems 

(cf. Maglio and Spohrer 2008) with their characteristics and their complexity regarding user-based dependencies, 

context-based dependencies and event-based disruptions lead to novel, real decision problems. These problems 

should not only be discussed conceptually in the scientific literature (Fakhfakh et al. 2020; Fisk et al. 2011), but 

for which concrete solution techniques should also be developed. In this regard, collaboration and contextualiza-

tion are already an important part of service-dominant design which forms the basis for modern service systems 

(Alter 2012; Böhmann et al. 2014; Faieq et al. 2021; Maleki et al. 2018; Yuan and Hsu 2017). In particular, con-

textualization comprises information that characterizes the actual state of an environment (e.g., cf. Romero et al. 

2020) and thus affects the design of service systems due to resulting uncertainties (Alter 2017). These uncertainties 

are already considered in the design of service systems. Therefore, Alter (2017) describes a (context-aware) service 

system through proposed axioms as a service system that is affected by direct or indirect interactions with the 

environment in which it operates (i.e., Axiom 4) and further states that the success of a service system depends on 

responding appropriately to the diversity of situations that the service system will encounter (i.e., Axiom 18). For 

this reason, adaptive context-aware service systems were discussed in the literature (e.g., cf. Bucchiarone et al. 

2012; Faieq et al. 2021; Fkaier et al. 2017). One of the main task of these systems is managing adaptations based 

on the existing context information (Fkaier et al. 2017). Managing adaptations based on the existing context infor-

mation has high performance requirements (i.e., real-time, cf. Fkaier et al. 2017). Existing adaptive context-aware 

service systems from the literature primarily focus on the requirements of the service provider. In particular, the 

flexible response of service providers to changes and the corresponding adaptation of business processes (Faieq et 

al. 2021) in compliance with the service goals pre-established in the Service Level Agreements contracts (Hidri et 

al. 2019) represent the key role in the design of adaptive context-aware service systems. In our research, we design 

the system mainly on the user’s perspectives (e.g., companies or users who use the services, i.e., service consum-

ers) whereby mechanisms were developed which come close to real-time support. Thus, we substantively extend 

existing meta-models from the literature (e.g., Hidri et al. 2019) in the sense that user requirements (e.g., high 

performance) are detailed and included directly in the design of the adapted process. Furthermore, an essential part 

of managing adaptations is also an analysis component. Thus, existing designs of adaptive context-aware service 

systems firmly anchor this component directly in the meta-model (e.g., cf. Boudaa et al. 2017). Thereby rules are 

defined, which check whether an adaptation is necessary when events occur. In our approach, we methodically 

extend and realize this analysis component with feasibility checks and a state space measure that control the ad-

aptation mechanism at runtime. This procedure opens the research field to develop, for example, further measures 

to address the existing challenges of user-based dependencies, context-based dependencies and event-based dis-

ruptions. 

For practitioners, our heuristic approach also provides some important benefits in terms of supporting multi user 
context-aware processes (i.e., maintaining the contextual environment and the collaboration of multiple users in 

terms of spatial-temporal coordination) where runtime features are elementary. Thereby, the approach can be ap-

plied to multi user context-aware processes in different domains relying on the re-selection of services (i.e., service 

systems) and can have a relevant impact in practice. We will exemplarily discuss this for the tourism domain. 

Existing mobile applications that support processes such as a city day trip are characterized by certain possibilities 

for user individualization. For instance, the app Culture Trip enables guided tours, the creation of individual plans 

or the search for sights in the vicinity of the current location. However, in these tourist apps or platforms (the latter 

often takes on the role of service integrators, cf. Heinrich et al. 2011) it is currently not possible to handle disruptive 

events anyway in regard to businesses (e.g., restaurants or museums, i.e., service providers) and users (i.e., service 

consumers). The approach proposed in this paper, allows to consider such real-world events combined with a near-

time re-selection, i.e., it is possible to continue the planned tourist activity – and potentially also any other planned 

activities – with a high quality without interruption. By implementing the proposed approach as extension of ex-

isting mobile applications in tourism, users can react on disruptive events by re-selecting an alternative service 

composition, which is robust regarding the initially planned service composition. This can be done by directly 
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using publicly available information on disruptive events (e.g., weather, traffic jam) and proactively inform all 

affected users and preventively offer alternative solutions. Furthermore, tourist platforms can use the presented 

approach not only for disruptive events, but also to immediately adapt an existing feasible solution in general. 

Thus, a re-selection is not only needed to address an external, given disruptive event (e.g., sudden change in 

weather) but provides the opportunity for proactive adaptation (“initiated events”) of the current feasible solution 

to further improve the user experience. In particular, users can be enabled to actively initiate changes shortly before 

the start of the tourist activity or during the tourist activity and share them with other participants. Thus, flexible 

alternatives can be proposed and perceived between users (e.g., based on current conditions, preferences etc.), 

which greatly increases social interaction and enables the possibility of a spontaneous realization or adaptation of 

a tourist activity. Moreover, it will be possible for tourist platforms to draw the user’s attention based on real-time 

information ad hoc to service candidates that might appeal to the individual user (or multiple users) on the basis 

of the preferences or context information (e.g., time, GPS position) and to immediately suggest an alternative 

solution (i.e., service recommendation). Thus, user experience can be made even more individual. Finally, busi-

nesses such as restaurants or museums can also benefit from our approach by providing current data of their busi-

ness to the tourist platform via an interface. For example, offers for group discounts (i.e., discounts for multiple 

users) or time-dependent discounts (i.e., e.g., discounts in the evening hours based on context information) can be 

proposed to users during the realization of a tourist activity in order to proactively enable adaptations of the tour 

activity. Besides this discussion for the tourism domain, the application of the presented heuristic approach to 

further activities or domains in the area of multi user context-aware processes is also possible and promising such 

as logistics or production (Beverungen et al. 2019; Hohmann and Posselt 2019), healthcare, disaster relief assis-

tance or field work in companies in order to handle disruptions and proactive adaptations within such processes in 

terms of spatial-temporal coordination. 

7. Conclusion, Limitations and Future Research 

In this paper we present a heuristic technique for service re-selection, which is aimed at considering multiple users, 

context-awareness and in particular disruptive events at runtime. In this regard, we propose an approach that can 

maintain the features performance, solution quality, solution robustness and alternative solutions at runtime in the 

case of disruptive events. Existing service systems from the literature already refer to the complexity of user-based 

and context-based dependencies but do not consider disruptive events at runtime. To address this research gap, we 

developed a heuristic technique, which carefully divides the process into regions and efficiently select a service 

composition by using feasibility checks and a state space measure. In addition, the concept of a state space is 

considerably extended by a dynamic as well as precise state space re-structuring at runtime to deal with disruptive 

events. Alternative solutions are also available to the user in near-time if the selected solution does not meet the 

users’ preferences and expectations. The evaluation results show that MUCARS can achieve significant improve-

ments in performance and solution robustness at runtime compared to competing artifacts (i.e., Bortlik et al. 2018), 
while maintaining a high solution quality. 

However, our approach is also subject to some limitations that need to be addressed in future research: First, we 

initially focused on real-world events (e.g., closed restaurant), which leads to a “service failure of a candidate 

service” in the model. However, mobile environments are volatile and different event types can occur at runtime. 

Our starting point in this paper could be used to investigate further changes in the model due to real-world events 

(e.g., changes in non-function properties values such as prices). Here, we are very confident that the presented 

approach can be extended and transferred to a wide range of further event types as important parts of the proposed 

heuristic such as the dynamic re-structuring of the state space can be directly re-used. In addition, synergies can 

arise from the concurrent processing of several different events leading to fewer changes in the process flow for 

all users. Here, a promising idea may be the use of monitoring and event handling approaches that enable the 

efficient processing of multiple events at the same time (Ayed et al. 2013; Chen and Rabhi 2016; Flouris et al. 

2017; Kum 2020; Wang et al. 2017). Second, the evaluation shows that with an increasing number of users no 

proportional increase of the computation time can be achieved. The reason for this is the over-proportional increase 

in the number of states within the state space required to coordinate and select a solution for multiple participating 

users. To overcome this limitation, further research in the area of service systems may focus on enhancing the 
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concept of these coordination-relevant states and therefore the mapping of user-based dependencies. Here, a prom-

ising idea may be the development of an approach in order to efficiently identify and omit non-relevant states and 

thus to improve the creation and processing of coordination-relevant states. Finally, with MUCARS a fast support 

at runtime is possible and thus the approach enables near-time support (i.e., MUCARS can select a solution on 

average 60 times faster than existing approaches). However, interactive support is becoming increasingly im-

portant in mobile environments (Li and Chen 2019). Since the MUCARS runtime is in the lower seconds range 

(e.g., MUCARS requires about 11 seconds in Setting I), real-time interaction is only possible to a limited extent, 

which possibly influences the user satisfaction (cf. Section 2.1). To improve real-time interaction, a dialogue could 

be built in that visualizes the user the resulting problem when a disruptive event occurs. The time until the user 

comprehends this problem and reacts accordingly could then be used to re-select a new solution in the background 

and present it immediately to the user if preferred. Currently, we work on such concepts of intelligent user inter-

action with other researchers. In conclusion, the provided multi user context-aware service re-selection approach 

can serve as promising first step for contributing to the important topic of disruptive events at runtime. 
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Appendix: Paper 4 

Detailed comparison of the proposed approach with the approach by Bort-
lik et al. (2018) 

 Approach by Bortlik et al. (2018) Proposed approach 

Research Question 

How to design a heuristic technique for the 

multi user context-aware service selection 

that determines a close-to-optimal solution 

in a short amount of time while scaling effi-

ciently with problem size? 

How to design an optimization-based heu-

ristic technique for re-selecting services un-

der consideration of multiple users, context 

information and in particular disruptive 

events at runtime? 

Main Focus 

Dealing with user-based dependencies and 

context-based dependencies at planning 

time, i.e., determining a service composition 

for each user from scratch 

Dealing with disruptive events (respecting 

user-based dependencies and context-based 

dependencies) at runtime, i.e., adapting a 

given service composition for each user 

Theoretical          

Grounding 

Service selection 

Service systems engineering at planning 

time 

Service re-selection 

Runtime decision support 

Approach 

Heuristic technique based on a stateful rep-

resentation (i.e., state space): 

- Building entire state space 

- Service selection on the entire state 

space 

Heuristic technique based on a stateful rep-

resentation (i.e., state space): 

- Adapting only parts of the state space in 

a careful manner 

- Service re-selection on these parts of 

the state space 

Findings 

Approach to support multi user context-

aware service systems providing a multi 

user-oriented decomposition and service se-

lection to enable and enhance the contextu-

alization and collaboration. 

Approach to handle disruptive events at 

runtime providing a sophisticated region-

based method and a dynamic as well as pre-

cise state space re-structuring. Efficient re-

selection based on feasibility checks and a 

state space measure. 

Target Criteria 

Performance 

Solution quality (near-optimal solution) 

Performance 

Solution quality (near-optimal solution) 

Solution robustness 

Alternative solutions 
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Bortlik, Michael; Heinrich, Bernd; Mayer, Michael (2018): Multi User Context-Aware Service Selection for Mo-

bile Environments. In: Business & Information Systems Engineering 60 (5), S. 415–430. DOI: 
10.1007/s12599-018-0552-2. 
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List of Abbreviations 

Abbreviation Meaning 

CS Candidate Service 

GPS Global Positioning System 

MMKP Multi-choice Multi-dimensional Knapsack Problem 

MUCAHA Multi User Context-Aware Heuristic Approach 

MUCAOS Multi User Context-Aware Optimal Solution 

MUCAP Multi User Context-Aware Process 

MUCARS Multi User Context-Aware Re-Selection 

NP-hard Non-deterministic Polynomial-time hardness 

WS World State 
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Formal Notation of the Optimization Model 

𝐴 set of all users conducting the multi user process 

|𝐴| cardinality of all users 

𝑎 index of single user 𝑎 

𝐵𝐿 set of all blacklisted candidate services 

𝐶𝐴 set of all context-aware attributes 

𝐶𝐴ି set of all minimizing context-aware attributes  

𝐶𝐴ା set of all maximizing context-aware attributes 

𝑐𝑎௟  single context-aware attribute with the index 𝑙 

𝑐𝑜𝑛௔
௖௔೗  

single global non-context-aware-attribute constraint for context-aware attribute  

𝑐𝑎௟  and user 𝑎 

𝑐𝑜𝑛௔
௡௖௔೙  

single global non-context-aware-attribute constraint for non-context-aware attrib-

ute 𝑛𝑐𝑎௡ and user 𝑎 

𝐶𝑅𝐸𝐴𝑇𝐸_𝑊𝑆(𝑤𝑠𝑐௔௧௬) 
function which returns the corresponding world state that emerges from the world-

state-candidate-service combination 𝑤𝑠𝑐௔௧௬  

𝐶𝑆௔௧ set of functional equivalent candidate services for user 𝑎 and task 𝑡  

𝑐𝑠௔௧௦ single candidate service for user 𝑎 and task 𝑡 with the index 𝑠 

𝐶𝑆൫𝑤𝑠𝑐௔௧௬൯ 
function which returns the corresponding candidate service for the world-state-can-

didate-service combination 𝑤𝑠𝑐௔௧௬  

𝐶𝑊𝑆𝐶௧ set of common world-state-candidate-service combination for task 𝑡 

𝑐𝑤𝑠𝑐௧௭ single common world-state-candidate-service combination for task 𝑡 with index 𝑧 

𝐶𝑊𝑆𝐶(𝑎, 𝑐𝑤𝑠𝑐௧௭) 
function which returns the corresponding world-state-candidate-service combina-

tion of user 𝑎 for 𝑐𝑤𝑠𝑐௧௭ 

𝑑 index of event 𝑑 

𝑒𝑣௔ௗ single event 𝑒𝑣௔ௗ  

𝐹 set of tasks which can be conducted by multiple users simultaneously 

𝐹௔ set of tasks which can be conducted by user 𝑎 simultaneously 

𝐼 set of tasks which can be conducted by multiple users individually 

𝐼௔ set of tasks which can be conducted by user 𝑎 individually 

𝑘 index of world state 𝑘 

𝑙 index of context-aware attribute 𝑙 

𝑛 index of non-context-aware attribute 𝑛 

𝑁𝐶𝐴 set of non-context-aware-attributes 

𝑁𝐶𝐴ି set of all minimizing non-context-aware attributes 

𝑁𝐶𝐴ା set of all maximizing non-context-aware attributes  
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𝑛𝑐𝑎௡ single non-context-aware-attribute with index 𝑛 

𝑁𝐹𝑃 set of non-functional properties 

𝑝 process 𝑝 referring to a set of tasks 𝑇 

𝑞௔௧௬
௖௔೗  

single quantified non-context-aware-attribute value for context-aware attribute  

𝑐𝑎௟  referring 𝑤𝑠𝑐௔௧௬ 

𝑞௔௧௦
௡௖௔೙ 

single quantified non-context-aware-attribute value for non-context-aware attribute  

𝑛𝑐𝑎௡ referring 𝑐𝑠௔௧௦ 

𝑠 index of candidate service 𝑠 

𝑠𝑐௔ single service composition for user 𝑎 

𝑇 set of all tasks  

𝑇௔ set of all tasks for user 𝑎  

𝑡 index of task 𝑡 

𝑈൫𝑤𝑠𝑐௔௧௬൯ function which returns the utility of 𝑤𝑠𝑐௔௧௬ 

𝑊𝑆௔௧  set of world states for user 𝑎 and task 𝑡 

𝑤𝑠௔௧௞ single world state for user 𝑎 and task 𝑡 with the index 𝑘 

𝑊𝑆(𝑤𝑠𝑐௔௧௬) 
function which returns the corresponding world state for the world-state-candidate-

service combination 𝑤𝑠𝑐௔௧௬ 

𝑊𝑆𝐶௔௧ set of world-state-candidate-service combination for user 𝑎 and for task 𝑡 

𝑤𝑠𝑐௔௧௬  
single world-state-candidate-service combination for user 𝑎 and task 𝑡 with the in-

dex 𝑦 

𝑦 index of world-state-candidate-service combination 𝑦 

𝑧 index of common world-state-candidate-service combination 𝑧 
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4 Conclusion 
This section summarizes the major findings of this dissertation (cf. Section 4.1), implications 
(cf. Section 4.2) and limitations as well as starting points for further research (cf. Section 4.3). 

4.1 Major Findings 
The volume, variety and velocity of digital data is increasing due to developments in web and 
mobile environments such as social media, the internet of things, mobile technologies and mo-
bile business. The resulting problems information overload and uncertainty lead to more com-
plex decision-making for users. Decision support systems and, in particular, recommender and 
service systems offer enormous potential to help users making decisions in a wide variety of 
domains. Furthermore, two circumstances can be recognized: First, research in the field of data 
quality shows that the impact of data quality on the evaluation criteria of data-driven decision 
support systems is increasingly being investigated in order to support decision-making. Second, 
mobile devices that use physical sensors to gather context information are used primarily and 
cause unforeseen disruptive events during process execution. To analyze these developments 
in more detail, four central research questions in the following topics were defined: Data Qual-
ity in Recommender Systems (cf. Section 2) and Disruptive Events in Service Systems (cf. Sec-
tion 3). Therefore, this dissertation provides valuable concepts and methods for decision sup-
port and contributes specifically to item and service recommendations for users in web and 
mobile environments. The major findings for these two topics are summarized in the following. 

Topic 1: Data Quality in Recommender Systems 

On the one hand, the dissertation presents new insights for extending item content data sets in 
the context of recommender systems (cf. Section 2.1) and also for the impact of data quality on 
the prediction accuracy of recommender systems (cf. Section 2.2). First, the dissertation pro-
poses and evaluates a systematic and tangible procedure for the extension of a data set with 1) 
item content data of another data set from the same domain and 2) imputation of missing values 
in the context of recommender systems. In this regard, the procedure aims to address data qual-
ity, especially by increasing the completeness of item content data sets and, in consequence, to 
improve the recommendation quality of recommender systems. Therefore, RQ1 enables the 
exact elaboration of the necessary steps for increasing the completeness of item content data, 
which can serve as a template in a wide variety of domains. Second, the dissertation generally 
confirms the positive impact between the completeness of item content data on the prediction 
accuracy of recommendations. In this regard, RQ2 presents a theoretical model based on the 
literature and derives hypotheses to reveal that more features and feature values lead to a sig-
nificantly higher prediction accuracy of recommendations. Furthermore, the impact of com-
pleteness on the increase in prediction accuracy is positively moderated by the amount of addi-
tional features and their feature values per items and per users, but is negatively moderated by 
features and especially by the diversity of features. This means that adding features, which 
differ significantly from already existing features, does not necessarily yield a higher increase 
in prediction accuracy. 
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Topic 2: Disruptive Events in Service Systems 

On the other hand, the dissertation derives an event handling strategy for multi user context-
aware service systems (cf. Section 3.1) and a heuristic technique for service re-selection (cf. 
Section 3.2). First, the dissertation presents a novel event handling strategy for multi user con-
text-aware service systems based on user preferences to actively support user participation in 
mobile environments. Thus, RQ3 identifies user-based rules and mechanisms to systematically 
process events, especially with regard to context information and multiple users. Therefore, 
RQ3 aims to minimize the number of adaptations of already planned service compositions. In 
this regard, a novel mechanism was developed for the uniform distribution of local constraints 
for multiple users. Second, the dissertation presents a heuristic technique for service re-selec-
tion at runtime that explicitly deal with multiple users, context-awareness and in particular dis-
ruptive events at runtime. In this respect, RQ4 reveals that the regional division of a process 
has positive effects on runtime features (i.e., performance, quality and robustness) of the re-
selected service composition. Furthermore, a dynamic re-structuring of the state space (exten-
sion and reduction) significantly increases the performance of a service system in contrast to 
the construction of an entire new state space. Sophisticated state space measures and feasibility 
checks enable to reduce the number of time-consuming re-selection steps and also have ad-
vantages in regard to runtime features. Finally, by re-using re-selection steps from the initial 
solution at planning time, alternative solutions can be proactively provided to the user with high 
performance. 

In summary, the dissertation specifies concepts and methods for recommender and service sys-
tems to enable successful decision support considering challenges in the broader context of big 
data such as information overload and uncertainty. 

4.2 Summary of Implications 
This section summarizes the implications for research and practice based on the findings from 
section 4.1 for the two following topics of this dissertation in the context of decision support. 

Topic 1: Data Quality in Recommender Systems 

This work provides a tangible and evaluated procedure (cf. Section 2.1), which enables to in-
crease the completeness of item content data. Furthermore, the detailed testing of hypotheses 
(cf. Section 2.2) extended the existing body of knowledge from the literature that the complete-
ness of item content data has a significant positive impact on the prediction accuracy of recom-
mender systems. The resulting improved recommendations favored by the procedure and ex-
amined by hypotheses strengthens the customer loyalty between businesses (i.e., e.g., providers 
of web platforms) and their users and increases the potential for cross- and up-selling opportu-
nities (Jannach and Adomavicius 2016). The procedure can thus be used for a wide variety of 
domains for decision support in web environments (e.g., restaurants and movies). In this regard, 
the evaluation of the hypotheses shows that a targeted extension of item content data is elemen-
tary. This means, portals that potentially use different web sources (e.g., trivago.com), should 
also include item content data in addition to user ratings and user reviews in the data extension 
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as this leads to a better reflection of user preferences and consequently to better recommenda-
tions. However, providers of web portals must ensure that only important additional features 
are extended (may be indicated by a high amount of available feature values), which create 
added value to the user. Furthermore, the hypotheses show that data quality is a significant 
driver for the improvement of recommendations, and therefore not only the recommendation 
algorithm itself is a decisive factor for the improvement of recommendation quality (Schnabel 
et al. 2018). 

Topic 2: Disruptive Events in Service Systems 

The proposed approach in this dissertation provides initial findings for event handling in multi 
user context-aware service systems on the basis of an empirical study (cf. Section 3.1) and thus 
forms the basis for further research in the field of service systems engineering. In particular, the 
research area of Engineering Service Systems Interaction (Böhmann et al. 2014) is expanded 
for fault tolerance and event processing with user-related rules and mechanisms, especially for 
context information and multiple users. Further, the heuristic technique for service re-selection 
in multi user context-aware service systems (cf. Section 3.2) extends existing meta models from 
the literature (c.f., e.g., Hidri et al. 2019) in the sense that user requirements are detailed and 
directly included in the design of the service system. In addition, the service re-selection algo-
rithm extends the analysis component of service systems (c.f., e.g., Boudaa et al. 2017) with 
feasibility checks and state space measures that are able to control the re-selection at runtime. 
The results of this dissertation open the research field to develop further metrics related to de-
pendencies on multiple users, context information and disruptive events. The individual rules 
and mechanisms for event handling and also for service re-selection enable the user to be pro-
actively engaged in mobile applications such as Culture Trip. This enables the user to be in-
volved in every decision during the process execution at runtime. In this way, the supporting 
service systems of mobile applications can inform the user about upcoming events at an early 
stage (e.g., context changes regarding the weather) and preventively offer more suitable alter-
native solutions on the basis of user preferences. Also, businesses have the opportunity to in-
teract with users in real time (e.g., possibility of discounts). Thus, taking user preferences into 
account enables stronger user participation and ultimately increase the performance of mobile 
applications and especially service systems (Ye and Kankanhalli 2020). 

There are a high number of implications for research and practice, but a plethora of interesting 
directions for further research remain. 

4.3 Limitations and Directions for Further Research 
The dissertation comprises two main topics in the area of decision support with a total of four 
research questions. The concepts and methods for decision support, in particular information 
filtering and service selection, are very distinct research areas that cannot be limited to the scope 
of this thesis. A plethora of promising challenges remain whereas some directions for further 
research are outlined in the following. 
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Topic 1: Data Quality in Recommender Systems 

(I): The approaches of this dissertation are currently being applied and evaluated to e-commerce 
real-world scenarios in the domain’s restaurants and movies (cf. Section 2.1 and 2.2). It seems 
highly promising to examine the data quality of recommender systems with other data sets 
(e.g., amazon dataset; cf. Da’u and Salim 2020), other domains (e.g., books; cf. Anwar et al. 
2020) and/or other real-world scenarios outside of e-commerce (e.g., tourism or healthcare; cf. 
Ko et al. 2022). This extension to additional application contexts can further substantiate the 
evaluation results and it could also reveal some new interesting findings in the development of 
procedures (cf. Section 2.1) and the resulting effects on recommendation quality (cf. Section 
2.1 and 2.2). 

(II): Data quality is a multidimensional construct comprising several dimensions (Batini and 
Scannapieco 2016). It would therefore be fascinating to further investigate and assess the im-
pact of other data quality dimensions in decision-making such as currency (cf., e.g., Heinrich 
and Klier 2011; Heinrich et al. 2023) or consistency (cf., e.g., Heinrich et al. 2018) in addition 
to the highly relevant dimension in this dissertation, completeness. This would gain new in-
sights for the topic data quality in recommender systems and therefore provides valuable infor-
mation about interdependencies between different data quality dimensions. Moreover, artificial 
intelligence-based recommender algorithms such as text mining, neural networks or clustering 
are increasingly used in the literature for recommendations (Ko et al. 2022). Thus, it would be 
interesting - in addition to the highly relevant recommender algorithm of this dissertation matrix 
factorization - to analyze the effects of the interplay between data quality and various (content-
based) recommender algorithms. 

(III): This dissertation analyzes the extension of item content data based on additional struc-
tured item content data. Another interesting perspective might be to incorporate the extension 
of user data and/or web logs (cf., e.g., Ko et al. 2022). Additional user data or web logs based 
on, for example, different online social network accounts could provide further user-specific 
information to improve recommendations. The use of artificial intelligence algorithms such as 
deep learning or natural language processing appears particularly promising for identifying and 
analyzing user data in order to extend an item content data set. Therefore, the following user 
data is especially relevant in current research: Social connections (Bai et al. 2020), user behav-
ior (Li et al. 2018) or context information (Smirnova and Vasile 2017). Moreover, the literature 
reveals that the analysis of unstructured data (e.g., online customer reviews) in the context of 
recommender systems is steadily increasing (Ray et al. 2021; Srifi et al. 2020). There are al-
ready language models that extract information from unstructured data (e.g., BERT; i.e., deep 
learning algorithm, cf. Xu et al. 2019). It seems promising to analyze unstructured data and to 
extend item content data sets with further information of unstructured data to better understand 
(i.e., data understanding; cf. Ko et al. 2022) the individual needs of users. 

Topic 2: Disruptive Events in Service Systems 

(I): In order to investigate decision support for service systems in mobile environments under 
consideration of disruptive events, we utilized real-world examples from the tourism sector as 
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this domain represents a valuable part of the further development of service systems (Koskela-
Huotari et al. 2021). However, there are other domains in which multi user context-aware pro-
cesses including disruptive events can be found such as healthcare, disaster relief assistance, 
field work in companies, everyday efficiency and planning, roadside, logistics or production 
(Beverungen et al. 2019; Hohmann and Posselt 2019; Neville et al. 2016; Ventola 2014; Zhang 
et al. 2009). It would be highly interesting to apply the presented approaches to further domains. 
Moreover, mobile environments are very volatile and a large number of (different) events can 
occur (Georgantas 2018; Verma and Srivastava 2018). Currently, the analyses of this disserta-
tion are limited to the event types changes in quality of service and changes of context infor-
mation (cf. Section 3.1) as well as service failure of a candidate service (cf. Section 3.2). An 
extension of the event types by, for example, changes to user preferences or changes to user 
constraints would provide new insights for the topic disruptive events in service systems. 

(II): This dissertation presents an event handling strategy for multi user context-aware service 
systems based on an empirical study (cf. Section 3.1). Although the rules and mechanisms were 
derived directly and well-defined on the basis of surveyed user preferences, a further validation 
of the presented approach is required in the next step. To this end, the approach should be tested 
against defined runtime features from the literature (cf., e.g., Di Napoli et al. 2021; Wang et al. 
2019) such as performance or solution quality and also be evaluated against competing artefacts 
that handle each event independently (c.f. Bortlik et al. 2023). 

(III): Interactive support for users at runtime is becoming increasingly important in mobile 
environments (Li and Chen 2019). Although the current service re-selection approach is 60 
times faster than competing artefacts (cf. Section 3.2), it can only provide limited real-time 
interaction, especially with an increasing number of users involved in the multi user context-
aware process. The reason is the disproportionate increase in the number of states in the state 
space, which are required for finding solutions, while considering dependencies between mul-
tiple users and context information. Two interesting directions for further research are described 
in the following. 

 In order to achieve real-time interaction, a further optimization of the stateful representa-
tions (cf., e.g., Heinrich and Lewerenz 2015) is necessary in the first step. Therefore, the 
approach would significantly benefit from a further reduction in the number of states, espe-
cially with an increasing number of users. In this context, only relevant states should remain 
in order to minimize the complexity for a runtime approach. Furthermore, there are also 
approaches in the literature that solve these complex decision problems with stateless mod-
els and thus integrate dependencies in relation to context information and multiple users 
directly into the optimization model (cf., e.g., Heinrich and Mayer 2018). The approach 
Heinrich and Mayer (2018) reveals that in principle the performance of a stateless model is 
better than a stateful model (in scenarios at planning time). It is therefore highly promising 
to develop a stateless model for a runtime optimized approach. 

 Another direction of further research is to analyze, test and integrate visual feedback mech-
anisms (e.g., bar indicator, pie indicator, cartoon indicator; cf. Chen and Li 2020) into the 
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multi user context-aware approach in order to improve the users waiting experience. There-
fore, the effectiveness of this mechanisms is heavily influenced by the users underlying 
perceptions (Li et al. 2022). Thus, the success of an application depends not only on its 
actual performance, but above all on the perceived performance (Hohenstein et al. 2016). 
In this regard, the literature suggests interactive loading screens (Cheng et al. 2023), for 
example, which shorten the perceived waiting time and increases user satisfaction. 

 

To conclude, based on the major findings and implications, the dissertation enables many in-
teresting directions for further research in the broader context of decision support in order to 
support users in decision-making. In sum, the thesis itself has presented concrete concepts and 
methods for the topics: Data Quality in Recommender Systems and Disruptive Events in Service 
Systems to contribute to the further development of decision support systems.
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