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Summary

Data analysis is a central component of modern ecology to advance our knowledge of nature.
For many decades statistical models have been the backbone of data analysis in ecology and
evolution (E&E). However, traditional statistical models are unable to cope with the complexity of
ecological patterns and the increasing dimensionality of ecological data. Promising solutions to
these challenges are offered by machine learning (ML), and deep learning (DL) algorithms. Unlike
statistical models, ML and DL algorithms adjust their complexity data-dependent and provide
highly optimized frameworks. But while DL algorithms have already achieved remarkable success
in data annotation, the practical value of ML and DL algorithms for data analysis in E&E is still
unclear. Their opaque algorithmic nature, limited interpretability, and their purpose for predictive
modeling raise doubts about their suitability for inference which is crucial for E&E. To address
these challenges, we ask the following questions: What are the underlying concepts of ML and
DL algorithms? Can we use ML and DL algorithms to infer ecological effects? How reliable would
be this inference? Can ML and DL algorithms be used for statistical computing?

The first chapter introduces the challenges of ecological data with statistical models and how ML
and DL algorithms can provide solutions. In the second chapter we explain the principles of ML
and DL algorithms such as their ability to automatically adjust their complexity and review their
current role in E&E. We found that ML and DL algorithms are mostly used for data annotation
and predictions, but they could also be used for inference. In the third chapter we investigate
whether ML and DL algorithms can be used to infer complex ecological pattern. We found that
ML and DL algorithms can successfully infer trait-matching plant-pollinator networks, better
than statistical models. In the fourth chapter we study how computational statistics can benefit
from DL frameworks. We found that the DL framework PyTorch allows joint species distribution
models (JSDMs) to scale exceptionally well with the number of species. In addition, we found that
this approach improves the accuracy of the estimates compared to other approaches. We conclude
that DL frameworks can overcome computational bottlenecks in statistical models. In the fifth
chapter we investigate the reliability of inference with ML and DL algorithms, in particular
whether they can distinguish causal from correlative patterns. We found that most ML and DL
algorithms are subject to the bias-variance tradeoff, but some algorithms (e.g., neural networks)
have lower biases than others. We conclude that reliable inference with ML and DL algorithms
depends on the algorithm, the hyperparameters, and the data. In the sixth chapter we present
a new R package, ‘cito’ with a user-friendly interface for fitting deep neural networks based
on torch, including uncertainty intervals for all outputs (e.g., predictions, xAI metrics). In the
seventh chapter we found that ML algorithms can improve seed bank persistence predictions
over statistical models. In the eighth chapter, we investigate how many levels are needed to
reliably estimate random effects in mixed effects models. We found that five levels can be sufficient
but in the case of a singular fit, switching to a fixed effects model can prevent an increase in the
false positive rate. The final ninth chapter discusses the relevance of our studies to the question
of whether and how ML and DL algorithms can support data analysis in E&E.
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1

CHAPTER 1

INTRODUCTION

A fundamental task of modern ecology is to unravel the processes underlying species distribu-
tions. Species are entangled in a web of interactions, locally with their environment, with other
species, and at larger scales through dispersal and community dynamics (Chesson, 2000; Leibold,
Holyoak, et al., 2004). Research in ecology and evolution (E&E) is gradually assembling the
fragments of this complex puzzle.

Network ecology seeks to understand when and why species interact. The distribution of the
links (species interactions) within ecological networks can arise from random (e.g. due to different
abundances) and deterministic causes such as trait-matching (chapter 3; Pichler, Boreux, et al.,
2020; Eklöf et al., 2013; Bartomeus et al., 2016; Dormann, Fründ, and Schaefer, 2017). Trait-
matching describes the phenomenon that two individuals of two species interact when their traits
match in a favorable way (chapter 3). If trait-matching is the main driver of species interactions it
could shed new light on the debate about pollination syndromes which postulates that plant and
pollinator traits have co-evolved (Ollerton et al., 2009; Rosas-Guerrero et al., 2014a). However,
previous studies reported mixed results for trait-matching (Eklöf et al., 2013; Bartomeus et al.,
2016). While trait-matching signals were strong in food webs (Idaline et al., 2018), trait-matching
in plant-pollinator networks only weakly predicted species interactions (Brousseau, Gravel,
and Handa, 2018b; Pomeranz et al., 2019).

The goal of community ecology is to understand how species communities are assembled. Species
composition in communities is determined by four mechanisms, namely environmental filtering,
interactions, ecological drift, and dispersal that connect local communities (Leibold, Holyoak,
et al., 2004; Leibold and Chase, 2017). The four mechanisms are not mutually exclusive and
contribute differently to a set of communities, the metacommunity (Leibold, Holyoak, et al.,
2004; Leibold and Chase, 2017). Metacommunity theory attempts to empirically disentangle the
contributions of these mechanisms, which is facilitated by the emergence of novel community
data (Hartig, Abrego, et al., 2024; Leibold, Rudolph, et al., 2022). Novel community data
consist of many rows, many columns of data (many sites, many species) (Hartig, Abrego, et
al., 2024), potentially numbering in the hundreds or thousands of communities (e.g. Cai et al.,
2023). However, large numbers of species (and sites) lead to runtime limitations and parameter
identifiability problems in community models (when the number of species exceeds the number
of sites, chapter 4).

Both fields of E&E, as well as many other, rely on statistical models. Which is not surprising given
that statistical models are the backbone of data analysis for structured data (e.g. see citations of
Zuur et al., 2009 and Bolker et al., 2009). In structured (tabular) data, variables have usually a
specific meaning and the advantage of statistical models is that they can describe the relationships
between variables and the response in a comprehensive way, unlike many ML and DL algorithms

1
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(chapter 2). Statistical models have undeniably advanced scientific progress in E&E over the past
hundred years, but there are often two fundamental problems with statistical models that can
impede progress.

First, nature is probably more complex than we can specify in statistical models which can lead
to erroneous conclusions. Statistical models are often relatively rigid, unable to capture complex
patterns such as trait-matching (chapter 3). However, the lack of flexibility of statistical models is
only part of a larger problem. The fundamental challenge with statistical models is finding the
"right" level of complexity. Oversimplification can lead to false negatives (e.g. trait-matching),
and overly complex models can lead to false positives and low statistical power (Forstmeier,
Wagenmakers, and Parker, 2017). This is further complicated by the fact that the analyst must
determine the complexity in statistical model such as the model structure or the functional form
of the effects with severe consequences if misspecified (e.g. see the debate about Jung et al., 2014).

Techniques for automatically optimizing the complexity of statistical models have been discussed
for a long time (Johnson and Omland, 2004). Approaches such as backward or forward model
selection are used to select the best model (Johnson and Omland, 2004). Also several models
could be averaged (Burnham and Anderson, 2004). However, these methods are criticized
because they can mess with the "causality" of the models leading to inflated type I error rates
and biased effect (Laubach et al., 2021; Arif and MacNeil, 2022b). In addition, there is simply a
combinatorial limit to how many different effect forms and interactions can be tested in statistical
models.

Second, conventional statistical models are often not well equipped for high-dimensional data.
For example, joint species distribution models (JSDM) emerged as novel community models to
account for co-occurrences (Pollock et al., 2014). JSDM model species occurrences jointly and
account for co-occurrences that cannot be explained by the environment (associations). These
associations are parametrized by a variance-covariance matrix. However, the variance-covariance
matrix scales poorly with the number of species (almost quadratically, (Warton et al., 2015)),
leading to runtime limitations for large community data (chapter 4; Pichler and Hartig, 2021a).

Machine learning (ML) and deep learning (DL) algorithms could provide solutions to these
problems. In other areas of science, ML and DL algorithms advanced scientific challenges such
as protein folding, weather prediction (Lam et al., 2023), and antibiotic discovery (Wong et al.,
2023). In E&E, DL algorithms have become unparalleled tools at the frontier of automatic data
annotation (chapter 2; (Christin, Hervet, and Lecomte, 2019; Pichler and Hartig, 2023b))
because of their ability to identify biological structures (Tabak et al., 2019; Bergler et al., 2019;
Guirado et al., 2018; Willi et al., 2019). ML and DL algorithms are considered to be exceptional
predictive models due to properties that make them also interesting for data analysis of structured
data in E&E (chapter 2).

1.1 ML and DL algorithms automatically adjust their
complexity

ML and DL algorithms (e.g. boosted regression trees (BRT) and deep neural networks (DNN))
are known to be able to approximate any mathematical function (Goodfellow, Bengio, and
Courville, 2016) with fewer a priori assumptions about the model structure than statistical
models. ML and DL algorithms rely on an algorithmic approach instead of a mathematical model
which gives them a high degree of flexibility (chapter 2). Hence, ML and DL algorithms promise

2
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to detect complex ecological patterns that otherwise often elude rigid statistical models such as
complex variable-variable interactions (chapter 3).

Since the high flexibility of ML and DL algorithms increases the risk of overfitting, they have
been designed to automatically optimize the bias-variance tradeoff. Thus, ML and DL algorithms
are expected to both capture the complexity of the real world and minimize the risk of overfitting
by letting the data, rather than the analyst, determine the necessary model complexity (chapter 2,
Goodfellow, Bengio, and Courville, 2016). As a result, ML and DL algorithms gained a
reputation as excellent predictive models.

While predictions provide valuable insights into ecological processes, predictions are insufficient
to explain the underlying mechanisms (patterns) that drive these processes. In principle, ML and
DL algorithms promise to improve the detection of complex effects because a model that predicts
better should also explain better (Breiman, 2001b). However, the interpretability of ML and DL
algorithms is limited and it is difficult to extract meaningful effects from them (chapter 2).

1.2 From predictions to inference with ML and DL al-
gorithms

ManyML and DL algorithms are considered non-explanatory for two reasons: Their interpretation
is challenging and the reliability of their estimated effects is debated (Shmueli, 2010). In the
following, I will refer to explanation as inference which focuses on estimating effects from
empirical data with models.

1.2.1 Discrepancy between predicting and explaining

It is said that the purpose of a model determines its application, either for inference or for
prediction (Tredennick et al., 2021; Shmueli, 2010). Predictive models optimize the bias-variance
tradeoff on predictions, while explanatory models optimize the explanatory power of a model, i.e.
the reliability of the estimated effects. As a result predictive and explanatory models optimize
different model structures especially with respect to collinearity.

Collinearity increases the variance (uncertainty) of all models, both in predictive and explanatory
models. In explanatory models, however, collinearity is considered a "necessary evil" because
it can be crucial for unbiased effect estimates (Pearl, 2009). Especially in observational studies,
often models must be adjusted for collinear structures such as confounders by including them in
the model (chapter 5, Pearl, 2009). Thus, much of explanatory modeling revolves around the
choice of variables and the causal dependencies between variables.

From a predictive perspective, the shared (collinear) part of two collinear variables is redundant
(no information gain) and just increases the variance. Hence, predictive models can improve
their performance by reducing collinearity (Dormann, Elith, et al., 2013). In statistical models,
collinearity can be reduced by dropping collinear variables. ML and DL algorithms probably
suppress collinearity as a result of their automatic complexity adjustment.

However, the exact details of how the complexity adjustments of ML and DL algorithms deal with
collinearity are unclear, which is a problem if we want to use ML and DL algorithms for inference.
For certain techniques in predictive modeling, such as regularization, we know that spillover can
occur, i.e., the smaller of two collinear variables is overestimated (e.g.,Hoerl and Kennard, 1970;
chapter 5). However, ML and DL algorithms depend on regularization and other mechanisms
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such as boosting and bagging, where to our knowledge it is mostly unknown how collinearity
affects the final inference of ML and DL algorithms (chapter 5).

1.2.2 Making ML and DL algorithms interpretable

Another disadvantage of many ML and DL algorithms is that it is difficult to extract meaningful
effects. Many ML and DL algorithms are no longer based on unambiguous mathematical equations
(e.g. Breiman, 2001a) and thus variable-response relationships are no longer unambiguous.
However, it has been recognized that there is a need to understand ML and DL models for
reasons such as assessing shareholder confidence, finding flaws in the model, or detecting biases
in the data being transferred to the models (Tuia et al., 2022).

In response to this premise, the field of Explainable AI (xAI) emerged that allows to understand,
mostly post hoc, how ML and DL models generate predictions (Ryo et al., 2021). For example,
Friedmans H-statistic can be used to infer variable-variable interactions from fitted ML and DL
models, to assess the importance of trait-matching in predicting plant-pollinator interactions
(chapter 3).

But xAI tools were not designed as tool for inference. xAI tools lack statistical properties, and
some of them are prone to data subtleties such as collinearity. Moreover, they simplify complex
functions (the ML and DL algorithms) to make them interpretable, thus losing information during
the process (Rudin, 2019). Finally, they are sensitive to hyperparameters and can explain a
prediction in different ways (Rudin, 2019). Nevertheless, they come closest to our expectations of
effects and make ML and DL algorithms interpretable (chapter 7, chapter 3).

1.3 LeveragingML and DL for computational statistics
In addition to the inference of complex patterns, ML and DL frameworks could also make statistical
models scalable. ML and DL algorithms are already computationally expensive by definition, a
lot of effort has been invested in the development of optimized frameworks, in particular for DL
algorithms (Paszke, Gross, Chintala, et al., 2017; Abadi et al., 2015). It seems therefore to be an
obvious step to consider using these optimized frameworks for computational statistics.

State-of-the-art DL frameworks have interesting features for statistical models. Frameworks
such as PyTorch or TensorFlow are essentially linear algebra libraries with the option of moving
operations to hardware accelerators such as graphical processing units (GPUs). In addition, NN
are optimized using back-propagation which requires gradients. For this, modern DL frameworks
support automatic differentiation which automatically (analytically) derives gradients by tracking
all operators with respect to parameters (e.g., NN weights). These features make them attractive
for statistical models (e.g., NUTS, Hoffman, Gelman, et al., 2014) and could improve the scalability
of statistical models.

However, simply reimplementing the statistical models in DL framework is insufficient. Other
factors need to be considered to make efficient use of GPUs. GPUs have many, but weak, cores,
and only operations that can be highly parallelized can take advantage of them. For example, in
Markov-Chain-Monte-Carlo algorithms, the sampling cannot be well parallelized because the
samples depend on each other (e.g. Ter Braak and Vrugt, 2008; Hoffman, Gelman, et al., 2014).
On the other hand, in a simple Monte Carlo approximation, the samples are independent, and the
approximation could benefit greatly from GPU parallelization. The disadvantage of a naive MC
approach is that there is a tradeoff between accuracy and dimensionality.
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Research questions

A potential application is the multivariate probit model (MVP) which is used in joint species
distribution modeling (chapter 4; Pollock et al., 2014). The MVP is based on the cumulative
multivariate normal distribution which has no closed form for many dimensions. Common
approximations of the MVP include Markov-Chain-Monte-Carlo (MCMC) sampling (Chib and
Greenberg, 1998) or iterative importance sampling (Hajivassiliou and Ruud, 1994) – which
cannot be parallelized well. Chen, Xue, and Gomes (2018) proposes a MC approximation instead
which can be parallelized on the GPU using DL frameworks. The MC approximation makes the
MVP model scalable for high dimensional data (many responses/species) but there is a tradeoff
between accuracy and runtime. Therefore, we study how the MC approximation compares to
others for high dimensional JSDM with respect to accuracy and runtime (chapter 4).

1.4 Research questions
The goal of this work is to assess the potential of ML and DL algorithms for data analysis of
structured data. ML and DL algorithms have the potential to improve the inference of complex
ecological patterns and could support computational statistics by making statistical models
scalable. To this end, we first introduce ML and DL algorithms, review their current applications
in E&E, and explore potential applications with a focus on inference and computational statistics.
Our questions are:

1. ML and DL algorithms and their current state in E&E: What are the principles of
ML and DL algorithms and their current applications in E&E? How does their automatic
complexity adjustment work? What are the potential applications of ML and DL beyond
predictions (chapter 2)?

2. Inference in E&E based on ML and DL: Can we use naive predictive ML and DL algo-
rithms to infer ecologically plausible patterns (chapters 3 and 7)? How reliable are these
effects? Can ML and DL algorithms separate collinear effects, an important prerequisite for
reliable inference with ML and DL algorithms? (chapter 5)?

3. Leveraging ML and DL for computational statistics: Can we scale statistical models
such as the multivariate probit model for joint species distribution modeling using DL
frameworks? What are the tradeoffs (chapters 4)? What are the minimum number of levels
required for random effect estimation (chapters 8)?
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Abstract

1. The popularity of machine learning (ML), deep learning (DL) and artificial intelligence (AI)
has risen sharply in recent years. Despite this spike in popularity, the inner workings of
ML and DL algorithms are often perceived as opaque, and their relationship to classical
data analysis tools remains debated.

2. Although it is often assumed that ML and DL excel primarily at making predictions, ML
and DL can also be used for analytical tasks traditionally addressed with statistical models.
Moreover, most recent discussions and reviews on ML focus mainly on DL, failing to
synthesise the wealth of ML algorithms with different advantages and general principles.

3. Here, we provide a comprehensive overview of the field of ML and DL, starting by sum-
marizing its historical developments, existing algorithm families, differences to traditional
statistical tools, and universal ML principles. We then discuss why and when ML and
DL models excel at prediction tasks and where they could offer alternatives to traditional
statistical methods for inference, highlighting current and emerging applications for eco-
logical problems. Finally, we summarize emerging trends such as scientific and causal ML,
explainable AI, and responsible AI that may significantly impact ecological data analysis in
the future.

4. We conclude that ML and DL are powerful new tools for predictive modelling and data
analysis. The superior performance of ML and DL algorithms compared to statistical models
can be explained by their higher flexibility and automatic data-dependent complexity
optimization. However, their use for causal inference is still disputed as the focus of ML
and DL methods on predictions creates challenges for the interpretation of these models.
Nevertheless, we expect ML and DL to become an indispensable tool in ecology and
evolution, comparable to other traditional statistical tools.

Keywords: Artificial intelligence, machine learning, deep learning, big data, causal inference
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2 Machine Learning in Ecology and Evolution

2.1 Introduction
In recent years, machine learning (ML), artificial intelligence (AI) and deep learning (DL) have
revolutionized almost all areas of science (Jordan and Mitchell, 2015). Early ML algorithms
emerged together with the first computers in the ‘50s, and co-evolved with advances in computing
power ever since. During the ‘90s, the ML field experienced its first bloom, when a wave of
fundamental concepts and algorithms such as boosting, bagging, shrinkage estimation and random
forest (RF) were discovered. These algorithms challenged, for the first time, the supremacy of
classical probability-based statistical models for data analysis and predictions. In the last decade, a
second revolution occurred with the rediscovery of deep neural networks, fueled by the availability
of graphics processing units (GPUs; ‘graphic cards’) which made applying these large neural
networks practical for the first time. Famous breakthroughs of DL include playing Go (AlphaZero,
Silver et al., 2017), natural language processing (NLP, e.g. GPT-2, Radford et al., 2019), detecting
and identifying objects in images (Mask R-CNN, He, Gkioxari, et al., 2017), short time weather
forecasts Ravuri et al., 2021, and predicting protein structures (AlphaFold, Jumper et al., 2021).

Research in ecology and evolution (E&E) has eagerly adopted both waves of innovation. Several
reviews have highlighted the potential of recent advances in DL (Borowiec, Frandsen, et al.,
2021; Christin, Hervet, and Lecomte, 2019; Tuia et al., 2022; Wäldchen and Mäder, 2018),
particularly for processing ecological data such as species recognition from video and audio
analysis (Aodha et al., 2018; Fritzler, Koitka, and Friedrich, 2017; Gray et al., 2019; Guirado
et al., 2018) or for extracting trait or behavioural information (Dunker et al., 2020; Graving
et al., 2019; Mathis et al., 2018; Ott and Lautenschlager, 2022; Pereira et al., 2019). A second
area where both traditional ML and DL approaches are already widely used in E&E is predictive
modelling. Examples include filling missing links in ecological networks (e.g. Desjardins-Proulx
et al., 2017), as part of or in conjunction with traditional mechanistic models (Rammer and Seidl,
2019; Reichstein et al., 2019), for approximating differential equations (Chen, Rubanova, et al.,
2019; Rackauckas et al., 2021), or for species distribution models (Chen, Xue, and Gomes, 2018;
Elith and Leathwick, 2009; Harris, Taylor, and White, 2018; Wilkinson et al., 2019).

However, despite the rising popularity and attention, the principles and inner workings of ML and
DL algorithms are often still perceived as opaque, and their relationship to more classical tools of
data analysis, in particular statistical models, remains debated. Trained ML and DL models are
often described as a “black box” because their complexity makes it difficult to understand what
they have learned. Explainable AI (xAI) methods address this problem and try to understand how
trained ML or DL models make predictions (Ribeiro, Singh, and Guestrin, 2016; Ryo et al., 2021).
Moreover, a pervasive concern is that ML models are trained for prediction, but the best predictive
model does not necessarily correspond to the causal model (Breiman, 2001b; Pearl, 2021; Pearl,
2019, Box 2.2). Many researchers thus assume that ML and DL are unable to generate ecological
understanding and can only be used as predictive tools (but see Zhao and Hastie, 2021, postfix).
This view, however, neglects that there is active research to expand ML and DL methods also to
causal inference (Chernozhukov et al., 2018; Schölkopf, 2019; Zhao and Hastie, 2021), which
is the classical domain of inferential (causal inference, confirmatory and similar) statistics.

A second reason for confusion about the field is the wealth of algorithms that have been devel-
oped in recent years. Most recent reviews on ML have exclusively focused on DL (Borowiec,
Frandsen, et al., 2021; Christin, Hervet, and Lecomte, 2019; Wäldchen and Mäder, 2018).
These algorithms differ considerably from simpler, more traditional ML algorithms such as k-
nearest-neighbour or boosted regression trees (BRT), and not all statements that are made with
respect to DL algorithms apply across the field of ML algorithms in general. For example, image
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Figure 2.1: The three eras of statistical learning. The classical concept of statistics, such as the
maximum likelihood estimation, null hypothesis significance testing (NHST), or the Markov-chain-
Monte-Carlo (MCMC) metropolis sampler were developed in the 1920s–1940s. Common machine
learning algorithms or techniques such as boosting, random forest, or the LASSO were discovered
between 1980 and the early 2000s. While the theoretical foundation for Deep learningwas postulated in
the ‘60s, it has only gained popularity in recent years. The trend lines above the timeline correspond
to the frequency of the occurrence of classical statistics (orange), machine learning (blue), and
deep learning (green) terms in the scientific literature (see Appendix S1.1 for more details). CNN,
convolutional neural network; GPU, graphics processing unit.



22

2 Machine Learning in Ecology and Evolution

based tasks such as automatic species identification (e.g. Ferreira et al., 2020; Tabak et al., 2019)
profit from the use of DL algorithms because they can process spatial patterns better than other
ML algorithms (LeCun, Bengio, and Hinton, 2015), whereas traditional ML algorithms often
cope better with lower number of observations (e.g. Pichler, Boreux, et al., 2020) or structured
(tabular) data (cf. Arik and Pfister, 2020).

Third, a too narrow focus on specific algorithms often prevents researchers from appreciating the
general principles that apply across all ML and DL algorithms. For example, the general principles
of regularization via shrinkage and model averaging form the backbone of nearly all ML and
DL algorithms. Other principles must be relearned when moving from classical ML to DL For
example, the bias-variance tradeoff classically predicts that increasing model complexity reduces
systematic model error (bias) at the cost of increasing stochastic error (variance) of the parameters
(Box 2.5). For DL models, however, it was shown that beyond a certain point, variance decreases
again with model complexity, thus helping very large networks to achieve low generalization
error (Frankle and Carbin, 2019; Huh et al., 2021; Zhang, Wang, Liu, et al., 2021). The question
of why deep neural networks do not suffer from overparameterization, but instead even depend
on it for making accurate predictions is still heavily debated (Sejnowski, 2020), and we will
comment on this later.

In the remainder of the review, we will expand on these ideas. Our aim is to provide a compre-
hensive overview of the principles of ML and DL, starting with the historical development of
this field, how ML and DL algorithms differ from traditional statistical tools and how they can be
applied for predictive and explanatory modelling (for recent reviews on specific methods, see
e.g. DL: Borowiec, Frandsen, et al., 2021; Christin, Hervet, and Lecomte, 2019; Wäldchen
and Mäder, 2018; Computer vision: Lürig et al., 2021 or for specific application areas of ML, see
e.g. Tuia et al., 2022 (wildlife management)). After discussing the algorithmic ideas, history and
general properties of ML and DL algorithms, we focus on understanding the mechanisms that
make ML and DL excel in certain predictive and analytical tasks and how this can be used by
ecologists. We also discuss the current limitations of ML and DL and where traditional statistical
methods are preferable and highlight current and emerging applications for ecological problems.

2.2 History of ML and DL and its relation to statistics

2.2.1 Statistics as the starting point for ML

The roots of ML and DL go back a long way, and the development of this field is tightly linked to
the development of modern statistics. Apart from Bayesian statistics, many foundational statistical
principles such as the maximum likelihood estimation (MLE) or null hypothesis significance
testing (NHST) were established in the first half of the 20th century (Figure 2.1, left). The core of
these classical parametric methods is the idealization of a data-generating model, which allows the
calculation of the probability of making certain observations, given the model assumptions and
parameters. Based on this, eminent statisticians such as Fisher, Neyman and Pearson developed the
theory and practice of estimating model parameters with confidence intervals (CI) and calculating
p-values that has dominated data analysis in E&E to this day (but see Dushoff, Kain, and Bolker,
2019; Gelman and Loken, 2014; Hartig and Barraqand, 2022; Muff et al., 2022).

Initially, the data-generating model underlying these methods had to be relatively simple to make
the calculations of the involved probabilities trackable. The emergence of the first computers
(Figure 1), supported by the discovery of new numerical algorithms (e.g. Markov-chain-Monte-
Carlo (MCMC), Metropolis et al., 1953), allowed for a substantial increase in the complexity
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of parametric statistical models, a development reflected in ecological analyses (Clark, 2005).
Even so, when considering the known complexity of the natural world (Grimm et al., 2005),
statistical models tend to be rather simple and rigid, due to the mathematical difficulties involved
in calculating likelihoods for more complex or flexible models, and it remains an important
caveat of traditional statistical methods that the quality of their inference is conditional on those
simplified model assumptions (Breiman, 2001b).

2.2.2 Machine Learning

The rising availability of computers around the 1980s allowed not only more refined numerical
solutions for classical statistical methods but also the development of alternative modelling
approaches for data analysis and predictions that we collectively refer to as “machine learning”.
Although these approaches differ in their details, we see their commonality in that they abandoned
the idea of a probabilistic data-generating model (associated with the ability to calculate p-values,
CIs, and all that) in favour of generic algorithmic structures that are trained to perform certain
tasks (for general ML principles, see Box 2.3) with the goal of minimizing a general loss function
that is not necessarily tied to the probability of the observations (Breiman, 2001b; Shmueli, 2010).
Examples of early ML algorithms include neural networks (McCulloch and Pitts, 1943), RF
(Breiman, 2001a), and BRT (Friedman, 2001; more on these in the Section 2.3).

Box 3.2: Unsupervised learning in E&E

Unsupervised learning algorithms (for definitions, see Box 2.3) also have interesting applications
in E&E. In most cases, the goal is to find patterns in the feature space, for example to reduce the
dimensionality of the data, to find clusters of similar data, or to detect anomalies (Figure 2.2).
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• Principal component analysis
(PCA)

• t-distributed stochastic neighbor
embedding (tSNE)

• (Variational) Autoencoder

• k-means
• density based clustering (e.g.

DBSCAN)
• hierarchical clustering
• Unsupervised random forest

• (Variational) Autoencoder
• Clustering algorithms (e.g. k-

means)
• k-nearest-neighbor
• Support vector machines

Figure 2.2: The three main tasks and their algorithms in unsupervised learning. Dimension
reduction techniques reduce the dimensionality of the data by discarding redundant or non-
task relevant information. Clustering algorithms try to identify patterns in the data which
correspond to mechanistic processes. Anomaly detection is used to identify observations that
may have originated from a different data generation process.

Examples of algorithms that perform dimension reductions that are well-known to ecologists
include ordination methods such as principal component analysis (PCA) or t-distributed stochastic
neighbour embeddings (tSNE), but also DL algorithms such as variational autoencoders. The latter
also works on more complex data such as images. The same is true for clustering and anomaly
detection tasks: in addition to simple methods such as k-means, which should be familiar to many
ecologists, there are now deep learning methods available that generally have advantages when
the data is highly structured, such as in images.

The algorithmic nature of the new ML models lacked the necessary distributional assumptions
for calculating p-values and CIs and fueled the development of non-parametric approaches for
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Box 3.1: Basics of ML

General objective of ML

The objective of ML is to build a good predictive model. By “good”, we mean that the model should
predict well for new data. Sometimes ML models make almost no errors on the data they were
trained on, but fail for new data (we say the model overfits). A more complex and flexible model
has a higher risk of overfitting. The tradeoff between complexity and flexibility can be depicted by
the bias-variance tradeoff (Box 2.5). The general ideal of ML algorithms is thus to take a certain
algorithmic structure and then adjust their parameters to the data (training), while simultaneously
adapting its complexity by optimizing the bias-variance tradeoff so that the fitted model generalizes
well to new data.

X = Predictor matrix
y = Response vector

X: observed
y: observed

y: continuousy: discrete

X: observed
y: unobserved

Task

Unsupervised Supervised

Classification Regression

Figure 2.3: Decision tree to assist in task identification. Given feature matrix X and a response
vector y, the first decision is to choose between unsupervised (outcome y is unobserved) and
supervised (outcome y is observed) learning. In the case of supervised learning, if y is discrete
(e.g., species classes), it is a classification task, and if y is a continuous variable (e.g., biomass),
it is a regression task.

Tasks and learning situations

In ML, the different use cases for the algorithms are called tasks. In supervised learning, examples
of the ‘correct’ execution of the task are presented to the algorithm, and the model is trained to
minimize the differences between its own actions and the “correct” actions. Common supervised
tasks are classification (e.g., labeling of images) and regression (predicting a numerical variable). In
contrast to that, unsupervised learning refers to tasks where no examples are supplied, and the
algorithms optimize some general loss function (e.g., genomic species delimitation, see Derkara-
betian et al., 2019). Finally, in reinforcement learning, the ML algorithm is trained by interacting
with a (virtual) environment. Reinforcement learning is used in tasks where the learning depends
on executed actions and their produced consequences, for instance, playing strategy computer
games such as DOTA (Berner et al., 2019) or Starcraft (Vinyals et al., 2019).
Model classes and architectures

In principle, any algorithm that makes predictions for a given task can be used for ML. In practice,
for supervised learning, the most commonly used model classes and architectures can be broadly
divided into neural networks, which mimic the functioning of a brain, regression and classification
trees, and distance-based method (see Section 2.3). In unsupervised learning, model classes can
be broadly divided into agglomerative hierarchical methods and methods where the number of
clusters must be specified a priori (e.g., k-means; 2.2).
Training the models

In supervised and reinforcement learning, training a model consists of two steps. The first step is
to define a loss function that measures the current score (performance) of the algorithm in solving
a certain task. The loss function differs for classification and regression tasks (e.g., mean squared
error and categorical cross-entropy are common loss functions for regression and classification
tasks). The second component is the optimizer, which updates the parameters of the algorithm
with the goal to improve its performance. In unsupervised learning a common approach is to use
similarities between observations to decide whether to group observations together.
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estimating model uncertainty. A famous example is the bootstrap (Efron, 1992), a resampling
technique that is often used for estimating CIs on the parameters and predictions of statistical
or ML models. Another example is cross-validation, where a part of the data is used to train the
model and the other part of the data is used to evaluate the error (Stone, 1974; see Roberts
et al., 2017 for cross-validation strategies for structured ecological data). Since either of these
methods require repeated evaluations of the model, their application would be unimageable
without computers and even today, they can be computationally challenging for complex models
(more on this in Section 2.4).

2.2.3 Deep learning

The co-evolution of computational resources and ML algorithms reached a final peak with the
emergence of DL algorithms in the last decade. DL algorithms are neural networks (McCulloch
and Pitts, 1943) that differ from classical artificial neural networks (ANNs) mainly by their size.
While many algorithms and network architectures that are used today were already described
in the ‘80s and ‘90s (e.g. Fukushima, 1980; Lecun et al., 1998), their practical application was
prevented by the lack of computing power at the time. This changed with the emergence of
GPUs in the ‘90s (Figure 2.1). Although GPUs were originally developed for computer games or
other graphical rendering tasks, it was quickly realized that they are often far more efficient than
CPUs for certain numerical and linear algebra tasks. Krizhevsky, Sutskever, and Hinton (2012)
ushered in the new era of DL when they demonstrated that their competition-winning neural
network could be trained on a GPU within hours instead of days or weeks on a CPU. Today, large
DL models trained on GPUs with hundreds of millions parameters dominate the competition for
many complex ML tasks, and their behaviour is often markedly different from that of simple ML
algorithms (see Section 2.4).

2.3 Important ML algorithms in more detail
Considering that ML branched off from classical statistical models with the goal of increasing
model flexibility and complexity while abandoning the idea of a probabilistic model, it seems
obvious to discuss the advantages and disadvantages of this decision. We will do so in Section 2.4.

Before that, however, it will be useful to explain the most important ML algorithm in more detail.
In the main text, we focus on algorithms for supervised learning (see Box 2.3 for definitions of
ML tasks) but we also provide a short overview about unsupervised learning in Box 2.2. Note
that classical statistical models such as linear and logistic regression models can also be used
for supervised regression and binary classification tasks, respectively. Arguably, they provide a
baseline that ML models should be able to beat. However, because we assume that ecologists are
aware of these models, and because our very aim here is to understand why ML algorithms can
beat these models, we do not describe them in this section. R, Python, and Julia code examples
for all ML and DL algorithms that are discussed (Table 2.1) are available in Appendix S1.2 or at
https://maximilianpi.github.io/Pichler-and-Hartig-2022.

2.3.1 Support vector machines

A support-vector machine (SVM) is a binary classifier (which can be extended to multiclass and
regression tasks, Table 1) that separates the available classes by a hyperplane in the feature
(predictor) space (see SVM in 2.1). A predecessor of the SVM, the generalized portrait algorithm,
was proposed already by Vapnik and Lerner (1963). The generalized portrait algorithm was
computationally cheap (which was important at the time), but as the perceptron, the initial
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predecessor of ANNs, it was unable to solve non-linear tasks. Boser, Guyon, and Vapnik (1992)
overcame this obstacle by using a non-linear feature space transformation (the kernel-trick) to
make the task linearly separable (the modern form of the generalized portrait algorithm, the
SVM). Because of their computational efficiency for dealing with high dimensional data and
relatively low data requirements (compared to DL), SVMs were the most common method for
image classification in E&E, particularly in remote sensing (e.g. Gualtieri and Cromp, 1999;
Melgani and Bruzzone, 2004; Mountrakis, Im, and Ogole, 2011), prior to the success of DL.

2.3.2 The emergence of ensembles models

Apart from SVMs, ensemble models are the other central ML paradigm that emerged in the 90s:
Schapire (1990) showed that ensembles of weak learners (typically simple models such as linear
regression models or classification and regression trees, see Friedman, 2001) often have a low
prediction error when their predictions are averaged, even if each individual model has large
prediction errors. This principle of generating ensembles of “weak learners” gave rise to two
prominent ML techniques: boosting and bagging.

Boosting is an ensemble modelling approach in which weak models are trained sequentially,
either by training the next model to correct the errors of the previous model (high-weighting
of misclassified observations, AdaBoost, see Freund and Schapire, 1997), or by sequentially
optimizing a general differentiable objective (cost) function, gradient boosting (Friedman, 2001)
with the latter being the state-of-the-art today (e.g. BRT for species distribution models, see Elith,
Leathwick, and Hastie, 2008; Elith and Leathwick, 2009; Table 2.1).

In bagging (bootstrap aggregation), an ensemble of independent weakmodels is created by training
models on bootstrap samples (Breiman, 1996). A famous representative is the RF algorithm which
additionally subsamples the features in each node of the decision trees (Table 2.1; Breiman, 2001a).

Ensemblemodels are based on an importantML principle that is still valid today: simple algorithms
or statistical models can be transformed into more complex algorithms by creating ensembles,
which are more difficult to interpret, but often have low prediction errors (see Section 2.4). BRT
and RF are still widely applied, mostly for structured tabular data (Table 2.1), also because they
cope better with smaller datasets than comparable DL models. Examples of recent applications
of ensemble models in E&E include predictions in ecological networks (Pichler, Boreux, et al.,
2020), linking gene variation to phenotypes (Brieuc et al., 2018), species distribution models
(Elith and Leathwick, 2009), and various applications in remote sensing (Belgiu and Drăguţ,
2016).

2.3.3 Neural networks

Artificial neural network (ANN), inspired by the architecture of our brains, are arguably the most
iconic ML architecture, reflecting the long-held dream of building intelligence into a computer.
The first fully functional ANN was described by Rosenblatt (1958). This “perceptron algorithm”
was a binary classifier that connected the input neurons (one for each input variable = feature) to
an output neuron (response). If the signal in the output crossed a certain threshold (activation
function), the predicted class changed (e.g., from ‘0’ to ‘1’). However, because of its limited
flexibility and particularly its inability to represent nonlinear relationships, the perceptron fell
into oblivion for many years until it was discovered that additional layers between the input and
output neurons (so-called ‘hidden’ layers) made it possible to approximate any functional form
(see subSection 2.3.4). The potential of ANNs for ecological applications was recognized early
(e.g. Foody, 1995; Simpson et al., 1992; French and Recknagel, 1970), although to date they have
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largely been replaced in E&E by the more advanced Deep Neural Networks.

2.3.4 Deep learning architectures

Deep learning models represent the latest methodological advance in ML (Figure 2.4). DL al-
gorithms are neural networks which differ from simple ANN in the larger number of hidden
layers (Borowiec, Dikow, et al., 2022; LeCun, Bengio, and Hinton, 2015) and the often more
complicated connection between the neurons (=architecture). Complex task-specific architectures,
often with millions of parameters and specific structures, evolved over the years (for example
residual neural networks, He, Zhang, et al., 2015, see also Table 2.1).

Although DL is based on the same ideas and principles as all other ML algorithms, it is commonly
treated as a new field because of its distinct principles (see Section 2.4) and the task-specific
architectures that do not resemble traditional ML models. For example image-based tasks (e.g.,
species identification, see Borowiec, Dikow, et al., 2022) are typically handled by convolutional
neural networks (CNNs), a special architecture that uses kernels (convolution matrices) to detect
certain shapes and which is used, for example, in identifying species (Ferreira et al., 2020),
automatic monitoring of species (Norouzzadeh, Nguyen, et al., 2018; Tuia et al., 2022), or
landscape classification (Stupariu et al., 2022). Recurrent neural networks (RNNs) are another
architecture that is applied for time series tasks (Table 2.1; Christin, Hervet, and Lecomte, 2019;
LeCun, Bengio, and Hinton, 2015). In ecology, for example, RNNs have been used to predict
population dynamics (Joseph, 2020a) or animal movements (Rew et al., 2019; see Borowiec,
Dikow, et al., 2022 for more details on different DL algorithms). DL algorithms have also been
used to synthesize taxonomic information from literature (Le Guillarme and Thuiller, 2022), to
predict species interactions in ecological networks (Strydom et al., 2021), or to predict species
distributions (Deneu et al., 2021). In the following, we treat DL as a subfield of ML and only
mention DL when relevant differences to classical ML algorithms are involved.

Table 2.1: Overview of common supervised machine learning algorithms and their most common
application areas. Word clouds were created by searching abstracts and titles in the ecology and
evolution literature within the specific machine learning algorithms for ecological keywords, the size
of the words corresponds to their frequency (see Appendix S1.1).

Machine learning

model

Description Data Type Application areas

Lasso, Ridge Regression:

Feature 1

Fe
at
ur
e
2 Model

Prediction

Regression models with
regularized coefficients
(Appendix S1.2.1):
+ highly interpretable
+ few observations
- Not very flexible

Tabular data:
- Classification
- Regression

Feature 1

Fe
at
ur
e
2 Model

Prediction

continues on next page
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Support vector machines:

Hyperplane

Feature 1

Fe
at
ur
e
2

Hyperplane is optimized
to separate response
classes (Appendix S1.2.2):
+ fast and memory effi-
cient
+ high dimensional data
- kernel dependent
- no probabilities

Tabular data:
- Classification
- Regression

invasive
remote sensing

mortalityspecies identification

ecosystem functional trait

decision making

biodiversity

species distribution

extinction

camera trap

species interaction

ecological network

k-nearest-neighbor:

Feature 1

Fe
at
ur
e
2

k = 3

K nearest neighbors in fea-
ture space decide response
(e.g., by majority voting)
(Appendix S1.2.3):
+ simple
+ no training
- scales poorly
- high dimensionality

Tabular data:
- Classification
- Regression

invasive
mortality

ecosystem
biodiversity extinction

decision making

remote sensing

species identification

species distribution

Random Forest:
Bootstrap samples

Majority voting

Decision Tree

N decision (regression)
trees are fitted on boot-
strap samples. Split vari-
able is selected from ran-
dom subset of variables
(Appendix S1.2.4):
+ flexible
+ robust (e.g., outliers)
+ few hyperparameters
(+) variable importance
- scales poorly

Tabular data:
- Classification
- Regression

ecosystemspecies interactioninvasive functional trait

species distribution

mortality

biodiversity

remote sensing
extinction

decision making

species identification

ecological network camera trap

Boosted Regression Trees:
Boosting

N trees are fitted sequen-
tially to minimize an over-
all loss function (Appendix
S1.2.5):
+ flexible
(+) variable importance
- many hyperparameters
- high complexity

Tabular data:
- Classification
- Regression species distribution

ecosystem

mortality

invasive

biodiversity species identification

remote sensing

decision making

extinction

functional trait

species interaction

ecological network

Deep neural networks:
Hidden Layers

Input Layer Output Layer

Input (features) are passed
through many hidden lay-
ers. Last layer maps into
response space (Appendix
S1.2.6):
+ flexible
+ adaptive to different
tasks
- many hyperparameters
- computationally expen-
sive

Tabular data:
- Classification
- Regression

invasiveecosystem
remote sensing

mortality

decision making extinction

species distribution

biodiversity
species identification

camera trap
functional trait

species interaction

continues on next page
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Convolutional Neural
Networks:

Input Image
Feature map

Kernel

Small kernels (filters) pro-
cesses images before pass-
ing it to fully connected
layers (Appendix S1.2.7):
+ flexible
+ detecting shapes and
edges
- many hyperparameters
- computationally expen-
sive

Tabular data:
- Classification
- Regression

invasive
remote sensing

mortality species identification

ecosystembiodiversity

functional traitdecision making

camera trap

species distribution

extinction

species detection

Recurrent Neural Net-
works:

RNN-Cells
t0

t+1

t+2

RNN-Cells (e.g. Long
short term memory cells)
process the input se-
quence and hidden states
are re-cycled (Appendix
S1.2.8):
+ flexible
- long-term dependencies
are difficult to learn
- many hyperparameters
- computationally expen-
sive

Tabular data:
- Classification
- Regression decision making

mortality
invasive

remote sensing
ecosystem

biodiversity

Graph Neural Networks: GNNs operate directly on
the edges and nodes of
graphs. They can be used
for a variety of different
tasks such as node or edge
classifications (Appendix
S1.2.9):
+ flexible
+ non-Euclidean data
- many hyperparameters
- computationally expen-
sive
- complex data type

Tabular data:
- Classification
- Regression invasivemortality

decision making

Table 2.2: Common ML and DL libraries and frameworks.

Name Description Language Link

ranger Random Forest algorithm. R https://github.com/imb
s-hl/ranger

xgbooost Boosted Machine frame-
work.

R, Python https://github.com/dmlc/
xgboost

lightGBM Boosted Machine frame-
work.

R, Python https://github.com/micro
soft/LightGBM

continues on next page
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caret ML framework for hy-
perparameter tuning and
cross-validation
. Supports different ML al-
gorithms.

R https://topepo.github.io/c
aret

mlr3 ML framework for hy-
perparameter tuning and
cross-validation
. Supports different ML al-
gorithms.

R https://mlr3.mlr-org.com

tidymodels (ML) framework for hy-
perparameter tuning and
cross-validation
. Supports different (ML)
algorithms.

R https://www.tidymodels
.org

Scikit-learn ML framework for hy-
perparameter tuning and
cross-validation
. Supports different ML al-
gorithms.

Python https://scikit-learn.org

TensorFlow Deep Learning frame-
work.

R, Python https://www.tensorflow.
org

Keras Higher-level deep learn-
ing framework.

R, Python https://keras.io

PyTorch Deep Learning frame-
work.

R, Python https://pytorch.org

PyTorch Geometric Graph Neural Network
(GNN) framework.
Supports different GNN al-
gorithms.

Python https://github.com/pyg-t
eam/pytorch_geometric

Flux Deep learning framework. Julia https://fluxml.ai/Flux.jl/s
table

MLJ ML framework. Supports
different ML algorithms.

Julia https://alan-turing-insti
tute.github.io/MLJ.jl/stab
le

2.4 Why does ML work?
When considering current DL algorithms with millions of parameters, researchers trained in
classical statistics often struggle to understand why they should work at all. A statistical model
with a similar number of parameters could likely not even be fit (e.g., in a linear regression
model, if the number of parameters is greater than the number of observations, there are no
degrees of freedom and the equation system is underdetermined). And even if it were possible to
fit the model, the bias-variance tradeoff that is fundamental to both statistics and ML (Box 2.5;
Figure 2.5a) predicts that the optimal compromise between systematic model error (bias) and
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error due to variance (parameter uncertainty) is at intermediate model complexity (Boxes 2.5
and 2.6). Excessively large models should therefore overfit the data and generalize badly.

Despite that, the practical experience shows that ML models converge and generalize well to new
data, suggesting that they do not overfit (at least for in-distribution predictions; extrapolation
beyond the data domain is as challenging for ML as for other approaches). Even more surprisingly,
it was observed that for deep neural networks, the bias-variance tradeoff actually reverts, following
a double-descent curve (Box 2.5; Figure 2.5b; see Belkin et al., 2019; Nakkiran et al., 2019): beyond
a certain model size, making deep neural networks even deeper and wider decreases generalization
error, suggesting that model size, contrary to our general expectation, can actually be beneficial
for reducing total prediction error (Arora et al., 2019; Huh et al., 2021; Novak et al., 2019;
Shwartz-Ziv and Alemi, 2020; Nakkiran et al., 2019).

Deep Neural Network

Convolutional Neural Network

Artificial Intelligence

Machine Learning

Deep Learning

Random Forest

Boosted Regression Tree

Figure 2.4: Relationship between artificial intelligence (AI), machine learning (ML), and deep
learning (DL). AI refers to algorithms that are capable of achieving similar to human-like performance
in specific decision or recognition tasks. This is sometimes contrasted with the pursuit of Artificial
general intelligence, which refers to AI algorithms that can perform a wide range of tasks and
may display human-like abilities in cognitive tasks such as reasoning, logic or common sense. ML
algorithms serve as a tool for AI systems to learn from data and make a decision based on data. There
are many different ML algorithms such as boosted regression trees or random forest. Within ML, a
family of ML algorithms based on artificial neural networks emerged in recent years. Due to their
similarities in the way they work and their backbone, DL is considered as a family of its own.

The reason for this superficially perplexing behaviour is that practically all ML approaches,
despite formally having a very high number of parameters and the associated ability to model
complex input–output relationships, perform implicit complexity adjustments that limit their
flexibility and avoid overfitting. As a result, especially for DL models, the number of parameters
is a poor measure of effective model complexity (Birdal et al., 2021), which is confirmed by more
appropriate complexity measurements (Box 2.5; Figure 2.5b; see Birdal et al., 2021; Nakkiran
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Box 3.3: Generalization error and the bias-variance tradeoff

By making models more complex, one can make the prediction error on the training data (in-sample
error) arbitrarily small. What we really care about, however, is the ability of a model to predict new
(out-of-sample data). The discrepancy between model predictions and observations on independent
data (e.g., generated by an appropriate cross-validation, see Roberts et al., 2017) is called the
generalization error.
When minimizing the generalization error, there exists a fundamental tradeoff between variance
(parameter uncertainty) and bias. More complex models have higher variance, but also lower
bias (Figure 2.5a). The two counteracting errors usually lead to a sweet spot of the generalization
error at intermediate model complexity. Interestingly, DL models show a double sloping curve
of generalization error (Figure 2.5b), suggesting that the variance of deep neural networks does
not increase for very wide and deep networks. The reasons for this are still being discussed in the
literature.

DL Generalization error

Number of model parameters

Interpolation threshold

Number of model parameters

a b

Interpolation / in-distribution

Extrapolation / out-of-distribution

??

P
re
di
ct
iv
e
E
rr
or

P
re
di
ct
iv
e
E
rr
or

DL total train error

Generalization e
rro
r

Bias

Bias

Variance

expected Generaliza
tion

err
or

DL Generalization error

Number of model parametersNumber of model parameters

c d

P
re
di
ct
iv
e
E
rr
or

P
re
di
ct
iv
e
E
rr
or
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Figure 2.5: Typical bias-variance tradeoffs in classical machine learning (left panels) and
deep learning (right panels) models for interpolation (in-distribution) and extrapolation (out-
of-distribution) tasks. In contrast to the classical bias-variance tradeoff in panel (a), the bias-
variance tradeoff for DL in panel (b) shows that after the interpolation threshold (pink dotted
line) the training loss is constant (i.e., bias is not improved by increasing model complexity),
but the test loss (and thus variance) can be still reduced by increasing the model size. Note
also that the total generalization error in extrapolation tasks (panels c and d) is usually higher
and the optimal model complexity lower, as the bias will not go to zero with increasing model
complexity (depending on the similarity between training and test data).

Overfitting/Underfitting describes a situation where the generalization error is higher than necessary
or expected. In interpolation (in-distribution, Figure 2.5a, b) tasks, overfitting/underfitting is usually
associated with too high/low model complexity, which leads to a poor compromise between bias
and variance. In extrapolation (out-of-sample, see Figure 2.5c,d) tasks, the reasons for overfitting
are often more rooted in bias problems, meaning that the patterns learned in the training data do
not generalize to the test data (see, e.g. Yang et al., 2020 for an example in vision tasks).
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et al., 2019). We divide the underlying mechanisms that adjust model complexity in ML algorithms
into two categories: internal (algorithmic) and external (optimization) based approaches.

2.4.1 Internal (algorithmic) complexity optimization

By internal (algorithmic) complexity optimization, we understand algorithmic structures that
lead to a self-adaptation of model complexity. One basic mechanism for generating this behaviour
is that many ML algorithms implicitly or explicitly generate ensemble predictions. An ensemble
model may formally include many parameters, but its effective complexity is by no means the
sum of the complexity of each ensemble member. Rather, the complexity of an ensemble model is
typically related to the average complexity of its ensemble members and the differences between
them, which in turn affect error and variance of the ensemble estimator (Bernardo and Smith,
2009; Dietterich, 2000; Dormann, Calabrese, et al., 2018; Ganaie et al., 2021).

Because the ensemble members are fit to the data, the data can influence the difference between
the ensemble members and thus the complexity of the entire ensemble estimator. To support
this behaviour, many ML algorithms include (tunable) mechanisms to increase heterogeneity
in the ensemble. For example, bagging decreases the similarity between ensemble members by
bootstrapping the data (Sagi and Rokach, 2018). RF goes one step further by using a random
subset of the features in each node, which further diversifies and decorrelates the individual
models (Breiman, 2001a) and reduces the variance of the ensemble (Breiman, 2001a). In gradient
boosting (see Friedman, 2001), the subsequently trained models depend on the previous model
but they are uncorrelated because the following members are forced to compensate for the errors
of the previous model (Sagi and Rokach, 2018).

2.4.2 External (optimization) adaptation of model complexity

On top of internal mechanisms to adopt model complexity, most practical ML pipelines ap-
ply an additional optimization step where hyperparameters of the model are optimized under
cross-validation (or simply into training, evaluation, and test splits for large DL models). Hyper-
parameters are parameters that do not directly control predictions, but rather the architecture
(e.g., number of nodes in a hidden layer of a neural network or the number of trees in a RF) or the
learning behaviour of ML algorithms. Some ML algorithms have few (e.g., RF), others many (BRT
or DL) hyperparameters. Hyperparameters are usually tuned via a nested cross-validation setup,
that is, an outer cross-validation to estimate generally the prediction error of the model and an
inner cross-validation to control the tuning (see Table 2.2 for ML frameworks).

A particularly important class of hyperparameters are regularization parameters, which control
the flexibility of the algorithms. In general, regularization means imposing constraints on an
algorithm to limit its flexibility. The type and strength of the regularization depends on the task, the
data and the algorithm but the most common regularization type is a so-called shrinkage penalty
which biases parameter estimates to a certain value, typically zero. For example, L1 (LASSO,
Tibshirani, 1996) and L2 (Ridge; Hoerl and Kennard, 1970), or elastic-net when combined (Zou
and Hastie, 2005), intentionally biases the esti- mates to zero. Shrinkage penalties were originally
developed to estimate complex statistical models (e.g., when number of observations << number
of predictors) such as linear or logistic regression models but have since been adopted in ML
models. In tree-based methods (e.g. RF), hyperparameters such as the depth of the trees have
regularizing effects, whereas in DL a range of regularization techniques is used, such as L1 or L2
on weights and dropout (where random parts of the network are set to zero during training; see
Srivastava et al., 2014).
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2.4.3 Open questions regarding model complexity in DL

While the principles of internal and external complexity adoption are central to both classical ML
and DL algorithms, it is often conjectured that, they alone are not sufficient to explain the success
of the highly complex DL algorithms, in particular the puzzling double-decent be- haviour where
generalization loss improves with model size even after the training loss has reached a value close
to zero (Figure 2.4b), a behaviour that is not observed in simpler ML algorithms.

One hypothesis to explain the discrepancy between simple and deep neural networks is that
overparameterization combined with stochastic training of the networks (stochastic gradient
descent) leads to an implicit regularization (Arora et al., 2019; Huh et al., 2021; Li, Luo, and Lyu,
2021). This would explain why deep neural net- works display a bias towards simpler functions
(De Palma, Kiani, and Lloyd, 2019; Valle-Pérez, Camargo, and Louis, 2019) that increases with
the depth of the networks (Huh et al., 2021). It was also observed that often over 90% of the trained
networks’ parameters can be set to zero with little or no loss of generalization accuracy (Frankle
and Carbin, 2019), suggesting that there is a considerable amount of redundancy and possibly
ensemble behaviour in deep neural networks. Such a pruning can reduce the computational cost
of the model and reduce the generalization error (Bartoldson et al., 2020) or identify robust
models (Kuhn, Lyle, et al., 2021). It was also suggested that the random initialization of a large
DNN is more likely to create a good subnetwork (Frankle and Carbin, 2019; Zhang, Wang,
Liu, et al., 2021), which is then identified by training, regularization or pruning (Zhang, Wang,
Liu, et al., 2021). Moreover, most modern DL models consist of a mix of different architectures
and techniques which can even include common ML concepts such as boosting or bagging. For
example, dropout training can be interpreted as generating a large number of subnetworks, similar
to an ensemble model (Srivastava et al., 2014), and deep residual networks (He, Zhang, et al.,
2015) for image-based tasks resemble boosting and thus ensemble models (Veit, Wilber, and
Belongie, 2016). None of this fully answers the question of DL’s superiority but it does at least
provide conjectures that need to be followed up by future research.

2.5 Emerging trends in ML (in E&E)
In the last Section of this paper, we will look at the current practice and emerging trends in ML
and speculate on how they will impact the field of E&E.

2.5.1 Trends in algorithm use in E&E

As a basis for this discussion, we performed a text analysis of the E&E literature over the last
decades (for details see Appendix S1.1). Our results show that the use of both ML and DL methods
in E&E increased sharply over the last decade (Figure 3). Classical ML methods still dominate
in practical applications. Of those, SVMs were the most popular algorithm in the early 2000s,
but lost their dominance since then. BRTs became popular in the mid 2010s (Figure 2.6b), and
more recently, neural networks (including DL) are rising in popularity (Figure 2.6b). The increase
in publications using DL approaches explains why these algorithms receive so much attention
in recent reviews, but our analysis (Figure 2.6b) also highlights that classical ML methods still
account for a proportionally larger share of all applications.

We anticipate that classical ML will remain important in the future, as many tasks in E&E are more
naturally approached with simpler ML algorithms. In particular, there is little evidence that DL can
outperform classical ML algorithms in supervised learning tasks with limited structured (tabular)
data (cf. Strydom et al., 2021). The higher flexibility of DL algorithms tends to be advantageous
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only when the data is large and complex enough. One would therefore expect that classical
ML algorithms will continue to be used for tasks such as species distribution modelling (Beery,
Cole, et al., 2021; Elith and Leathwick, 2009), with subsequent applications for identifying
conservable or restorable areas (Moradi et al., 2019; Cheng, Augustin, et al., 2018; Kwok, 2019;
Duhart et al., 2019), ecosystem service management (Dietterich et al., 2012; Socolar et al.,
2016), wildlife management (Humphries, Magness, and Huettmann, 2018) and conservation (see
Tuia et al., 2022), assessing the risk of invasive species (Barbet-Massin et al., 2018; Jensen et al.,
2020), and biodiversity assessments (Distler et al., 2015). Other tasks where classical ML will
likely remain competitive include filling (knowledge) gaps in datasets (Penone et al., 2014) or in
ecological networks (e.g., food webs, Desjardins-Proulx et al., 2017; plant-pollinator networks,
Pichler, Boreux, et al., 2020; host–parasite networks, Dallas, Park, and Drake, 2017; Dallas,
Ryan, et al., 2021), and predicting potential wildlife hosts of zoonotic diseases (Albery et al., 2021;
Becker et al., 2022; Han et al., 2015; Wardeh, Baylis, and Blagrove, 2021).

Deep learning algorithms, on the other hand, will likely continue to gain popularity for analyzing
complicated and unstructured data in E&E, such as species identification in aerial images (Ferreira
et al., 2020; Gray et al., 2019; Guirado et al., 2018; Torney et al., 2019) or camera (trap) images
(Ferreira et al., 2020; Mäder et al., 2021; Tabak et al., 2019; Willi et al., 2019; Fritzler, Koitka,
and Friedrich, 2017; Lasseck, 2018; Stowell et al., 2018; Aodha et al., 2018; Fairbrass et al.,
2018; Beery, Wu, et al., 2020; Norouzzadeh, Morris, et al., 2021; Van Horn et al., 2018).

For clustering and ordination tasks, which have a long tradition in ecology and ML algorithms for
unsupervised learning tasks (Box 2.2), classical ML algorithms such as k-means or t-distributed
stochastic neighbour embedding algorithms are and will remain important, for example for species
delimitation (Derkarabetian et al., 2019), outlier detection, identification of eco-provinces
(Sonnewald et al., 2020) or operational taxonomic units (OTUs) in metabarcoding (Deiner et al.,
2017). DL-based approaches (e.g., based on (variational) autoencoders), on the other hand, are
gaining popularity into certain data-dependent tasks, such as image-based tasks in remote sensing
(Zerrouki et al., 2020) or (genomic) sequences (Wang and Gu, 2018).

2.5.2 New new applications for ML in E&E

Apart from improving the quality of classical prediction and classification tasks, there are many
novel applications that could be addressed in particular by the more advanced DL algorithms.
For example, Davies et al. (2021) demonstrated that DL can aid researchers by generating new
hypotheses which were tested afterwards, or it was shown that modern DL models can achieve
human-like performance in text generation (Brown, Mann, et al., 2020). Generative models may
play an increasing role in the coming years; however, it is currently difficult to predict where they
will be used in ecological research, for example, whether they will help in data-collection or in
subsequently answering the research questions themselves (e.g., by generating new hypotheses).

Another interesting field for ML is simulations and simulation-based inference. For stochastic
simulations or big process-based models, likelihoods are often intracTable or computationally
expensive to evaluate (e.g., phylogenetic analyses). ML and DL algorithms can support simulation-
based inference by generating new summary statistics (e.g. Hauenstein et al., 2019), by being
incorporated into process-based models for computational gains (e.g. Rammer and Seidl, 2019),
or by emulating them (Wang, Fan, et al., 2019). Moreover, ML can also be used to predict the
parameters of complex stochastic models (Voznica et al., 2021; Roy, Fablet, and Bertrand, 2022),
and thus act as a likelihood-free calibration method, similar to approximate Bayesian computation
(Hartig, Calabrese, et al., 2011).
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Figure 2.6: Development usage of ML algorithms (RF, DL, kNN, BRT, Ridge/ Lasso, SVM) in literature
from the E&E field (see Appendix S1.1 for more details about the trend analysis). Panel (a) shows the
absolute change in their usage in percent and panel (b) shows the relative change in their usage in
percent. The overall usage of ML algorithms increased strongly over the last 20 years and especially
DL attracted a lot of attention in the last 10 years. BRT, boosted regression trees; DL, deep Learning;
E&E, ecology and evolution; kNN, k-nearest neighbour; ML, machine learning; RF, random forest;
Ridge/Lasso, ridge or lasso or elastic-net (ridge and lasso) regression; SVM, support vector machines.

In addition, in the era of cheap sensors and other data collection sources, the dimensionality of
the data is often difficult to handle with traditional methods. Unsupervised learning algorithms
can help to reduce the dimensionality of the data and detect patterns and trends, for example,
before the data is used in downstream supervised learning tasks (Strydom et al., 2021; Zerrouki
et al., 2020), to handle the data itself (Alves de Oliveira et al., 2021), or to detect anomalies in
the data (Zhang, Xu, et al., 2021).

2.5.3 Rethinking the data collection process in the light of the new methods

The wide availability of DL algorithms could also have a strong impact on data collection in E&E.
Image recognition methods can reduce labor costs and thus help to generate much larger datasets.
DL can identify species in different data types (Ferreira et al., 2020; Gray et al., 2019; Guirado
et al., 2018; Torney et al., 2019; Mäder et al., 2021; Tabak et al., 2019; Willi et al., 2019) or extract
information such as traits from raw data (Dunker et al., 2020). Moreover, technical advances in
eDNA and other sensor data allow the collection of much larger datasets (e.g., see Pimm et al.,
2015) which can then be processed and combined by ML and DL algorithms (see Tuia et al., 2022).
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One of the advantages of establishing such machine-assisted data collection and processing
pipelines is that they can be reused by many researchers, similar to the development in sequencing
technology. For example, once an image-based species recognition pipeline is established, it can
be reused without requiring the time of taxonomic experts for data analysis. So far, there are few
examples of such ready-to-use pipelines for realistic data collection tasks, and those that exist
do not always perform well and generalize well to new situations. However, we believe that the
field should develop ML models for data collection that are available to everyone (McIntire et al.,
2022) and do not need to be retrained by experts. The NLP community demonstrate how this
could be done: Model hubs with many different pre-trained models and a simple and common
interface that can be used by everyone (e.g. Wolf et al., 2019; Mäder et al., 2021, cf. Ott and
Lautenschlager, 2022).

2.5.4 Making ML work with small datasets

A pervasive problem in the application of many modern ML algorithms for E&E is that their
training requires data sizes that are rarely available. New DL techniques such as few-shot learning
(see. Wang, Yao, et al., 2020) or transfer learning can greatly reduce the necessary amount of data,
and are thus of particular interest to ecologists. As an example, most DL-based image classifiers
consist of two stages: first, they identify edges and shapes in the images, and second, they classify
the shapes (LeCun, Bengio, and Hinton, 2015). The first stage makes up a major part of the
model and is both data and resource intensive. Research has shown that this part of the network
is relatively generic, and usually only the second stage needs to be retrained when a network
is adopted for a new task (Weiss, Khoshgoftaar, and Wang, 2016; Zhuang et al., 2021). Thus,
many large model architectures can be downloaded pre-trained and can then be fine-tuned for a
new task (transfer learning).

Options such as transfer learning, however, are mainly applicable to vision-based tasks and DL,
and not to classical structured tabular data. In the latter, the response is often explained by specific
relationships with a particular feature, which rarely generalize to other tasks. In such a situation,
there is little to be gained by applying transfer learning, which may also partly explain why DL
rarely outperforms traditional ML algorithms on small classical structured tabular data (Pichler,
Boreux, et al., 2020; Shwartz-Ziv and Alemi, 2020, cf. Arik and Pfister, 2020).

Small datasets are common in E&E because observations are often difficult to obtain (e.g., for
ecological networks, see Maglianesi et al., 2014; Strydom et al., 2021); and due to the change
in ecological patterns across scales (Poisot, Stouffer, and Gravel, 2015), datasets are difficult
to combine. Here, E&E researchers can benefit from the wide range of different ML algorithms
(Figure 2.7): SVMs or kNN can handle sparse datasets well (Como et al., 2017; Drake, Randin,
and Guisan, 2006) and LASSO, Ridge, and elastic-net regressions are well suited for datasets with
more features than observations (Zou and Hastie, 2005). On top of the data dimensions, the
nature of the signal and the interpretability can influence the choice of the modelling approach
(e.g. Pichler, Boreux, et al., 2020). However, these tradeoffs are difficult to predict a priori, which
explains the common practice of comparing different algorithms for a given task (Faisal et al.,
2010; Norberg et al., 2019; Pichler, Boreux, et al., 2020).

2.5.5 Transparency and bias of decision based on ML and DL models

Predictions and research in E&E often intersect with policy and decision-making (Groot et al.,
2010; Sofaer et al., 2019). As ML models are increasingly used in this context, for example for
conservation planning (Huettmann, 2018), management decisions (Humphries, Magness, and
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Figure 2.7: Conceptual illustration of the tradeoff between achievable accuracy and interpretability
of machine learning and deep Learning (DL) algorithms. DL can achieve the highest accuracy but
shows the lowest interpretability. BRT, boosted regression trees; RF, random forest.

Huettmann, 2018), agricultural management (e.g., crop management; Liakos et al., 2018), and
disease control (e.g. Romero et al., 2021), we anticipate that problems of bias and transparency
will emerge, as they have in other fields (e.g. Hardt et al., 2016; Vayena, Blasimme, and Cohen,
2018).

Transparency refers to the problem that stakeholders may question why certain predictions are
being made by the algorithm and whether they can be trusted. Without satisfactory answers
to these questions, ML decisions may be subject to legal challenges. While it is not impossible
to answer these questions for ML models (see the next subsection on xAI), it is undoubtedly
more challenging to understand and communicate the logic of ML decisions, compared to simple
statistical models (Figure 2.7).

This lack of transparency also makes it difficult to understand if an algorithm exhibits bias. In
the context of ML and AI, bias is understood more broadly than in statistics, and includes both
the use of non-representative or socially undesirable training data and the use of features that
should not normally be used in decisions (e.g., gender, race). The former occurs when training
data was disproportionately collected in different groups or regions (Zou and Schiebinger, 2018)
and is not representative of what the algorithm should learn. A common example from the social
sciences is that language models trained on classical literature or texts often learn gender-biased
word associations, such as a preference for doctors to be male. Biased data may be a significant
problem for E&E, as geographic (Martin, Blossey, and Ellis, 2012; Meyer, Weigelt, and Kreft,
2016) and taxonomic (Pyšek et al., 2008; Trimble and Aarde, 2012) sampling biases are common.
The use of undesired features describes situations where the data may be representative, but
certain features should not be used for ethical reasons. The challenge here is that these features
may be implicitly encoded by other features and thus be used in ML and DL algorithms, even
if they are not explicitly provided in the data (e.g., ethnic background can be inferred from the
people’s urban districts, Feuerriegel, Dolata, and Schwabe, 2020; Hardt et al., 2016; Caliskan,
Bryson, and Narayanan, 2017).

To understand these issues and to find solutions, the field of responsible and trustworthy AI has
formed at the intersection between AI and social science disciplines (sociology, psychology, law).
The focus of responsible AI is on creating fair and sustainable ML and DL models and avoiding
their misuse or misinterpretation (e.g. Barredo Arrieta et al., 2020; Wearn, Freeman, and
Jacoby, 2019). For example, it is possible to algorithmically detect biases (Cirillo et al., 2020) and
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correct the models accordingly (e.g. Alvi, Zisserman, and Nellaaker, 2018; Kim et al., 2019) by
using fairness metrics to guide training so that underrepresented groups are not neglected (e.g.
Liu and Vicente, 2021).

2.5.6 Explainable AI as peephole in black-box models

The previously mentioned transparency issues are amplified by the fact that ML algorithms
become increasingly difficult to interpret as model complexity increases (Figure 2.7, Breiman,
2001b). Although some algorithms provide metrics for feature importance (e.g. Breiman, 2001a;
Friedman, 2001), ML algorithms usually do not provide simple effect estimates, nor do they
provide measures of certainty, such as CIs or p-values. This poses a problem not only for ethical
transparency but also for researchers that want to understand why predictions are made for
scientific reasons.

To address this problem, the field of explainable AI (xAI) has emerged that develops tools to
understand howML models make their predictions. Most xAI methods are post-hoc, meaning that
the model is trained first and then investigated (Barredo Arrieta et al., 2020; Lucas, 2020). xAI
differs from other similar-sounding approaches such as identifying predictive trait profiles (domain
expertise is used to group features and by including and excluding them from the model, their
predictive capabilities are estimated (e.g. Han et al., 2015)), in that the goal is to understand the
model itself. Global xAI methods try to summarize the models by generating variable importance
(similar to the natural variable importances from RF and BRT; Fisher, Rudin, and Dominici,
2018) or simplify the models by approximating the original model with interpreTable models
(Molnar, 2020). Local xAI methods attempt to explain individual predictions (Ribeiro, Singh,
and Guestrin, 2016). In E&E, for example, xAI methods are already being used to assess trust
of predictions from SDMs (Ryo et al., 2021). Although there are still many questions about the
reliability of these methods, especially under collinearity of features (Hooker and Mentch, 2019;
Yu, Ji, Prihodko, et al., 2021, but see Apley, 2016), xAI is becoming an indispensable tool for
working with ML models, and presumably there will be specialized xAI methods for ecological
applications.

2.5.7 Causal inference with Machine Learning

Finally, it is not uncommon formodels to give us the right answer for the wrong reason. Sometimes,
it is even easier to get good predictions for the wrong reasons. An example is severe feature
collinearity, where including all features increases the uncertainties of the estimates (Greenland,
2003; Lederer et al., 2018), whereas removing features, even if causally connected to the response,
can improve predictive performance (Dormann, Elith, et al., 2013; Hoerl and Kennard, 1970;
Arif and MacNeil, 2022a). Interestingly, some of the regularization techniques now widely used
in ML were originally developed to reduce collinearity problems (Hoerl and Kennard, 1970;
Lederer et al., 2018), although that does not mean that they necessarily always ‘select’ the causal
one from two collinear features (Zou and Hastie, 2005).

Optimizing ML algorithms for predictive performance means that, generally, we should not
assume that ML algorithms will learn the correct causal dependencies between the input features
and the response (Box 2.6). It also means that we should not interpret xAI metrics as ‘effect
estimates’ — if a certain feature is strongly used by the ML model, it could be because this feature
has a biological or ecological effect on the response, but it could also easily be because it correlates
with other features (e.g. Genuer, Poggi, and Tuleau-Malot, 2010).

Nevertheless, there are interesting ideas for exploitingML for (causal) data analysis. For example, if
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we have a high dimensional dataset that would be difficult to analyse with conventional statistical
tools, we could use ML and xAI to identify interesting patterns or features (Lucas, 2020; Pichler,
Boreux, et al., 2020), and test the latter in a confirmatory analysis.

Moreover, based on a causal analysis, we could pre-select features that are consistent with ideas
of causal inference. When selected in such a way, ML algorithm can achieve more exact control
for confounders due to their greater flexibility (e.g. Tank et al., 2021; Wein et al., 2021; Zečević
et al., 2021), and they can be used to estimate causal effects of treatments (Chernozhukov et al.,
2018; Wager and Athey, 2018). Another interesting approach is to combine statistical models
with ML and DL algorithms (Joseph, 2020a; Masahiro and Rillig Matthias, 2017; Tank et al.,
2021).

A third idea is to incorporate physical laws as constraints in the learning of neural networks.
Such physics induced (or informed) neural networks (PINN, see Karniadakis et al., 2021) were
originally developed to improve predictions but could also mark an important milestone in
combining ML and causal inference by forcing the models to adhere to known physical or
biological laws. This could be of interest for a field as E&E (Wesselkamp et al., 2022) that has
acquired a lot of knowledge about various ecological systems over the years.

Finally, there is active research to develop ML methods that directly achieve causal discovery. For
example, DL research has shown promising progress in symbolic regression where equations for
systems are automatically inferred (Cardoso et al., 2020; d’Ascoli et al., 2022).

In summary, causal inference or causal discovery with ML is challenging, but there are various
ways to combine ML methods with causal inference and based on the interest in this topic in the
ML and DL field, but also the interest of ecologists to understand causal relationships in their
data, we believe that the importance of this topic will increase in the coming years.

2.6 Conclusion
ML and DL algorithms are powerful and very general tools for predictive modelling and data
analysis. Currently, DL algorithms have conquered image-based and similar tasks on complex,
unstructured data, while classical ML algorithms such as RF and BRT still excel on structured
data. The superior performance of ML and DL algorithms compared to statistical models can be
explained by their higher flexibility and automatic data-dependent complexity optimization. For
example, ML algorithms such as RF and BRT balance complexity by combining uncorrelated weak
models into an ensemble, and DL uses a combination of indirect regularization through overparam-
eterization stochastic gradient descent. Compared to classical statistical tools in E&E, ML methods
are rather optimized for prediction, and caution is advised with their causal interpretations
(Box 2.6).

A common challenge for both statistical models andML alike is making predictions that extrapolate
outside the feature space used to train the model (out-of-distribution predictions, see Beery, Van
Horn, and Perona, 2018; Koh et al., 2021; Box 2.5). The reason why such predictions fail is
that predictive models often learn to use non-causal proxies but also that relationships do not
necessarily remain linear outside the area of data. Efforts have been made to identify such
potentially unreliable predictions a priori (e.g. Meyer and Pebesma, 2021)or to correct for them
(e.g. Tseng, Kerner, and Rolnick, 2022). Possibly, extending causal principles to ML (Zhao
and Hastie, 2021), or incorporating ecological or mechanistic understanding, for example as
additional model constraints, could help to improve model generalizability.
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Box 3.4: Predictive versus causal model building strategies

The best predictive model need not be the true causal model. To demonstrate this, we created a
simulated dataset, where the response variable Y is affected by the feature X with a causal effect of
0.5 and by a second feature C with the causal effect of -1.5 (Figure 2.8). C also has a causal effect of
1.0 on X. X and C are thus highly correlated (>0.9 Pearson correlation factor). We fitted different
models (full model, model with only X or C, and full model with a ridge regularization (lambda =
0.01), Table 2.4) on 20 observations and estimated the prediction error (root-mean-square-error,
RMSE) on 480 observations of the holdout. We repeated the simulation and the model fitting 10,000
times.

1.0

0.5

-1.5

Y X

C

Figure 2.8: Small example. We are
interested in how X affects Y. C is
a confounder, i.e., affecting X and Y.
C and X are highly correlated (> 0.9
Pearson correlation factor). Num-
bers show the true effect estimates.

Model X-estimate C-estimate RMSE on

holdout

Y ∼ X +C 0.5 −1.5 0.109

Y ∼ X −1.0 . 0.107

Y ∼ C . −1.0 0.106

Ridge −0.32 −0.59 0.106

Table 2.4: Results of different model specifications. We
simulated 10,000 times from our small example (Figure 2.8)
and fitted four different models on 20 observations: (i) The
full model with the confounder (C) and our variable of
interest (X), (ii) only our variable of interest, (iii) only the
confounder, and (iv) the full model with a ridge regulariza-
tion (lambda = 0.01). We evaluated the predictive error of
the models by calculating the root-mean-squared error of
the predictions for the holdout (480 observations).

In causal inference, the objective is to obtain correct effect estimates, which means that sometimes
otherwise uninteresting collinear features must be included to control for confounding (variable C,
Figure 2.4), while other structures, such as collider, must be excluded to obtain correct estimates.
Thus, in causal analysis, the focus is to establish a correct hypothesis about the causal structure to
obtain correct effect estimates (first model, Table 2.8).The causal structure can be based on logical
considerations or causal discovery algorithms. Importantly, minimizing predictive error is not
the primary goal of the analysis, and controlling confounders often increases uncertainties of the
parameter estimates that propagate through the model and negatively affect the predictive error
(note that the true causal model shows the highest RMSE, Figure 2.8).
In predictive modelling, our goal is to minimize the prediction error of our model. A common
strategy is to provide the model with all the variables and use methods such as regularization or
AIC selection to reduce model complexity and find the sweet spot of the bias variance tradeoff
(see Figure 2.4 last model). In such an approach, collinear features are often removed because
they increase uncertainties while contributing relatively little to the prediction, given that their
effects can be ‘emulated’ by other features. In our simulation (Figure 2.8), we see that the true
causal model has the highest prediction error, but correct effect estimates. The other models, have
incorrect estimates but smaller prediction errors (Figure 2.8).



Much research in recent years has focused on making ML algorithms more transparent and
bridging the gap between the properties of classical statistical tools and ML tools (e.g., xAI).
New methods such as Bayesian neural networks have paved the way to obtain uncertainty and
prediction intervals for DL models, bringing ML algorithms closer to statistical models (Ashukha
et al., 2021; Loqercio, Segu, and Scaramuzza, 2020). Despite that, their use for (causal) statistical
inference is still controversial, not least because it is still unclear if ML can separate causal effects
under feature collinearity, which is a basic requirement for causal inference.

Finally, despite the well-deserved attention, ML does not offer a free lunch. We have seen that
the focus of ML methods on minimizing prediction comes at a cost elsewhere, such as in data
requirements, interpretability or runtime. Even more strongly than statistical models, ML depends
on the quality and the quantity of the data. Because of this, we should carefully consider whether
the application of ML or even DL is necessary or promising for a task when simpler models with
the advantages of higher interpretability, higher statistical power, and lower computational costs
(and thus a betterCO2 footprint, Schwartz et al., 2020) could do the job (Mignan and Broccardo,
2019). Nevertheless, we expect ML to become an indispensable tool in E&E, comparable to other
traditional statistical tools such as linear regression models or analysis of variance models that
have been used for many years.
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Abstract

1. Ecologists have long suspected that species are more likely to interact if their traits match in
a particular way. For example, a pollination interactionmay bemore likely if the proportions
of a bee’s tongue fit a plant’s flower shape. Empirical estimates of the importance of trait-
matching for determining species interactions, however, vary significantly among different
types of ecological networks.

2. Here, we show that ambiguity among empirical trait-matching studies may have arisen at
least in parts from using overly simple statistical models. Using simulated and real data,
we contrast conventional generalized linear models (GLM) with more flexible Machine
Learning (ML) models (Random Forest, Boosted Regression Trees, Deep Neural Networks,
Convolutional Neural Networks, Support Vector Machines, naive Bayes, and k-Nearest-
Neighbor), testing their ability to predict species interactions based on traits, and infer trait
combinations causally responsible for species interactions.

3. We found that the best ML models can successfully predict species interactions in plant-
pollinator networks, outperforming GLMs by a substantial margin. Our results also demon-
strate that ML models can better identify the causally responsible trait-matching com-
binations than GLMs. In two case studies, the best ML models successfully predicted
species interactions in a global plant-pollinator database and inferred ecologically plausible
trait-matching rules for a plant-hummingbird network from Costa Rica, without any prior
assumptions about the system.

4. We conclude that flexible ML models offer many advantages over traditional regression
models for understanding interaction networks. We anticipate that these results extrapolate
to other ecological network types. More generally, our results highlight the potential of
machine learning and artificial intelligence for inference in ecology, beyond standard tasks
such as image or pattern recognition.

Keywords: bipartite networks, causal inference, deep learning, hummingbirds, insect pollina-
tors, machine learning, pollination syndromes, predictive modelling
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3 Trait-matching

3.1 Introduction
The understanding and analysis of species interactions in ecological networks has become a central
building block of modern ecology. Research in this field, however, has concentrated in particular
on analyzing observed network structures (e.g. Galiana et al., 2018; González, Dalsgaard, and
Olesen, 2010; Mora et al., 2018; Poisot, Stouffer, and Gravel, 2015). Our understanding of
why particular species interact, and others not, is comparatively less developed (cf. Barbedo,
2018; Poisot, Stouffer, and Gravel, 2015). A key hypothesis regarding this question is that
species interact when their functional properties (traits) make an interaction possible (e.g. Eklöf
et al., 2013; Jordano, Bascompte, and Olesen, 2003). In plant–pollinator networks, for example,
one would imagine that an interaction is easier to achieve when the tongue or body of the bee
matches with the shape and size of the flower (Garibaldi et al., 2015; Stang, Klinkhamer, and
Meijden, 2007). The idea that interactions will occur when traits are compatible is known as
trait-matching (e.g. Schleuning, Fründ, and García, 2015, see also Figure 3.1).

The assumption that trait-matching is important for species interactions is engraved in many
other ecological ideas and hypotheses. For example, trait-matching is a prerequisite for the
idea of pollination syndromes (i.e., the hypothesis that flower and pollinator traits co-evolve,
Faegri and Pijl, 1979; see also Fenster et al., 2004; Ollerton et al., 2009; Rosas-Guerrero
et al., 2014b). Moreover, it has been suggested that trait-matching occurs also in other mutualistic
ecological networks, for example fruit-frugivore interactions (e.g. Dehling, Töpfer, et al., 2014), or
antagonistic ecological networks, for example host-predator or host-parasitoid networks (Gravel
et al., 2013; Eklöf et al., 2013; see also Eklöf et al., 2013). Trait-matching between species
has ample consequences for fundamental research, such as the identification and prediction of
species interactions (Bartomeus et al., 2016, see Valdovinos, 2019), but also impacts ecosystem
management. For example, it could be used for identifying effective pollinators to optimize
production of pollinator-dependent crops (Garibaldi et al., 2015; Bailes et al., 2015, see Potts et
al., 2016). Finally, explaining and predicting links between interaction partners from information
about their properties has applications far beyond ecology. An example is molecular medicine,
where analogue concepts are used to study gene association (e.g. Laarhoven and Marchiori,
2013; Menden et al., 2013; Yamanishi et al., 2008; Zhang, Wang, Xi, et al., 2018) or harmful
drug—drug interactions (e.g. Cheng and Zhao, 2014; Tari et al., 2010).

While the idea of trait-matching itself is intuitive, it is less clear how important this mechanism is
for determining species interactions (e.g. Bartomeus et al., 2016; Eklöf et al., 2013). On the one
hand, recent findings in plant—pollinator networks support the concept of pollination syndromes
(Rosas-Guerrero et al., 2014b) and the utility of syndromes for predicting or understanding
species interactions (Danieli-Silva et al., 2012; Murúa and Espíndola, 2015; Fenster et al.,
2004, see Garibaldi et al., 2015). Recent studies also demonstrate that species interactions can be
reasonably well predicted with phylogenetic predictors (Brousseau, Gravel, and Handa, 2018a;
Pearse and Altermatt, 2013; Pomeranz et al., 2019), which supports the idea of trait-matching
when assuming that traits are phylogenetically conserved. Similarly, studies of mutualistic pollina-
tion and seed-dispersal networks have accumulated evidence for strong signals of trait-matching,
in particular in diverse tropical ecosystems (Dehling, Jordano, et al., 2016; Maglianesi et al.,
2015). On the other hand, many ecological networks show low to moderate levels of specialization
(Blüthgen et al., 2007) and high flexibility in partner choice (Bender et al., 2017), questioning
the idea of strong co-evolutionary feedback loops between plants and animals (Janzen, 1985;
Ollerton et al., 2009). Moreover, while there is some direct evidence for trait-trait relationships
as predictors for trophic interactions in simple prey-predator networks (Gravel et al., 2013),
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Figure 3.1: An illustration of the trait-matching concept. (a) Two classes of organisms, each with
their own traits, interact in a bipartite network. (b) The goal of the statistical algorithm is to predict the
probability of a plant-pollinator interaction, based on their trait values and (c) to infer the trait-trait
interaction structure (trait-matching) that is causally responsible for those interactions

recent models that relied solely on trait-trait predictors (without phylogenetic predictors) showed
only moderate performance in predicting species interactions (Brousseau, Gravel, and Handa,
2018a; Pomeranz et al., 2019).

Progress on these questions is complicated by the fact that, until very recently, analyses of
empirical networks relied almost exclusively on conventional regression models and phylogenetic
predictors (Brousseau, Gravel, and Handa, 2018a; Pearse and Altermatt, 2013; Pomeranz
et al., 2019), or on simple regression trees (e.g. Berlow et al., 2009). Reasonable doubts exist as
to whether these models are flexible enough to capture the way traits give rise to interactions
(see e.g. Mayfield and Stouffer, 2017). Machine Learning (ML) models could be a solution
to this problem. Modern ML models can flexibly detect interactions between predictors (trait-
trait interactions), depend on fewer a-priori assumptions and usually achieve higher predictive
performance than traditional regression techniques (e.g. Breiman, 2001b). State-of-the-art deep
learning algorithms can detect complex pattern (e.g. LeCun, Bengio, and Hinton, 2015) and
excel in tasks such as image or species recognition (e.g. Gray et al., 2019; Tabak et al., 2019).
In food webs, recent findings demonstrate the potential of ML models in predicting species
interactions. For example, Desjardins-Proulx et al. (2017) report that both a k-nearest neighbor
and random forest (based on phylogenetic relationships and traits) can successfully predict food
web interactions. It therefore seems promising to further explore the performance of machine
learning algorithms for predicting species interactions from measurable traits, and whether those
more flexible models change our view on the importance of trait matching for plant-pollinator
interactions.

When assessing the suitability of ML algorithms for this problem, it is important to note that,
while ML models tend to excel in predictive performance, their interpretation is often challenging
(e.g. Ribeiro, Singh, and Guestrin, 2016). Ecologists, however, would likely not be satisfied
with predicting species interactions, but would also want to know which traits are causally
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responsible for those interactions, for instance due to their importance as essential biodiversity
variables (see Kissling, Walls, et al., 2018). Unlike for statistical models, however, fitted ML
models typically provide no direct information about how they generate their predictions. In
recent years, also in response to issues such as fairness and discrimination (see Olhede and
Wolfe, 2018), techniques aiming at interpreting fitted ML models have emerged (e.g. Guidotti
et al., 2018). For example, permutation techniques (Fisher, Rudin, and Dominici, 2018) allow
estimating the importance of predictors for any kind of model, similar to the variable importance
in tree-based models (Breiman, 2001a). In this case, however, we are not primarily interested
in the effects of a single predictor, but we want to know how interactions between predictors
(trait-trait matching) influence interaction probabilities. A suggested solution to this problem
is the H-statistic (Friedman and Popescu, 2008), which uses partial dependencies to estimate
feature-feature (trait-trait) interactions from fitted ML models. Assuming that networks emerge
due to a few important trait-trait interactions (Eklöf et al., 2013), the H-statistic should be able to
identify those from a fitted ML, but to our knowledge, the efficacy of this or similar techniques in
inferring causal traits has not yet been demonstrated.

The purpose of this study is to (a) systematically assess the predictive performance of different ML
models for the identification of trait-matching in plant-pollinator networks and (b) to investigate
if causal traits can be extracted from the fitted models with the H-statistics. We consider the
most common ML models (k-nearest neighbor, random forest, boosted regression trees, deep
neural networks, support vector machine, naive Bayes, and convolutional neural networks), with
standard generalized linear model (GLM) as a benchmark. We apply all models to simulated and
empirical plant-pollinator networks to establish how networks properties influence their predictive
performance, and to test if the causally responsible trait-trait interactions be inferred from the
fitted models. We ask the following questions: (1) Which algorithms display the highest predictive
performance for simulated plant-pollinator networks, varying network sizes, observation times,
and species abundances? (2) Can we retrieve the true underlying trait-trait interaction structure
(trait-matching) in the simulated plant–pollinator networks from the fitted ML models? We
demonstrate the practical utility of the developed methods by predicting interactions in a global
crop-pollinator interaction database, and by inferring the causal trait-trait interaction structure in
a Costa Rican plant-hummingbird network.

3.2 Material and Methods

3.2.1 Machine learning models for predicting species interactions from trait-

matching

Throughout this paper, we consider that empirical observations of species interactions may be
available either as binary (presence-absence) or weighted (counts, intensity, interaction frequen-
cies) data. The objective for the models is to predict those plant-pollinator interactions based on
the species’ traits. We selected seven classes of ML models, either because they were previously
used for trait-matching, or because the general ML literature suggests that they should perform
well for this task (Table 3.1). For more details on the respective models, see the column ‘Design
principle’ and the cited literature in Table 3.1, and the Supporting Information S2 in the Appendix.

Each of the ML models in Table 3.1 includes model-specific tuning parameters (so-called hyperpa-
rameters, for instance to control the model’s learning behaviour) that can be adjusted by hand
or optimized. To factor out idiosyncrasies due to the choice of these parameters, we optimized
each models’ hyperparameters with a random search in 30 (20 for empirical data) steps (see also
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Bergstra and Bengio, 2012), with nested cross-validations to avoid overfitting (for details see
Appendix S3). Furthermore, ML models often perform poorly with imbalanced classes (propor-
tion of plant-pollinator interactions to no plant-pollinator interactions is extremely low/high,
Krawczyk, 2016). To address this, we applied the standard approach of oversampling observed
plant-pollinator interactions when their proportion (compared to plant-pollinator pairs without
an interaction) was lower than 20%. To compare ML with traditional regression models, we fitted
GLMs (binomial GLM for presence-absence plant-pollinator interactions and Poisson GLM for
plant-pollinator interaction counts), using all traits and all their possible two-way interactions
as predictors and plant–pollinator interactions as response. Analyses were conducted with the
statistical software R (R Core Team, 2019). The r package mlr (Bischl et al., 2016, version 2.12)
was used for hyperparameter tuning and cross validation of our ML models.

Table 3.1: Machine learning models and their usage for trait-matching

ML models Type Design principle Applied with trait-matching

random forest (RF) tree-based Ensemble of a finite number of regression trees (see Breiman, 2001a).
Desjardins-Proulx et al. 2017;

Masahiro and Rillig Matthias 2017;

Hu et al. 2016

boosted regression trees (BRT) tree-based
After fitting the first weak regression tree to the response, subsequent

regression trees are fitted on the previous residuals (see Friedman, 2001).

He, Heidemeyer, et al. 2017;

Rayhan et al. 2017

k-nearest-neighbor (kNN) distance-based Given new point X, nearest k neighbors determine response.
Desjardins-Proulx et al. 2017

(as recommender system);

Rodgers et al. 2010

support vector machines (SVM) distance-based
In the n-dimensional feature space, a hyperplane to separate the classes is

fitted (see Cristianini, Shawe-Taylor, et al., 2000).
Fang et al. 2013

deep neural networks (DNN) neural networks
By learning to represent the input over several hidden layers, they

are able to identify the patterns in the data for the task
Wen et al. 2017

convolutional neural networks (CNN) neural networks
Topological patterns in the input space (images, sequences) are

preserved and processed by a number of kernels to extract features

(see LeCun, Bengio, and Hinton, 2015).

Liu, Tang, et al. 2016

naive Bayes probabilistic classifier
The model learns the probability belonging to a class given a

specific input vector.
Fang et al. 2013

GLM parametric A specific theory or model is fitted to the data Pomeranz et al. 2019

3.2.2 Simulating plant-pollinator interactions

To assess predictive and inferential performance of the models, we created a minimal simulation
model plant-pollinator interactions. The model assumes that the interaction probability between
individuals of plants (group A) and pollinators (group B) arises from aGaussian niche, matching the
logarithmic ratio of the plant and pollinator traits. The logarithmic ratio ensures a symmetrically
shaped interaction niche, see Figure S2.1. The niche value is multiplied by a weight to allow
modifying the interaction strength independent of the niche width, and thus to control the
overall trait-matching effect signal. Plant and pollinator abundances can either be drawn from an
exponential distribution or a uniform distribution, to examine the effects of uneven abundance
distributions and rare species. The expected number of observed interactions (i.e., their probability,
Pinteraction) was then calculated as the interaction probability times the interaction partner’s
abundances times the observation time. Observation times were adjusted to standardize the
proportion of plant-pollinator interactions to no plant-pollinator interactions. To create the final
interaction counts, we sampled from a Poisson distribution with λ = Pinteraction. For presence-
absence species interactions (1 = interaction, 0 = nointeraction), we set all counts > 0 to
1.

Our default simulation scenario used 50∗100 (plants∗pollinators) for the simulated plant-pollinator
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networks. To remove obstacles such as class imbalance, we adjusted the observation duration
to have a class proportion of ≈ 40% for plant-pollinator interactions to no plant-pollinator
interactions. The absence of interactions cannot be observed explicitly, and we speculate that
most empirical datasets consist of observed species interactions (and possible non-interactions
are inferred afterwards), thus we removed species with no observed plant-pollinator interaction.

3.2.3 Comparison of predictive performance

Predicting species interactions in simulated plant-pollinator networks

To assess predictive performance, we simulated reference data with six traits for each plant and
pollinator. A possible issue with measuring predictive performance is that hidden correlations or
structure in the data can lead to seemingly higher-than-random predictive performance even on
random data (e.g. Roberts et al., 2017). To check that this is not the case, we created a first baseline
scenario, consisting of equal species abundances and no trait-trait interactions (no trait-matching,
the latter was achieved by setting the trait-trait interaction niche extremely wide). A second
issue is that interactions of rare species will be less frequent than those of abundant species.
As a result, models can achieve higher-than-random performance even without any trait-trait
interactions when species abundances are uneven. To ensure that the performance of our models
exceeds these trivial performance levels, we created a second baseline scenario with exponential
abundance distributions, but without trait-matching.

For the trait-matching scenario, we simulated networks with even abundance distributions and
three trait-trait interactions (A1-B1, A2- B2, and A3-B3), each with a weight of 10. The scale
parameter controlling the niche width was randomly sampled between 0.5 and 1.2 for simulating
varying degrees of specialization in ecological networks (cf. Blüthgen et al., 2007). The even
abundance distributions assumed here are unrealistic to some extent, but allow a better contrast
between the models (because abundance effects are removed). In the case studies, we consider real
abundance distributions. Other than that, the trait-matching scenario used the same parameter
settings as the baseline scenarios (network size 50∗100,≈ 40% class balance). To test additionally
for the effect of network sizes and observation time, we also varied network size to 25 ∗ 50 and
100 ∗ 200 (plants∗pollinators) setting and proportions plant-pollinator interactions to ≈ 10%,
≈ 25%, and ≈ 40% one-factor-at-a-time from the base setting.

Case study 1 — Predicting plant-pollinator interactions

Our first case study uses data from a global database of crop-pollinator interactions, assembled
from 1607 published studies from 77 countries worldwide (details see Data availability statement).
Of these, we selected only crops that appeared at least two times at different geographical locations,
resulting in 80 crops with 256 entries for pollinators.

The database lists five pollinator traits: guild (bumblebees, butterflies etc.), tongue length, body
size, sociality (yes or no), and feeding behaviour (oligolectic, polylectic, or parasitic). In case of
sexual dimorphism, the female measures were taken. Plants are described by 10 traits: type of plant
(arboreous or herbaceous), flowering season, flower diameter, corolla shape (open, campanulate,
or tubular), flower colour, nectar (yes or no), bloom system (type of pollination: insects, insects/
wind, or insects/birds), self-pollination (yes or no), inflorescence (yes, solitary, solitary/pairs,
solitary/clusters), and composite flowers (yes or no). Flower diameter, body size, and tongue
length were provided as continuous traits (see Tables S2.1 and S2.2 for detailed information).
When traits for a species were available from different sources, they were averaged. We filled
missing trait values with a multiple imputation algorithm based on random forest (Stekhoven
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and Bühlmann, 2012). We used all available traits as predictors in our models.

Measures of predictive performance

To assess the models’ predictive performance on the simulated plant-pollinator networks, we used
the area under the receiver operating characteristic curve (AUC, measures how well the models
are able to distinguish between plant-pollinator interaction and no plant-pollinator interaction
regardless of classification threshold) and true skill statistic (TSS, which assess the predictive
performance under a specific classification threshold, see Allouche, Tsoar, and Kadmon, 2006)
for presence-absence, and spearman’s correlation for interaction frequencies. Because the TSS
for the empirical plant-pollinator database (case study 1) was similar, we additionally calculated
classification threshold-dependent performance measurements: accuracy (proportion of correct
predicted labels), sensitivity (recall), precision, and specificity (true negative rate). Classification
thresholds were optimized with TSS. The interpretation of these statistics is as follows: if our
focus is to detect plant- pollinator interactions, we want to achieve a high true positive rate
(sensitivity) with an acceptable rate of false positives in the as true predicted labels (precision).
Specificity estimates the rate of true negatives of all predicted negatives (no plant-pollinator
interaction).

3.2.4 Measuring accuracy for inferring causal traits

H-statistics for inferring causal traits

We used the H-statistic (Friedman and Popescu, 2008) to infer causally responsible trait-trait
interactions from the fitted ML models. The idea of this algorithm is similar to the principle
of partial dependence plots. The H-statistic estimates the variance of the model’s response
caused by two traits separately (main effects) compared to the variance caused by the two traits
combined partial function (trait-trait interaction). The H-statistic is scaled to [0,1]. A high value
indicates that the interaction is the main reason for the variance in the response (probability for
plant-pollinator interactions and counts for plant-pollinator interaction counts).

Inferential performance in simulated plant– pollinator networks

To assess the accuracy with which causal trait combinations can be identified from the fitted
models via Friedman’s H-statistic, we considered 25 ∗ 50 (plants∗pollinators) species networks
with one, two, three and four trait-trait interactions (always six traits for each group, but varying
number of trait-trait interactions that correspond to traitmatching), and equal interaction strength.
We replicated the simulated plant-pollinator networks eight to ten times. The reason for choosing
a smaller network size than for the predictive analysis was the computational cost of the H-
statistics, which made applying a large number of replicates to larger networks computationally
prohibitive.

The resulting networks had a ‘real’ observed size of 800–1,200 data points (we removed two
networks with four true trait-trait interactions, because they had under 20 remaining samples
after removing species with no plant-pollinator interactions at all). We fitted RF, BRT, DNN
and kNN (the top predictive models) on the 76 simulated networks, 38 for presence-absence
plant-pollinator interactions and 38 for plant- pollinator interaction counts (with uniform species
abundances). For each sample, we calculated the H-statistic for all possible trait-trait interactions
between the two species’ groups. We calculated for each, the averaged true positive rate (true
trait-trait interaction in found interactions with highest H-statistic) over the eight/ten repetitions.
In a second step, based on our interim results (see results), we repeated the procedure with BRT
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and DNN for 50 ∗ 100 (plants∗pollinators) simulated networks (see Appendix S3.1 for details
regarding model fitting).

For GLMs, we selected the n (n = number of true trait-trait interactions) predictors with lowest
p-value to calculate the true positive rate.

Case study 2—Inferring trait-matching in a plant-hummingbird network

As a case study for inferring causally responsible traits, we used a dataset of plant-hummingbird
interactions from Costa Rica. Plant- hummingbird networks are characterized by particularly
strong signals of trait-matching (Vizentin-Bugoni, Maruyama, and Sazima, 2014). Maglianesi
et al. (2014) filmed and analyzed plant-hummingbird interactions at three elevations in Costa Rica
(700 hr of observations on 50 m a.s.l; 695 hr of observation on 1,000 m a.s.l; 727 hr of observations
on 2000 m a.s.l). The resulting network consisted of 21∗8, 24∗8 and 20∗9 plant and hummingbird
species, respectively. To predict plant-pollinator interactions, we used bill length, bill curvature,
body mass, wing length, and tail length of hummingbirds, and corolla length, corolla curvature,
inner corolla diameter width, and external corolla diameter width of plants. Flower volume was
calculated by corolla length and external diameter (Maglianesi et al., 2014). We used all available
traits because the ML models should automatically learn trait-trait interactions.

We fitted the BRT with a Poisson maximum likelihood estimator and RF with a root mean squared
error (RMSE) objective function (we did not log count data). We optimized DNNs with Poisson
and negative binomial likelihood loss functions. We trained models on each elevation and on
combined elevations (e.g. Low, Mid, High, Low-Mid-High, for details see Appendix S3.1). We
calculated for the Low, Mid, High and Low-Mid-High models interaction strengths (H-statistics)
for all possible trait-trait interactions (with trait-trait interactions within hummingbird/plant
group). We checked the eight trait-trait interactions with highest interaction strengths for their
biological plausibility by reviewing relevant literature.

3.3 Results

3.3.1 Predictive performance

Predictive performance in simulated plant-pollinator networks

In the first baseline scenario (no trait-matching and equal species abundances), all models per-
formed as expected for random plant-pollinator interactions, with AUC ≈ 0.5, TSS ≈ 0.0, and
Spearman Rho factor≈ 0.0 for both for presence-absence data and count data (Figure 3.2), indicat-
ing that our cross-validation setup is accurate. In the second baseline scenario (no trait-matching
and networks with uneven species abundances), models achieved a TSS between 0.0–0.38, AUC
between 0.64–0.76, and Spearman Rho factor of between 0.26–0.5 (Figure 3.2). The latter provides
an indication, also with respect to existing literature, of what performance values can be achieved
through imbalance of the data alone, even if there is no trait-matching. AUC, and Spearman Rho
than for the baseline scenarios (Figure 2). Moreover, DNN, RF, and BRT achieved a higher TSS
(0.61–0.63) than GLMs (0.41). SVM, naive Bayes, kNN were around GLM’s performance or lower
(Figure 3.2).

While all models improved their predictive performance with increasing network sizes with
count data (Figure S2.2c), only DNN, RF, and BRT improved their performance with increasing
network sizes with presence-absence plant-pollinator interactions (Figure S2.2a,b). Prolonging
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Presence-absence data Count data

Figure 3.2: Predictive performance of kNN, CNN, DNN, RF, BRT, naive Bayes, GLM and SVM with
simulated plant-pollinator networks (50 plants * 100 pollinators) for baseline scenarios with random
interactions and even (baseline 1, squares) or uneven species abundances (baseline2, triangles, respec-
tively), and trait-based interactions with even species abundances (circles). Predictive performance
was measured by TSS (a) and AUC (b) for binary interaction data; and Spearman Rho factor (c) for
interaction counts. Lowest predictive performance corresponds to zero for TSS, AUC, and Spearman
Rho factor

the observation time (i.e., creating more plant-pollinator interactions and thus reducing data
imbalance) generally increased the models’ performances (Figure S2.2d-f).

Predicting species interactions in a global crop-pollination database

After fitting the models to real data from a global crop-pollination database, we calculated AUC,
TSS and additional performance measures (Figure 3.3, Table S2.4) on the left-out samples. kNN
achieved the highest TSS (0.36), RF achieved the highest AUC (0.73), and naive Bayes achieved
highest TPR, followed by CNN. Overall, RF achieved the overall best predictive performance with
highest AUC and second highest TSS (Figure 3.3, Table S2.4).

3.3.2 Inference of causal trait-trait interactions

Inference of causal trait-trait interactions in simulated networks

In the second analysis step, we tested the ability of the H-statistics to infer the trait-trait interac-
tions causally responsible for plant-pollinator interactions from the fitted models. In simulated
networks, RF and BRT achieved highest true positive rates (Figure 3.4). For presence-absence
plant-pollinator interactions, RF, DNN and BRT exceeded GLM performance with an averaged true
positive rate of 70% to 80% over one to four true trait-trait matches (Figure 3.4a, the models were
able to identify most of the true trait-trait interactions). For plant-pollinator interaction count
data, only RF achieved a higher true positive rate than GLM (Figure 3.4b). However, it should be
noted that the good GLM performance hinged on simulations with 1–3 trait-trait interactions and
decreased most strongly of all algorithms with the number of trait-trait interactions (Figure 3.4).

When increasing network size (from 25 ∗ 50 to 50 ∗ 100), DNN and BRT improved their overall
performance to 70%–95% and 87%–98% for presence-absence networks (Figure S2.3a), but showed
a lower TPR for count data (Figure S2.3b).
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Figure 3.3: Predictive performance of different ML methods (naive Bayes, SVM, BRT, kNN, DNN,
CNN, RF) and GLM in a global database of plant-pollinator interactions. Dotted lines depict training
and solid lines validation performances. Models were sorted from left to right with increasing true
skill statistic. The central figure compares directly the models’ performances. Sen = Sensitivity (recall,
true positive rate); Spec = Specificity (true negative rate); Prec = Precision; Acc = Accuracy; AUC =
Area under the receiver operating characteristic curve (AUC); TSS in % = True skill statistic rescaled
to 0–1

Figure 3.4: Comparison of the top predictive models’ (RF, DNN, BRT, kNN, and GLM) abilities
to infer the causal trait-trait interaction structure in simulated networks, using presence-absence
data (a) and count data (b). The four values associated with each algorithm represent the mean true
positive rate (TPR, dot) and its standard error (error bar) for the four interaction scenarios (one to four
true trait- trait interactions in the simulations). The values were calculated based on 8–10 replicate
simulations each. Solid red lines display the mean TPR across all four scenarios, dotted red lines show
a linear regression estimate of TPR against the number of true trait-trait interactions
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Figure 3.5: (a) Elevation profile for the three plant-hummingbird networks in Costa Rica (details
see Maglianesi et al., 2014). (b) The eight strongest trait- trait interactions (blue-yellow gradient)
inferred with the H-statistic from RF models fitted to the combined plant- hummingbird network
(colors code the ranking of strengths). Corolla length-bill length and corolla curvature-bill length had
the highest interaction strength

Inference of causal trait-trait interactions in a plant-hummingbird network

In a second case study, we computed interaction strength (H-statistic) for all possible trait-trait
interactions in plant-hummingbird networks (Figure S2.5). The seven trait-trait interactions
with highest interaction strength were identified by RF (Figure 3.5b). These interactions also
achieved highest predictive performance (Figure S2.4). The four trait- trait interactions with
highest interaction strength identified by BRT were in accordance with the ones that RF identified
(Figure S2.5). RF and BRT identified corolla length-bill length, corolla curvature- bill length,
inner diameter-bill length, and external diameter- body mass as the most important trait-trait
interactions (Figure 3.5b, Figure S2.5). The models identified varying trait-trait interactions for
networks at different elevations, but corolla and bill associations tended to be most important
across elevations (Figure S2.5).

3.4 Discussion
We assessed the ability of seven ML models, plus GLM as a reference, to predict plant-pollinator
interactions based on their traits. In a second step, we tested whether it is possible to identify the
causally responsible trait-trait interaction structure (trait-matching) from the fitted models. Our
main results are that the best ML models (RF, BRT, and DNN) outperform GLMs to a substantial
degree in predicting plant-pollinator interactions from their traits, and that it is possible to identify
the trait-trait interactions causally responsible for plant-pollinator interactions from the fitted
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models with satisfying accuracy. The best ML models outperformed the simpler GLMs particularly
for more complex trait-trait interaction structures, for which GLM performance dropped sharply.

3.4.1 Comparison of performance in predicting species interactions

In our analysis of predictive performance, we found that ML models such as RF, BRT and DNNs
exceeded GLM performance for predicting plant-pollinator interactions from trait-matching data.
They also worked surprisingly well with small network sizes (25 ∗ 50, Figure S3.2a), such that
performance did not increase substantially for larger networks (50∗100, 100∗200, Figure S2.2a-c).

An important point, also for comparing our performance indicators to the literature, is that all
algorithms can achieve higher than naive random performance (e.g. AUC of 0.5) when species
distributions are uneven, even when plant-pollinator interactions are not tied to traits (Figure 3.2).
These results, in line with earlier findings (Aderhold et al., 2012; Canard et al., 2014), highlight
the importance of considering abundance when analyzing network structures: frequent species
tend to have more observed interactions, and this effect might interfere with the trait-matching
signal (Olito and Fox, 2015). While the trait-matching effect may influence which plant-pollinator
interaction is feasible, the species abundance effect determine the actual observed plant-pollinator
interactions. Without adjusting observed plant-pollinator interactions for species abundances, it is
difficult to separate the contributions of abundance and trait-matching to predictive performance
(Olito and Fox, 2015).

Observation time and type are further critical factors in ecological network analysis. Short obser-
vation times often lead to sparse networks with many unobserved plant-pollinator interactions,
potentially creating biases in the analysis. Moreover, few plant-pollinator interactions result in
data with imbalanced class distributions, presenting challenges for many ML methods (Krawczyk,
2016), which is also reflected in our results (Figure S2.2d-f). On the other hand, too long observa-
tion times could also negatively affect predictive performance, in particular when using binary
links. The reason is that, given sufficient time, even weak links will be included in the network,
potentially reducing the models’ ability to identify the essential traits. Count data are more robust
to these problems, and as our approach is equally applicable with count data, this data type seems
generally preferable (Dormann and Strauss, 2014).

While the ML models detected the important trait-trait interactions automatically, GLMs were
pre-specified with all possible two-way trait-trait interactions. To check that the resulting high
complexity did not disadvantage them unduly, we additionally confirmed that AIC selection on
their interaction structure did not increase their predictive performance. We therefore believe
that their lower performance is either explained by the fact that GLMs are not flexible enough to
capture the complex form of the trait-matching structures (see Mayfield and Stouffer, 2017),
or that ML methods are more successful than AIC variable selection in addressing overfitting
induced by the high combinatorial number of possible trait-trait interactions. These results mirror
findings in the literature: while a few studies showed that GLM can predict species interactions
based on trait-matching (e.g. Gravel et al., 2013), most studies struggled in predicting species
interactions with the trait-matching signal alone (e.g. Brousseau, Gravel, and Handa, 2018a;
Pearse and Altermatt, 2013; Pomeranz et al., 2019). We speculate based on our results that
previous studies based on GLMs may have underestimated the importance of trait-matching
considerably, unless a very small number of trait-trait interactions (1–2) is dominantly responsible
for the structure of the networks.

Previous studies often showed improved performance in predicting species interactions by using
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phylogenetic predictors, serving as proxies for unobserved traits (see Morales-Castilla et al.,
2015). The drawback, however, is that such phylogenetic proxies can be hard to interpret in the
context of specific ecological hypothesis of why species interact (Díaz et al., 2013). For example,
a phylogenetic signal could arise both as a result of trait-matching (because traits tend to be
phylogenetically conserved), or as a result other genetically coded preferences for particular
interactions that are not accessible as traits. Based on our results, we expect that the relative
importance of phylogenetic proxies will decrease when using appropriate ML models, which
could help to better explore to what extent species interactions are determined by measurable
functional traits.

We found that the models’ predictive performance was lower for the empirical plant-pollinator
database than for the simulated networks. There are several plausible reasons for this. Firstly,
trait-matching rules may change over scales (Poisot, Stouffer, and Gravel, 2015). As the
database consists of globally observed plant–pollinator interactions, this may complicate the
identification of a common trait-matching signal. Secondly, the high share of discrete predictors
and high-class imbalance is likely to negatively affect the predictive performance. Despite these
obstacles, kNN, RF, and CNN achieved >0.3 TSS, and CNN and RF >70% AUC (Figure 3.2, S2.4),
much higher than null expectation, and consistent with results from the simulated networks.
While it may be possible to improve GLM performance by manual selection of predictors, we also
find that the case study highlights that algorithms such as RF and BRT are more parsimonious
and robust in their use than a GLM which further suffered convergence problems.

3.4.2 Causal inference of trait-matching

To infer trait-trait interactions causally responsible for species interactions, we used the H-
statistics. We found that this method, coupled with RF, DNN and BRT, could identify around
90% of the true trait-trait interactions in simulated plant-pollinator networks (Figure 3.4, Figure
S2.5). Increasing the network size improved the detection accuracy of true trait-matches for BRT
and DNN (Figure S2.3). When increasing the number of trait-trait interactions, the approach
outperformed GLMs (Figure 3.2).

Our results demonstrate that identifying trait-matching from fitted models with the H-statistic
works, but it also comes with drawbacks. The H-statistic depends on partial dependencies
(Friedman and Popescu, 2008) and is therefore sensitive to collinearity (see Apley, 2016). Other
alternative approaches (e.g. Apley, 2016) might overcome this limitation. Moreover, the H-
statistic is extremely computationally expensive, which is the reason why we tested it only on
small network sizes (25 ∗ 50 species). Neither of these issues, however, would change the balance
in favour of GLMs, which are prone to collinearity issues, too. To make sure that GLMs are not
unjustly disfavoured, we additionally tested if AIC selection or choosing causal traits based on
regression estimates instead of p-values would change the results, but neither improved inferential
performance. In summary, we think that ML models are the better choice, not only for predictions,
but also for causal inference in this setting. Future research should, however, focus on testing and
advancing methods for the causal analysis of fitted models.

Analyzing plant-hummingbird networks with RF, we highlighted the seven trait-trait interactions
with highest interaction strength (Figure 5b). The inferred trait-trait interactions are highly
plausible for the following reasons: (a) RF showed high accuracy with low consistent errors in the
simulated networks (Figure 4). (b) The identified trait-trait interactions are ecologically plausible
(Figure 5b): Trait matches with highest interaction strength (corolla length-bill length and corolla
curvature-bill length) are in line with previous findings that emphasize their importance in
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plant-hummingbird networks (Temeles et al., 2009; Maglianesi et al., 2014; Vizentin-Bugoni,
Maruyama, and Sazima, 2014; Weinstein and Graham, 2017). Collinearity of traits likely
explains other matches. For instance, bodymass is positively correlated with tail length, explaining
why corolla volume was associated with tail length. These results further support the view that
it is possible to infer trait-matching with ML in ecologically realistic settings, without a priori
assumptions.

Estimated trait-trait interactions in the plant-hummingbird networks differed for the three ele-
vations, but the match of corolla length-bill length was generally most important (Figure S2.5).
Maglianesi et al. (2014) and Maglianesi et al. (2015) reported similarly varying trait-trait in-
teractions in plant-hummingbird networks across elevations, consistent with our results. While
interactions in ecological networks vary over scales (Poisot, Stouffer, and Gravel, 2015), a
common backbone is assumed (Mora et al., 2018). With corolla length-bill length, identified by
RF and BRT with highest interaction strength (Figure 3.5b, Figure S2.5), we speculate that we
identified with ML the central trait-matching phenomenon in plant-hummingbird networks.

3.5 Conclusion
In conclusion, our study demonstrates that RF, BRT, and DNN exceeded GLM performance in
predicting plant-pollinator interactions from trait information. ML models could also identify
causally responsible trait-trait interactions with a higher accuracy than GLMs. The ability to
automatically extract species interactions from observed networks and traits, and causally in-
terpreting the underlying trait-trait interactions, makes our approach, which we provide in an r
package, a powerful new tool for ecologists.

While we considered only plant-pollinator networks in this study, our method could be applied to
other types of species interaction networks such as any mutualistic and antagonistic interactions
in complex food webs (this is also supported by Desjardins-Proulx et al., 2017). In either of
these ecological network types, there are ample opportunities for further analyses, for example
how species interactions will change under global change or how species interactions will rewire
in novel communities with reshuffled species and trait composition (Bailes et al., 2015, see
Kissling and Schleuning, 2015). By identifying crucial rules of trait-matching between species,
our approach can give insights into how biotic interactions shape community assembly and also
contribute to the identification of Essential Biodiversity Variables in the context of global change
(Kissling, Walls, et al., 2018).
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Abstract

1. Joint species distribution models (JSDMs) explain spatial variation in community com-
position by contributions of the environment, biotic associations and possibly spatially
structured residual covariance. They show great promise as a general analytical framework
for community ecology and macroecology, but current JSDMs, even when approximated
by latent variables, scale poorly on large datasets, limiting their usefulness for currently
emerging big (e.g., metabarcoding and metagenomics) community datasets.

2. Here, we present a novel, more scalable JSDM (sjSDM) that circumvents the need to use
latent variables by using a Monte Carlo integration of the joint JSDM likelihood together
with flexible elastic net regularization on all model components. We implemented sjSDM
in PyTorch, a modern machine learning framework, which allows making use of both
CPU and GPU calculations. Using simulated communities with known species-species
associations and different number of species and sites, we compare sjSDM with state-of-
the-art JSDM implementations to determine computational runtimes and accuracy of the
inferred species-species and species-environment associations.

3. We find that sjSDM is orders of magnitude faster than existing JSDM algorithms (even
when run on the CPU) and can be scaled to very large datasets. Despite the dramatically
improved speed, sjSDM produces more accurate estimates of species association structures
than alternative JSDM implementations. We demonstrate the applicability of sjSDM to big
community data using eDNA case study with thousands of fungi operational taxonomic
units (OTU).

4. Our sjSDM approach makes the analysis of JSDMs to large community datasets with
hundreds or thousands of species possible, substantially extending the applicability of
JSDMs in ecology. We provide our method in an R package to facilitate its applicability for
practical data analysis.

Keywords: big data, co-occurrence, machine learning, metacommunity, regularization, statis-
tics
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4.1 Introduction
Understanding the structure and assembly of ecological communities is a central concern for
ecology, biogeography and macroecology (Vellend, 2010). The question is tightly connected to
important research programs of the field, including coexistence theory (see Chesson, 2000, e.g.
Levine et al., 2017), the emergence of diversity patterns (e.g. Pontarp et al., 2019) or understanding
ecosystem responses to global change (Urban et al., 2016).

The statistical analysis of spatial community data is currently dominated by two major ecological
frameworks: metacommunity theory (see Leibold, Holyoak, et al., 2004) and species distribution
models (SDMs Elith and Leathwick, 2009). Metacommunity theory formed in the last two
decades as the study of the spatial processes that give rise to regional community assembly (e.g.
Leibold and Chase, 2017; Leibold, Holyoak, et al., 2004). Most current metacommunity analyses
rely on ordination (Leibold and Mikkelson, 2002, e.g.) or variation partitioning (e.g. Cottenie,
2005) techniques, which disentangle abiotic and spatial contributions to community assembly
(see Leibold and Chase, 2017). SDMs are statistical models that link abiotic covariates to species
occurrences. They are widely used in spatial ecology, for example to study invading species
(Gallien et al., 2012; Mainali et al., 2015) or species responses to climate change (Thuiller et al.,
2006).

A key limitation of both variation partitioning and SDMs, noted in countless studies, is that
they do not account for species interactions. Both approaches essentially assume that species
depend only on space and the environment (Cottenie, 2005; Dormann, Schymanski, et al., 2012;
Peres-Neto and Legendre, 2010; Wisz et al., 2013), whereas we know that in reality, species
can also influence each other through competition, predation, facilitation and other processes
(Gilbert and Bennett, 2010; Van der Putten, Macel, and Visser, 2010, see Mittelbach and
Schemske, 2015, see Leibold, Holyoak, et al., 2004).

Joint species distribution models (JSDM) recently emerged as a novel analytical framework
promising to integrate species interactions into metacommunity and macroecology (Leibold,
Rudolph, et al., 2022). JSDMs are similar to SDMs in that they describe species occurrence as a
function of the environment, but additionally consider the possibility of species-species associa-
tions. By an association, we mean that two species tend to appear together more or less often
than expected from their environmental responses alone. Whether those association originate
from biotic interactions (e.g., competition, predation, parasitism, mutualism) or other reasons
(e.g., unmeasured environmental predictors) needs to be carefully considered (see Blanchet,
Cazelles, and Gravel, 2020; Dormann, Bobrowski, et al., 2018; König et al., 2021). Still, when
appropriately interpreted, JSDMs combine the essential processes believed to be responsible for
the assembly of ecological communities—environment, space and biotic interactions—and they
could be applied to large scale as well as for regional metacommunity analyses (e.g. Gilbert and
Bennett, 2010; Leibold, Holyoak, et al., 2004; Mittelbach and Schemske, 2015).

Recent interest in JSDMs was further fuelled by the emergence of high-throughput technologies
that are currently revolutionizing our capacities for observing community data (e.g. Pimm et al.,
2015). We can now detect hundreds or even thousands of species from environmental DNA
(eDNA) or bulk-sampled DNA (Yu, Ji, Emerson, et al., 2012; Bohmann et al., 2014; Cristescu,
2014; Deiner et al., 2017; Bálint et al., 2018; Barsoum et al., 2019; Humphreys et al., 2019;
Tikhonov, Duan, et al., 2019) in a given sample, and next generation sequencing (NGS) has
become cheap enough that this process could be replicated at scale. Other emerging technologies
will likely also produce large amounts of community data, such as automatic species recognition
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(Guirado et al., 2018, e.g. Tabak et al., 2019) from acoustic recordings. Recent studies have used
these methods to generate community inventories of fish (see (Desjonqères, Gifford, and
Linke, 2019), e.g. Picciulin et al., 2019), forest wildlife (e.g. Wrege et al., 2017), bird communities
(Fritzler, Koitka, and Friedrich, 2017; Lasseck, 2018; Wood, Gutiérrez, and Peery, 2019) or
bats (e.g. Mac Aodha et al., 2018). Jointly, these developments mean that large spatial community
datasets will become available in the near future, and ecologists have to consider how to best
analyse them.

Joint species distribution models would seem the natural analytical approach for these emerging
new data, given their ability to separate the essential processes for spatial community assembly.
Current JSDM software, however, has severe limitations for processing such large (and/or wide)
datasets. Early JSDMs were based on the multivariate probit (MVP) model (Chib and Greenberg,
1998), which describes species-species associations via a covariance matrix (e.g. Clark, Gelfand,
et al., 2014; Golding and Harris, 2015; Hui, 2016; Ovaskainen, Hottola, and Siitonen, 2010;
Pollock et al., 2014). The limitation of the MVP approach is that it scales poorly for species-rich
data, as the number of parameters in the species-species covariance matrix increases quadratically
with the number of species (see Warton et al., 2015).

The current solution to this problem is latent variable models (LVMs), which replace the co-
variance matrix with a small number of latent variables (see Warton et al., 2015). The LVM
reparameterization makes the estimation of MVP models computationally more efficient (see
Niku, Hui, et al., 2019; Norberg et al., 2019; Ovaskainen, Tikhonov, et al., 2017; Tikhonov,
Abrego, et al., 2017; Tikhonov, Opedal, et al., 2020; Warton et al., 2015). That, however,
does not mean that simultaneously estimating species’ abiotic preferences and species-species
associations with LVMs is fast. Integrating out the latent variables requires MCMC sampling
or numerical approximations (e.g. Laplace, variational inference, see Niku, Hui, et al., 2019),
which is computationally costly and can fail to converge. For communities with hundreds of
species, computational runtimes of current LVMs can still exceed hours or days (e.g. Tikhonov,
Opedal, et al., 2020; Wilkinson et al., 2019). This poses severe limitations for analysing eDNA
data, which can include thousands of species or operational taxonomic units (OTUs, e.g. Frøslev
et al., 2019). Moreover, LVMs also scale disadvantageously with the number of sites, because
each site introduces additional parameters in the latent variables (Bartholomew, Knott, and
Moustaki, 2011; Skrondal and Rabe-Hesketh, 2004). Thus, the advantage of the LVM over
the full-MVP model decreases with increasing numbers of sites (on the order of thousands). An
important challenge for the field is therefore to make JSDMs fast enough for big datasets (Krapu
and Borsuk, 2020).

A second question for JSDM development is the accuracy of inferred species associations. Surpris-
ingly little is known about this question. Most existing JSDM assessments (Norberg et al., 2019,
e.g. Tobler et al., 2019, (Wilkinson et al., 2019)) concentrate on runtime, predictive performance
or on aggregated measures of accuracy that do not necessarily capture the error of the estimated
species-species association structure (but see Zurell, Pollock, and Thuiller, 2018). From a
statistical perspective, however, it is clear that estimating a large species covariance matrix with
limited data must have considerable error, and it would be desirable to better understand the
dependence on this error on the structure of the data and the chosen modelling approach.

The LVM approach, specifically, not only makes the models faster, but also reduces the number of
free parameters (Warton et al., 2015), which should theoretically reduce the variance (and thus
the error) of the species-species covariance estimates, but possibly at the cost of a certain bias.
The trade-off between bias and variance is controlled by the number of latent variables—when

47



4444

4 Scalable joint species distribution model

the number of latent variables is similar to the number of species, the LVM will be as flexible (and
unbiased) as the full-MVP model. The fewer latent variables are used, the stronger the reduction
in variance and the potential increase in bias. In practice, the number of latent variables is usually
chosen much smaller than the number of species (the highest value we saw was 32 with hundreds
of species in Tikhonov, Duan, et al., 2019), which means that JSDMs fitted currently by LVMs
could show biases due to the regularization induced by the LVM structure (Stein, 2014).

While trading off some bias against a reduction in variance is fundamental to all regularization
approaches, and no concern as such, it seems important to understand the nature of the bias that
is created by the LVM structure and examine if alternative regularization structures are more
appropriate. Similar to LVMs, spatial models for large data often use a low-rank approximation
of the covariance matrix (e.g. Stein, 2007; Stein, 2014, e.g. Sang, Jun, and Huang, 2011). For
Gaussian process models, it has been shown that this approximation captures the overall structure
well (in the sense that the magnitude of covariances is captured well), but at the costs of larger
errors in local structures (see Stein, 2014). We conjecture that LVMs with a small number of
latent variables behave analogous—with a few latent variables, it will be difficult to model a
specific covariance structure without unintentionally introducing other covariances elsewhere,
but it could be possible to generate a good approximation of the overall correlation level between
species.

Here, we propose a new method for estimating JSDMs, called scalable JSDM, that addresses many
of the above-mentioned problems. By using a Monte Carlo approach [originally proposed by
Chen, Xue, and Gomes (2018)] that can be outsourced to graphical processing units (GPUs),
sjSDM is able to fit JSDMs with a full covariance structure extremely fast, without having to resort
to latent variables. To address the issue of overfitting due to the increased number of parameters
compared to state-of-the-art latent variable JSDMs, we introduce a new regularization approach,
which directly targets the covariance matrix of the full-MVP model. Additionally, we propose a
method for optimizing the regularization strength based on tuning the parameter under a k-fold
cross-validation.

To demonstrate the beneficial properties of the new model structure, we assess: (a) its computa-
tional runtime on GPUs and CPUs, (b) the accuracy of inferred species-species associations and
species’ environmental responses and (c) its predictive performance. We compare the performance
of sjSDM to several state-of-the-art JSDM software packages (Hmsc, gllvm and BayesComm; see
also Harris, 2015; Clark, Nemergut, et al., 2017; Vieilledent and Clément, 2019), as well
as results from a recent JSDM comparison (Wilkinson et al., 2019). Finally, to illustrate the
applicability of our approach to wide community data, we additionally applied our model to a
community eDNA dataset containing 3,649 fungi OTUs over 125 sites.

4.2 Material and Methods

4.2.1 The structure of the JSDM problem

Species-environment associations are classically addressed by SDMs, which estimate the expected
probability of the presence of a species as a function of the environmental predictors. The func-
tional response to the environment can be expressed by GLMs, or by more flexible (i.e., nonlinear
and/or nonparametric) approaches such as generalized additive models, boosted regression trees
or Random Forest (Elith and Leathwick, 2009; Ingram, Vukcevic, and Golding, 2020).

A JSDM generalizes this approach by including the possibility of residual species-species corre-
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lations (in the literature usually called species-species associations). The most common JSDM
structure is the MVP model, which describes the site by species matrix Yij (Yij = 1 if species
j = 1, . . . , J is present at site i = 1, . . . , I or Yij = 0 if species j is absent) as a function of
the environmental covariates Xin (n = 1, . . . , N covariates), and the covariance matrix (species
associations) Σ accounts for correlations in eij :

Zij = βj0 +
N∑

n=1

Xinβnj + eij ,

Yij = 1(Zij > 0),

eieiei ∼ MVN(0,Σ)

(4.1)

For the results, we normalized the fitted species-species covariance matrix Σ to a correlation
matrix.

4.2.2 Current approaches to fit the JSDM structure

The model structure described in Equation 1 can be fitted directly using the probit link, and the
first JSDMs used this approach (Chib and Greenberg, 1998, Pollock et al., 2014, see Wilkinson
et al., 2019). Fitting the full-MVP model directly, however, has two drawbacks: first, calculating
likelihoods for large covariance matrices is computationally costly. Second, the number of
parameters in the covariance matrix for j species increases quadratically as j · (j − 1)/2. For 50
species, for example, we would have to estimate 2,250 covariance parameters.

Because of these problems, a series of papers (Ovaskainen, Abrego, et al., 2016; Warton et al.,
2015) introduced the LVM (see Skrondal and Rabe-Hesketh, 2004) to the JSDM problem. The
latent variable JSDM approximates the species-species covariance by introducing a number of
latent covariates (=latent variables), which act exactly like real environmental covariates, except
that their values are estimated as well. Species that react (via their factor loadings) similarly or
differently to the latent variables thus show positive or negative associations respectively (see
Ovaskainen, Tikhonov, et al., 2017; Warton et al., 2015; Wilkinson et al., 2019, for details).
The factor loadings can be translated into a species-species covariance matrix: Σ = λ · λT (λ =
matrix of factor loadings). The latent variables can be interpreted as unobserved environmental
predictors, but they can also be viewed as a purely technical approach to regularized low-rank
reparameterization of the covariance matrix. One advantage of the LVM is that the latent variables
can be used for constrained (LVM with environmental predictors) and unconstrained ordination
(LVM without environmental predictors; Warton et al., 2015). The complexity of the association
structure can be set via the number of latent variables (usually to a low number, see Warton
et al., 2015).

4.2.3 An alternative approach to fit the JSDM structure

Because LVMs still have computational limitations, and because of the need for flexible regular-
ization discussed in the Introduction, we propose a different approach to fit the model structure
in Equation 4.1. The full-MVP assumes that the observed binary occurrence vector Yi ∈ (0, 1)J

arises as the sign of the latent Gaussian variable YYY ∗
i ∼ N(XXXiβ,Σ):

Yij = 1(Y ∗
ij) (4.2)
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where β is the environmental coefficient matrix andΣ the covariance matrix. Then the probability
to observe YYY i is:

Pr(YYY i|XXXiβ,Σ) =

∫
Aij

· · ·
∫
Aij

ϕJ(YYY
∗
i ;XXXiβ,Σ) dYYY

∗
i1 dYYY

∗
iJ (4.3)

with the interval Aij defined as:

Dit =

{
(− inf, 0) if Yij = 0

[0,+ inf) if Yij = 1
(4.4)

and ϕ being the density function of the multivariate normal distribution. The main computational
issue of the full-MVP (Equation 4.3) is that calculating the probability of YYY i requires to integrate
over YYY ∗

i , which has no closed analytical expression for more than two species (J > 2). This
makes the evaluation of the likelihood computationally costly when J ≫ 1 and motivates the
search for an efficient numerical approximation of Equation 4.3.

To see how this approximation can be achieved, note that Equation 4.3 can be expressed more
generally as:

L(β,Σ;YYY i,XXXi) =

∫
Ω

J∏
j=1

Pr(Yij |XXXiβ + ξ) Pr(ξ|Σ) dξ (4.5)

In sjSDM, we approximate this integral by M Monte Carlo samples from the multivariate normal
species-species covariance. With the covariance term being integrated out, we can calculate the
remaining part of the likelihood as in a univariate case, and use the average of the M samples to
get an approximation of Equation 4.5:

L(β,Σ;YYY i,XXXi) ≈
1

M

M∑
m=1

J∏
j=1

Pr(Yij |XXXiβ + ξm)

ξm ∼ MVN(0,Σ)

(4.6)

This approximation of the MVP was first proposed by Chen, Xue, and Gomes (2018) in the
context of fitting deep neural networks with an MVP response structure. Its most notable
computational advantage over other existing approximations to the MVP problem, such as the
Geweke-Hajivassiliou-Keane (GHK) algorithm (Hajivassiliou and Ruud, 1994), is that the Monte
Carlo sampling in Equation 4.6 can be parallelized. This is especially efficient when performing
calculations on GPUs rather than CPUs, due to their much higher number of cores (see also
Golding, 2019, who similarly uses GPUs to improve an expensive computational tasks in ecology).
The GHK algorithm, on the other hand, is based on a recursive and thus non-independent
importance sampling procedure, which means that the sampling cannot be parallelized.

For sjSDM, we implemented this approximation, which was previously only used in the deep
learning literature, to the generalized linear MVP, which means that we conform to the model
structure typically used in this field and can profit from all benefits associated with parametric
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models. The only difference to a standard MVP is that we use an approximation of the probit link,
which we found to be numerically more stable than the analytical probit link (see Supporting
Information S3 for details).

We implemented the method in an R package (https://github.com/TheoreticalEcology/s-jSDM),
using the Python package PyTorch, which is designed for deep learning (Paszke, Gross, Massa,
et al., 2019), and the R package reticulate, which allows us to run PyTorch from within R (Ushey,
Allaire, and Tang, 2019). This setup allows us to leverage various sophisticated numerical
algorithms from PyTorch, including the possibility to switch between efficiently parallelized CPU
and GPU calculations, and the ability to obtain analytical gradients (via automatic derivatives) of
the MVP likelihood with the latent covariance structure marginalized out via the Monte Carlo
ensemble. The combination of efficient parallelization and analytical derivatives of the Monte
Carlo approximated likelihood makes finding the maximum likelihood estimate (MLE) for the
full-MVP model extremely fast, despite the large number of parameters to optimize.

Outsourcing the Monte Carlo approach to a GPU solves the issue of computational speed (as we
show below), but it does not yet solve the problem that the covariance matrix has a very large
number of parameters, which raises the problem of overfitting when the method is used on small
datasets. To address this, we penalized the actual covariances in the species-species covariance
matrix, as well as the environmental predictors, with a combination of ridge and lasso penalty
(elastic net, see Zou and Hastie, 2005, more details below). Our R package includes a function to
tune the strength of the penalty for each model component separately via cross-validation.

The here-tested implementation of sjSDM only considers binary (presence-absence) data, but
there are several ways to extend the approach to count and proportional data as well. To a
large extent, these are already implemented in our R package. Currently supported are count
(Poisson distribution with log-link), presence-absence (binomial distribution with logit and probit
links) and normal data (multivariate normal distribution). Moreover, the model-based ordination
that is popular for latent variable JSDMs is currently not implemented in sjSDM and probably
challenging to achieve, since the model is fit without latent environmental variables. However,
new ordination techniques with a focus on co-occurrence patterns (e.g. Popovic et al., 2019) could
complement sjSDM in practical analyses.

4.2.4 Benchmarking our method against state-of-the-art JSDM implementa-

tions

To benchmark our approach, we fit sjSDM to six datasets from a recent JSDM benchmark study
by Wilkinson et al. (2019) (Table S3.1). Covariates were centred and standardized. To be able to
compare our results to theirs across different hardware, we also reran BayesComm, the fastest
JSDM in their study, with the same parameters as in the study by Wilkinson et al. (2019) on our
hardware.

Additionally, we simulated new data from an MVP (Equation 4.2), varying the number of sites
from 50 to 500 (50, 70, 100, 140, 180, 260, 320, 400, 500) and the number of species as a percentage
(10%, 30% and 50%) of the sites (e.g., the scenario with 100 sites and 10% results in 10 species).
In all simulations, the species’ environmental preference was described for five environmental
covariates (beta), which was randomly selected. Each scenario was sampled five times. Here, all
species had species-species associations, that is the species-species covariance matrices were not
sparse (for details, see Supporting Information S3).

To compare our model to existing JSDM software packages, we selected BayesComm (version 0.1-2
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Golding and Harris, 2015), the fastest MVP-based JSDM according to the study by Wilkinson
et al. (2019), and two state-of- the-art latent-variable JSDM implementations: Hmsc (version 3.0-4
Tikhonov, Ovaskainen, et al., 2019), which uses MCMC sampling, and gllvm (version 1.2.1 Niku,
Brooks, et al., 2020), which uses variational Bayes and Laplace approximation to fit the model.
We used the default parameter settings for all three methods which were in line with other recent
JSDM benchmarks (details see Supporting Information S3).

Since GPUs might be not commonly available, we calculated sjSDM results both on the CPU and
on the GPU. To estimate the influence of the number of Monte Carlo samples on the error of
the MVP approximation, we used 100 Monte Carlo samples for each species when run on the
CPU and 1,000 Monte Carlo samples for each species when run on the GPU for sjSDM. In the
following, we will refer to sjSDM when run on the GPU as GPU-sjSDM, and when run on the
CPU as CPU-sjSDM.

To assess the predictive performance of the models, we calculated the average area under the
curve (AUC) over all species and five independent replicates for each scenario of a hold-out
dataset (same size as the dataset used for fitting the model). The AUC measures the capability of
the model to distinguish between absence and presence of species. To calculate the accuracy of
the estimated species associations and environmental coefficients, we used root mean squared
error and the accuracy of the coefficients’ signs, again averaged over all species and replicates.

To additionally explore the ability of sjSDM to infer community assembly processes from more
realistic ecological data, we simulated communities from the process-based ecological model
used by Leibold, Rudolph, et al. (2022) and compared the inferred species-species association
structures with the true structures for sjSDM, BayesComm, Hmsc and gllvm. For details, see
Supporting Information S3.

4.2.5 Regularization to infer sparse species-species associations

For the benchmark described above, we simulated data under the assumption that all species
interact. While this assumption may or may not be realistic, it is generally desirable for a method
to work well also when there is only a small number of associations, that is when the species-
species covariance matrix is sparse. We were particularly interested in this question, because we
conjectured that the LVM approach imposes correlations on the species-species associations that
makes it difficult for LVMs to fit arbitrarily sparse covariance structures.

We therefore simulated data under the same scenarios as before, but with 95% sparsity in the
species-species associations. To adjust our model to such a sparse structure, we applied an elastic
net shrinkage (Zou and Hastie, 2005) to all off-diagonals of the covariance matrix. Following Zou
and Hastie (2005), the parameters lambda (the regularization strength) and alpha (the weighting
between LASSO and ridge) of the elastic net were tuned via fivefolded cross-validation in 40
random steps. As species are correlated within sites, we blocked the CV in sites. For real data, one
could additionally consider a spatial blocking (Roberts et al., 2017) to account for correlations
between sites (e.g., by using the blockCV package, Valavi et al., 2019).

For the cross-validation, we used 2,000 samples for the MVP approximation in sjSDM, because
we found that the approximation error can introduce stochasticity in the tuning process. For
BayesComm, Hmsc, and gllvm, we used the default settings (see details and additional comments
in Supporting Information S3). For Hmsc, following Tikhonov, Opedal, et al. (2020) associations
with >95% posterior probability being positive or negative were set to zero.
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To measure the accuracy of inferred species-species associations for this benchmark, we nor-
malized the covariance matrices to correlation matrices and calculate the true skill statistic
(TSS = Sensitivity+Specificity− 1, Allouche, Tsoar, and Kadmon, 2006) by transforming
the true and predicted associations into two classes: all absolute associations smaller than 0.01
were assigned to class ‘0’ and all absolute associations >0.01 were assigned to class ‘1’. That way,
a two-class classification problem was obtained and the TSS was calculated.

4.2.6 Case study — Inference of species-species associations from eDNA

To demonstrate the practical applicability of our approach, we fitted our model to an eDNA
community dataset from a published study that sampled 130 sites across Denmark (for details on
the study design, see Brunbjerg et al., 2017; for data and bioinformatics, see Frøslev et al., 2019).
On each site, eight environmental variables were recorded: precipitation, soil pH, soil organic
matter, soil carbon content, soil phosphorous content and mean Ellenberg’s indicator values (light
condition, nutrient status and soil moisture) based on the plant community. Frøslev et al. (2019)
identified 10,490 OTUs by eDNA sequencing (81 samples per site). We followed Frøslev et al.
(2019) and removed five sites with<4 OTU presences (low species richnesss). We used only OTUs
occurring at least three times over the remaining 125 sites, which reduced the overall number of
OTUs from 10,490 to 3,649 OTU. All eight environmental variables were used in our analysis as
main effects on the linear scale. The final dataset consisted of 3,649 OTU co-occurrences over 125
sites with eight environmental variables.

For this analysis, we set the regularization for the z-transformed environmental predictors to
lambda = 0.1 and alpha = 0.5 (equal weighting of ridge and LASSO regularization). The regular-
ization for the covariances of the species-species associations was tuned over 40 random steps
(independent samples from the hyper-parameter space) and with leave-one-out cross-validation.
For each of the resulting 40 · 125 = 5, 000 evaluations, we fitted a GPU-sjSDM in 150 iterations
(with a batch size of 12 and 125 site, one iteration consists of 100 optimization steps, see Bottou,
2010), 3, 649 · 3, 649 weights for the covariance matrix (see Supporting Information S3 for details
about the parametrization of the covariance matrix in sjSDM), with batch size of 8 and learning
rate of 0.001 (the size of the update of the parameters in one optimization step).

4.3 Results

4.3.1 Method validation and benchmark against state-of-the-art JSDMs

Computational speed

On a GPU, our approach (GPU-sjSDM) required under 3-s runtime for any of our simulated data
with 50—500 sites and 5–250 species. When run on CPUs only (CPU-sjSDM), runtimes increased
to a maximum of around 2 min (Figure 4.1a; Figure SS3.1). In comparison, Hmsc had a runtime of
around 7 min for our smallest scenario and increase in runtime exponentially when the number
of species exceeded 40 (Figure 4.1a). BayesComm was slightly faster than Hmsc, but scaled
worse than Hmsc to large data sizes (Figure SS3.1). gllvm achieved low runtimes, equivalent
and sometimes better than our method for small data (<50 species), but for larger data, runtime
started to increase exponentially as well, leading to runtimes of approximately 45 min for our
most demanding scenario (Figure 4.1a).

Because of the runtime limitations of the other approaches, we calculated big data benchmarks
only for GPU-sjSDM. The overall runtimes for GPU-sjSDM increased from under 1 min for 5,000
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Figure 4.1: Runtime benchmarks for GPU-sjSDM, CPU-sjSDM, gllvm, BayesComm and Hmsc fitted
to simulated data with 50–500 sites (dense species-species association matrices) and the number of
species set to (a) 0.1, (b) 0.3 and (c) 0.5 times the number of sites. All values are averages from five
simulated datasets. To estimate the inference error of the Monte Carlo approximation, GPU-sjSDM
was fitted with 1,000 and CPU-sjSDM with 100 MC samples for each species. sjSDM, Scalable joint
species distribution model

sites to a maximum of around 4.5 min for 30,000 sites (Figure 2). GPU-sjSDM showed greater
runtime increases when increasing numbers of sites, while the numbers of species (300, 500 and
1,000 species in each scenario) had only small effects on runtimes (Figure 4.2).
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Figure 4.2: Benchmark results for sjSDM on big community data. We simulated communities with
5,000, 15,000 and 30,000 sites and for each set of 300, 500 and 1,000 species. sjSDM, scalable joint
species Distribution model

For the empirical benchmarking datasets from the study by Wilkinson et al. (2019), CPU-sjSDM
achieved a 3.8 times lower runtime for the bird dataset and 23 times lower runtime for the butterfly
dataset, and GPU-sjSDM achieved a 500 times lower runtime for the bird dataset and a 150 times
lower runtime for the butterfly dataset compared to BayesComm, the fastest JSDM in the study
by Wilkinson et al. (2019) (Table 4.1).

54



4444

Results

Table 4.1: Model runtimes in hours. Results for BayesComm against our new approach scalable
joint species distribution model (sjSDM) (CPU and GPU version)

Wilkinson et al. 2019 Our Approach

Dataset Size (site * species) BayesComm CPU-sjSDM GPU-sjSDM

Birds
2,752 * 370 3.5 0.97 0.007

(Harrison, 2015)

Butterflies (Ovaskainen, Abrego, et al., 2016) 2,609 * 55 0.15 0.01 0.001

Eucalypts (Pollock et al., 2014) 458 * 12 <0.01 <0.001 <0.001

Frogs (Pollock et al., 2014) 104 * 9 <0.002 <0.001 <0.001

Fungi (Ovaskainen, Hottola, and Siitonen, 2010) 800 * 11 <0.02 <0.001 <0.001

Mosquitos Golding, 2015 167 * 16 <0.01 <0.001 <0.001

Accuracy of the inference about species-environment and species-species associ-

ations

For simulated data with dense species–species association structures, BayesComm and sjSDM
consistently achieved higher accuracy in the inferred species-species associations than the LVMs
Hmsc and gllvm (Figure 3a–c). The accuracy of all methods decreased with an increasing propor-
tion of species, to around 70models (sjSDM and BayesComm) and 60Even for communities with
300 to 1,000 species, sjSDM achieved accuracies of 69% and higher (Table S3.4).

For environmental preferences (measured by RMSE), Hmsc showed slightly higher inferential
performance when the number of sites was low (Figure SS3.4a,b) while all models performed
approximately equal for a high number of sites (Figure SS3.4a,b).

For simulated data with sparse species-species association structures (95% sparsity), sjSDM
achieved the highest TSS (up to 0.35–0.38 with 30% and 50% species, see Figure 4.3d-f). Hmsc
showed for 10% species the second highest TSS (Figure 4.3d-f), but for 30% and 50% species together
with gllvm the lowest TSS (a maximum of 0.1 TSS for 30% and 50% species). BayesComm showed
in average the lowest TSS for 10% species, but for 30% and 50% species the second highest TSS
(Figure 4.3d-f). The inferential performance regarding the environmental predictors showed the
same pattern as for dense species-species associations. All models improved their environmental
accuracy (Figure S3.4c) and reduced RMSE as the number of sites increased (Figure S3.4d).

Fitting sjSDM to data simulated with the process-based simulation model used in the study by
Leibold, Rudolph, et al. (2022), we find, similar to Leibold, Rudolph, et al. (2022), that important
signals of the underlying processes, including biotic interactions, can be recovered by sjSDM
(Figure S3.10). Our results also hint towards certain advantages of MVP JSDMs over LVMs for
this task, although we caution that this question will require further exploration. For details, see
Supporting Information S3.

Predicting species occurrences

All models performed similarly in predicting species occurrences in the simulation scenarios,
with predictive accuracies of around 0.75 AUC (Figure 4.4).
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Case Study — Inference of species-species associations from eDNA

In our eDNA case study with 3,649 OTUs over 125 sites, we found that without regularization,
sjSDM inferred the strongest negative OTU–OTU covariances among the most abundant species
and the strongest positive OTU–OTU associations among the rarest OTUs (Figure 4.5a,b). When
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optimizing the regularization strength for the OTU–OTU associations via a leave-one-out cross-
validation, positive and negative OTU–OTU associations changed somewhat, but the overall
pattern stayed qualitatively constant (Figure 4.5a,b). For the environmental covariates (a weak non-
optimized regularization was used), we found that most OTUs showed the highest dependency
on Ellenberg F (moisture), Ellenberg L (light availability) and Ellenberg N (nitrogen).
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Figure 4.5: Inferred operational taxonomic unit (OTU) associations and environmental preferences
for the eDNA community data. The left column (panels a–c) shows OTU–OTU associations for (a) no
regularization and (b) tuned regularization, with the 3,649 OTUs sorted according to their summed
abundance over 125 sites. The large panel (c) shows the covariance structure of (b), but with OTUs
sorted after their most important environmental coefficients (largest absolute environmental effect
size; the outer ring shows the environmental effect distribution for the OTUs within the group)

4.4 Discussion
Joint species distributionmodels extend standard species distributionmodels by also accounting for
species-species associations. Current JSDM software, however, exhibits computational limitations
for large community matrices, which limits their use for big community data that are created
by novel methods such as eDNA studies and metabarcoding. Here, we presented sjSDM, a new
numerical approach for fitting JSDMs that uses Monte Carlo integration of the model likelihood,
which allows moving calculations to GPUs. We show that this approach is orders of magnitude
faster than existing methods (even when run on the CPU) and predicts as well as any of the other
JSDM packages that we used as a benchmark. To avoid overfitting, especially when fitting sjSDM
to hitherto computationally unrealistic eDNA datasets with thousands of species, we introduced
a flexible elastic net regularization on species associations and environmental preferences. sjSDM
inferred the signs of full association matrices and identified zero/non-zero entries in sparse
species-species associations across a wide range of scenarios better than all tested alternatives.
Advantages of BayesComm and sjSDM over LVM-based JSDMs (Hmsc and gllvm) occurred for all
species-species associations structures tested, while improvement of sjSDM over BayesComm
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was in particular visible for sparse species-species associations.

Computational performance

Whereas runtimes for Hmsc, BayesComm and gllvm started to increase exponentially when
the number of species exceeded around 100, sjSDM scaled close to linearly with the number of
species regardless of whether we used GPU or CPU computations (Figure 1a). A further advantage
of sjSDM is that, unlike in particular the MCMC algorithms used in BayesComm and Hmsc,
it is highly parallelizable, which allows using efficiently the advantages of modern computer
hardware such as GPUs. These two properties, scalability and parallelizability, make sjSDM the
first and currently only JSDM software package that seems capable of analysing big eDNA datasets
Humphreys et al., 2019; Tikhonov, Opedal, et al., 2020; Wilkinson et al., 2019 on standard
computers with acceptable runtimes.

We concede that runtimes of the different JSDM implementations may depend on hyperparameters
such as the number of MCMC iterations in BayesComm or Hmsc, or the number of MC samples
in sjSDM. Changing these parameters could affect results; however, increasing or decreasing
MCMC iterations would only linearly shift the runtime curves (Figure 4.1; Figure S3.1). When
we compare such a linear shift with the strong nonlinearity scaling of BayesComm and Hmsc,
it seems unlikely that changes to the hyperparameters could qualitatively change the results.
Moreover, sjSDM uses a Monte Carlo approximation of the likelihood and runtime, thus naturally
depends on number of Monte Carlo samples. Yet, all other tested methods use approximations as
well to obtain the inference. Neither our inferential results nor other indicators give us reasons
to think that the approximation made by sjSDM is worse than that of competing algorithms.
Specifically, increasing the number of Monte Carlo samples for each species in sjSDM from 100
to 1,000 increased the inferential performance moderately (Figure 4.3a-c). Also, the excellent
inferential accuracy of sjSDM across various tests does not suggest a large approximation error.
We are therefore confident that our Monte Carlo approximation is acceptable in general, and not
worse than the approximations made in other packages.

State-of-the-art JSDM implementations offer a variety of extensions such as the inclusion of
phylogeny, space and traits (e.g. Hmsc, Tikhonov, Opedal, et al., 2020). Here, we used sjSDM
only for estimating a simple MVP structure, which is arguably the most generic version of a
JSDM that is implemented by all packages. In principle, however, the algorithm used in sjSDM
could be extended to include other structures that have been proposed in the literature. The
sjSDM package already supports alternative responses and link functions (e.g., normal, Poisson or
binomial), and has an option to add spatial model components (e.g., via spatial eigenvectors). Also
the option to include traits by using the fourth-corner approach as in gllvm Brown, Warton,
et al., 2014; Niku, Hui, et al., 2019 could be added. A crucial question for all these extensions is if
they interact beneficially with our MLE approximation, that is if we can optimize the MLE without
having to resort to other integration methods (such as MCMC or Laplace approximations) for
the added structures, which would negate the speed advantage of sjSDM. For example, we found
that the approximation used by sjSDM does not interact well with the addition of conditional
autoregressive (CAR) terms in the model structure.

Inferential performance

All JSDM implementations showed similar performance in correctly inferring environmental re-
sponses, but the MVP approaches, sjSDM and BayesComm, achieved significantly higher accuracy
in inferring the correct signs of species-species associations (Figure 4.3a-c) and identifying sparse
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structures (Figure 4.3d-f). It should be noted here that we tuned the regularization of sjSDM to
improve the performance for sparse associations and the other JSDM might also benefit from
tuning the regularization. BayesComm and Hmsc allow more restrictive priors to be specified
on the covariance matrix (BayesComm) or on the factor loadings (Hmsc). However, the long
runtimes of these JSDM implementations place time constraints on testing different prior specifi-
cation. Moreover, BayesComm already achieved high TSS for sparse associations with default
specifications, indicating superiority of highly parametrized JSDM over LVM for sparse structures
(Figure 4.3d-f).

We speculate that the LVMs’ lower performance for the inferred species associations originates
from the constraints imposed by the LVM structure, which creates some bias that showed in
particular for dense species association structures (compare Figure 4.2a; Figure S3.2). This is
not particularly surprising, as similar phenomena have been found also for other approaches to
covariance regularizations, for example in spatial models Stein, 2014. It is difficult to estimate
how important these biases are in practical applications, because we still know too little about
the typical structure of species associations in real ecological data Ovaskainen, Tikhonov, et al.,
2017. One might expect that associations in data generated by high-throughput technologies,
which detect species already at very low densities, would be relatively sparse, or consist of a mix
between sparse and non-sparse blocks for rare and common species (cf. Calatayud et al., 2019).
Moreover, one would expect that LVMs would be particularly efficient if species associations
follow the structure implemented in the LVMs. To test this, we also simulated data from an LVM
structure, and fitted these data with sjSDM and the two LVMs (gllvm and Hmsc). Our results show
that the LVMs indeed perform better than for such data than for our previously used general
covariance matrices, but not better than sjSDM (Figures S3.7, S3.8, and S3.9).

A slight disadvantage of sjSDM is that it is more complicated to obtain parameter uncertainties,
compared to JSDM implementations based on MCMC sampling such as BayesComm and Hmsc.
The R implementation of sjSDM calculates Wald confidence intervals for all environmental
predictors using PyTorch’s automatic differentiation feature. However, we have currently no
analytical option to calculate confidence intervals for the species-species associations. If these are
needed, we propose using bootstrap samples.

Implications and outlook for ecological data analysis

The JSDM structure has the potential to become the new default statistical approach for species
and community observations that originate from eDNA and similar big community data. However,
to fulfil this promise, we need statistical algorithms that scale to big datasets and deliver accurate
inference, in particular for a large number of species or operational taxonomic units. Our results
show that a combination of a scalable and parallelizable Monte Carlo approximation of the
likelihood, together with a shrinkage regularization of the species-species covariance, can achieve
both goals.

Our results also suggest that regularization of the species-species covariance is particularly
crucial to obtain reasonable inference for such data. In principle, all software packages that we
compared could include additional regularization methods, such as the elastic net employed in
our approach. Better understanding the use of such statistical approaches is one promising route
for further research. Another option would be to impose ecologically motivated structures on
the species-species covariance matrix (e.g. Bystrova et al., 2021; Clark, Nemergut, et al., 2017;
Taylor-Rodríguez et al., 2017).
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Another interesting question is how ecologist should use and interpret JSDMs, once they scale to
big data. Many recent studies have stressed that JSDMs may improve predictions Norberg et al.,
2019, and indeed, from ecological theory, one would expect that species associations are important
for accurate species occurrence predictions Dormann, Schymanski, et al., 2012; Norberg et al.,
2019; Wisz et al., 2013. Despite different accuracy in inferring true species associations (Figure 4.3),
we found similar predictive performances (Figure 4.4) for all tested JSDMs. It should be noted,
however, that the AUC metric we used captures only marginal predictive performance, and a
closer relationship between inferential and predictive performance might have arisen when using
joint predictive performance measures (Wilkinson et al., 2021).

Another open question in the context of predictions is the relative importance of including
the association structure, compared to a more detailed description of the environmental model
components. Without systematic benchmarks, where model structures on both biotic and abiotic
predictions are flexibly adopted (e.g., via machine learning approaches such as in Chen, Xue, and
Gomes, 2018), and where indicators of joint predictive performance Wilkinson et al., 2021 are
used that are sensitive to covariances, it is difficult to examine whether increases in predictive
performance of JSDMs are really due to their exploitation of a stable association structure, or
simply arise from the higher model complexity of JSDMs, which allows fitting the data more
flexibly.

When turning to inference, the new information that JSDMs deliver to ecologists are species-
species covariance estimates (Leibold, Rudolph, et al., 2022). These could be used, for example,
to test if the strength or structure of species associations varies with space or environmental
predictors; or if spatial species associations correlate with local trophic or competitive interactions
or traits (see generally Poisot, Stouffer, and Gravel, 2015). For regional studies, there is the
prospect of extending the traditional variation partitioning (environment and space; Cottenie,
2005) to include biotic associations by using JSDMs (Leibold, Rudolph, et al., 2022). Our results
regarding the moderate, but significantly better than random accuracy of inferred covariance
structures, even on datasets with hundreds of species, are encouraging for such a research program.

Recently, however, concerns about the usefulness of JSDM for examining species interactions
have emerged. For instance, it has been criticized that the species–species associations inferred
by JSDM cannot always be linked to ecological interactions because of their symmetric nature
(Blanchet, Cazelles, and Gravel, 2020; Poggiato et al., 2021; Zurell, Pollock, and Thuiller,
2018), that the associations may absorb missing environmental covariates (Poggiato et al., 2021)
or that JSDM associations can be scale dependent (see König et al., 2021 although this also applies
to ecological interactions, see Poisot, Stouffer, and Gravel, 2015). We acknowledge these
observations but do not share all concerns. JSDM estimate associations between species after
accounting for the environment. Such associations are not necessarily causal or mechanistic, and
they are naturally also influenced by unmeasured predictors, scale and other factors, but they
can also be caused by real species interactions, as shown in the study Leibold, Rudolph, et al.
(2022) by and confirmed by us for sjSDM (Figure S3.10). Thus, when interpreted with due care,
JSDMs provide useful ecological information beyond pure niche models. If more high-resolution
dynamic data were available, we could use more precise (causal) methods to infer the direction of
interactions (Barraqand et al., 2021; Momal, Robin, and Ambroise, 2020), which likely match
much closer to actual species interactions. Yet, for the static community data that make up the
bulk of the data available to ecologists today, these methods are not applicable, but JSDMs are
and can provide additional information compared to existing alternatives.
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4.5 Conclusions
Wepresented sjSDM, a newmethod to fit JSDMs, and benchmarked it against state-of-the-art JSDM
software. sjSDM is orders of magnitudes faster than current alternatives, and it can be flexibly
regularized, which leads to overall superior performance in inferring the correct species association
structure. We emphasize that the superior scaling holds also when using CPU computations, and
that the possibility to move calculations on a GPU is only a further advantage of the algorithm.
We provide our tool in an R package (https://github.com/TheoreticalEcology/s-jSDM, available
for Linux, MacOS and Windows), with a simple and intuitive interface and the ability to switch
easily between linear and nonlinear modelling, as well as between CPU and GPU computing. The
R package also includes extensions for considering abundance data as well as spatial coordinates,
and to partition the importance of space, environment and species associations for predicting the
observed community composition.
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CHAPTER 5

CAN PREDICTIVE MODELS BE USED FOR CAUSAL INFERENCE?

Maximilian Pichler and Florian Hartig

in prep., preprint available at 2306.10551

Abstract

Supervised machine learning (ML) and deep learning (DL) algorithms excel at predictive tasks,
but it is commonly assumed that they often do so by exploiting non-causal correlations, poten-
tially limiting interpretability and generalizability. Here, we show that this tradeoff between
explanation and prediction is not as deep and fundamental as expected. Whereas ML and DL
algorithms will indeed tend to use non-causal features for prediction when fed indiscriminately
with all data, it is possible to constrain the learning process of any ML and DL algorithm by
selecting features according to Pearl’s backdoor adjustment criterion. In such a situation, some
algorithms, in particular deep neural networks, can provide near unbiased effect estimates under
feature collinearity. Remaining biases are explained by specific algorithmic structures as well
as hyperparameter choice. Consequently, optimal hyperparameter settings are different when
tuned for prediction or inference, confirming the general expectation of a tradeoff between them.
However, the effect of this tradeoff is small compared to the effect of a causally constrained feature
selection. Thus, once the causal relationship between the features is accounted for, the difference
between prediction and explanation may be much smaller than commonly assumed. We also
show that such causally constrained models generalize better to new data with altered collinearity
structures, suggesting generalization failure may often be due to a lack of causal learning. Our
results not only provide a perspective for using ML for inference of (causal) effects but also help
to improve the generalizability of fitted ML and DL models to new data.

Keywords: Causal Inference, Artificial Intelligence, Deep Learning, Machine Learning
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5 Machine Learning and causal inference

5.1 Introduction
In the fields of statistics and machine learning, it is widely recognized that there is a difference
between predictive and explanatory or causal modelling (Shmueli, 2010). One of the reasons is
that using correlations between features and the response can improve predictions, even when
those variables are not causally connected. Along with the bias-variance tradeoff (e.g. Belkin et al.,
2019; Pichler and Hartig, 2023b), the ability to exploit non-causal correlations likely explains the
success of supervised machine learning (ML) and deep learning (DL) algorithms in predictive tasks
(Bury et al., 2021; Jumper et al., 2021; Qi and Majda, 2020); however, such a predictive modelling
strategy tacitly accepts that trained ML models will in general not learn the true underlying
relationships, which limits their interpretability (suggesting a prediction-explanation tradeoff)
and may also partly explain why they often do not generalize well to new data (suggesting an
interpolation-extrapolation tradeoff).

Specialized ML approaches for estimating causal effects exist (e.g., causal forest (Wager and
Athey, 2018), double/debiased ML Chernozhukov et al., 2018, metalearners Künzel et al., 2019
or causal discovery algorithms Bengio et al., 2019; Ke et al., 2019), and we will discuss the
relationship between these and the present study later. Here, our goal is to understand if and
when classical ML algorithms can correctly adjust for collinear features, which is a prerequisite
for using them for in causal inference. By means of that, we can also explore if there is indeed a
fundamental tradeoff between prediction and explanation when training ML and DL algorithms
(Shmueli, 2010).

The key idea of our study is that if the causal graph is known, research in causal inference has
solved the problem of how we should select features such that a statistical regression model (e.g.,
ordinary least squared (OLS)) would adjust for confounding such that the causal effect of one or
several target variables is correctly estimated (Pearl, 2009). As pointed out by Zhao and Hastie
(2021), these ideas should in principle be transferable to ML and DL models. However, given that
ML and DL models rely heavily on (adaptive) regularization and induced regularization biases
can affect causal estimates (Zou and Hastie, 2005), it remains an open question how well this
idea works in practice. Here, we address this problem by first suggesting an explainable AI (xAI)
metric to extract effect estimates from fitted ML and DL models, and then performing a number of
simulations to examine bias on effect estimates under collinearity in different ML and DL models.

5.1.1 Causally constrained ML requires unbiased learning

To understand why bias in effect estimates is crucial for causal inference, we shortly summarize
the general approach to separate correlation from causality in static data. The key problem is
that a correlation may be caused by a direct causal link, but also by a third variable that causally
influences both the feature of interest and the response (i.e., a confounder, see Table 5.1). To
adjust for the effect of such additional variables, one must first generate a hypothesis about the
underlying graph which describes causal relationships between all features (Greenland, 2003;
Pearl, 2009). Based on this graph, one can isolate the underlying causal effect of the target feature
by conditioning on the other features (adjustment), for example using multiple regression or
(piecewise) structural equation models (Table 5.1, Bollen and Noble, 2011 see also Pearl, 2009).
As pointed out by Zhao and Hastie (2021), we should be able to transfer the same idea to ML
and DL models. We refer to ML models trained with such a set of causally selected features as
‘causally constrained‘.

This argument assumes, however that ML algorithms (similar to ordinary least squared (OLS)
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Table 5.1: The column DAG (short for: directed acyclical graph) describes the assumed causal
relationship between the variables. The columns “description” describes the correlations created by
the respective relationships and the usual statistical adjustment. The estimated effects (raw: P (C|A)
and adjusted: P (C|A,B) in a multiple regression) are visualized in the last column to the right.

DAGDAG Description P(C|A)

A

C

-1
-1

+1

+1

A|B

C

-1
-1

+1

+1

A

C

-1
-1

+1

+1

A|B

C

-1
-1

+1

+1

A|B

C

-1
-1

+1

+1

A

C

-1
-1

+1

+1

P(C|A, B)

AA

B

C

A

B

C

A

B

C

Mediator

Collider

Confounder

• If we look at the unconditional
correlation P(C|A), we see the true
causal effect.

• By conditioning on a collider p(C|A,
B), we create a collider bias and
obtain the wrong causal effect

• If we look at the unconditional
correlation P(C|A), we see a
spurious effect.

• By conditioning on the confounder
P(C|A,B), we can isolate the true
causal effect

• If we look at the unconditional
correlation P(C|A), we see the total
effect

• By conditioning on the mediator
P(C|A,B), we can isolate the direct
causal effect

regression) provide unbiased effect estimates under collinearity so that the adjustment sketched
in Table 5.1 can remove the entire effect of possible confounders, and there are several reasons to
cast doubt on that assumption.

Most importantly, it is well-known that certain ML techniques trade off bias against variance,
which can disproportionally bias collinear feature effects. For example, shrinkage estimators such
as LASSO, RIDGE or elastic-net, although originally motivated by the desire to improve OLS
estimates under collinearity (Hoerl and Kennard, 1970), tend to push strong effects of a feature
over to other collinear features where the shrinkage loss is weaker (Figure 5.1) (Zou and Hastie,
2005). This creates a stronger regularization bias for collinear features than for independent
features or the predictions. We call this phenomenon that a causal effect moves over to collinear
non-causal feature a “causal spillover”.

Similar issues may arise in ensemble models. In the popular random forest (RF) algorithm,
for example, variance in the tree ensemble is increased by randomly hiding features at each
split of each tree (Breiman, 2001a). This variance decreases the correlation between ensemble
members, which can reduce the predictive error of the ensemble (Burnham and Anderson, 2004;
Dietterich, 2000; Dormann, Calabrese, et al., 2018). However, if a confounder is hidden by
this process, its casual effect will spill over to other collinear features, inducing a bias in the effect
estimates (Gregorutti, Michel, and Saint-Pierre, 2017, confirmed by Figure 5.1).

A different effect can occur in greedy learning algorithms such as (gradient) boosted regression
trees (BRT). In these algorithms, weaker collinear features are only used when the stronger ones
are exhausted, which can occur within the internal regression trees or could potentially arise
from the boosting (Figure 5.1, Figure S4.1). Based on this, there is a concern that strong features
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steal effects from weaker collinear features (we refer to this as ‘causal greediness‘).

For neural networks (NN), it is unclear if such biases are expected. Pure (deep) NNs do not
explicitly include any of the previously mentioned regularization mechanisms. Nevertheless, it
is often reported that trained NNs display a simplicity bias akin to an implicit regularization,
which has been associated to the stochastic gradient descent or network architecture (Huh et al.,
2021; Shah et al., 2020). Such a simplicity bias could lead to similar causal spillover as those
reported for the elastic net. More importantly, however, NN are in practice usually trained with
additional regularization, for example in the form of shrinkage (e.g., elastic net) or dropout. The
latter implicitly creates an ensemble model (Srivastava et al., 2014) and could lead to similar
causal spillover as in random forest (Figure S4.3).

5.1.2 Measuring causal bias of trained models via xAI

A complication for quantifying and comparing to what extent these theoretical considerations
apply for trained ML and DL models is that those models do not directly report effect sizes.
However, it is possible to extract feature effects using appropriate model-agnostic explainable
AI (xAI) method (Murdoch et al., 2019). Many number of xAI methods exist, but most quantify
feature importance for predictions, which is more analogous to variance partitioning in an ANOVA
setting (i.e., a joint measure of effect and variance of a feature) and not of effect sizes (Molnar,
2020). Moreover, it is known that many xAI metrics are not robust against feature collinearity,
for example because univariate unconditional permutations will generate feature combinations
that are outside the range of collinear data (Hooker and Mentch, 2019; Hooker, Mentch, and
Zhou, 2021; Janzing, Minorics, and Blöbaum, 2020; Molnar et al., 2020), which makes them
unreliable for our purpose.

In search for a model-agnostic post-hoc xAI metric that corresponds, in the case of linear effects
of possible collinear features, exactly to effect sizes estimated by linear regression, we settled on
the idea of average conditional effects (ACEs). ACEs, in the statistical literature also known as
average marginal effects, are a common choice to extract average effects for nonlinear statistical
models (Brambor, Clark, and Golder, 2006). The basic idea behind the ACE is to use the fitted
model and calculate the average local derivative of the prediction with respect to a target feature
over all observations (see methods). With n observations, the ACE for vector xk (k indexing the
features) is then:

ACEk =
1

N

N∑
i=1

∂f̂(X)

∂x
(i)
k

(5.1)

The idea to use ACE to interpret ML model is not new (Scholbeck et al., 2022), but whereas
Scholbeck et al. (2022) suggested to extend ACE for non-linear effects by splitting the feature
space in different regions, we argue that a robust average across feature-output relationship
corresponds exactly to what one would visually characterize as a learned causal effect and what
we need here to compare our ML algorithms with the OLS. The ACE can also easily be extended
to infer two-way or higher interactions (see Supporting Information S4).

We acknowledge that there are alternatives to ACEs, in particular global xAI metrics based on
Shapley values (Sundararajan and Najmi, 2019), their algorithmically specific versions such as
kernSHAP or treeSHAP values (Lundberg, Erion, and Lee, 2018; Lundberg and Lee, 2017), or
accumulated local effect plots(Apley and Zhu, 2020). But those do not map directly on regression
slopes and are computationally expensive, whereas our results show that ACEs are fast to compute
and correspond well to OLS effect sizes in a linear simulation setting.
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5.2 Results
Equipped with an xAI method for extracting main effects and interactions from fitted ML models,
we proceed to examine if ML models learn unbiased effects under feature collinearity. We
considered the four major classes of ML algorithms currently in use, which are also representative
of differentML paradigms: Random forest (RF, using the bagging paradigm) and boosted regression
trees (BRT, using the boosting paradigm) are both ensemble models that rely on the principles of
model averaging (Dietterich, 2000; Dormann, Calabrese, et al., 2018), deep neural networks
are representatives of artificial neural networks (NN, 3 hidden layers with 50 hidden nodes), and
elastic-net regression models with a LASSO and Ridge regularization (paradigm of shrinkage
estimators) (Zou and Hastie, 2005).

5.2.1 Near-asymptotic performance

In a large-data situation (see methods), our results confirm the theoretical expectations that RF
as well as to a lesser degree BRT and elastic net are principally biased towards smaller effect
sizes (regularization), even if there is no collinearity (Figure 5.1, row a), whereas pure NN is near
unbiased. We also included an OLS regression as a reference, which is mathematically known to
be unbiased.

Figure 5.1: Quantification of causal biases and spillover for different ML algorithms when trained
on data simulated from two different causal relationships (a: uncorrelated features with effect sizes
(β1=1.0, β2=0.0, and β3=1.0), b: x1 and x2 being strongly correlated (Pearson correlation factor = 0.9)
but only x1 affects y.). Sample sizes were sufficiently large that stochastic effects can be excluded (1000
observations and 500 repetitions) and we expected that his would not be a challenge for statistical
models such as the linear model (LM, OLS). Effects of the ML models were quantified using average
conditional effects.

Under collinearity (Figure 5.1, rows b), additional algorithm-specific biases arise: the strongest
causal spillover is observed for the RF algorithm, presumably because feature subsampling leads
to open backdoors (already shown by Gregorutti, Michel, and Saint-Pierre, 2017), followed by
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elastic-net and BRT, whereas the NN remained unbiased. The fact that BRT showed light spillover
and no causal greediness was against our expectation. We explored further and found that pure
linear boosting only initially leads to causal greediness; however, in the course of further boosting
steps, this is compensated, resulting in an unbiased effect estimate (Figure S4.4). The spillover
that we observe is likely caused by other features of the boosting algorithm, in particular the use
of regression trees (Figure S4.3).

We note that the NN was trained without any regularization, which may be considered unrealistic
in a practical scenario. An NN trained with regularization via dropout (Wager, Wang, and Liang,
2013) (rate = 0.3) showed similar biases as RF and elastic-net (Figure S4.5). We explain this by the
fact that dropout, similar to the feature subsampling in RF, hides some effects during training
which can lead to causal spillover.

5.2.2 Performance in data-poor situations

While our previous results using a large sample size allow us to understand the mechanisms
by which ML algorithms introduce bias into effect estimates, they may also seem somewhat
discouraging because, except for the NN, all ML models perform considerably worse than a simple
linear regression (Figure 5.1). This, however, was to be expected, because OLS is known to be the
best linear unbiased estimator (BLUE) for estimating feature effects.

Advantages for ML models over OLS are expected when either the functional form of the response
is nonlinear or unknown, or when there is an advantage to be gained from trading off bias against
variance, which is the case in data-poor situations when the variance contributes significantly to
the total error (MSE = Bias2 + V ar + σ2 with σ2 = irreprodcibleerror). In such a situation,
ML algorithms might outperform OLS in estimating complex or nonlinear effects, in particular
if model hyperparameters that adjust the regularization strength are tuned. To examine such a
scenario, we simulated a data-poor regression situation with 100 features and 50, 100, and 600
observations (see methods). The impact of hyperparameters and a separate bias-variance tradeoff
for inference and predictions.

In such a data-poor situation, we expect that hyperparameters need to be tuned, and we expect
that there is a tradeoff between tuning for either explaining or predicting. To test this, we sampled
1000 different hyperparameters for each model (Table S4.1), calculated the bias and variance for
effects and predictions (20 replicates), and modeled the effects of hyperparameters on predictive
and inferential MSE using generalized additive models (GAM) and random forest (RF).
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Figure 5.2: Results of hyperparameter tuning for Neural Networks (NN), Boosted Regression Trees
(BRT), Random Forests (RF), and Elastic Net (EN) for 100 observations with 100 features. The influence
of the hyperparameters on effect β̂1 (bias, variance, andMSE), and the predictions of themodel, ŷ, (bias,
variance, and MSE) were estimated by a multivariate generalized additive model (GAM). Categorical
hyperparameters (activation function in NN) were estimated as fixed effects. The responses (bias,
variance, MSE) were centered so that the categorical hyperparameters correspond to the intercepts.
The variable importance of the hyperparameters was estimated by a random forest with the MSE of
the effect β̂1 (first plot) or the prediction (second plot) as the response. Red dots correspond to the
best predicted set of hyperparameters (based on a random forest), in the first plot for the minimum
MSE of the effect forβ̂1 and in the second plot for the minimum MSE of the predictions (ŷ).

We find that hyperparameters have significant effects on both bias and variance of effect estimates
and predictions. For NNs, the SELU activation function caused the smallest bias on the effect
estimate and the prediction (Figure 5.2), but this effect decreased with increasing observations

69



55555

5 Machine Learning and causal inference

(Figure S4.7-S4.9). More hidden layers (depth) increased the bias on the effect estimates and the
prediction (Figure 5.2). For BRT, larger learning rates (eta) and larger number of trees decreased
bias on the effect estimates and predictors (Figure 5.2). For RF, more features that are used in each
split (mtry) and larger minimum node sizes decreased the biases (Figure 5.2). For elastic net, as
expected, alpha and lambda had strong effects on the effect and prediction errors (Figure 5.2).

Often, the effects of the hyperparameters on bias and variance were contrary (depth in NN, eta in
BRT, and mtry in RF), which reflects the well-known bias-variance tradeoff and explains why the
optimal set of hyperparameters (red, predicted by an RF, Figure 5.2) is not at the marginal optima
of the hyperparameter-error associations (Figure 5.2).

Most importantly, although the bias-variance tradeoffs for inference and prediction often showed
similar tendencies for hyperparameters, some hyperparameters had notably different effects for
the two goals (Figure 5.2), for example the number of features to select from in RF (mtry in RF).
That and the fact that the variance was on different scales for effect estimate and prediction error
(not shown in Figure 5.2) led to different optimal hyperparameter sets, meaning that even if the
models are causally constrained via the feature selection, there is a tradeoff between tuning their
hyperparameters for predictions or for inference.

5.2.3 Bias and error on effects induced by algorithm and hyperparameter choice

in data-poor simulations

Based on the optimal hyperparameters for prediction and inference, we then quantified bias
and variance of present or absent feature effects under feature collinearity (see methods) for all
algorithms and again OLS as a reference. Our results show that, as expected, all ML algorithms
apply regularization, resulting in increasing bias with smaller data sizes (Figure 5.2). Relatively,
however, NN and elastic-net showed the smallest biases, which decreased stronger with more
observations while RF showed the largest biases. For the second effect estimate, the zero effect
(β2), all models showed small biases (Figure 5.3). For 600 observations, the LM was unbiased, as
expected (Figure 5.3). Variance was small for all effect estimates (Figure 5.3). Given that elastic
net is not a general function approximator but rather ‘just’ a regularized OLS model, we conclude
that of the general algorithms, NN seems the preferable choice for the purpose of causal inference.
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Figure 5.3: Bias and variance of estimated effects in data-poor situations. N = 50, 100, and 600
observations of 100 weakly correlated features were simulated. True effects in the data generating
model were β1=1.0, β2, and the other 98 effects were equally spaced between 0 and 1. Models were
fitted to the simulated data (1000 replicates) with the optimal hyperparameters (except for LM, which
doesn not have hyperparameters). Hyperparameters were selected based on the minimum MSE of β1

(green) or the prediction error (based on ŷ) (red). Bias and variance were calculated for β1 and β2.
Effects (βi for i = 1, . . . , 100) were approximated using ACE.

Models with hyperparameters tuned for inference had, on average, lower errors than when using
hyperparameters tuned for prediction (Figure 5.3, Table S4.2). This confirms that the bias-variance
tradeoff is different for prediction and inference tasks.

5.2.4 Case Study – Predicting out-of-distribution

Having seen that NN can infer near-unbiased estimates under collinearity (given enough observa-
tions), it seems contradictory that algorithms such as RF, with strongly biased effect estimates,
often outperform NNs in predictive benchmarks. Such results, however, are usually obtained on
test data that is out-of-sample but in-distribution, which means that the feature correlation in the
hold-out data is identical to the training data. In such a case, we know a priori that the predictor
ŷ can be unbiased whilst having biased estimated effects β̂ (causal spillover) (Arif and MacNeil,
2022a; Shmueli, 2010). If we predict out-of-distribution, however, for example to predict the effect
of interventions or when the correlation structures change (e.g., latent confounders) (Figure 5.4),
it will be much less likely that a non-causal model delivers unbiased predictions (Ke et al., 2019;
Pearl and Mackenzie, 2018).

To demonstrate this phenomenon, we simulated a case study where we assumed that the goal is to
predict lung cancer based on smoking and diet (Figure 5.4) in two different scenarios. In this case
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study, we assume models are first trained and validated to predict lung cancer in an observational
study and are then used to predict lung cancer in a randomized controlled trial (RCT) (Figure 5.4).
By means of the control, the RCT forced predictions to be out-of-distribution. Specifically,
we assume that the collider lung volume and the latent confounder financial constraints were
controlled in the selection of trial participants, which means that they no longer correlate with
the treatment (Figure 5.4). We trained three ML algorithms (RF, BRT, and NN) with two different
feature selections, a conventional (full) model with all features (smoking, diet, and lung volume)
and a causally constrained model with only smoking and diet used as features.
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Figure 5.4: Difference between causal and conventional ML models for in-distribution and out-
of-distribution predictions in a simulated case study. We assume that a first study collected data
about the effects of smoking and nutrition on lung cancer. Lung volume is a collider and financial
constraints is an unobservable confounder. Smoking and nutrition are correlated because of their
latent confounder financial constraints. Then, the data from the observational study (left column) was
used to train two different models, causally constrained (causal model) and a conventional model with
all features, and to predict lung cancer in another observational study (in-distribution predictions) and
in a clinical randomized controlled trial (RCT) (out-of-distribution predictions). In the RCT, patients
were treated for lung volume, and received financial support (right side). Lung volume was removed
as feature in the causal model because its inclusion would lead to biased effect estimates of smoking
and nutrition (collider bias). Smoking and nutrition were both included to block the effect of the
unobservable confounder on lung cancer (i.e., lung cancer and financial constraints are d-separated).
In the first prediction scenario, the conventional model slightly outperformed the causal model (as
measured by R2), whereas in the second, out-of-distribution model, the causal model outperformed
the conventional model.

We find that in-distribution, the unconstrained model that uses all features outperformed the
causally constrained models. In the second prediction scenario (out-of-distribution), however,
the causally constrained models outperformed the conventional (full) model (Figure 5.4). The
reason is that including the collider in the training creates a collider bias which biases the effect
of smoking. Without the collider, the causal effect of smoking is estimated with lower bias, which
reduces the out-of-distribution prediction error (Figure 5.4).

The case study also confirms our previous results that NN and BRT perform better than RF in
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estimating the true causal effects and thus in the out-of-distribution tasks. RF is unable to correctly
separate collinear features (Figure 5.1), leading to causal spillover in RF between diet and smoking
during training (Figure 5.4). However, RF achieves a lower prediction error for the full model
(with collider) than BRT and NN, probably by chance because the causal spillover inadvertently
leads to advantageous biases due to the collider (Figure 5.4).

5.3 Discussion
The aim of our study was to understand if ML and DL algorithms display inherent biases, caused
by algorithmic features and regularization methods, that prevents them to separate causal effects
in the presence of feature collinearity. Our main finding is that this is indeed partly the case, but
not to the same extent for all algorithms and hyperparameter combinations. Particularly NN and
BRT, when tuned appropriately, showed surprisingly low bias for the estimated effects under
feature collinearity (Figure 5.1, S2.5, S2.6), which allows them to correctly adjust for confounding
and other causal structures if the feature selection is causally constrained. This means that if
causal connections between features and the response are known, ML algorithms and in particular
NNs appear to be a viable alternative to statistical models for adjusting for confounders and
estimating feature effects.

5.3.1 Understanding the mechanism behind biased of feature effects under

collinearity

The different susceptibility of the examined ML algorithms to bias induced by collinearity is
presumably the result of different explicit and implicit algorithmic regularization mechanisms in
these algorithms. For the elastic net, the regularization and thus the cause of the bias is explicit
(and there is work to correct the models for the spillover bias). Also, for RF, it is relatively clear
that the random subsampling of features creates an implicit regularization which explains the
strong causal spillover observed in our simulations. For other algorithms such as BRT, we can
only speculate about the mechanisms behind the observed biases: Our naive BRT implementation
showed that pure boosting with linear models can be unbiased (Figure S4.3), while boosting with
regression trees (Figure S4.3) can lead to either causal spillover or causal greediness (Figure S4.3).
In our simulations, state-of-the-art BRT implementation (used in Figs. 5.2,5.3,5.4) seem to prevent
the causal greediness effect and only displayed causal spillover. Note that this is even though we
specifically avoided ‘extreme boosting’, which introduces boosting and dropout into BRT (Chen
and Guestrin, 2016), which would likely cause additional spillover.

It was often reported that also NNs exhibit a so-called simplicity bias in their predictions with a
negative impact on their generalizability, potentially caused by the stochastic gradient descent
and not wide enough layers (Huh et al., 2021; Shah et al., 2020; Valle-Pérez, Camargo, and
Louis, 2019). A predictive simplicity bias should transfer to feature effects, suggesting that also
NNs should exhibit causal spillover. We did not find such an effect for unregularized NNs, but
we did find that with strong collinearity, both boosting and NN required far more boosting
respectively optimization steps that what is needed to obtain reasonable predictive errors until
they successfully separated the features (Figure S4.4, S4.13). Reported simplicity biases could thus
also be explained by the common approach to stop training once the cross-validation loss does
not further improve.
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5.3.2 Hyperparameters control bias-variance tradeoff for effect estimates

For all algorithms, hyperparameters had substantial effects on the observed biases, especially in
data-poor situations (Figure 5.2). While some effects, for example the regularization parameters
in the elastic net, were as expected, others like the choice of the activation function in the
NN were surprising: SELU strongly reduced the bias of effect estimates and prediction errors
(Figure 5.2). The fact that this SELU effect diminished with increasing number of observations,
that we used structured (tabular) data, or that we used a regression and not a classification task
(Radhakrishnan, Belkin, and Uhler, 2023) may explain why this was not discovered before
(Figure S4.9).

Hyperparameters often had opposite effects on the bias and variance of effect estimates (and
prediction errors) (Figure 5.2), reflecting the expected tradeoff between bias-variance when tuning
regularization parameters. More importantly, however, the shape of this bias-variance tradeoffs
differed for effect estimates versus prediction errors (e.g., mtry in RF), resulting in different sets
of optimal hyperparameters (Figure 5.2). This confirms the common expectation that there is a
tradeoff between tuning models for prediction and explanation. However, the difference between
the two was not large, which is reassuring, given that in practical applications, hyperparameter
tuning is only possible for the prediction error.

5.3.3 Advantages and challenges when using ML models for inference

A question that remains is why and when we should prefer a causally constrained ML algorithms
over OLS, which has the advantage of being the best linear unbiased estimator (BLUE). We believe
in practice, there are two major drawbacks of OLS or other parametric regression models. First,
an OLS requires that the model structure is specified a priori. If this structure is incorrectly
specified, the effect of confounder, for example, may not correctly be adjusted, which can induce
bias and causal spillover (cf. Breiman, 2001b). Related to this, in practice, sample sizes are
often prohibitively small for specifying a model with all possible effects, which that analysts
either must make ad how decisions or accept that the variance of estimates his high and thus the
power to see effects low. Machine learning approaches can potentially better tradeoff bias against
variance, and it is further possible to tune this tradeoff to metrics that are particularly important
for practitioners. For example, our trained ML models had a high reliability at identifying zero
effects in the data-poor situations where the OLS failed to fit (Figure 5.3). Among the ML and DL
models, elastic-net showed the lowest errors, but we note that this was for a classical elastic net
on top of an OLS where we prescribed linear effects. In this case, this worked well because we
simulated data with linear effects, but we assume that in real-world scenarios NN will outperform
elastic-net unless for the presence of nonlinear effects or feature interactions happens to be
guessed exactly right (Figure S2.1).

Comparing our approach to other causal ML algorithms, we see the closest resemblance to double
/ debiased ML, which uses a two-step process, where in a first step, two models are trained to
predict the explanatory variable and the response based on the confounder (adjustment step), and
then a final model is trained on the residuals of the first models to estimate the (adjusted) effect
of the predictor (estimation step) (Chernozhukov et al., 2018). The validity of this approach
was first proven for OLS (Robinson, 1988) and depends only on the unbiasedness of the models
involved (Chernozhukov et al., 2018). For OLS, the approach does not provide any advantage
over a direct adjustment in a multiple regression for linear effects. For ML models, the advantage
is that the adjustment and estimation models can be independently tuned and chosen. Our
approach, on the other hand, which essentially generalizes a multiple regression model, seems to
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us easier to implement, understand, and may have advantages in particular predictive scenarios.
Another alternative is the popular causal forest algorithm, which also essentially corrects for
confounders while predicting the effect of a target feature. We view it as a task for further research
to better understand the practical advantages and disadvantages of these alternative approaches.
In particular, we believe it would be important to understand which of those approaches leads
to a lower error on the estimated causal effects in situations that are representative for practical
analysis in psychology, economics, medicine or ecology.

A limitation of all approaches discussed here, including OLS, is that they assume that the causal
relationship between the characteristics is known a priori, so that our task is only to adjust for it.
In practice, this assumption can often be met because the directions of the effects can be inferred
from existing scientific knowledge, but when this is not the case, they must be estimated from the
data, which is still extremely challenging.

5.3.4 Advantages of causally constrained models for out-of-distribution predic-

tions

Contradictory to the general assumptions that good predictive and explanatory models differ, we
show that causal constraints that aid the model in learning the true underlying causal structure
can also aid predictions when the collinearity structure of the feature space changes (out-of-
distribution). This is not particularly surprising because it is well-known, even for statistical
models, that selecting features causally is not necessarily beneficial for obtaining the lowest
in-distribution prediction error, but it may help for out-of-distribution predictions where feature
collinearity is changed (Dormann, Schymanski, et al., 2012)

Using a hypothetical example of predictions of lung cancer risk in an observational study and a
clinical trial, we highlight that these effects could have important real-world applications. In our
example, we find that a non-causal model has lower predictive in-distribution error, but higher
out-of-distribution error compared to a causally constrained ML model (Figure 5.4). We note that
apart from the fact that the causally constrained model generalizes better, it has the additional
advantage of being interpretable in terms of causal effects, which is of interest for science and
clinical practitioners, but possibly also for questions of fairness in AI (Barredo Arrieta et al.,
2020).

While it is generally understandable why certain algorithms (in particular RF) show higher biases
on inferred feature effect under collinearity (see above), we wonder if these effects have any
advantages for in-distribution predictions. It is interesting that state-of-the art BRT algorithms
that often show the best performance on tabular data added algorithmic features similar to the
random forest on the vanilla algorithm that has lower biases on the effects. We speculate that the
spillover caused by the model averaging underlying these additions may actually be helpful in
improving stability and reducing variance of the predictions, thus suggesting again that some
algorithms may be better suited for in-distribution predictions, while others are better suited for
inference or out-of-distribution predictions.

5.3.5 Conclusion

Certain ML and DL algorithms, in particular neural networks, can approximately estimate the
effect of one or several target features, adjusted for the effect of other features. Thus, these
models can in principle be used like a multiple regression, and if needed, confidence intervals and
p-values could be calculated on top based on bootstrapping. The observations that such causally
constrained models may have larger in-distribution but lower out-of-distribution predictive errors,
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together with the fact that tuning hyperparameters for prediction is often a good proxy for
inference as well suggests to us that the tradeoff between predictive modelling and inference may
not be as wide and deep as often assumed.

These results have significant implications for both predictive and explanatory modeling. For
predictive modelling, they suggest that causally constraining ML and DLmodels can reduce out-of-
distribution prediction error, which may often be a practically relevant objective. For explanatory
modeling, it shows that ML algorithms such as BRT and NN can produce reliable inferences.
Althoughmore research is needed to better understand their biases and offer appropriate statistical
guarantees on effect estimates, their higher flexibility provides at least the theoretical perspective
that they could outperform traditional methods in situations with many nonlinearities or higher
order interactions, which may actually account for the majority of applied statistical analyses of
observational data.

5.4 Methods
Statistical analysis and simulations were conducted in R (version 4.0.5, R Core Team, 2021). All
code for reproducing our analysis can be found in https://doi.org/10.5281/zenodo.8052354. We
additionally archive this code in persistent repository upon acceptance of the manuscript.

5.4.1 Definition of average conditional effects

To extract the feature effects in a trained ML or DL model, we use average conditional effects
(ACE), which are also known under the name average marginal effects. Consider a feature matrix
X = (x1, . . . , xk)

τ with k feature vectors and a response vector y with their true relationship
y = f(X) and f̂(·) is estimated by ML algorithms. Because the trained relationship can be highly
complex, we find different conditional effects (CEik) (or interactions) for each observation i
of the k-th feature vector in the feature space. The CEk for feature vector xk is then CEk =
∂f̂(X)
∂xk

which is approximated by CEk ≈ f̂(x1,x2,...,xk+h,...,xj)−f̂(x1,x2,...,xk,...,xj)
h h,h > 0. The

conditional effects for xk (CEk) are then averaged to ACEk.

For linear effects, any average will produce an ACE that asymptotically corresponds to the
coefficients in linear regression models y = β1x1 + · · · + βkxk, βk ≈ ACEk. For non-linear
feature effects, the problems arise that dense areas in the feature space would be overrepresented
in an arithmetic average. There have been several proposals how to average in such a case
(Scholbeck et al., 2022). As we did not consider nonlinear effects in our simulation, our results
are not affected by this problem, but in general, we propose to average the ACEk

∑N
i=1wiCEik ,

with weights wi proportional to the inverse of the estimated density in the feature space of xk.

5.4.2 Near-asymptotic performance

We first simulated two different scenarios (Figure 5.1, first column) with a large sample size of
1000 observations. This sample size is large enough so that effects of stochasticity induced by the
data generation process and default hyperparameters for each model can be neglected. The two
scenarios were (a) a base scenario with three independent features, one without an effect, and (b) a
mediator scenario with two features forming a mediator path and a third feature independently
affecting the response (for more details, see Methods). We fitted linear regression models (LM) to
each scenario as a reference and compared the estimates to the effects learned by the ML models
extracted by the ACE.
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Methods

We simulated two scenarios with different collinearity structures. In all three scenarios we
simulated five features (x1,x2,x3,x4,x5) and one response vector y. In the first scenario, the
data generating model was y ∼ N(1.0 · x1 + 0.0 · x2 + 1.0 · x3 + 0.0 · x4 + 0.0 · x5, σ) with
σ = 0.3 and all five features independent of each other (no collinearity). The feature matrixX
was sampled from a multivariate normal distribution with mean vector µ = 0 and the covariance
matrix being the identity. In the second scenario, the data generating model was the same but Σ
which was used to sample the feature matrixX had an entry of 0.9 (Σ1,2 = Σ2,1 = 0.9) so that
x1 and x2 were highly correlated. We sampled from each scenario 1000 observations.

Model fitting and evaluation

We fitted RF (Wright and Ziegler, 2017, 100 trees), BRT (Chen and Guestrin, 2016, 2016; 140
trees; ‘req:squarederror’ objective function), NN (Amesöder and Pichler, 2023; three hidden
layers with each 50 units; reLU activation functions; batch size of 100; AdaMax optimizer; learning
rate of 0.01; 32 epochs), linear regression model (lm function), and glmnet (Friedman, Hastie, and
Tibshirani, 2010; Ooi, 2021; alpha = 0.2; lambdawas tuned via 10-fold) to the data generated by the
three scenarios (1,000 observations) (X as feature matrix and y as response vector). Afterward, we
calculated the individual ACE for each of the five features. We repeated the procedure (sampling
from the scenarios and fitting the models to the data) 100 times and averaged the results.

As the simulated effects are linear, the theoretical ACE are equivalent to the true linear effects
used in the data generating models: ˆACEk ≈ βk. To assess bias and variance, we calculated the
bias Bias = βk − ˆACEk and the variance of the ˆACEk over 500 replicates for all five features.

5.4.3 Performance in data-poor situations

We assume that we are interested in two effects, β1 = 1.0 and β2 = 0.0. The other effects
were equally spaced between zero and 1.0. Features were sampled from a multivariate normal
distribution with a covariance matrix (Σ) sampled from a LKJ distribution (η = 2) so that the
features were weakly correlated on average. We calculated bias and the variance for the two
target effects and all models.

The data generating model was y ∼ N(Xβ, σ) with σ = 0.3 with y being the feature matrix
(100 features) and β the effect vector. X was sampled from a multivariate normal distribution
with mean vector µ = 0 and distribution and the covariance matrix (Σ) was sampled from a LKJ
distribution (η = 2) so that the features were weakly correlated on average. Effects were β1 = 1.0
and β2 = 0.0 and rest of the effects (98) were equally spaced between 0.0 and 1.0.

Hyperparameter tuning

We performed a hyperparameter search to check if and how hyperparameters influence differently
or equally effect estimates and the prediction error, so does a model tune after the prediction
error has biased effects? For that, we created data-poor simulation scenarios with the above
described data generating model and 50, 100, and 2000 observations and 100 features with effects
(βi, i = 1, . . . , 100), β1 = 1.0, and β2 to β3 were equally spaced between 0.0 to 1.0 so that
β2 = 0.0 and β100 = 1.0.

Features were sampled from a multivariate normal distribution and all features were randomly
correlated (Variance-covariance matrix Σ) was sampled from an LKJ-distribution with η = 2.0.

1,000 combinations of hyeperparameters were randomly drawn (Table S4.1). For each draw of
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hyperparameters, the data simulation and model fitting were repeated 20 times. ˆACE1 and ˆACE2

were recorded (for each hyperparameter combination and for each repetition). Bias, variance,
and mean square error (MSE) were calculated for estimated effects and the average (over the 20
repetition) MSE for predictions on a holdout of the same size as the training data.

To understand how hyperparameters affect bias, variance, and MSE of estimated effects and
predictions, we fitted generalized additive model (GAM) on the hyperparameters with the re-
spective errors as response. The average responses were first subtracted from the responses to
set the intercept to 0 (we suppressed the intercept in the GAMs because we were not interested
in a reference level). We also fitted a random forest (2000 trees to get stable effects) on the
hyperparameters to get variable importances for all hyperparameters.

To get the optimal hyperparameters, we fitted random forest models on the hyperparameters of the
MSE for the estimated effect β̂1 and the predictions ŷ. We then predicted for all hyperparameters
and selected the hyperparameters with the lowest MSE (Table S4.2, Table S4.3).

Model fitting and evaluation

We fitted RF (Wright and Ziegler, 2017), BRT (Chen and Guestrin, 2016), NN (Amesöder and
Pichler, 2023), linear regression model (lm function), and elastic-net (Friedman, Hastie, and
Tibshirani, 2010; Ooi, 2021) to the data generated for 50, 100, and 600 observations.

We calculated the individual ACE for the first two effects β1 = 1.0 and β2 = 0.0. We repeated the
procedure (sampling from the scenarios and fitting the models to the data) including the sampling
of the covariance matrix Σ 1000 times. We calculated bias and variance for both effects.

Acknowledgements We thank Tankred Ott and Merle Behr for their valuable comments on
the manuscript.

Data availability statements Code to reproduce the analysis can be found in the following
repository https://doi.org/10.5281/zenodo.8052354.
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CHAPTER 6

CITO: AN R PACKAGE FOR TRAINING NEURAL NETWORKS USING
TORCH

Christian Amesoeder, Florian Hartig, and Maximilian Pichler

in prep., preprint available at 2303.09599

Abstract

Deep Neural Networks (DNN) have become a central method in ecology. Most current deep
learning (DL) applications rely on one of the major deep learning frameworks, in particular Torch
or TensorFlow, to build and train DNN. Using these frameworks, however, requires substantially
more experience and time than typical regression functions in the R environment. Here, we
present ’cito’, a user-friendly R package for DL that allows specifying DNNs in the familiar formula
syntax used by many R packages. To fit the models, ’cito’ uses ’torch’, taking advantage of the
numerically optimized torch library, including the ability to switch between training models on
the CPU or the graphics processing unit (GPU) (which allows to efficiently train large DNN).
Moreover, ’cito’ includes many user-friendly functions for model plotting and analysis, including
optional confidence intervals (CIs) based on bootstraps for predictions and explainable AI (xAI)
metrics for effect sizes and variable importance with CIs and p-values. To showcase a typical
analysis pipeline using ’cito’, including its built-in xAI features to explore the trained DNN, we
build a species distribution model of the African elephant. We hope that by providing a user-
friendly R framework to specify, deploy and interpret DNN, ’cito’ will make this interesting model
class more accessible to ecological data analysis. A stable version of ‘cito’ can be installed from
the comprehensive R archive network (CRAN).

Keywords: R language, Machine Learning, Regression, Classification, Species distribution
model
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6.1 Introduction
Deep neural networks (DNN) are increasingly used in ecology and evolution for regression and
classification tasks such as species distribution models, image classification or sound analysis
(Christin, Hervet, and Lecomte, 2019; Joseph, 2020a; Pichler and Hartig, 2023b; Strydom et
al., 2021). State-of-the-art DNN are almost exclusively implemented and trained in specialized deep
learning (DL) frameworks such as PyTorch or Tensorflow (Abadi et al., 2016; Paszke et al., 2019).
These frameworks, most of which are implemented in Python, provide flexible and performant
functions and classes that allow users to implement and train complex DL architectures, such as
large language models (e.g., GPT-3, Brown, Mann, et al., 2020; RoBERTA, Liu, Ott, et al., 2019)
or complex object detection models (e.g., Mask R-CNN, He, Gkioxari, et al., 2017; DeepVit, Zhou
et al., 2021). Their high level of flexibility is appealing to “power users”, but the complexity of
these frameworks can be prohibitive or at least repelling for scientists with limited knowledge in
the field that merely want to use neural networks in standard applications.

As a response to this problem, several simplified frontends for the major DL frameworks have
been developed. Many of those are also available in R, the language used by most ecologists
for practical data analysis. Well-known examples are ‘Keras’ for TensorFlow and luz for ‘torch’
(Chollet, Allaire, et al., 2017; Falbel, 2023). However, while these frontends indeed simplify the
model building process considerably, their general structure and syntax still resembles those of the
major Python frameworks rather than those of popular R packages for regression or classification
tasks that specify models using the formula syntax such as ‘ranger’, for training random forests, or
‘lme4’, for training mixed-effect models (Bates et al., 2014; Wright and Ziegler, 2017). Moreover,
DL frontends such as ‘Keras’ or ‘luz’ mainly concentrate on model fitting and include only a very
limited set of plots and convenience functions which are common to most R packages. As a result,
working with these frontends still requires a considerable amount of training for users that are so
far only familiar with standard R packages. Especially because users have to choose or program
code for downstream tasks such as bootstrapping, plots or explainable AI (xAI) metrics by hand.

Besides the mentioned frontends to the major DL frameworks, some specialized R packages for
training DNN exist that more closely adhere to the syntax used in most popular R packages, in
particular the formula syntax to specify the model structure. However, those packages often lack
crucial functionalities, and most of them do not make use of state-of-the-art DL frameworks for
model fitting. This limits their use for large DNN because of their numerical inefficiency or their
inability to train the models on GPUs. Established R packages such as ‘nnet’ or ‘neuralnet’ do
not support modern DL techniques, such as different regularization techniques (e.g. dropout)
to control the bias-variance tradeoff (Fritsch, Guenther, and Wright, 2019; Venables and
Ripley, 2002) or modern training techniques such as early stopping or learning rate schedulers
that help to achieve convergence. The ‘h2o’ package comes with its own Java backend, and while
it allows specifying models with the standard formula syntax, its use in R is cumbersome due to
its inability to work with default R objects (Fryda et al., 2023). The ‘brulee’ R package (Kuhn and
Falbel, 2022), which uses ‘torch’ to train the DNNs specified in standard R syntax, is very similar
to the package presented here, but still lacks some critical features (see section ‘Performance
analysis and validation’).

Here, we present ’cito’, an R package for training fully-connected neural networks using the
standard R formula syntax for model specification. Based on the ’torch’ DL framework, ’cito’
allows flexible specifying of fully-connected neural networks architectures, supports manymodern
DL techniques (e.g. dropout and elastic net regularization, learning rate schedulers), can take
advantage of CPU and GPU hardware for parallelization, and, despite its simple user interface,
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optionally offers a high degree of customization such as user-defined loss functions. Moreover,
‘cito’ supports many downstream functionalities, such as the possibility to continue the training of
existing DNN with modified training parameters for fine-tuning, or the application of explainable
AI (xAI) methods to interpret the trained models. As such, ’cito’ provides a user-friendly but
nevertheless complete analysis pipeline for building neural networks in R.

In the remainder of the paper, we introduce the design principles of ‘cito’ in more detail, show
validation and performance analysis, and showcase the application of cito using the example of a
species distribution model of the African elephant.

6.2 Design of the cito package

6.2.1 Torch backend

‘cito’ uses ‘torch’, a variant of PyTorch, as its backend to represent and train the specified neural
networks. Until recently, R users who wanted to use PyTorch and Tensorflow had to call their
Python bindings through the ‘reticulate’ package. R packages that relied on this pipeline were
thus dependent on appropriate Python installations (e.g. Pichler and Hartig, 2021a), which
often created dependency issues. This issue got solved with the release of ‘torch’, a native
implementation of the torch libraries with an R frontend (Falbel and Luraschi, 2023).

6.2.2 Building and training neural networks in cito

With ‘torch’, R users can essentially use PyTorch natively in R, which solves dependency issues,
but not the problem that specifying a DNN with ‘torch’ is complex.

‘cito’ addresses this problem by providing one simple command, dnn(), which combines everything
needed to build and train a fully-connected neural network in one line of code (see Supporting
Information S6 for details). The dnn() function includes options tomodify the network architecture,
the training process and the monitoring (e.g. by visualization) of the training and validation
loss (Table 6.1), including a baseline loss (based on intercept-only models) that helps to diagnose
convergence problems due to inappropriately chosen training hyper-parameters (e.g., learning
rate and epochs).

The dnn() function returns an S3 object that can be used, for example, with the continue_training ()
function to continue training for additional epochs (iterations) with the same or modified training
hyper-parameters or data. Moreover, many standard R functions such as summary(), predict ()
or residuals () are implemented for the trained models, and additional specialized explainable
xAI functions are available for interpreting the fitted networks. More details on these and other
functions are available in the R package vignettes that come with the cito package.

The lack of uncertainties (standard errors) is an often-raised concern for DNN. In ’cito’, we provide
an option to automatically calculate confidence intervals for all outputs (including xAI metrics and
predictions) using bootstrapping. As bootstrapping can be computationally expensive, the default
for this option is set to false. Bootstrapping can be enabled in the dnn() function setting, e.g.,
dnn (... , bootstrap = 50). Bootstrap standard errors are then automatically propagated through
all downstream methods and are also used to generate p-values wherever obvious null hypotheses
exist. We recommend starting without bootstrapping to optimize the training procedure (Fig. 2)
and to then enable the bootstrap for the final model after the training pipeline has been finalized.
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Table 6.1: Hyperparameters for fully-connected neural networks and their default values in ’cito’.
Defaults for all parameters are set to sensible values; however, some parameters typically need to
be tuned. Detailed guidance on this is provided in the help file of the dnn() function or in the cito R
package vignette ‘Training neural networks’.

Architecture

Name Explanation Default

hidden Quantity and size of hidden Layers (50, 50)

activation Activation function for hidden layers "selu"

bias Should hidden nodes have bias TRUE

Training

Name Explanation Default

validation Split data into test and validation set 0

epochs Number of training iterations 100

device Set to "cuda" to train on GPU "cpu"

plot Visualize loss during training TRUE

batchsize Number of samples used for each training step 32

shuffle Shuffle batches in between epochs TRUE

lr Learning rate 0.01

early_stopping Stops training early based on validation loss FALSE

Boostrap Number of bootstrap samples FALSE

Controlling bias-variance trade-off (regularization)

Name Explanation Default

lambda Strength of elastic net regularization 0

alpha Split of L1 and L2 regularization 0.5

dropout Dropout probability of a node 0

6.3 Performance comparison and validation of cito
After explaining the design of cito, we shortly compare its performance and functionality with
other packages for implementing neural networks in R. We consider in particular ’nnet’ and
’neuralnet’, which each have their own backend and are not based on modern DL frameworks
(Fritsch, Guenther, and Wright, 2019; Venables and Ripley, 2002), ’h2o’, which possesses a
much broader toolkit for training neural networks than the previous two packages (Fryda et al.,
2023), and ’brulee’ (Kuhn and Falbel, 2022), which, similar to cito, uses the ’torch’ DL framework
as a backend.
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Our comparison shows that ‘cito’ implements more options than other packages, in particular
GPU support, the possibility to continue training and custom loss functions and most importantly
tools to interpret the trained DNN models (Table 6.2).

Table 6.2: Feature comparison of R packages used to build fully-connected neural networks

‘cito’ ‘brulee’ ‘h2o’ ‘neuralnet’ ‘nnet’

Customizable network architecture X X X X

Fit a probability distribution X X

GPU support X

Regularization X X X X X

Custom loss function X X

Optimization of additional user-defined parameters X

Continue training X

Class weights for imbalanced data X

Learning rate scheduler X X X

Feature importance (xAI) X X

Partial dependency plots (xAI) X

Accumulated local effect plots (xAI) X

Uncertainty (confidence intervals and p-values for xAI metrics and predictions) X

Baseline loss (to help with the convergence) X

Looking at computational performance, measured by the time it takes to train the networks, we
find that some of the older packages, in particular ‘neuralnet’, perform better than the torch-based
packages (including ‘cito’) for small networks (Fig. 6.1)). This is probably due to the smaller
overhead of these more specialized packages. However, when moving to larger networks (large
and especially wide networks are often beneficial for achieving low generalization errors (Belkin
et al., 2019)) ‘cito’ can play out one of the main advantage of modern ML frameworks, which
is GPU support. On the GPU, training time in cito is practically independent of the size of the
network, confirming the consensus that training large networks requires GPU resources. On a
CPU, ‘cito’ performs on par with ‘brulee’, the other torch-based package, but somewhat worse
than ‘neuralnet’. We interpret these results as showing that for a simple problem, there is still
some overhead of using ‘torch’ as opposed to a native C implementation. Nevertheless, we would
argue that the added flexibility and functionality of cito outweighs this advantage of ‘neuralnet’.
Moreover, our results suggest that the difference between the torch packages and ‘neuralnet’ lies
mainly in the constant overhead needed to set up the models. For large models, their performance
is roughly equal.
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Figure 6.1: Runtime comparison of different deep learning R software packages (‘brulee’, ‘h2o’,
‘neuralnet’, and ‘cito’ (CPU and GPU)) on different network sizes on an Intel Xeon 6128 and a Nvidia
RTX 2080ti. The networks consisted of five equally sized layers (50 to 1000 nodes with a step size of
50) and are trained on a simulated data set with 1000 observations. Panel (A) shows the runtime of the
different packages and panel (B) shows the average root mean square error (RMSE) of the models on
a holdout of size 1000 observations (RMSE was averaged over different network sizes). Each network
was trained 20 times (the dataset was resampled each time).

6.4 Workflow and case study
So far, we have mainly discussed the process of model training, which is arguably the core of any
machine learning project. Now, we want to comment on the entire workflow when using ‘cito’
to build and interpret a predictive model. This workflow usually consists of model specification,
training, and interpretation and predictions (Fig. 2). To make the discussion of the workflow more
accessible to the reader, we illustrate this workflow with the example (based on Ryo et al., 2021)
of building a species distribution model (SDM) for the African elephant (Loxodonta Africana).

SDMs are niche models that correlate environment with species occurrence data (see Elith and
Leathwick, 2009). As occurrence data, we use records of African elephant presence from Ryo
et al. (2021) that was based on Angelov (2020), who compiled data from different studies available
on GBIF (Questagame, 2023; Musila et al., 2024; Navarro, 2024)). Those presence-only data were
supplemented by Angelov (2020) with randomly sampled background points (pseudo-absences)
to generate a presence-absence signal for the classifier. As predictors, we used all 19 bioclimatic
variables from WorldClim v2 (Fourcade, Besnard, and Secondi, 2018), which were centered
and standardized. While it is common in statistical modelling to sample more pseudo-absences
than presences, such unbalanced class numbers can be harmful for machine learning algorithms.
We therefore randomly undersampled pseudo-absences to match the number of observations
(another option would be to oversample presences, but in our example, this resulted in lower
accuracy in interim results).
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Figure 6.2: Workflow of building, training and analyzing DNN with ’cito’. Example
workflow and analyses for (multi) species distribution models are available as a vignette
( vignette ("C−Example_Species_distribution_modeling") or at https://citoverse.github.io/cito/a
rticles

Building and training a species-distribution model based on a fully-connected neural network
with three hidden layers of 50, 50 and 50 nodes and trains it for 50 epochs can be done in one line
of code:

nn . f i t <− dnn ( l a b e l ~ . , d a t a = data ,
h idden = c ( 5 0 , 5 0 , 5 0 ) , l o s s = " b inomia l " ,
epochs = 50 , l r = 0 . 1 ,
b a t c h s i z e = 300 ,
v a l i d a t i o n = 0 . 1 , s h u f f l e = TRUE ,
a lpha = 0 . 5 , lambda = 0 . 0 0 5 ,
e a r l y _ s t o p p i n g = 10 ,
boo s t r ap = 3 0 )

During training and without bootstrapping, a plot is displayed in R that monitors the training,
validation and baseline loss. This plot can be used to diagnose convergence problems, for exam-
ple if the training loss does not decrease over time or does not fall below the baseline loss. In
this case, it would be advisable to abort and restart the training with different hyperparameters
(e.g., smaller learning rate), use a learning rate scheduler, or perform a systematic hyperparam-
eter tuning. We provide extensive help on this topic in the documentation and in a vignette
( vignette ("B−Training_neural_networks"). Here we show an example where we restart the train-
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ing with a smaller learning rate and a learning rate scheduler that automatically reduces the
learning rate if the loss does not decrease in 8 continuous epochs (patience =8) to achieve a better
fit:

nn . f i t <− c o n t i n u e _ t r a i n i n g (
nn . f i t ,
epochs = 150 ,
changed_params =

l i s t ( l r = 0 . 0 5 ,
l r _ s c h e d u l e r =

c o n f i g _ l r _ s c h e d u l e r ( " r educe_on_p l a t e au " ,
p a t i e n c e = 8 ,
f a c t o r = 0 . 8 ) )

)

The trained models can be used with a range of in-build functions. The predict () can be used to
predict the occurrence probability of the elephant (Fig. 6.3a). The summary() function provides
an overview about influential variables by calculating their importances (Fisher, Rudin, and
Dominici, 2018) as well as average conditional effects (which are an approximation of linear
effects, see Pichler and Hartig, 2023a) (Fig. 6.4a). Partial dependency plots (PDP) and averaged
local effect plots (ALE) functions can be used to display the effect of specific features on the
response, in this case the occurrence probability of the elephant (Fig. 6.4b, c). If bootstrapping is
enabled, ‘cito’ automatically uses the bootstrap samples to calculate confidence intervals (CI, as
standard errors) for the predictions (Fig. 6.3a), CIs and p-values for the xAI metrics (Fig. 6.4a), and
CIs for the PDP and ALE plots (Fig. 6.4b, c).

Figure 6.3: Predictions and standard errors of prediction for the African elephant from a DNN
trained by cito. Panel (A) shows the predicted probability of occurrence of the African elephant. Panel
(B) shows the standard error for the predicted probabilities (confidence interval).
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Figure 6.4: xAI metrics with bootstrap confidence intervals (+/- 1 se) from model trained by ‘cito’.
Panel (A) shows (permutation) feature importances and average conditional effects (approximation of
linear effects) from the summary() output for the 19 Bioclim variables. Panel (B) and (C) show the
accumulated local effect plots (ALE), i.e., the change of the predicted occurrence probability, for the
Bioclim variables 3 (Isothermality) and 4 (Temperature Seasonality).

6.5 Conclusion
’cito’ is a powerful and versatile R package for building and training fully-connected neural net-
works with a formula syntax. The package seamlessly integrates into the R regression ecosystem
and removes many hurdles in using neural networks for inexperienced users, but also saves
programming time for experienced users who just want to build simple neural networks. The
unique combination of features provided by ‘cito’, such as training on a GPU, using custom loss
functions, baseline loss, confidence intervals, modern DL training techniques such as continue
training, learning rate scheduler or early stopping cannot be found in other packages. Future
releases of ’cito’ aim to implement additional functionalities such as internal cross validation
for hyperparameter optimization, gradient based methods for hyperparameter tuning and the
integration of recurrent and convolutional neural networks.
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CHAPTER 7

MACHINE-LEARNING ALGORITHMS PREDICT SOIL SEED BANK
PERSISTENCE FROM EASILY AVAILABLE TRAITS

Sergey Rosbakh, Maximilian Pichler, Peter Poschlod

Published in Applied Vegetation Science, 2022, 25, e12660, 10.1111/avsc.12660

Abstract

Question: Soil seed banks (SSB), i.e., pools of viable seeds in the soil and on its surface, play
a crucial role in plant biology and ecology. Information on seed persistence in soil is of great
importance for fundamental and applied research, yet compiling data sets on this trait still requires
enormous efforts. We asked whether the machine-learning (ML) approach could be used to infer
and predict SSB properties of a regional flora based on easily available data. Location: Eighteen
calcareous grasslands located along an elevational gradient of almost 2000 m in the Bavarian Alps,
Germany.

Methods: We compared a commonly used ML model (random forest) with a conventional
model (linear regression model) as to their ability to predict SSB presence/ absence and density us-
ing empirical data on SSB characteristics (environmental, seed traits and phylogenetic predictors).
Further, we identified the most important determinants of seed persistence in soil for predicting
qualitative and quantitative SSB characteristics using the ML approach.

Results: We demonstrated that the ML model predicts SSB characteristics significantly better
than the linear regression model. A single set of predictors (either environment, or seed traits,
or phylogenetic eigenvectors) was sufficient for the ML model to achieve high performance
in predicting SSB characteristics. Importantly, we established that a few widely available SSB
predictors can achieve high predictive power in the ML approach, suggesting a high flexibility of
the developed approach for use in various study systems.

Conclusions: Our study provides a novel methodological approach that combines empirical
knowledge on the determinants of SSB characteristics with a modern, flexible statistical approach
based on ML. It clearly demonstrates that ML can be developed into a key tool to facilitate
labor-intensive, costly and time-consuming functional trait research.

Keywords: artificial intelligence, persistence, predictive modeling, random forest, seed, soil,
trait
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7.1 Introduction
Soil seed banks (SSB), pools of viable seeds in the soil and on its surface, play a key role in
plant biology and ecology at different levels of organization. They bridge short-and long-term
environmental conditions temporarily unsuitable for growth and reproduction, especially in
habitats subject to high climatic variability and high levels of disturbance, competition and
predation (Fenner, Fenner, Thompson, et al., 2005; Saatkamp et al., 2014). Regeneration resulting
from persistent SSBs helps plants to recover the original state of populations and communities,
including genetic diversity (Honnay et al., 2008), after they have been altered by environmental
fluctuations (Vandvik et al., 2016). Thus, the ability of seeds to persist in the soil for long periods
is a crucial bet-hedging strategy (Harper et al., 1977; Rosbakh and Poschlod, 2021; Venable
and Brown, 1988) contributing to a plant’s adaptive potential and ecosystem resilience, which is
especially important in times of global change (Ooi, 2012; Walck et al., 2011).

Species that are not able to persist in the soil at a local or regional scale are particularly vulnerable
to extinction risk, whereas species with persistent SSBs can easily recover even after direct
destruction of the above-ground vegetation (Plue and Cousins, 2018; Plue, Van Calster, et al.,
2021; Stöcklin and Fischer, 1999). Thus, knowledge about species’ ability to form persistent
SSBs is of great importance for fundamental and applied research, such as nature conservation
or restoration (Bakker et al., 1996; Faist, Ferrenberg, and Collinge, 2013; Willems and Bik,
1998) and management of invasive species (Gioria, Le Roux, et al., 2019). However, compiling
databases on seed persistence in soil requires enormous effort when collecting primary data:
such studies are labor-intensive, costly, and time-consuming. As a result, the existing studies
are limited to a few regions (e.g., temperate Europe Plue, Van Calster, et al., 2021) and specific
habitats (e.g., grasslands Kleyer et al., 2008). Consequently, life-history trait databases suffer
from a chronic problem of missing data on seed persistence in soil. We are simply uncertain about
the survival potential of species in the soil in entire local and regional flora, which impedes, for
example, extinction risk assessment studies (Stöcklin and Fischer, 1999), research on community
assembly (Jiménez-Alfaro et al., 2016), and habitat restoration programs (Hölzel and Otte,
2004).

Several characteristics determine seed persistence in the soil, including seed and whole-plant
traits, vegetation and environmental properties, and various combinations thereof (Poschlod
et al., 2013; Saatkamp et al., 2014). To begin with, morphological (seed shape and seed size)
and physiological traits (dormancy) have been widely used as predictors of seed persistence
in soil: species with comparatively small, round, dormant seeds tend to build persistent and
dense(r) banks in the soil (Bekker et al., 1998; Gioria, Pyšek, et al., 2020; Honda, 2008) . Further,
seed number (i.e., total seed production per individual plant), species population density and
its dominance in the vegetation are considered important, especially for species that form SSBs,
as species that produce a high number of seeds (often annuals; Phartyal et al., 2020) and/or
dominate in the vegetation canopy tend to have denser SSBs (Kalin Arroyo et al., 1999; Gioria,
Le Roux, et al., 2019; Hölzel and Otte, 2004).

Importantly, the predictive power of these characteristics varies strongly with local environmental
conditions, suggesting that abiotic and biotic factors can mediate species’ ability to form SSBs
(Abedi, Bartelheimer, and Poschlod, 2014; Long et al., 2015; Rosbakh and Poschlod, 2021;
Saatkamp et al., 2014) . In general, species richness, composition, and density of the SSBs are
positively correlated with conditions of unpredictable growth, frequent disturbance and high-
risk recruitment (Anderson, Schütz, and Risch, 2012; Gioria, Pyšek, et al., 2020). Previous
research on seed bank variation across successional gradients in different habitats indicates that
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the persistence and size of SSBs decrease with successional maturity (Gioria, Pyšek, et al., 2020;
Plue, Van Calster, et al., 2021; Warr, Kent, and Thompson, 1994). Additionally, a few existing
studies on SSB variability along environmental gradients have revealed that all characteristics
of SSBs, but particularly seed density, are negatively correlated with levels of abiotic stress, e.g.,
climate and edaphic conditions (Funes et al., 2003), due to their direct and indirect effects on seed
persistence in the soil (Fenner, Fenner, Thompson, et al., 2005; Long et al., 2015; Poschlod et al.,
2013; Saatkamp et al., 2014). Finally, the recent study by Gioria, Pyšek, et al. (2020) demonstrated
that SSB type and density depend on species relatedness, suggesting that the ability to form
persistent and/or dense SSBs might be inferred from phylogeny.

Such interconnected and variable relationships between predictors of SSB persistence (plant and
seed traits, habitat preferences and phylogeny) make predicting SSB characteristics challenging.
In particular, conventional statistical methods, such as regression models, are not suitable for this
task as their learning, i.e., finding a relationship between the predictors (e.g., seed traits) and the
response (SSB characteristics), is guided and constrained by a priori assumption (s) about the
underlying relationships, thereby limiting their predictions with a pre-defined set of rules, which
for SSB characteristics are currently only poorly understood. In this context, machine-learning
(ML) is a promising tool for solving this problem.

Modern ML algorithms can flexible identify the best predictors, non-linearities of predictors,
and interactions between predictors, and usually achieve higher predictive performance than
regression models (Breiman, 2001b; LeCun, Bengio, and Hinton, 2015). Recent studies have
demonstrated that ML models can successfully predict plant–environment relationships and
outperform conventional methods, for example generalized linear models (GLMs), by a substantial
margin (Pichler, Boreux, et al., 2020). Moreover, ML models cope well with high-dimensional
data. And yet, the ML approach has never been applied to infer and predict species persistence in
SSBs. Finally, many potential predictors of SSB persistence have been identified in recent years
(e.g., seed traits (Long et al., 2015) or phylogeny (Gioria, Pyšek, et al., 2020)), but it remains unclear
which characteristics contribute the most to predicting SSB persistence. This is an important
question since collecting data on seed and plant traits, phylogeny, and environmental data results
in different costs. ML could offer an attractive solution, as most likely multiple predictors that
exist for SSB are difficult to identify with regression models, while ML is more flexible and efficient
in detecting the most predictive patterns.

The main aim of this study is to test the applicability of the ML approach to infer and predict
SSB properties in a regional flora. Specifically, we ask two questions: (1) can we predict species’
abilities to build an SSB (and its density) better with ML than with commonly used (generalized)
linear models? (2) What determinants of seed persistence in soil (environmental characteristics,
seed traits and phylogenetic relatedness) are the most important for predicting qualitative and
quantitative SSB characteristics using the ML approach? The practical utility of this approach in
seed ecological research is demonstrated using an extensive SSB survey of a set of easily available
seed and plant traits, and species phylogeny and environmental characteristics conducted in 18
species-rich grasslands located along a climatic gradient. The study is also intended to provide
detailed explanations of the methods used to stimulate further usage of the ML approach in seed
science research.

91



7777777

7 Seed bank persistence

7.2 Material and Methods

7.2.1 Study system

The field data were collected from species-rich calcareous grasslands on nutrient-poor soil located
along an elevational gradient in the Bavarian Alps (northern part of the Calcareous Alps, Germany;
Figure S5.1) from 656 to 2363 m above sea level. We selected this study system for two main
reasons. First, these ecosystems are ideal for studying the relative impacts of environmental (un)
favorability on SSBs because the elevation gradient encompasses strong variation in climatic
factors (temperature), soil conditions (soil moisture and nutrients), disturbance regimes (substrate
stability, past and present land-use type) and many other environmental properties (Körner, 2007)
potentially affecting seed persistence in soil. Second, the relatively high number of taxonomically
and functionally diverse species occurring in the studied grasslands allowed us to test the influence
of plant phylogeny and seed traits on seed persistence in soil.

The study region is typical for the Northern Alps in Southern Germany, with steep Triassic lime
and dolomite mountain peaks. The climate has mean annual precipitation rates up to 1500–2000
mm/year and a strong altitudinal decrease in mean annual temperature of ca. -0.6℃/1000 m
of elevation (Marke et al., 2013). The lower montane vegetation is dominated by tall forbs
and grasses, which are replaced by sedges, short-stature herbs and dwarf shrubs as altitude
increases. During the first half of the 20th century, the traditional practice of grazing and mowing
ceased, although several study sites were occasionally grazed by cattle or wild ungulates. The
nomenclature follows Oberdorfer (1949).

7.2.2 Soil seed bank survey

In 2009, we selected 18 sites (Figure S5.1) located at different elevations representing different
grassland vegetation types typical for the study region and easily accessible by foot for soil sample
transportation. The SSBs were studied by cultivating the soil samples in an open greenhouse
in Regensburg. More specifically, the soil samples were collected right after snowmelt: from
the beginning of April to the second half of May in the years 2010–2017 (the sampling period
is elevation-specific). The sampling period was spread over eight years due to limited space for
soil sample cultivation. We assumed that the studied SSBs are rarely subject to considerable
year-to-year fluctuations, as the disturbance levels in the study system are very low and succession
rates are slow. Thus, it is most likely that sampling over different years did not affect the SSB
characteristics. At each site, we randomly selected ten 2m·2m plots (replicates) with homogeneous
vegetation. The plots were located at more or less similar distances from each other within an
area of ca. 1000 m2 at each site. At each plot, soil was cored with a soil auger (4 cm diameter)
to a maximum depth at 10 random locations and the samples were bulked together. The top
layer of each soil core including the litter layer and the top centimeter was removed to exclude
transient seeds present at the surface. We focused on the top 10 cm of the soil profile to account
for elevation-specific differences in the sampled volume of soil, as lowland grasslands tend to
have deeper soils as compared to their upland counterparts. A preliminary study conducted
in a few lowland sites indicated that this approach would not affect the correctness of the SSB
characteristics, as very few viable seeds were found below the first 10 cm of the soil profile (S.
Rosbakh, unpublished data). Altogether, there were 100 soil samples from each site, resulting in
1800 samples in total.

The collected soil samples were transported to the lab, where they were stored at +4°C for a few
days before being processed. The soil samples were bulked by sieving through a 0.2-mm sieve,
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spread thinly and evenly on plastic trays (40 cm wide) filled with potting soil, and cultivated
outdoors at the University of Regensburg (Germany). To allow all viable seeds to germinate, the
samples were cultivated for two successive growing seasons. Emerged seedlings were identified
and removed from the trays. Five containers with potting soil only were used to control for
contamination by airborne seeds or seeds present in the potting soil. After the initial flush of
germination during the first cultivation year had ended, the soil samples were carefully turned
over with a fork to facilitate the germination of ungerminated seeds. After cold stratification
during the winter between two growing seasons, the soil samples were turned over one more
time. Cultivation was discontinued when no more seedlings emerged for eight consecutive weeks.

7.2.3 SSB predictors

Environmental characteristics of the study sites

We considered three main types of SSB predictors: environmental factors, seed traits and phy-
logeny. Environmental predictors included thermal conditions, water and nutrient supply, and
disturbance (grazing). Abundances of individual species in the vegetation at each site were
included in the group of environmental predictors as they can be considered to be a result of
abiotic filtering. The vegetation was surveyed in the same plots from which the soil samples
were taken. The surveys were conducted in the same year that the soil was sampled in ten
2m · 2m plots per site at the peak of the growing season, which was elevation-specific. In each
plot, the abundance of all vascular plant species was estimated based on the following scale:
0.1%–1%,1%–5%,5%–25%,25%–50%,50%–75%,and 75%–100%. The relative abundance of a species at
a site was then calculated as the mean value of its abundance in all plots.

Site thermal conditions during the vegetation period were estimated with the help of the Landolt
indicator value for temperature (Landolt’s T), a proxy for mean soil and surface temperatures
after snowmelt (Landolt et al., 2010; Scherrer and Körner, 2011). Similarly, we used Landolt
indicator values for water availability (Landolt’s F) and soil nutrients (Landolt’s N) as proxies
for site water and nutrient supply during the vegetation period respectively. We opted for these
indicator values because they are strongly correlated with directly measured temperature and soil
parameters (e.g., air temperature, soil phosphorus content, soil depth; e.g., Rosbakh and Poschlod,
2021) and due to their wider availability. Finally, grazing intensity, the main disturbance factor at
the study sites, was recorded at all study sites and included three levels: (1) no current agricultural
usage but occasional grazing by sheep and wild ungulates; (2) occasional extensive grazing by
cows; and (3) mountain dairy farm with permanently grazing cows (except for site HO5, which
was extensively grazed by sheep).

Phylogeny

To infer the influence of species’ phylogenetic relatedness on seed persistence in soil, e.g., Gioria,
Pyšek, et al. (2020), we included information on the phylogenetic distances between study species
as variables in the models. We made no inferences about the potential evolutionary processes
underlying possible correlation between SSB properties and species phylogeny. The phylogenetic
relationships among all the studied species were summarized by calculating eigenvectors extracted
from a principal coordinates analysis (PCoA) representing the variation in the phylogenetic
distances among species (Penone et al., 2014). We used the first 13 eigenvectors that represented
more than 60% of the variation in the phylogenetic distances among species. The calculation of the
eigenvectors was based on a dated phylogeny of a large European flora (Durka and Michalski,
2012).
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7.2.4 Data analysis

All statistical calculations were done with the help of R software (version 4.1, R Core Team, 2022).

Data preparation

Based on the vegetation survey and soil cultivation data, we predicted the ability of a species to
form a persistent SSB at a study site as a binary variable (1, able to form a seed bank; 0, otherwise).
Furthermore, we predicted SSB density (seeds/m2), a quantitative measure of persistence in soil,
for each species at each study site by adding up the numbers of seedlings germinated from the
corresponding soil samples.

In the first step, we compiled a data set including SSB data (both the binary variable for ability
to build a seed bank and seed bank density), environmental characteristics, seed traits, and
phylogenetic relatedness for each species occurring at each study site both in the vegetation and
in the SSB. In other words, the analyzed data set contained seed bank data for multiple species at
the same plot, i.e., every row in the data set represented a species–plot combination.

We transformed the “seed dormancy” ordinal variable into a continuous variable. Missing values
in the data set (seed shape for five species, productivity for 45 species and dormancy for 37
species) were imputed using the missRanger R package (an alternative implementation of the
original proposed method (Stekhoven and Bühlmann, 2012)). As information about vegetation
succession is rarely available in SSB research (many species from previous succession stages
can survive in the soil for longer periods of time), the observations with vegetation equal to
zero were removed from the data set. All predictors were standardized (centered and divided by
their standard deviation) prior to analysis. Because SSB density was heavily skewed, we applied
logarithmic transformation to it (log(SSBdensity+0.001)) and used the log-transformed variable
as a response variable in our models. Model assumptions were met in all cases, when applicable.

7.2.5 Model evaluation

Evaluating models on the data on which they have been trained leads to underestimation of the
actual predictive error for new data (Roberts et al., 2017). To estimate the generalization ability
of a model (i.e., how accurate the predictions of a model are for new observations), it has to be
evaluated on a part of the data set that was not used for training the model, the so-called holdout.
We used k-folded cross-validation (i.e., split the data set into several holdouts so that each data
point appears once in the holdout data set, trained the model n times on the n training data sets,
and averaged the predictive errors on the n holdout data sets; see Roberts et al., 2017)

While cross-validation can produce accurate estimates of predictive performance, performance
can still be overestimated if the observations are non-independent, for example in the presence of
spatial auto-correlation (Roberts et al., 2017). To counteract this, we used nine-folded, spatially
blocked cross-validation to account for spatial dependencies introduced by the 18 sites from
which the observations were collected. In each split, observations for 16 sites were used to train
the model and the holdouts of two sites were used to estimate the predictive error. We used
nine-folded blocked cross-validation for all the different sets of predictors.

For the calculation of the predictive error/performance (on the holdouts of the cross-validation),
we used the area under the receiver operating characteristic (ROC) curve (AUC) for models
when predicting the presence/absence of SSB, and the R-squared for models when predicting
SSB density. AUC measures how well the model can differentiate between two response classes
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(presence and absence of SSB). The AUC and R-squared were averaged over the nine holdouts of
the cross-validation.

7.2.6 Performance of the ML and the conventional approach in predicting SSB

characteristics

To test whether theML approach ismore advantageous than conventional approaches to predicting
SSB characteristics, we used two common representatives of these groups. For ML, we used the
random forest model (RF Breiman, 2001a) which has advantages over other ML models such
as the low number of hyperparameters and the associated easier usability. Hyperparameters
are parameters of the model itself (not to be confused with parameters that are optimized by
the model), which are usually optimized in a trial-and-error search to find the optimal set for
a specific data set (Claesen and De Moor, 2015). In addition, RF copes well with small data
sets, can handle different types of responses (e.g., presence/absence of SSB and SSB density in
our study), and is implemented in numerous programming languages. Foregoing the established
procedures, we skipped hyperparameter optimization, opting instead to test the achievable
predictive performance with the default hyperparameters because hyperparameter tuning usually
requires expert knowledge. We used the RF implementation from the ranger R package (version
0.12.1; Wright and Ziegler, 2017).

For the conventional statistical approach, we used linear regression (with log-transformed SSB
density as the response variable) and logistic regression models (presence/absence of SB as the
response variable) as these are commonly used tools in analyses of ecological data. The training
or “learning” in regression models is specified by the hypothesis. Because linear regression
models cannot learn outside of their hypothesis, i.e., if interactions are not specified the model
cannot account for them, we added all the predictors additively, as well as all the combinations of
predictor–predictor interactions. To compensate for the lack of power (interim results showed
that the regression model would not converge with so many predictors), we applied elastic-
net regularization (Zou and Hastie, 2005) via the glmnet R package (Friedman, Hastie, and
Tibshirani, 2010). The strength of the regularization and the weighting between the l1 and the l2
regularization were tuned via three-fold cross-validation.

We used the mlr R package (version 0.9.0; Lang et al., 2019) to train and evaluate the models.

7.2.7 Relative importance of environmental characteristics, seed traits and

phylogeny in predicting SSB characteristics

We identified the relative importance of single predictors and corresponding functional groups
(seed traits, environment and phylogeny) using the RF models as they demonstrated better
performance than the regression framework (see below).

7.2.8 Indentifying individual important predictors

RF provides quantitative information about the importance of the predictors. This ranking, called
variable importance (Breiman, 2001a). should be not confused with regression coefficients in
regression models, since the absolute values of those variables’ importance are uninformative
and depend on the data set (and the number of predictors). However, the relative importance of
the variables vs each other can be used to rank the predictors to identify the most predictive ones.
Thus, to identify the most important predictors, we fitted RF on all the predictors and ranked the
importance of the predictors based on their variable importance.
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To assess the ability of the different functional groups to predict SSB, we divided the predictors into
“Environment” (Landolt’s T, Landolt’s F, Landolt’s N, grazing intensity, cover), “Seed” (mass, shape,
production, dormancy, endosperm presence/absence), “Phylogeny” (the first 13 phylogenetic
eigenvectors), and “All” (all predictors). We then fitted the models (RF and regression) on the
different groups and estimated the predictive performance via nine-folded blocked cross-validation
(see above).

7.2.9 Minimal requirements for predicting SSB features with the ML approach

The choice of type and number of model predictors in ecological research strongly depends on
the available data. Thus, to estimate the minimal set of SSB determinants required to achieve high
predictive performance for SSB characteristics, we selected the four previously identified predictors
(see corresponding sections) with the highest variable importance, which were (temperature, c5,
c7, mass) for the presence/absence of SSB and (temperature, c7, mass, c5) for SSB density, to test
their predictive performance.

In the second step, we first tested an RF model with only the first predictor (temperature) and in
subsequent steps we sequentially added the remainder of the four predictors to the set of predictors.
In each step, we estimated the predictive performance via nine-folded blocked cross-validation as
described above.

7.2.10 Functional relationship of important predictors and SSB

Machine-learning models are often referred to as black-box models because it remains unknown
what relationships the ML model learns in order to generate predictions. In linear regression
models, the a priori hypothesis restricts the model’s learning, and the model is not capable of
learning outside of this hypothesis (e.g., given two predictors A and B, if the interaction of A
and B is not specified, the model cannot learn it). In ML, however, the idea is that the model
should be capable of automatically identifying the best predictive patterns in the data (Breiman,
2001b), which makes ML a great tool for predictive modeling but comes with the cost of low
interpretability (Breiman, 2001b). However, findings of discriminative ML models have driven
the development of explainable artificial intelligence (xAI) methods and tools (Barredo Arrieta
et al., 2020). The idea of xAI is to reveal post-hoc the predictive patterns used by the ML model
(Barredo Arrieta et al., 2020; Pichler, Boreux, et al., 2020; Ryo et al., 2021).

To check whether the predictive patterns theMLmodel used to predict SSB density are ecologically
plausible, we used an approach based on accumulated local effect plots (ALE; Apley, 2016) to
explore the functional relationships between predictors (temperature, shape, and mass) and the
response variable (presence/ absence of SSB, and density of SSB; Molnar, 2020). Briefly, ALEs are
based on the idea of sampling predictors individually while keeping the other predictors fixed. If
the sampled predictor is “important,” the predictions will be affected more strongly. Phylogenetic
predictors were not considered because they cannot be linked to actual ecological mechanisms,
making their interpretation pointless.

7.3 Results

7.3.1 Vegetation and soil seed bank surveys

At the 18 study sites, we recorded 290 species belonging to 45 families. The most dominant families
were Asteraceae (45 species), Poaceae (30 species), Cyperaceae (21 species) and Caryophyllaceae
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(16 species). Graminoids dominated in the vegetation of all the sites surveyed.

In total, 247,995 seedlings belonging to 162 species and 35 families germinated in the collected
soil samples. Thus, germinable seeds of 128 species (e.g., Campanula alpina, Ligusticum mutellina
and Valeriana montana) were not found in the collected soil samples. Of the species present in the
SSB, seeds of 65 species, for example, Carex flacca, Hypericum perforatum and Veronica officinalis,
were found at each site where the corresponding species occurred in the vegetation. Seeds of
97 species, such as Alchemilla vulgaris, Nardus stricta, and Ranunculus montanus, displayed a
variable behavior in the surveyed SSBs, being present at some sites and absent from others. The
seed density of species present in the SSB ranged from eight (Carex sylvatica, Potentilla aurea) to
63,603 (Sagina saginoides) with an average of 1617 seeds/m2.

7.3.2 Predictive performance of the ML and conventional approaches in pre-

dicting SSB characteristics

When comparing the performance of ML (RF) and conventional approaches (linear and generalized
linear model) in predicting SSB characteristics, we found that the ML approach achieved an AUC
of 86.1% and the GLM, an AUC of 76.9% when predicting the presence/ absence of SSB (Figure 7.1;
intersection of the circles). In predicting the density of SSBs, the ML approach achieved an R2

of 41.7%, whereas the conventional approach (linear regression model) achieved an R2 of 18.7%
(Figure 7.1; intersection of the circles).

For SSB density, the combination of environmental characteristics and phylogeny included in
the RF model resulted in an R2 of 38.1%, and was followed by the combination of environmental
characteristics and seed traits (of 33.2%), and seed traits and phylogeny (R2 of 32.5%). Among
single groups of predictors, seed traits and phylogeny had the highest predictive performance
with an R2 of 33.8% and 31.9% respectively. Environmental characteristics alone were predictive
of only 6.2% of SSB density in the data set.

The conventional approach had a substantially lower predictive performance than the ML model,
with an R2 of 18.7% when all predictors were used (Figure 7.1b), followed by the combination
of phylogenetic and seed, and phylogenetic and environmental characteristics (R2 of 13.5% and
15.5). Among single groups of predictors, seed characteristics showed the lowest predictive
performance with an R2 of 0.5%, while phylogenetic and environmental characteristics achieved
higher predictive performances with an R2 of 9.7% and 12.6%.

All the differences between the ML model and the (generalized) linear model were statistically
significant excepting where only the group of environmental predictors was used (Tables S5.1
and S5.2).

7.3.3 Relative importance of environmental characteristics, seed traits and

phylogeny in predicting SSB characteristics

Indentifying individual important predictors

When looking at the variable importance of SSB predictors, we found that for both types of
response (presence/absence (Figure 7.2a) and density (Figure 7.2b)) the temperature conditions
at the surveyed sites were the most important predictor (9% and 10% for SSB presence/ absence
and density respectively, Figure 7.2). The remaining environmental characteristics (soil nutrients
and moisture, grazing intensity), several seed traits (seed mass, shape and production) and all the
phylogenetic eigenvectors had comparable variable importance for SSB characteristics (3%–6%).
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A
Presence/absence of seed bank

69.7%
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Phylogeny
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Seed Traits
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Density of seed bank
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31.9%
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33.2% 32.5%
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B
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Environment

69.4%
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74%
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Seed Traits

73.8% 74.3%

76.9%

12.6%

Environment

9.7%

Phylogeny

15.5%

0.5%

Seed Traits

14.5% 13.5%

18.7%

Figure 7.1: Performance of the random forest machine-learning model (a) and the conventional
regression model (b) in predicting presence/ absence and density of seed banks. Both models were
fitted on three sets of predictors (environment: temperature, nitrogen, moisture, grazing; seed traits:
production, mass, endosperm, shape, and dormancy; phylogeny: phylogenetic axes that explain 60%
of the variation). The intersections show the performance of the different combinations of predictors.
Predictions for presence/absence of SSB (left column) were evaluated by AUC and predictions for
SSB density (right column) were evaluated by R2. Models were evaluated by blocked nine-folded
cross-validation (observations were from 18 different plots; in each validation step 16 plots were used
for training and two plots for validation)

Seed dormancy and endosperm presence/absence had comparatively low variable importance
(<1%, Figure 7.2).

Minimal requirements for predicting SSB features with the ML approach

We identified site temperature conditions as the predictor with the highest predictive performance
(AUC of 65.8% and R2 of 6.2%, Figure 7.3) for both response types (Figure 7.3). For predicting
SSB presence/ absence, the addition of the phylogenetic eigenvector c5 as a predictor is already
sufficient to reach an AUC of 0.79, which corresponds to 91% of the maximal achievable predictive
performance of 0.861 (Figure 7.1a). For predicting SSB density, two additional predictors, seed
mass and the phylogenetic eigenvector c5, were necessary to reach 80% of the maximal achievable
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Figure 7.2: Variable importance in random forest model fitted on presence/ absence of seed banks
(a) and on density of seed banks (b), plotted in descending order as per their relative importance
measured by the Gini index in percent. All available predictors were used. Abbreviations: T, N, F:
Landolt’s indicator values for temperature, soil fertility and moisture respectively; c1–13: phylogenetic
eigenvectors

predictive performance (Figures 7.1b, 7.3b).

7.3.4 Functional relationship of important predictors and SSBs

According to the RF model, the probability of a species forming an SSB increased with increasing
site temperature, soil moisture and fertility, and species abundance, and decreased with increasing
seed mass, seed shape value, and seed production (Figure 7.4a–h). Species occurring at sites with
relatively high grazing intensity tended to form persistent seed banks in the soil. SSB density
was positively affected by site temperature conditions, soil moisture availability, and species
abundance (Figure 7.4i–p).
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Figure 7.3: Predictive performance of random forest models for soil seed bank presence/absence (a)
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Figure 7.4: Conditional dependency profiles (based on accumulated local effects) from random
forest model for the environmental and the seed trait predictors. Predictors are sorted according to
their variable importance found by the random forest model. (a–h) The profiles for predicting the
presence/absence of seed bank formation; (i–p) the profiles for predicting seed bank density. The
grey lines are the profiles, and the black lines are smoothing splines

7.4 Discussion
There is a growing demand for knowledge on soil seed persistence in both basic and applied
plant ecological research. Information on species’ ability to form persistent SSBs and their
quantitative characteristics is not only crucial for understanding past, present and future plant
population dynamics (Saatkamp et al., 2014; Walck et al., 2011), but also for restoration projects
(Hölzel and Otte, 2004), risk assessment (Stöcklin and Fischer, 1999) and invasive-species
management (Gioria, Le Roux, et al., 2019). SSB surveys cannot by themselves satisfy such a
need for knowledge as the field, and particularly the cultivation part of this approach, is still
extremely resource-intensive.

Our study closes this gap by providing a novel methodological approach combining empirical
knowledge on the determinants of SSB characteristics and a modern, flexible statistical approach
based on ML. We first demonstrated that the ML approach substantially outperforms conventional
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statistical methods in predicting SSB characteristics. Second, we found that SSB characteristics
can be predicted with high accuracy regardless of the available predictor type (environmental
characteristics, seed trait and phylogeny). Finally, we revealed that a few widely available SSB
predictors can already achieve a high predictive power in the ML approach, suggesting high
flexibility of the developed approach for use in various study systems.

7.4.1 Predictive performance of the ML and conventional approaches in pre-

dicting SSB characteristics

In our study, the ML approach (RF) outperformed the (generalized) linear model considerably in
predicting SSB characteristics (Figure 7.1). This finding confirms previous studies (e.g., Pichler,
Boreux, et al., 2020) and our expectations that given the complex nature of predictors and their
interactions, accurate analysis of patterns in SSB, and more generally ecological data, requires a
more flexible approach. The comparatively better performance of the ML approach in predicting
SSB characteristics can be explained by two points.

First, assuming the correct functional form of the relationship between predictors and response
variable is essential for accurate predictions. However, conventional statistical models such as
linear regression models are constrained in their learning by a priori assumptions (the hypotheses)
about the underlying system. Thus, the modeler needs to correctly specify the functional relation-
ships between predictors and predicted characteristics (e.g., linear or non-linear) as well as the
relationships between predictors. Moreover, it remains doubtful whether we can do the same for
phylogenetic predictors, which can be seen as proxies for unmeasured traits (Morales-Castilla
et al., 2015) and can improve the accuracy of predictions for ecological data (e.g. Brousseau,
Gravel, and Handa, 2018a; Pomeranz et al., 2019). However, making assumptions about their
functional form or linking them to environmental or seed trait predictors is difficult as we cannot
connect them to actual ecological mechanisms.

Second, conventional approaches often lack flexibility. As mentioned earlier, ecological patterns
are usually scale-dependent (König et al., 2021; Poisot, Stouffer, and Gravel, 2015) and nuisance
predictors are required to account for locally varying functional forms, but entail loss of statistical
power and give no guarantee that the possible fluctuating predictive patterns of predictors will
be successfully captured. However, our results demonstrated that in this case ML could offer a
powerful solution, as it is able to automatically identify and learn flexible predictive patterns
(Breiman, 2001a; Breiman, 2001b).

Based on previous research, we assumed the existence of several predictive patterns for SSB
characteristics. Our results indicate that RF individually achieved a high performance for phyloge-
netic and seed trait predictors (Figure 7.1), but their combination did not greatly further increase
predictive performance. Assuming that phylogeny is a proxy for unmeasured traits correlated
with SSB persistence, our findings thus confirm that phylogeny and information about seed
traits encode similar predictive patterns for SSB characteristics and using both does not increase
predictive performance greatly (Figure 7.1). On the other hand, for the conventional statistical
models predictive performance increased greatly when all sets of functional predictors were used
compared to use of individual groups (Figure 7.1). This implies that such statistical models cannot
make the best use of the predictive patterns in the individual groups, indicating that some of
the predictive patterns are non-linear and require higher flexibility. In contrast, the ML model
was able to utilize the available individual predictive patterns, highlighting the advantages of the
ML approach in predicting SSB characteristics when the availability of predictors is limited by
temporal and/or financial resources.
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7.4.2 Relative importance of environmental characteristics, seed traits and

phylogeny in predicting SSB characteristics

When predicting SSB characteristics with the ML approach, we found that the temperature
conditions of the surveyed sites were the most important predictor, both for SSB presence/absence
and density. The conditional dependency profiles of RF for this predictor revealed that species
from warmer sites (i.e., higher Landolt’s T values) were more likely to build up a persistent
SSB with higher seed density (Figure 7.3). This finding is in line with our recent study in the
same study system (Rosbakh and Poschlod, 2021) and observations made elsewhere (Ortega,
Levassor, and Peco, 1997; Welling, Tolvanen, and Laine, 2004) that the importance of SSBs
for plant persistence gradually decreases with increasing elevation. Low-temperature stress in
colder sites, including the short growth period with generally low temperatures coupled with
frequent and severe frost events, negatively affects regeneration by seed. Therefore, because of the
unpredictable seed input into the soil, plants shift their main persistence strategy from replacement
of individuals by seeding germinating from the SSB to in situ maintenance of established individual
plants by emphasizing stasis of adult stages (Rosbakh and Poschlod, 2021).

The remaining environmental characteristics (soil nutrients and moisture, grazing intensity, and
species abundance in the vegetation (“cover”)) were found to be important predictors of SSB
characteristics of equal importance, though with smaller predictive power than temperature.
Although the ML approach does not allow for direct hypothesis testing and P-value calculations,
which are usually used to confirm/reject postulated hypotheses, these findings are ecologically
plausible as they agree well with previous SSB research. First, the detected low probability that
species with persistent SSB and low SSB density would be present in sites with nutrient-poor
and dry soils (i.e., lower Landolt’s F and N values) is in line with the general observation that
all components of SSBs, and particularly seed density (the curves for SSB density are much
steeper than for SSB presence/absence; Figure 7.4), are negatively correlated with levels of abiotic
stress (e.g., edaphic conditions; Funes et al., 2003), due to its direct and indirect effects on seed
persistence in the soil Fenner, Fenner, Thompson, et al., 2005; Long et al., 2015; Poschlod
et al., 2013; Saatkamp et al., 2014. Second, the revealed positive effects of grazing animals on SSB
persistence and density agree well with the previous finding that frequent (moderate) disturbance
favors formation of persistent SSBs with a high density due to the establishment of gaps by
grazing and trampling, favoring species with a ruderal strategy (Grime, 2006; Renne and Tracy,
2007). Finally, SSB persistence and density were positively affected by plant abundance in the
vegetation, a pattern known from other systems and explained by a comparatively large seed
input into soils from the dominant species (Saatkamp et al., 2014). These results, however, come
with the reservation that we did not check which predictor–predictor interactions were learned by
RF. It is likely that RF found some, but the high predictive performances of a few single predictors
(Figure 7.3) suggest that these are negligible.

In our study, three out of five seed traits: mass, shape and production, performed well in predicting
SSB characteristics. Like in other SSB studies (Bekker et al., 1998; Gioria, Pyšek, et al., 2020;
Honda, 2008), the species in our systemwith comparatively small, round seeds, a seed morphology
that favors easier seed burial and reduces risk of predation (Fenner, Fenner, Thompson, et al.,
2005), tended to build persistent and dense (r) banks in the soil. Seed production, a trait with
predictive performance comparable to that of seed mass and shape, had a negative effect on SSB
persistence and density, especially in species that produce more than 9000 seeds per ramet. This
finding contradicts previous observations that high seed production is an important determinant
of SSB characteristics due to the positive trade-off between number of produced seeds and their
mass, i.e. productive species tend to produce smaller seeds that persist in the soil (Saatkamp
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et al., 2014).

Seed dormancy and endosperm presence played a minor role in predicting SSB characteristics,
as they showed the lowest predictive performance in the calculated models. The former finding
agrees well with the studies by Thompson et al. (2003) and Gioria, Pyšek, et al. (2020), which
demonstrated that seed dormancy is an important mechanism promoting seed persistence in
the soil but, overall, is a poor predictor of SSB characteristics. The weak predictive power of
endosperm presence in inferring SSB characteristics supports the conclusion by Long et al. (2015)
that this trait, which can nevertheless serve as a good proxy for seed longevity in storage (Probert,
Daws, and Hay, 2009; Tausch et al., 2019), does not reflect species’ ability to persist in soil.

Including phylogenetic eigenvectors considerably improved RF model performance in predicting
both SSB characteristics of interest. These results agree well with recent trait-based research
showing that phylogenetic predictors contain information on unobserved traits, thereby increasing
the predictive power of models (Desjardins-Proulx et al., 2017; Morales-Castilla et al., 2015;
Pomeranz et al., 2019) . In the SSB context, these unobserved (and usually hard-to- measure)
traits might include a number of ecophysiological adaptations, such as desiccation tolerance
and/or genetic degradation resistance, which positively influence inherent seed longevity and
thus seed persistence in soil (Long et al., 2015). Alternatively, the good predictive performance of
the phylogenetic predictors could be explained by their correlation with the seed traits correlated
with SSB persistence (mass, shape productivity; Figures 7.2 and 7.4, Supporting Information S5
Figure S5.3), which are not randomly distributed across phylogeny (e.g. Gioria, Pyšek, et al.,
2020). Although in our study it was not feasible to separate these two explanations from each
other, we believe that in our case the latter explanation is more likely, as both the “Seed” and
“Phylogeny” groups of predictors showed the highest predictive performance of the three groups
but including both did not substantially improve predictive performance.

Besides testing different sets of predictors (environment, seed, and phylogeny), we also wanted
to identify the minimal combination of the best predictors independently of their group. In our
study, we considered 22 predictors, a comparatively large number that would entail high labor and
temporal costs of data collection, especially in poorly studied regional flora. Our results indicate
that both SSB components can be predicted with high accuracy based only on a few characteristics
that can be obtained from already existing sources. For example, for studies conducted in Europe,
information on site temperature conditions could be obtained from regional indicator values
(e.g. Landolt et al., 2010; Tyler et al., 2021), data on seed shape and mass, from trait data bases
(Kleyer et al., 2008; Liu, Cossu, and Dickie, 2019), and phylogenetic vectors, from the work by
Durka and Michalski (2012). In other regions with poorer data coverage, global ready-to-use
phylogenies (e.g. Jin and Qian, 2019) in combination with in situ measurements of relatively
simple seed morphological traits, such as mass and shape, could be used as reliable predictors of
SSB characteristics.

Data availability statements The code and data used for the analysis are publicly available
at https://github.com/MaximilianPi/Rosbakh-Pichler-Poschlod-2021.
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CHAPTER 8

FIXED OR RANDOM? ON THE RELIABILITY OF MIXED-EFFECTS
MODELS FOR A SMALL NUMBER OF LEVELS IN GROUPING

VARIABLES

Johannes Oberpriller, Melina de Souza Leite, Maximilian Pichler

Published in Ecology and Evolution, 2020, 12, e9602, 10.1002/ece3.9062

Abstract Biological data are often intrinsically hierarchical (e.g., species from different genera,
plants within different mountain regions) which made mixed-effects models a common analysis
tool in ecology and evolution because they can account for the non-independence. Many questions
around their practical applications are solved but one is still debated: Should we treat a grouping
variable with a low number of levels as a random or fixed-effect? In such situations, the variance
estimate of the random effect can be imprecise, but it is unknown if this affects statistical power
and type I error rates of the fixed-effects of interest. Here, we analyzed the consequences of
treating a grouping variable with 2–8 levels as fixed- or random-effect in correctly specified
and alternative models (under- or overparametrized models). We calculated type I error rates
and statistical power for all model specifications and quantified the influences of study design
on these quantities. We found no influence of model choice on type I error rate and power on
the population-level effect (slope) for random intercept only models. However, with varying
intercepts and slopes in the data-generating process, using a random slope and intercept model,
and switching to a fixed-effects model, in case of a singular fit, avoids overconfidence in the
results. Additionally, the number and difference between levels strongly influences power and
type I error. We conclude that inferring the correct random-effect structure is of great importance
to obtain correct type I error rates. We encourage to start with a mixed-effects model independent
of the number of levels in the grouping variable and switch to a fixed-effects model only in case
of a singular fit. With these recommendations, we allow for more informative choices about study
design and data analysis and make ecological inference with mixed-effects models more robust
for small number of levels.

Keywords: Mixed-effects models, generalized linear models, multilevel models, hierarchical
models, fixed effects, random effects

https://doi.org/10.1002/ece3.9062


88888888

8 Random effects

8.1 Introduction
Many biological data from experimental or observational studies have hierarchical grouping (or
blocking, or clustering) structures that introduces dependencies among observations (McMahon
and Diez, 2007; Bolker et al., 2009; Harrison et al., 2018). A statistical analysis must account for
these dependencies to ensure consistency of statistical properties (e.g., type I error rate) (Arnqvist,
2020a), a task for which linear and generalized mixed-effects models (LMMs or GLMMs) were
designed (Laird and Ware, 1982; Chen and Dunson, 2003). Mixed-effects models have replaced
ANOVAs as the common tool for variance analysis (Wainwright, Leatherdale, and Dubin, 2007;
Bolker et al., 2009; Boisgontier and Cheval, 2016) because they allow simultaneous analysis
of variance at different hierarchical levels (Krueger and Tian, 2004; Boisgontier and Cheval,
2016), handle unbalanced study designs better (Swallow and Monahan, 1984; Lindstrom and
Bates, 1988; Pinheiro and Bates, 1995; Littell, 2002), and have better statistical properties for
missing data (Baayen, Davidson, and Bates, 2008).

Mixed-effects models have the ability to adapt to different data structures, but the flexibility (8.1
Wainwright, Leatherdale, and Dubin, 2007) that comes with them also leads to discussions
about their challenging application (Nakagawa and Schielzeth, 2013; Dixon, 2016). This
includes datarelated properties such as the best way to handle overdispersion (Harrison, 2015;
Harrison, 2014), small sample sizes in the individual blocks (Gelman and Hill, 2007), technical
aspects such as robustness to wrong distributional assumptions of the random effects (Schielzeth,
Dingemanse, et al., 2020), and to questions about how to compare different mixed-effects models
(e.g. using R2 Nakagawa and Schielzeth, 2013). Additionally, there are application-oriented
issues (Harrison et al., 2018; Meteyard and Davies, 2020) such as the question about the
complexity of the random-effect structure (Barr et al., 2013; but see Matuschek et al., 2017), the
interpretation of random-effects (e.g. Dixon, 2016), or when a grouping variable should be treated
as random or fixed-effect (Harrison et al., 2018).

A priori, modeling a grouping variable as fixed- or random-effect are for balanced study designs
equally well suited for multilevel analysis (Townsend et al., 2013; Kadane, 2020). There are
no strict rules because the best strategy generally depends on the goal of the analysis (Gelman
and Hill, 2007, Box 8.2), however, for unbalanced designs there are some subtilities. For in-
stance, random-effect estimates incorporate between and within group information whereas the
corresponding fixed-effects model (grouping variable is specified as a fixed-effect) only within
group information which leads to different weighting of the individual level estimates (not in
balanced study designs) (McLean, Sanders, and Stroup, 1991; Dixon, 2016; Shaver, 2019; but
see Giesselmann and Schmidt-Catran, 2020).This is important when one is interested in the
actual level effects themselves (narrow-sense inference analysis), but also when only interested
in the population-level effect (broad-sense inference analysis), i.e. where the individual levels
of the grouping variable are not of interest and one uses a nonlinear model. For this type of
analysis, for a fixed-effect model we cannot simply build the weighted average over the individual
levels to obtain the population-level effect, because the nonlinearity does not commute with the
expectation value.

The different inferential conclusions that result from fixed and random effect modeling are due to
the different assumptions underlying these two options (Millar and Anderson, 2004). Modeling
a grouping variable as random-effect implicitly assumes that the individual levels of the grouping
variable are realizations of a common distribution, usually a normal distribution, for which the
variance and the mean (the population-level effect) need to be estimated (e.g. DerSimonian and
Laird, 1986). As random effects are commonly parametrized so that the random-effect has a
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Box 8.1: Scenario of an ecological study design with grouping/blocking variables

Sampling design. Suppose we want to understand the population-level effect of temperature
on the height of a plant species that grows in different mountains. We hypothesize that higher
temperature (lower altitude) increases the height of flowering plants. To do so, we establish
altitudinal transects in many mountains and collect information from a certain number of plants. In
this idealized scenario, we assume that the temperature predictor variable is collinear with altitude
and not confounded with any other predictors like soil type, moisture, or ph.

Problem. The transects are not in the same geographical alignment, the type of soil varies in
each mountain, and the plants are genetically very distinct among populations. All these factors
introduce differences among populations that are not exactly of our interest (given our hypotheses),
but statistically, plants of the same mountain are non-independent observations. The mountains
can be considered as grouping, blocking or control variable.
Modeling options. We may use a mixed-effects model with a random intercept and slope (Box 8.2)
for mountain to account for the differences among populations (grey lines in Figure 8.1) while still
modeling the relationship of interest as fixed-effects (blueline). An alternative may be to use a
fixed-effects model, i.e., to include mountain as a categorical predictor (Box 8.2).
Hypothesis. The height of flowering plants increases with temperature:

H
ei
gh
t

Temperature

Figure 8.1: Individual realizations of the height dependence on temperature (grey lines) and
the overall realization (blue line).
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zero mean, this assumption shrinks the estimates of each random-effect level to zero. In contrast,
treating a grouping variable as a fixed-effect makes no distributional assumptions about the
individual level estimates (i.e., treating the levels separately of each other and thus no between
level information is used to estimate the level effects). The random-effect model has fewer effective
parameters than the fixed-effects model because of the shrinkage (e.g. Gelman and Hill, 2007)
which can lead in balanced designs to higher statistical power to detect significant population-level
effects at the cost of higher computational and numeric demand (Bolker et al., 2009), discussions
on how to correctly calculate p-values in unbalanced designs (Bolker et al., 2009, see Nugent
and Kleinman, 2021) and a bias towards zero of the random-effect estimates (Johnson, Barry,
et al., 2015).

So, if we are not interested in each individual level effect (broad-sense inference), randomeffect
modeling seems preferable over fixed-effects modeling. It is, however, unclear if these advantages
remain when the number of levels in the grouping variable is small (cf. Harrison et al., 2018),
because this might cause an imprecise and biased random-effects’ variance estimate (Harrison
et al., 2018), which then could influence the population-level effect estimate of the mixed-effects
model (Hox, Moerbeek, and Schoot, 2017).

The ecological literature suggests as a rule of thumb that an approximately precise estimate of
the random-effect’ variance requires at least five, sometimes eight, levels (Bolker, 2015; Harris,
2015; Harrison et al., 2018). With four or fewer levels in the grouping variable, the preferred
alternative is to include it as a fixed-effect (Gelman and Hill, 2007; Bolker et al., 2009; Bolker,
2015). But this threshold seems to be arbitrary chosen as it varies by discipline e.g. 10–20 in
psychology (McNeish and Stapleton, 2016) or 30–50 in sociology (Maas and Hox, 2005). To
our knowledge, however, none of these values were based on a systematic analysis of how the
modeling choice of the grouping variable affects statistical properties such as the type I error rate
and power of the estimated population-level effects (i.e., the weighted average slope or intercept
over a grouping variable).

Here, we analyze a situation where an analyst wants to infer the population-level effect and
decided to use a mixed-effects model but is confronted with a low number of levels in the grouping
variable. For this scenario, we simulated an unbalanced study design on the height of a plant
on a temperature gradient to compare empirical power and type I error with a varying number
of levels (two to eight mountains). To represent the challenge of correctly specifying the model
structure and the consequences if the structure is not correctly specified, we additionally tested
mis-specified models (overparametrized or underparametrized versions of the fixed and mixed-
effects models). To quantify the effect of these modeling choices on the population-level effect,
we compared: type I error rates and statistical power. Based on our results and in the context of
broad-sense inference, we give practical recommendations on when to include grouping variables
as random-effect or as fixed-effect.

8.2 Methods
To compare random- and fixed-effects modeling of a grouping variable with small number of
levels, we simulated data based on our hypothetical example from Box 8.1. We hypothesized,
that higher temperatures increase the average height of plants. We simulated an unbalanced
study design—a common scenario in ecology and evolution (Schielzeth, Dingemanse, et al.,
2020)—with two to eight mountains and a varying number of plants for each mountain (expected
range between 40–360 plants per mountain) while keeping the overall number of plants constant
(on average 200 plants per mountain) along altitudinal transects. For each case, we simulated
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Box 8.2: Modeling a grouping variable as random or fixed-effect

Fixed or random effect? The question of whether to include a grouping (blocking) variable as
random or fixed-effect in the analysis depends on several factors. Fixed-effects are usually used
when the analysts are interested in the individual level estimates of a grouping variable (Bolker
et al., 2009) and these are independent, mutually exclusive, and completely observed (e.g., control
and treatment in experiments, male and female when analyzing differences between sex) (e.g.
Hedges and Vevea, 1998; Gunasekara et al., 2014). Random-effects are modeling choices when
the variance between the different levels (Bolker et al., 2009) and not the exact estimates of the
different levels are of interest (e.g. DerSimonian and Laird, 1986). Additionally, random-effects
can be used when not every realization of the underlying mechanism can be observed (e.g., species
across a number of observational sites in different geographic areas) but the analysts want to control
for its influence (i.e., pseudo-replication, see Arnqvist, 2020a). The two options differ in their
interpretation, mixed-effects models use between- and within-group information whereas fixed-
effects models use only within-group information. This subtle difference is important when for
instance treatment or group differences are the goal of the analysis. Another important difference
is that when modeling the categorical variable as fixed-effect conclusions apply to the levels used
in the study, while when modeling as random-effect conclusions apply to the population of levels
from where the studied levels were randomly sampled. However, in our example (Box 1), we are
mainly interested in the population-level effect and not in the group differences which makes the
inferential distinction negligible. See Gelman (2005a) or Gelman and Hill (2007) for more decision
criteria for whether an effect is random or fixed.
Technical differences between random and fixed-effects. When specifying a grouping
variable as fixed-effect, the model with a default contrast in R estimates the effect of one
reference level (see Schielzeth, 2010) differences between the reference level and possible linear
combinations of other levels (Figure 8.2.1a,c). Thus, it is not possible for fixed-effects models to
estimate mean effect over groups (i.e., the population-level effect), but it can be calculated using e.g.,
bootstrapping (see Supporting Information S6), with sum-to-zero contrasts, or follow-on packages
such as emmeans (Lenth, 2021). Mixed-effects models estimate the population-level effect and
its variance and from a Bayesian perspective each individual level effect or from a frequentist
perspective predict future realizations of the individual random-effect levels — Best Unbiased
Linear Predictor (Figure 8.2.1b, d). Blocking variables may not only imply different intercepts
(Figure 8.2.1 a, b), but also different slopes (Figure 8.2.1 c, d — the temperature “ecological” effect).
In fixed-effects models, this is done by introducing an interaction between the population level
effect and the grouping variable. With mixed-effects models the choice of modeling different
slopes and their correlation to intercepts for each group is related to the study design and may
have impact on modeling structure and inference. Such correlations between random slopes and
random intercepts are fitted by default but can be disabled.
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Figure 8.2: Fixed- and mixed-effects models fit to simulated data with random intercept
(a,b) and random intercept and slope (c,d) for each mountain in the example from Box 8.1.
Lines represent the individual estimates for each mountain. The blue line is the estimated
population-level effect of mixed-effects models.
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5000 datasets.

8.2.1 Scenario A — random intercepts per mountain

In scenario A, we assumed mountains only differ in their intercepts (mean height) and the effect of
temperature (slope) is the same for each mountain (constant slope over the levels of the grouping
variable, Table 8.1, Eq. M1). We tested two different mixed-effects model structures: a correctly
specified model which corresponds to the data generating process (Table 8.1, Eq. M4) and an
overparametrized model (Table 8.1, Eq. M5) with an additional random slope for each mountain.
Since in real studies the true underlying data generating process is unknown, it is useful to
understand if an overparametrized model correctly estimates the variances of the random effects
to zero and predicts all random slope levels to zero (or nearly zero) and, thus, approximate the
data generating process (Table 8.1, Eq. M1).

As fixed-effect alternatives, we tested the correctly specified model with mountain as fixed
intercept together with temperature as slope (Table 8.1, Eq. M3), and an underparametrized model
omitting mountain at all (Table 8.1, Eq. M2). This last model corresponds to a mixed-effects model
that estimates the variances of the random effect to be zero and thus predicts the random effects
to be zero.

Table 8.1: Data-generating and tested models for each scenario: Scenario A random intercept for
each mountain and B random intercept and slope for each mountain. For the fixed-effects models, we
used R syntax for model formula in lm function and for the mixed-effects models we used syntax
from the lmer function from lme4. The response variable is height of flowering plants (H1, Box 8.1)
and T is the temperature effect.

Scenario A

Random intercept only

Scenario B

Random intercept and slope

Description

Data-generating model (M1) Height ∼T + (1|mountain) (M6) Height ∼T + (1|mountain) + (0 + T|mountain) Effect of intercept (and slope in B vary across mountains)

Tested models

Fixed-effect models

(M2) Height ∼T (M7) Height ∼T Temperature only main effect — underparametrized model

(M3) Height ∼0 + T + mountain (M8) Height ∼0 + mountain + T:mountain
Main effects of temperature and mountain

(and interaction in B) — slightly more complex model

Mixed effect models

(M9) Height ∼T + (1|mountain)
Temperature and mountain both vary — underparametrized

models

(M4) Height ∼T + (1|mountain) (M10) Height ∼T + (1|mountain) + (0 + T|mountain)
Effect of intercept (and uncorrelated slope

temperature in B) vary across mountains correctly

specified models

(M5)
Height ∼T + (1|mountain) +

(0 + T|mountain)
(M11) Height ∼T + (T|mountain)

Effect of intercept and slope temperature (correlated

effects in B across mountains — overparametrized

models

)

8.2.2 Scenario B — random intercepts and random slopes per mountain

In scenario B, we assumed the data generating process contained a random intercept and a
random slope (without correlation among the random slopes and intercepts) for each mountain
(Table 8.1, Eq. M6). Here, the population-level effect (temperature) differs among levels of
the grouping variable (mountain). We tested three different mixed-effects model structures: a
correctly specified model corresponding to the data generating process (Table 8.1, Eq. M 10), an
overparametrized model containing an extra term for the correlation of the random intercept and
random slope (Table 8.1, Eq. M 11), and an underparametrized model with only a random intercept
for each mountain (Table 8.1, Eq. M 9). We used the underparametrized model to test the effect
of not accounting for important contributions to the data-generating process. Note, however,
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only in case of balanced designs and linear models the population-level effect estimate from the
underparametrized model is consistent with the full model, because of different weighting schemes
(for unbalanced designs) and the fact that the expected value of a non-linear transformation of
estimates is not the same as the non-linear transformation of the expected value of these estimates.

As fixed-effect alternatives, we tested the correctly specified model with the main effects of
temperature, mountain and their interaction (Table 8.1, Eq. M 8), and the underparametrized
model without mountain as predictor (Table 8.1, Eq. M 7). We tested the last model because
mixed-effects models that estimate zero variance for both random-effects are virtually the same
as fixed-effects models that omit the grouping variable.

8.2.3 Model fitting

We fitted linear mixed-effects models to our simulated data with the lme4 R package (Bates
et al., 2014) together with the lmerTest (Kuznetsova, Brockhoff, and Christensen, 2017)
package, which uses the Kenward-Rogers approximation to get the p-values of the fixed-effects.
For fixed-effects models, we used the lmfunction of the R stats package (R Core Team, 2021).
For fixed-effects models in scenario A, we extracted p-values from the summary function and,
for scenario B, we used the fitted variance-covariance matrix and the individual level effects to
bootstrap the population-level effect and its standard error (see Supporting Information S6).

Obtaining p-values for mixed-effects models is intensively discussed in the statistical community
and they are only exact for simple designs and balanced data (Kuznetsova, Brockhoff, and
Christensen, 2017). One reason is that in order to calculate p-values in mixed-effects models
denominator degrees of freedom must be calculated, which generally can only be approximated
(Kuznetsova, Brockhoff, and Christensen, 2017). For best practice in which situations one
should use which approximation see (Bolker et al., 2009; see also (Nugent and Kleinman, 2021)).
The lmerTest package uses the Satterthwaite method to approximate the degree of freedoms of
the fixed-effects in the linear mixed-effect model.

We used the restricted maximum likelihood estimator (REML) (for a comparison of REML and
maximum likelihood estimator (MLE) see Supporting Information S6). All results of mixed-effects
models presented in scenario A and B are for the datasets without singular fits (see section
Variances of random-effects and singular fits). Technically, singular fits occur when at least one
of the variances (diagonal elements) in the Cholesky decomposition of the variance-covariance
matrix are exactly zero or correlations between different random-effects are estimated close to -1
or 1.

We repeated the analysis for the glmmTMB R-package because it uses a different implementation
to estimate mixed-effect models, see Supporting Information S6 for methods and results.

8.2.4 Statistical properties and simulation setup

We used type I error rate and statistical power of the population-level effects (average height and
temperature) to compare the modeling options. For example, type I error rate for the temperature
(slope) is the probability to identify a temperature effect as statistically significant although the
effect is zero. Statistical power in this case is the probability to detect the temperature effect as
significant if the effect is truly greater than zero. For a correctly calibrated statistical test, the type
I error is expected to be equal to the alpha-level (in our case 5%).

To investigate type I error rates of the models on the intercept (average height) and average
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slope (temperature effect), we simulated data with no effects, i.e., the effects of temperature
and mountain on height is zero. To additionally investigate statistical power, we simulated an
example with a weak effect which corresponds to an average increase in size per unit step of the
standardized temperature (linear scale) of 0.4 cm.

For scenarios A and B, the individual effects for each mountain were drawn from a normal
distribution with variance of 0.01 and 0.25 around the average effects: 0.4 cm average height
(intercept), and 0.4 cm average increase in size with temperature (slope). We chose to run and
compare simulations with these two values for the variance of the random effects to understand
better how a larger or smaller variance may interfere in type I and power.

8.2.5 Variances of random-effects and singular fits

To understand how the number of levels affected random-effects variance estimates, we compared
the variance estimates for random intercepts and slopes from the correctly specified mixed-effects
model in scenario B (Table 8.1, Eq. M10). We also compared optimization routines (REML and
MLE) in terms of estimating zero variances (singular fits, see below) (see Supporting Information
S6). For bounded optimizations, which most R packages apply for the variance, it has been shown
that the null distribution of a random effect’s variance is a combination of a point mass at zero
and a chi-squared distribution (Stram and Lee, 1994). For the sampling distribution with a true
variance unequal to zero there are no proofs, but one would expect a similar distribution.

While singular fits do not signal a convergence issue, the consensus is that the results of such
models are not reliable. However, we decided to use non-singular fits and additionally non-
singular and singular fits combined for calculating power and type I error for the mixed-effects
models and to infer the effect of singular fits on the averaged statistical properties. We classified
a dataset as singular or non-singular if the mixed-effects model ran in lme4 reported a singular fit
warning message. For fixed-effects models, we used estimates from non-singular and singular
datasets combined.

Using only non-singular fits for calculating power and type I error impacts these statistical
properties (e.g., type I error) because they are conditional on this selection and thus likely not to
be at the nominal level (e.g., 5% for type I error rate). However, as our main intention is to report
the type I error rates from the point of the analyst who may adjust the model structure to dispose
of the singular fit, our reported rates represent empirical type I error rates.

8.2.6 Quantifying the influences of study design on power and type I error

Power and type I error of the population-level effect may depend not only on the number of
levels (mountains) but also on the random-effect variance, the overall number of observations and
the balance of observations among levels. To further quantify the impact of these study design
factors on statistical power and type I error rate of the population-level effect, we additionally
ran 1,000 iterations (each with 1,000 non-singular model fits) with the data generating process
from scenario B for our ecological example. Thereby, we sampled the number of mountains from
2 to 20 with equal probability for each number, the random-effects variances from 10–4 to 4, the
overall number of observations from 10 to 500 times the number of mountains. Additionally, to
create different degrees of unbalance in data, we sampled for each mountain the average share
of total observations from 0.1 to 0.9, which corresponds to at least 3 observations per mountain.
We used the difference between the largest and the lowest proportion as proxy for the degree of
unbalance.
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For the so generated data, we fitted the correctly specified linear mixed-effects and fixed-effects
models from scenario B (Table 8.1, Eq 8) and calculated type I error rate and statistical power
of the population-level effect. We then fitted a quantile regression using the qgam R-package
(Fasiolo et al., 2020), with the statistical property (power and type I error rate) as response and
variance, number of levels, total number of observations and the unbalance proxy as splines. We
used a quantile regression with splines as we expect a non-linear relationship.
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Figure 8.3: Average type I error rates and average power for linear fixed-and mixed-effects models
fitted to simulated data with 2–8 mountains (random intercept for each mountain -Scenario A). For
each scenario, 5,000 simulations and models were tested; (a, b, e, f) show results for simulated data
with a variance of 0.01 in the random effects; (c, d, g, h) show results for simulated data with a variance
of 0.25 in the random effects; (a, c, e, g) show results for mixed-effects models only from datasets in
which mixed-effects models converged without presenting singular fit problems and (b, d, f, h) results
for mixed-effects models for all datasets. Results for fixed-effects (a-h) model are from all datasets.
(a-d) the dotted line represents the 5% alpha level

8.3 Results

8.3.1 Scenario A — random intercepts per mountain

When the effect of the temperature predictor was the same among mountains, irrespectively of
the number of levels (mountains), all models except for the overparametrized model (random
intercept and slope) showed an average type I error rate of 5% (Figure 8.3a–d). Average power
increased (Figure 8.3e-h) with the number of mountains from 90% (2 mountains) to 100% (5–8
mountains). Note that the model omitting the grouping variable presented similar properties as
the other models for small variances in the random effect. However, when increasing the variance
of the random intercept in the simulation, the model omitting the grouping variable showed lower
power (Figure 8.3g,h).

For the overparametrized model, we found, on average, a lower type I error rate of less than
5% (Figure 8.3a-d), and lower average statistical power to detect the temperature effect for a
small number of mountains (Figure 8.3e-h). When combining singular and non-singular fits, the
overparametrized model had more average power compared to only non-singular fits and an
average type I error closer to the nominal level (Figure 8.3).
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The results for the intercept for the different models (see Figure S6.9) are similar to the results for
the slope in scenario B (see below).

8.3.2 Scenario B — random intercepts and slopes per mountain

In scenario B, where the effect of the temperature differed among levels, the modeling decision
influenced the average power and average type I error (Figure 8.4). We found that average type
I error rate of the correctly specified mixed-effects model (Table 8.1, Equation M10) slightly
increased (Figure 8.4a) with the number of levels towards the nominal value (0.05) (Figure 8.4a).
The increase was stronger for larger variances (0.25) in the random effects (Figure 8.4c). With
singular fits, the mixed-effects models showed a higher average type I error rate than the nominal
level for lower number of mountains (Figure 8.4b, d). With a higher variance in the random effects,
the average type I error rate was only increased for two levels (Figure 8.4d). The overparametrized
model with correlated random intercept and random slope (Table 8.1, Equation M11) presented
similar properties, but with decreased average power (Figure 8.4e-h).

For the correctly specified fixed-effects model, average type I error (≈ 2%) stayed constant with
the number of levels (Figure 8.4c) and a low variance in the random effects but increased stronger
to the nominal level with a higher variance (Figure 8.4d). Average power increased with the
number of mountains (Figure 8.4e-h). The mixed-effects model showed higher average power
than the fixed-effects model irrespective of the number of mountains (Figure 8.4e-h).

The underparametrized model without the grouping variable had a higher average type I error
rate (0.2) and higher average power than the other models (Figure 8.4e-h). With a higher variance,
the average type I error rate was even higher (0.8; Figure 8.4c, d).
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Figure 8.4: Average type I error rates and average power for linear (mixed-effect) models fitted
to simulated data with 2–8 mountains for scenario B (random intercept and random slope for each
mountain range). For each scenario, 5,000 simulations and models were tested; (a, b, e, f) show results
for simulated data with a variance of 0.01 in the random effects; (c, d, g, h) show results for simulated
data with a variance of 0.25 in the random effects; (a, c, e, g) show results for mixed-effects models
only from datasets in which mixed-effects models converged without presenting singular fit problems
and (b, d, f, h) results for mixed-effects models for all datasets. Results for fixed-effects (a-h) model
are from all datasets. In (a-d) the dotted line represents the 5% alpha level
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8.3.3 Variance estimates of random effects and singular fits

We found, for the models (singular and non-singular fit results combined) in Scenario B (random
intercept and slope) that random-effects’ variance estimates of the correctly specified model
(Table 8.3, Equation M10) approximately distributed as a chi-squared distribution around the
correct value (0.01) and a point mass at zero (Figure 8.5a,b median is near to zero). The point
mass at zero decreased in height with increasing number of levels, i.e., less models estimated
a variance of zero with an increasing number of mountains (Figure 8.5a,b, see also Table S6.1).
There was smaller bias for the random intercept variance estimates than for the random slope
variance estimates, which were still biased for eight levels. When looking at models without
singular fits, the variance estimates were chi-squared distributed (Figure 8.5c,d). The bias towards
larger values was stronger compared to estimates with singular fits, especially for the random
slope estimates (Figure 8.5d).

By comparing the fitting algorithms, we found that using MLE led to more zero-variance estimates,
i.e., singular fits, (Figures S6.3, S6.4) than REML. Additionally, using MLE, non-singular variance
estimates were strongly biased (Figure S6.3, S6.4), but the bias decreases with increasing number
of levels. As expected, for both optimization routines, increasing the number of levels reduced
the number of singular fits (Table S6.1).

We found that singular fits led to different type I error rates and statistical power (Figure 8.6) in
mixed-and fixed-effects models. For singular fits, the type I error rate of the correctly specified
mixed-effects model was constant around 10% (like the model omitting the grouping variable),
while with non-singular fits it was 1% for two levels and increased towards 3% with eight levels
(Figure 4a). In comparison, the fixed-effects model had similar type I error rates (no distinction
between singular and non-singular fits because fixed-effects models do not estimate the variance
of the individual level estimates), both increasing from 0% (two levels) towards 1% (eight levels)
(Figure 8.6c).

We also found differences in power for the mixed-effects models between singular and non-
singular fits (Figure 8.6b, d). The power of the mixed-effects model with correct structure was
higher for singular than non-singular fits especially for a low number of mountains (Figure 8.6b).

8.3.4 Quantifying the influences of study design on power and type I error

We found that the average type I error of mixed-effects models is slightly closer to the nominal
value than its fixed-effect counterpart (Figure 8.7a). Additionally, we found that the number
of levels most strongly influences the type I error rate for mixed-as well as fixed-effects model
(Figure 8.7c). With five or more levels, however, the influence of the number of levels becomes
negligible. Differences between the mixed-and fixed-effects models arose for the variance and the
total number of observations. Here, the mixed-effects model was less influenced by a small random-
effects variance and a low number of total observations than the fixed-effects model (Figure 8.7b,d).
Balance, following our definition, (see Methods) did not influence the population-level effect in
both models (Figure 8.7e).

For power, we found no difference between a fixed-and mixed-effects model (Figure 8.7f-j). For
both models, an increase in variance decreased the power, while increasing the number of levels
increased the power (Figure 8.7g,i). The total number of observations and the balance between
groups had less influence (Figure 8.7h,j).
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Figure 8.5: Variance estimates of random intercepts (a, c) and random slopes (b, d) for linear
mixed-effects models (LMM, Table 8.1, Equation M10) in Scenario B, fitted with lme4 using REML to
simulated data with 2–8 mountains. Figures (a) and (b) show the results for all models (singular and
non-singular fits) and figures (c) and (d) show the results for only non-singular fits. For each scenario,
5,000 simulations and models were tested. The blue dotted lines represent the true variance used in
the simulation (0.01), and the red lines the average variance estimates

8.4 Discussion
Ecological data collections or experiments produce data with grouping structures, and mixed-
effects models can account for these dependencies. The main questions we explored in this article
were: “should analysts stick to the mixed-effects model or fall back to a fixed-effects model, when
the grouping variable has few levels?”, and “how does this decision influence statistical power
and type I error rate of the population-level effect?” Here, we showed with simulations that
mixed-effects models with a small number of levels in the grouping variable are technically robust
(Figure 8.4), and that the decision between random and fixed effect matters most when the effect
size of the ecological predictor variable differs among levels (Figure 8.4).
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Figure 8.6: Type I error rate and power of the correctly specified linear fixed and mixed-effects
models in scenario B. We separated the datasets based on if when fitted they presented a singular
fit (red lines) or non-singular fit (blue lines) warning. Figure (a) and (b) are results for the linear
mixed-effects models, and (c) and (d) for the linear fixed-effects models. For comparisons, we show
also results for the fixed-effects model that omits the grouping variable (mountain)

When the effect of the ecological predictor is the same for each level of the grouping variable
(scenario A, random intercept model), almost all models presented the same average power
and average type I error (see also Gomes, 2021) (Figure 8.3a-d). The only exception was the
overparametrized model that presented too low average type I errors and lower average power
(Figure 1). We speculate that the model was unable to correctly predict the additional random
effects to zero. Notably, for scenario A, the underparametrized model omitting the grouping
variable presented correct average type I error rate (Figure 8.3a-d). However, this is illusive
because average power decreased with increasing effect sizes of the random effects (Figure 8.3g, h).
This confirms that the grouping variable needs to be included to correctly partition the variance
among the different predictors (Bell, Fairbrother, and Jones, 2019; Gelman, 2005b; Gelman
and Hill, 2007). Also, including the grouping variable is mandatory if one is interested in the
average intercept, otherwise it would cause inflated average type I error rates (see Figure S6.1;
see the following section).

When the effect size of the ecological predictor differs for each level of the grouping variable
(scenario B; random intercept, and random slope model), the average type I error and power were
influenced by both model choice and the presence of singular fit warnings. The mixed-effects
models had a better average type I error than the fixed-effects models, especially for a larger
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Figure 8.7: Comparing the influence of study design factors on the type I error rate (b -e) and power
(g-j) of linear mixed- (blue lines) and fixed-effects models (red lines) with their respective average
values (a, f). We found that the variance of the random-effects and the number of levels (number of
mountains) are the most important values to get correct type I error. For this analysis, we used the
plant height example for Scenario B (random intercept and random slope). Results for mixed-effects
models are only from datasets in which mixed-effects models converged without presenting singular
fit problems, while results for fixed-effects model are from all datasets

number of mountains (Figure 8.4). Power was comparable betweenmixed-and fixed-effects models.
But with non-singular and singular fits combined, the mixed-effects model had higher type I error
rates and power than the fixed-effects models. In both cases, the mixed-effects models showed
good type I error rates (about more or less than 5%) for a small number of levels.

Overparametrized mixed-effects models presented in both scenarios slightly lower average type I
error and average power compared to the correctly parameterized mixed-effects model (Figures 8.3
and 8.4). This trade-off between type I error and power is in line with Matuschek et al. (2017)
for different model complexities. Overall, the overparametrized models are more conservative
but have less power than the simplified models. We think these more conservative estimates
are preferable over anti-conservative estimates, because some analysists tend to try a variety of
analyses and only report significant ones (Simmons, Nelson, and Simonsohn, 2011), and more
conservative average type I error counteract this procedure.

However, dropping the correlation structure between random effects should be carefully consid-
ered. It is possible that the type I error rate increases when no correlation in the model is assumed
although there is one in the data-generating process. Group-mean centering of the population-
level effect may mitigate the requirement of assuming a correlation, but it also changes the
interpretation of the model because the individual levels are not referenced to the population-level
effect anymore (they are now independent).

In scenario B, underparametrized models exhibited inflated type I errors (in line with Schielzeth
and Forstmeier, 2009; Barr et al., 2013; Bell, Fairbrother, and Jones, 2019) but very high
average power (Figure 8.4). We speculate that additional variance coming from the difference
between levels in the grouping variable, which is not accounted, is attributed to the population-
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level effect and causes overconfident estimates.

8.4.1 Variances of random effects and singular fits

The rate of singular fits was very high for the small number of levels (Figure 8.5; Table S6.1). In
our simulations, singular fits corresponded to zero variance estimates of the random effects. The
resulting distribution of variance estimates consisted of a right skewed chi-squared distribution
and a point mass at zero (many zeros corresponding to the singular fits) as expected (see Stram
and Lee, 1994). The variance estimates were biased and imprecise with a small number of levels,
but the bias decreased with the number of levels towards zero (McNeish, 2017). Removing the
singular fits led to even more bias in the variance estimates (Figure 8.5c,d).

The biased variance estimates are caused by ensuring positive variances in the optimization
routines (Bates et al., 2014; Brooks, Kristensen, Benthem, Magnusson, Berg, Nielsen, Skaug,
Mächler, et al., 2017). In case of a singular fit, the correctly specified mixed-effects model had
similar power and type I error as a fixed-effects model dropping the grouping variable (Figure 8.6):
no difference between the levels, which corresponds to a fixed-effects model without the grouping
variable. However, the models still differed in their number of parameters (and degrees of freedom)
which might explain the slight differences in power and type I error (Figure 8.6).When switching
to fixed-effects models for singular fits in the random effect, the type I error rate and power were
similar to the random-effect model with non-singular fits (Figure 8.6).

8.4.2 Connection to study design

Earlier studies reported mixed recommendations about important study design factors. While
some studies only stressed the importance of the total number of observations (Martin, Nussey,
et al., 2011; Pol, 2012) , we found, in accordance with Aarts et al. (2014), that the number of
levels and the variance between levels have a strong influence on type I error rates and power.
Due to our simulation design, which automatically increases the number of observations when
increasing the number of levels, we however, cannot perfectly separate the effects of number of
observations and levels from each other.

The influence of the variance on power and type I error is mixed. On the one hand, increasing
the variance had a positive effect on the type I error for both models but the fixed-effects model
was more strongly affected (Figure 8.7). The different distributional assumptions might explain
this different behavior: the mixed-effects model assumes the levels to be normally distributed
and estimates the variance of the levels’ flexibly, whereas the fixed-effects model makes no distri-
butional assumptions. We speculate that the mixed-effects model benefits from this informative
distribution assumption in this edge case with less than five levels. On the other hand, increasing
the variance over a certain value (Figure 8.7g) decreased the power of both models because more
variance is explained by the difference between levels, and this increases the uncertainty of the
slope effect estimate.

Given the strong influence of the number of mountains on type I error rates, we encourage to
design a study with at least eight levels because with more than eight levels, the type I error
rate was approximately not affected by the number of levels (Figure 8.7c). In our scenarios,
the influence of the unbalanced number of observations between levels was small (Figure 8.7)
confirming the robustness of mixed-effects to unbalanced data (Pinheiro and Bates, 1995;
Schielzeth, Dingemanse, et al., 2020; Swallow and Monahan, 1984). However, if possible
one should try to balance the groups because despite the robustness of mixed-effect models to
an unbalanced design, it impacts the interpretation of the random effects and balanced studies
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create the least problems regarding the model option (Dixon, 2016). Moreover, the impact of
study design on type I error and power stresses the importance of pre-experiments and power
analyses (e.g. Brysbaert and Stevens, 2018; Green and MacLeod, 2016; Johnson, Barry, et al.,
2015) to maximize the meaningfulness and efficiency of a study.
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Figure 8.8: Consequences and recommendations for mixed-effects models with a small number
of levels in the random effect. When the ecological effect (population-level effect) does not differ
between different levels of the grouping variable (left side) all modeling options, which include
the grouping variable, lead to the same results, and thus, only a singular fit requires a change to a
fixed-effects model. If the ecological effect (population-level effect) differs among levels (middle to
right side), starting with the mixed-effects model and only changing to the fixed-effects model in case
of a singular fit is recommended

8.4.3 Practical suggestion

Before giving practical advice, we must recall the exact situation in which this manuscript acts.
We assume that an analyst is interested in a population-level effect, and that they have already
decided to use a mixed-effects model (broad-sense analysis, not interested in the individual levels
effects), but faces a small number of levels, so that our recommendations only apply to such
situations.

In this situation, the variance estimates of the random effects stabilizes in a reasonable manner
with at least five levels in a grouping variable (Figure 8.4). With less than five levels, variance
estimates are biased to zero (Figure 3) though without an effect on the observed average type I
error rates of the population-level effect (Figures 8.3, 8.4). We rather found that the question of
how to deal with a singular fit in the mixed-effects model is more crucial than the actual number
of levels. If there is a singular fit warning, switching to the fixed-effects model leads to more
conservative average type I error rates (Figure 8.4). Acknowledging that most singular fits occur
with a small number of levels (Table S6.1), this might also explain the common rule of thumb to
not fit a grouping variable as random effect if it has fewer than five levels (Bolker, 2015; Bolker
et al., 2009; Gelman and Hill, 2007).

Our recommendations are summarized in Figure 8.8. We recommend starting with the mixed-
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effects model, regardless of the number of levels, and switching to a fixed-effects model only in
case of a singular fit warning. How to deal with singular fits is a topic of ongoing discussion.
While Barr et al. (2013) states to start with the maximum model and simplify the model in case
of convergence issues and singular fits, Matuschek et al. (2017) suggests to think a priori about
using simpler models because of higher power in return of increased type I error rate. However,
we disagree with the view of (Matuschek et al., 2017) that trading a small increase in type I error
rate for higher power is favorable, even though it could still be an interesting solution with the
often-small number of observations in ecological studies, when the increase in power prevails
upon the increase in type I error rate. We follow the position of Barr et al. (2013), and thus
recommend starting with correlated random slope and intercept, when the population-level effect
differs among levels. If obtaining a singular fit, switch to uncorrelated random-effects (following
Matuschek et al., 2017), and in case of another singular fit, switch to a fixed-effects model.

Our recommendations assume that the random effect structure (e.g., random slope or not) is known
a priori, which is often difficult in practice. Although model selection is theoretically possible for
random effects (e.g., simulated (restricted) LRTs (Wiencierz, Greven, and Küchenhoff, 2011))
or by residual checks (as facilitated by Hartig, 2019), the frequentist point of view recommends
sticking closely to the a priori-derived hypothesis, otherwise the risks such as they arise from
multiple testing increase. Moreover, if the grouping variable was included as a confounder, this
erroneous omission can cause a high type I error and wrong estimates. If there is uncertainty
about the random-effect structure or concern about the statistical power, more time should be
invested up front in hypothesis design and appropriate power analyses for mixed-effects models
(e.g. Brysbaert and Stevens, 2018; Green and MacLeod, 2016).

8.5 Conclusion
In conclusion, we showed that mixed-effects models are more robust than previously thought,
despite the biased variance estimates for low number of levels in the grouping variable. We found
that power and type I error of the population-level effect are robust against the model choice when
the ecological effect is the same among the levels of the grouping variable, however, the model
matters when the ecological effect differs among levels. When in doubt about the data-generating
process, we encourage starting with a simplified model (random intercept only) and consult model
diagnostics and simulated LRTs to check for evidence of random slope effects. When finding
evidence for random slopes in these tests, we recommend starting with the mixed-effects model
and switching only to a fixed-effects model in case of a singular fit problem. With this work, we
provide a practical guideline, which helps analysts in the study design, the data analysis, and thus,
making ecological inference more informative and robust.
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CHAPTER 9

DISCUSSION

The goal of this thesis was to assess the potential of ML and DL algorithms for data analysis
in E&E. To this end, we first introduced the concepts of ML and DL algorithms, reviewed their
current state in E&E, and explored potential applications beyond prediction such as inference and
for computational statistics. In the following, I will list the main results which are then discussed
in the following.

1. ML and DL algorithms adjust their complexity data-dependent which explains

their superior predictive performance and attractiveness for inference:

In chapter 2 we explain that ML and DL algorithms only started recently to gain popularity
probably due to their unfamiliar algorithmic nature, their diversity and computational costs.
The ability to automatically adjust complexity explains the superior predictive performance
of ML and DL algorithms and make them also attractive for inference of complex patterns.
Morever, this further facilitated by new methods such as explainable AI.

2. ML and DL algorithms improve the inference of complex ecological patterns:

In chapter 3 we used ML and DL algorithms to improve predictions of species interactions
in plant-pollinator networks. Moreover, we found that ML and DL algorithms, coupled
with xAI tools, can be used to infer ecological patterns (or effects) such as trait-matching.
In chapter 5 we found that the reliability of inference with ML and DL algorithms depends
on the choice of ML and DL algorithms, the hyperparameters, and the data. NN and BRT
achieved the lowest bias under feature collinearity. Furthermore, we found that the optimal
set of hyperparameters differs for prediction and inference.

3. Statistical models can be made scalable using deep learning frameworks:

In chapter 4 we showed that the DL framework PyTorch can be used to accelerate the
approximation of the multivariate probit. Thus, we found that JSDM can be fit to community
data with hundreds of species in reasonable runtime while still achieving a high accuracy
in the estimated parameters.

9.1 Discussion of the results

9.1.1 Unraveling the opacity of ML and DL algorithms

In chapter 2 we clarified some of the opacity surrounding ML and DL algorithms. Unlike statistical
models, ML and DL algorithms rely on algorithmic approaches to maximize their flexibility
which in turn they control with their data-dependent complexity adjustments. It should be noted,
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however, that we were not able to cover all aspects of ML and DL algorithms. For example, simple
concepts such as the optimal DL architecture are still poorly understood. The history of DL vision
models is characterized by different architectures, ranging from inception modules (Szegedy et al.,
2015), to residual skip networks (He, Zhang, et al., 2015), to vision transformers (e.g., Liu, Lin,
et al., 2021), back to standard convolutional modules (Liu, Mao, et al., 2022), suggesting that we
are still far from understanding the fundamental principles that govern the effectiveness of DL
architectures.

Given the superior predictive performance of ML and DL algorithms, we know that complexity
adjustment works well in practice. By relying on internal and external complexity adjustment,
ML and DL algorithms can transform models with high initial complexity into models with low
effective complexity. One consequence of this is that, contrary to a common misconception, the
data requirement or need for "big data" for ML and DL algorithms is not as stringent. Less data and
more complex ML and DL algorithms only increase the risk of overfitting and probably require
more thorough tuning.

We noted in chapter 2 that it is unclear why DL algorithms perform worse than classical ML
algorithms on structured data. However, among others, I suspect a practical reason for this. While
classical ML algorithms are available in user-friendly software solutions (R or Python packages,
e.g. Wright and Ziegler, 2017; Chen and Guestrin, 2016), while fitting DL algorithms requires
more expert knowledge. We have made an important contribution to fill this gap for fitting
DNN with the ’cito’ package (chapter 6) which provides a user-friendly interface and supports
downstream techniques such as xAI tools. We have also started to implement approaches to
support training and convergence of NNs, which is another bottleneck in training DNNs, to close
the gap to classical ML algorithms.

9.1.2 ML and DL algorithms improves inference of complex ecological patterns

With chapter 3 we made two important contributions to the field of E&E. From an ecological
point of view, our results confirm that the trait-matching signal can indeed be a strong predictor
of plant-pollinator interactions, supporting the idea of pollination syndromes (Ollerton et al.,
2009; Rosas-Guerrero et al., 2014a). However, much remains unclear. Studies have shown that
plant-pollinator interactions vary not only on different spatial scales but also on different temporal
scales (Schwarz et al., 2021; Poisot, Stouffer, and Gravel, 2015) suggesting that the randomness
behind plant-pollinator interactions should not be underestimated. We partly explored this by
also testing the predictive performance of species abundances without trait-matching (chapter 3).
If abundances are available, species interactions can be corrected for them, as we did for the
plant-hummingbird data but when species abundances are unknown, it is unclear whether the
models can pick up the right, or rather a reliable (or causal, see chapter 5), signal for robust
predictions.

From a technical point of view, we set a milestone by demonstrating that ML and DL algorithms
can be used for inference. In particular we demonstrated that ML and DL algorithms, coupled with
xAI, can achieve higher inference accuracy than statistical models for complex ecological patterns
(chapter 3, chapter 7). In doing so, we confirmed that the mixed results on trait-matching from
previous studies are due to inappropriate models, such as statistical models that lack flexibility
(Brousseau, Gravel, and Handa, 2018b; Pomeranz et al., 2019). One limitation, however, is that
it is difficult to asses the validity of our inference at this point. The intraspecific traits in the plant-
pollinator networks were most likely correlated, and as noted in chapter 5, collinearity between
traits can affect algorithms such as RF and the Friedmans H-statistic and thus can decrease the
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reliability of the estimated effects. However, we found mostly strong interspecific trait-matching
signals where traits were uncorrelated, supporting that trait-matching occurs but not exactly
where it is intraspecific.

One shortcoming of ML-based inference for variable-variable interactions is the Friedmans H-
statistic we used in chapter 3. The Friedmans H-statistic metric is prone to collinearity and
is computationally expensive. Therefore, in chapter 5 we explored a new xAI metric to infer
variable interactions based on conditional mean effects with the advantages of being robust
against collinearity and much faster to compute. While first results for the ACE were promising
(Supporting Information S4), we also found that ML and DL algorithms seem to differ in their
ability to model variable interactions (Figure S4.1). Future research should look more into this and
also compare it with other ML and DL algorithm-based approaches to infer variable interactions
(e.g. Behr et al., 2022).

It is often said that predictive and explanatory models are fundamentally different (e.g. Shmueli,
2010). We could partly confirm this in chapter 5 since we found a difference between linear
models (as a representee of explanatory models) and ML and DL algorithms. However, we also
found that the optimal set of hyperparameters for ML and DL algorithms differ for prediction and
inference. This means that the inferential properties of ML and DL algorithms can be improved.
Moreover, the general difference between predictive and explanatory models regarding the model
structure (choice of variables) is not fixed. For out-of-distribution prediction, explanatory and
predictive models align in their model structure as the causality of the model structure becomes
more important (chapter 5; Pearl and Mackenzie, 2018). We can use this to indirectly improve
the reliability of inference with ML and DL algorithms. As we are unable directly tune ML and
DL algorithms for inference (because the true model is unknown), we can use out-of-distribution
predictions in the tuning to force importance of a causal model structure. For example, we can do
this by blocking the variable that creates the collinearity, known as blocked CV (Roberts et al.,
2017). We applied this in the chapter 3 which probably increased the reliability of inferred trait-
matching effects. More fundamentally, this also argues for avoiding variable selection outside the
tuning (e.g., using variance inflation factors) and letting the data decide the best model structure.

Finally, it should be noted that all models, including explanatory models, are subject to error
tradeoffs and there is no true winner. Reliable inference means adjusting for all confounders
and getting all functional forms right (Pearl, 2009). But when data is limited all models must
accept tradeoffs. For example, if the number of observations exceeds the number of variables,
the solution will be underdetermined leading to extremely high model uncertainty. ML and DL
algorithms deal with this by using regularization and complexity adjustments (chapter 2) while
statistical models often use model selection which also reduces variance at the cost of bias. So in
the end, the more important question should be which error has higher costs.

9.1.3 Leveraging ML for computational statistics

In chapter 4 we found that DL frameworks can be used to make statistical models scalable. We
used PyTorch for a faster approximation of the multivariate probit model used in joint species
distribution models. Thus, the original MVP-based JSDM and its advantages such as high accuracy
in estimates can be adapted to large community data such as novel community data (e.g. Hartig,
Abrego, et al., 2024) in a reasonable time, paving the way for new community analyses.

Ecologically, this is exciting because it facilitates analyses of large communities. New sampling
methods such as sensors, remote sensing, and eDNA are capable of producing massive community

125



9 Discussion

data (Hartig, Abrego, et al., 2024). Whereas in the past the data was the limiting factor, this
has now shifted to the side of community models. But with frameworks like sJSDM, we make it
possible to analyze this high-dimensional data without having to make the trade-offs that other
JSDM models based on latent variable models (LVMs) have. LVM models make JSDM scalable
by using a low-rank approximation of the association matrix, which reduces runtime, but also
makes the parameterization of the association matrix rigid (chapter 4), potentially leading to
false-positive estimates. This is concerning when associations are a central part of the analyses,
such as disentangling the internal structure of communities (spatial, environmental, and biotic
associations) (Cai et al., 2023; Leibold, Rudolph, et al., 2022).

On the other hand, the LVM model may have advantages over the MVP model. First, the MVP
model does not correct niche estimates for biotic associations (Poggiato et al., 2021). The biotic
associations only capture the variance and covariances not explained by the fixed effects. Thus,
the choice of environmental variables affects the variance-covariance matrix, but not vice versa. In
contrast, in the LVM model, the latent variables are on the scale of the linear predictors (similar to
random effects) and can affect the fixed-effects and vice-verase (Warton et al., 2015), for example,
if the latent variables are collinear with environmental variables (Van Ee, Ivan, and Hooten,
2022). Theoretically, latent variables could account for unobserved confounders which could
improve predictions (because it improves causality), but studies found mixed results regarding a
potential superior predictive performance of LVM (chapter 4, Wilkinson et al., 2019).

Our approach in chapter 4 may be applicable to other statistical models, such as mixed effects
models. In chapter 8, we found that we need at least 5 levels to reliably estimate random effects,
but models with thousands of levels or with structured random effects also tend to scale poorly.
Mixed-effects models are typically fit by integrating out their random effects (e.g. Bates et al., 2014;
Booth and Hobert, 1999), which is similar to our MC approximation for the MVP (which can
also be interpreted as integrating over potential random effects on species, see chapter 4). Thus,
the MVP approximation of Chen, Xue, and Gomes (2018) may be transferable to mixed-effects
models, providing an alternative for estimating large mixed-effects models.

9.2 Conclusion and future research
Nature is complex. In chapter 3 and chapter 7, ML and DL algorithms predicted significantly
better than classical statistical models. Thus, we conclude that the statistical models were too
rigid for the patterns in the data, suggesting that nature is more complex we can assume with
statistical models, and probably even more complex than we expect. With chapter 3 we stress the
importance of having the "right" tools, not limited by flexibility or the analyst to derive the right
model structure in terms of the functional form of the effects. The theoretically limitless flexibility
of ML and DL algorithms, coupled with their complexity tuning, may meet these expectations,
provided we can make this pipeline robust.

An important gap not addressed in this work is that xAI has been criticized for its arbitrariness
(Rudin, 2019), potentially leading to adversarial results (Bordt et al., 2022). One reason is that
xAI tools oversimplify complex, non-interpretable functions (ML and DL algorithms). While I
agree that this is indeed a problem, alternatives such as statistical models would face the same
challenge (e.g., trait-matching). I think that some of these problems can be attributed to our
poor, techincal, understanding of xAI methods with respect to inference (e.g., sensitivity of xAI
methods to collinearity) and their lack of statistical robustness (e.g., confidence intervals). In
fact, we already know how to make certain parts of this pipeline robust. For example, statistical
properties such as confidence or prediction intervals can be approximated (e.g., via bootstrapping,
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chapter 6 and conformal prediction, Fontana, Zeni, and Vantini, 2023). It is just that many
parts this ML-based inference pipeline are not readily accessible. We need software solutions
that combine all steps of the pipeline and are validated (e.g., correct coverage) such as modern
mixed-effects model packages (e.g., glmmTMB, Brooks, Kristensen, Benthem, Magnusson,
Berg, Nielsen, Skaug, Machler, et al., 2017). With the ’cito’ package and a focus on inference,
we have laid the groundwork for such a pipeline with DL algorithms. However, this is only a
starting point, as we have not yet begun to address the big problems of statistical modeling such
as non-independent observations (risk of pseudoreplication, Arnqvist, 2020b) which can have
serious consequences such as inflated Type I error rates.

Anotherway inwhich data analysis in E&E can benefit fromML andDL algorithms is by combining
statistical models with ML and DL algorithms. The idea is to combine the best of both worlds, the
data-driven approach of ML and DL algorithms and the knowledge-based approach of statistical
models. An interesting example is presented by Joseph (2020b) who argues for combining
hierarchical models with neural networks. We have also hinted at this idea by providing an option
in sjSDM to account for space using DNNs (chapter 4), combining a linear model with a DNN. This
could be generalized to ecological modeling, similar to generalized additive models (where linear
effects can be combined with splines (Wood, 2017)), with the advantage of flexibly accounting for
confounding structures including variable interactions.

In conclusion, ML and DL algorithms certainly have the potential to become indispensable tools
for analyzing structured data in the field of E&E. In this work, we have shown that ML and
DL algorithms can infer complex patterns and make statistical models scalable, demonstrating
their potential beyond simple prediction tasks. I strongly believe that ML and DL algorithms
will play a similarly important role as statistical models for data analysis in E&E in the future.
Particularly because ML and DL algorithms may not be an alternative but a necessity to cope
with the complexity in nature and the increasing dimensionality of ecological data.
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CHAPTER 10

APPENDIX

Supporting Information S1 for Chapter 2

1 Trend analysis

For the global trend analysis in Figure 1, we used the R package ‘europepmc’ (v0.4.1, Jahn, 2021)
to search from 1920 to 2021 the PubMed and Medline NLM databases. We used the following
queries ‘deep learning’, (‘machine learning’ OR ‘machine-learning’), and (‘p value’ OR ‘p-value’
OR ‘statistically significant) as representatives for Deep Learning, Machine Learning, and classical
statistical approaches. The number of hits were normalized by total hits in each year. For the
stream charts in Figure 2.4, we used the search queries Table S1.1 and added them to the query’
AND (“ecology” OR "ecolog*" OR "evolution") to restrict the queries to hits from the ecology and
evolution field.

Table S1.1: Search queries and their corresponding ML and DL algorithm.

Queries ML and DL algorithm

(“artificial neural network” OR “deep neural network” OR

“multi-layer perceptron” OR “fully connected neural network”) Deep neural network (ANN)

(“convolutional neural network” OR “object detection”) Convolutional neural network (CNN)

(“recurrent neural network”) Recurrent neural network (RNN)

(“graph neural network” OR “graph convolutional”) Graph neural network (GNN)

(“random forest”) Random Forest (RF)

(“boosted regression tree” OR “boosted reg” OR

“gradient boosting” OR “adaboost”) Boosted Regression Trees (BRT)

(“k-nearest-neighbor”) k-nearest neighbor (kNN)

(“ridge regression” OR “lasso regression” OR

“elastic-net” OR “elastic net”) Ridge, lasso, or elastic-net regression

(“support vector machine” OR “support vector”) Support vector machine (SVM)

For the word clouds in Table 1, we used again the ‘europepmc’ R package to search abstracts and
titles within the ML and DL algorithm specific queries (Table S1.1) for the following ecological
keywords: species distribution, species interaction, mortality, remote sensing, invasive, decision
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making, ecosystem, species identification, species detection, extinction, functional trait, ecological
network, biodiversity, and camera trap.

We used the R packages ‘tm’ (Feinerer, Hornik, and Meyer, 2008), ‘wordcloud’ (Fellows (2018)),
and ‘wordcloud2’ (Lang and Chien (2018)) to analyze and create the final word cloud plots.

2 Algorithms

Ideas and code for all algorithms discussed here are available at https://maximilianpi.github.io/P
ichler-and-Hartig-2022/.
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Supporting Information S2 for Chapter 3

1 Plant-pollinator simulation

In our simulated plant-pollinator the trait-trait interactions (trait-matching) result from a Gaussian
niche. To ensure that fraction of two traits (e.g. A1 = 0.5 for species i and B2 = 0.7 for species
j) has the same distance to zero from both sides of the mean, we used the logarithmic fraction:
log(0.5/0.7) ≈ 0.34 and log(0.7/0.5) ≈ −0.34. The maximum for this fraction is A1 equal B1:
log(0.5/0.5) = 0 and obtains the highest interaction probability of the Gaussian niche (µ = 0).

The difference between logarithmic and no logarithmic is shown in Fig. S2.1. For no logarithmic
faction, equal absolute distances for the optimal fraction A1 equal B1 cannot be guaranteed.

Figure S2.1: Unlogged and logged fraction of two trait-trait matches.

2 Plant-pollinator databases

The global plant-pollinator database is available on: https://doi.org/10.6084/m9.figshare.9980471.
v1

Table S2.1: Detailed information on plant traits for the plant-pollinator database

Trait Type Levels Additional information

Type Discrete arboreous, herbaceous

Flower season Discrete sprisum, summer, spriaut, spring, autspri, sumspri, autumn, year, sumaut, wispring, winter Describes the seasonal range. For instance, sprisum correspond to spring – summer range.

Flower diameter Continuous [mm]

Flower corolla Discrete campanulate open, tubular

Nectar Discrete Yes, No Whether flower contains nectar or not.

Flower color Discrete white, yellow, purple, pink, green, blue, red

Bloom system Discrete insects, insects/bats, insects/bats, insects/birds Type of pollinator

Self-pollination Discrete Yes, No

Inflorescence Discrete solitary, solitary/clusters, solitary/pairs, yes

Composite Discrete Yes, No

Table S2.2: Detailed information on pollinator traits for the plant-pollinator database

Trait Type levels

Guild Discrete andrenidae, bumblebees, butterflies, coleoptera, cuckoo bees, flies, honey bees, moths, other, other bees, stingless bees, sweat bees, syrphids, wasps

Tongue Continuous [mm]

Body Continuous [mm]

Sociality Discrete Yes, No

Feeding Discrete oligolectic, parasitic, polylectic
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3 Model Training

Comparison of predictive performance under different network characteristics

We standardized the features before fitting. We fitted models’ hyper-parameter in 30 random
tuning steps. We used nested cross-validation, five times outer and three times inner, to maximize
generalization and to estimate overfitting. We applied cross-validation by putting an insect with
all its possible plant interaction partners out. We regularized deep neural network (DNN) and
convolutional neural network (CNN) with dropout (rate = 0.2) for presence-absence plant-
pollinator interactions and for plant-pollinator interaction counts with batch normalization
(interim results showed that batch normalization worked better for plant-pollinator interaction
counts).

Table S2.3: Overview of hyper-parameters we tuned in the predictive performance comparison.

Model Hyper-parameter Range R package

RF
mtry 2 - (number of features-1) randomForest (Liaw and Wiener, 2002), ranger Wright and Ziegler, 2017)

nodesize 2 - 50

replace Yes/No

DNN

learning rate 0.1 - 0.0001 keras (Chollet et al. 2017), tensorflow (Abadi et al. 2015)

hidden nodes 5 - 50

number of layers 1 - 5

bias Yes/No

optimizer Sgd, adam, rmsprop

decay (optimizer decay) 0.9 - 0.99

number of layers 1 - 6

CNN

learning rate 0.1 - 0.0001 keras (Chollet et al. 2017), tensorflow (Abadi et al. 2015)

hidden nodes in fc layer 10 - 80

number of kernels (filter) 8 - 30

pooling max/average

decay (optimizer decay) 0.9 - 0.99

BRT

booster gbtree, dart Xgboost (Chen and Guestrin 2016)

sample type uniform/weighted

normalize type tree/forest

eta 0.01 - 0.5

max depth 1 - 10

lambda 0.1 - 10

alpha 2^-10 - 2^5

min child weight 0 - 10

number of rounds 1 - 500

dropout rate 0 - 0.2

skip dropout 0 - 0.3

kNN
k 1 - 10 kknn (Schliep and Hechenbichler 2014)

kernel Rectangular, triangular, epanechnikov, optimal

naive Bayes laplace 0 - 6 e1071 (Meyer et al. 2019)

SVM
lambda 0.01 - 20 liquidSVM (Steinwart and Thomann 2017)

gamma 0.01 - 20

kernel rbf, poisson

We used early stopping (patience = 10) and a callback to reduce loss on plateaus to optimize
training in DNNs.

The study was done with the statistical computing software R (R Core Team, 2019). Tuning and
cross-validation was implemented in our Trait-Matching package with the help of the R package
mlr (Bischl et al., 2016) (Bischl et al. 2016, version 2.12).
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4 Description of the ML algorithms

Random Forest (RF) and boosted regression trees (BRT)

RF and BRT are based on classification and regression trees. During training, the dataset is split
by specific values of the predictors’ distributions. In each split, the predictors are searched for
the value that split the predictors and response so that the response’s variance (regression) is
minimized or the accuracy is maximized (classification).

BRT fit hundreds of trees sequentially on the data. During training, the first tree has the observed
labels as response while the subsequent trees have the residual errors as responses. This is known
as gradient boosting.

The RF algorithm compromise two random steps: (1) RF fits hundreds of trees on bootstrap
samples and (2) in contrast to BRT or trees, the RF algorithm randomly subsamples the predictors
in each split (RF has to choose the best split value from a subset of predictors). Predictions in RF
and BRT are averaged predictions (regression) or classification labels by majority voting.

DNN

Deep neural networks are based on artificial neural networks. The input predictors are mapped
over fully connected layers, each input node is connected to all nodes in the layer, to output nodes
whose numbers correspond to the number of response classes (classification) or to one output
node (regression). DNNs can consist of hundreds of hidden layers in which each node in a layer
is connected to all nodes in the following layers. During training, the weights are updated by
backpropagation: The weights in each layer are updated in dependence of the error in the output
node by gradient descendance (More detailed: A loss function specifies the error, e.g. entropy
(classification), mean squared error (regression)).

CNN

Convolutional neural networks are based on convolutional layers. Compared to DNNs, CNN can
handle topological inputs such as 1-D sequences or 2-D images. A convolutional layer consists of
kernels, usually small n*n weight matrices, that apply the ‘convolution’ function over the input
space, i.e. they run over the input space with a specific step size and use actually cross-correlation.
The outputs of these kernels are feature maps. The topological information is still conserved
within the feature maps. After a pooling layer (max or average reduction of feature maps with
windows (e.g. 2 ∗ 2) and a specific step size, additional convolutional layers can follow. After the
last convolutional layer, the features maps are collapsed and connected to a fully connected layer,
followed by an output layer. Training is congruent to DNNs.

k-nearest-neighbor (kNN)

The K-nearest-neighbor algorithm computes the distance between all observations in the feature
space. A new observation is classified by majority vote of the k-nearest neighbors. For regression,
the predicted response is the averaged response of the k-nearest neighbors. If the response is
non-linear, the feature space can be transformed with a kernel (e.g. gaussian kernel).

naïve Bayes

naive Bayes is based on the bayes theorem. It learns the probability of data pointXi belonging to
class yi given the input vectorXi (features/predictors). Naïve bayes is used only for classification.
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Support vector machines (SVM)

Support vector machines optimize hyperplanes to separate the observations into their response
classes (classification) or the averaged responses (regression) in the feature space. The term
‘support vector’ refer to the computational benefit that only observations close to the plane are
used to optimize the plane. To overcome the issue that only linear separable tasks work well with
SVMs, the feature space can be transformed with a kernel (the kernel trick, e.g. gaussian kernel).

Fitting models for inferring responsible trait-trait interactions

We optimized networks’ observation time in such manner that the class proportion of presence
interactions was around 40%. We filtered networks for the condition that at least each insect
should have one observed interaction. Only networks with a sample size with 50% of the original
size were used. We fitted random forest (RF), boosted regression tree (BRT), DNN and k-nearest-
neighbor (kNN) in 50 random tuning steps (Table S2.1). We used holdout validation (split 80:20)
for outer and inner validation. We applied the same procedure for the 50 ∗ 100 networks with
DNN and BRT. For inferring responsible traits, we used a grid size equal to the maximum number
of rows in the data in the 25 ∗ 50 (plants * pollinators) networks. For the 50 ∗ 100 networks, we
used a grid size of 500.

5 Additional Results

Comparison of predictive performance

Table S2.4: Results from the comparison of machine learningmodels for their predictive performance
in an empirical plant-pollinator network. Rows are sorted according to TSS. AUC = area under the
receiver operating characteristic curve; acc = Accuracy; tss = true skill statistic.

auc f1 bac acc fdr precision specificity sensitivity tss method

0.577 0.09 0.548 0.736 0.948 0.052 0.75 0.346 0.096 SVM

0.628 0.096 0.59 0.47 0.948 0.052 0.458 0.723 0.181 naive

0.643 0.104 0.602 0.541 0.942 0.058 0.538 0.666 0.204 GLM

0.679 0.131 0.631 0.592 0.925 0.075 0.592 0.67 0.261 BRT

0.696 0.124 0.642 0.656 0.93 0.07 0.658 0.627 0.285 DNN

0.701 0.128 0.665 0.641 0.929 0.071 0.64 0.691 0.331 CNN

0.735 0.149 0.669 0.701 0.914 0.086 0.704 0.633 0.338 RF

0.694 0.162 0.679 0.776 0.905 0.095 0.785 0.574 0.359 kNN
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Figure S2.2: Predictive comparison of machine learning models for varying network sizes (a-c)
and varying observation times (d-f). We compared three network sizes (20*50, 50*100, and 100*200
species*species), for presence-absence plant-pollinator interactions (a, b) and plant-pollinator interac-
tion counts , (c) and three observation times (0.007, 0.0032, 0.12) for presence-absence plant-pollinator
interactions (d, e) and plant-pollinator interaction counts (f). We used TSS (true skill statistic) and
AUC (area under the curve) for estimating predictive performance for presence-absence (a, b, d, e)
and Spearman Rho correlation factor for count frequencies (c, f).

Table S2.5: Results for baseline models. TSS = True skill statistic. AUC and TSS for presence-
absence plant-pollinator interaction models and Spearman Rho correlation factor for plant-pollinator
interaction count models.

Measure dnn cnn knn naive RF boost glm SVM glm_step

AUC 0.5 0.51 0.51 0.51 0.52 0.51 0.51 0.51 0.51

TSS 0 0 0.01 0 0 0.01 0 0 0.01

Spearman -0.02 - -0.01 - -0.03 -0.02 -0.03 -0.04 -0.03
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Table S2.6: Decrease in percent of performance from training to testing (generalization error)
for varying network sizes. AUC for presence-absence plant-pollinator models and Spearman Rho
correlation factor for plant-pollinator interaction count models.

NetworkSize DeacreaseInPercent dnn cnn knn naive RF boost glm SVM glm_step

20*50 AUC 11 10.4 17.4 7.3 11.8 9.3 13 7 6

50*100 AUC 6.1 5.2 17 2.6 7 5.8 8.1 1 2.7

100*200 AUC 1.5 2.5 15.1 1.7 6.5 3.1 4.2 1.1 2.2

20*50 Spearman 36.7 - 37.1 - 33.4 20.9 40.1 -11.9 19.9

50*100 Spearman 11.9 - 28.6 - 21.4 9.7 19.6 -7.9 8.8

100*200 Spearman 2.6 - 26 - 14.5 4.7 9 -8.7 6.2

Figure S2.3: Averaged true positive rates for causal inferential performance on a 50*100 simulated
plant-pollinator network. We tested the performance for DNN and BRT on one to four true trait-trait
interactions. Red line is the averaged mean of true positive rates. Results were higher for species
presence-absence (a) interactions than for species interaction counts (b).
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Figure S2.4: For estimating the predictive power of random forest, BRT, DNN with a negative
binomial log-likelihood, and a DNN with a Poisson log-likelihood, we plotted the true observations
versus the predictions. BRT and random forest showed best fits. Spearman rho correlation was used
to quantify the predictive power and therefor the fit.
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Figure S2.5: Enter Caption

Figure S2.6: Low network - BRT, DNN with poisson log-likelihood, DNN with negative binomial
log-likelihood, and random forest were fit to the low plant-hummingbird network. The four traits
with highest interaction strength versus all traits and for each of those the top two pairwise interac-
tions were here visualized. Random forest identified mainly trait combinations between plants and
hummingbirds with higher interaction strengths.
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Supporting Information S3 for Chapter 4

1 Simulation scenarios

In this section, we describe how the simulations of data under the MVP model were obtained.
The MVP can be interpreted as individual GLMs connected by correlated residuals, which are
sampled from a multivariate Gaussian, and with a probit link. In the equations below, sites are
notated with i = 1, . . . , M; species with j = 1, . . . , K; and environmental covariates with n = 1, . . . , N.
Environmental covariates and species responses (β) were uniformly sampled (Eq. 1). The lower
triangular covariance matrix was uniformly sampled (Eq. 2), the diagonal was set to one (Eq. 3)
and multiplicated by the transposed lower triangular to get a symmetric positive definite matrix
(Eq. 4). Afterwards, the covariance matrix (Σ) was normalized to the range of [−1, 1] (Eq. 6).

β, X ∼ U(−1, +1) (9.1)
Σlower
j ̸= j ∼ U(−1, +1) (9.2)

Σlower
j = j = 1 (9.3)

Σ = Σlower ∗
(
Σlower

)T
(9.4)

D =
√

(diag (Σ)) (9.5)
Σ′ = diag(D)−1Σ diag(D)−1 (9.6)

Zij = β0j +

N∑
n=1

Xin ∗ βnj + eij (9.7)

ei MVN
(
0, Σ′) (9.8)

Yij = 1 (Zij > 0) (9.9)

Species responses consist of a linear species - environmental response and correlated residuals
(Eq. 7). Following a probit link, responses higher than zero were set to 1 and the remaining to 0
(Eq. 9).

2 Approximation of multivariate probit model

In this section, we describe our approximation of the multivariate probit model. We denote the
multivariate normal PDF is by ϕ. The probability to observe Yi for Xi by the environmental
coefficient matrix β and the covariance matrix Σ is given by:

P (Yi|Xiβ,Σ) =

∫
Aj

. . .

∫
A1

ϕ(Y∗,Xiβ,Σ)dY
∗
1 . . . dY ∗

J (9.10)

with

Aj =

{
(−inf, 0] yij = 0

[0,+inf ] yij = 1
(9.11)
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We can rewrite this as the cumulative density function (Φ) of the multivariate normal distribution:

Di = diag (2Yi − 1) (9.12)
µi = Di (Xiβ) (9.13)
Σ∗ = DiΣDi (9.14)

P (Yi|Xiβ,Σ) = Φ (0| − µi,Σ
∗) (9.15)

To approximate the likelihood in sjSDM, we use a Monte-Carlo approach that was suggested in a
slightly different context by Chen, Xue, and Gomes (2018). In the following, we shortly sketch
the idea. With r N (0,Σ∗), we can rewrite Eq. 11 as:

Φ (0| − µi,Σ
∗) = Pr (ri − µi ≤ 0) (9.16)

We can now reparametrize Σ∗ = V + Σr with V as a diagonal, which means that the random
variable r depends on two other random variables z N (0, V ) and w N (0,Σr) and following
r = z + w Eq. 12 is equal to:

Φ (0|−µ∗
i ,Σ

∗) = Pr (ri − µi ≤ 0)

= Pr (zi −wi ≤ µi)
(9.17)

In this way we transform the individual Monte-Carlo samples with the covariance matrix, and we
can treat them as univariate samples and use the univariate normal CDF:

= Ew∼N(0,Σr) [Pr (z ≤ (wi + µi)|wi)]

= Ew∼N(µi, Σr)

 J∏
j=1

(
Φ (wij)√

Vjj

) (9.18)

As V is used to rescale the univariate samples, we use w.l.o.g. identity matrix I instead V and
estimate only the residual Σr . Following this, the final approximation is:

≈ 1

M

M∑
m=1

J∏
j=1

Φ
(
wm

j

)
(9.19)

We can rewrite Eq. 15 as, with Σ1/2 being the square-root matrix of Σr:

w
(m)
i = Xiβ +Σ1/2z

(m)
i , z N (0, I)

P (Yi|Xiβ,Σ) ≈
1

M

M∑
m=1

J∏
j=1

ϕ
(
w

(m)
ij

)
Yij + (1− Yij)

(
1− ϕ

(
w

(m)
ij

)) (9.20)
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For optimizing the parameters, we use the automatic derivates implemented in PyTorch to find
the gradient for each Monte-Carlo particle, and average gradients of all particles to obtain a
gradient for the optimizer. In short, the core of the algorithm is to generate an approximation
of the gradient of the likelihood by drawing from the multivariate normal distribution in the
MVP model and propagating the calculations for the resulting draws through the entire model
structure.

We said earlier that the random variable r consists of actual two random variables z and w, and
thus the covariance matrix Σ∗ can be decomposed into Σ∗ = I + Σr. For the actual sampling
from the covariances (Σr), we can use the square root matrix:

Σ∗ = I + Σ
1
2 ∗
(
Σ

1
2

)T
(9.21)

The square root matrix Σ
1
2 has dimensions J (number of species) ∗ d and is the actual parameter

matrix we optimize in sjSDM. d ≪ J corresponds to a low-rank parametrization, increas-
ing d increases the overall number of parameters parametrizing Σr. The advantage of this
re-parametrization is that Σ

1
2 needs not to be symmetric and positive definite, so we can use it

directly for sampling without, for example, using a Cholesky decomposition which is computa-
tionally expensive and numerically unstable for high J. Moreover, d ≪ J can be seen as another
way to regularize the covariance matrix (it is similar to the LVM). However, in sjSDM we use an
elastic-net regularization on the individual entries of Σ∗ (we could also use the precision matrix
of Σ∗ here (which is implemented in the sjSDM package)) and we found in interim results that
for d ≪ J the elastic-net regularization does not work properly (i.e., all entries are regularized
to 0 or not). We assume that for d ≪ J the covariances in Σ∗ are not ‘independently enough’
parametrized (not in the statistical sense) since the regularization of individual covariances of Σ∗

leads to an indirect regularization of Σ
1
2 . To use elastic-net regularization we set d = J/2 as

default in the sjSDM implementation, but future research may be needed to explore the trade-off
between regularization via d and regularization via elastic-net on the covariance matrix.

The model itself is optimized via stochastic gradient descent (Bottou, 2010) which means that
the estimates of the model are always updated only on a random batch of the dataset and thus
one iteration (called epoch in the deep learning field) consists of the number of optimization steps
necessary to go once through the full dataset (e.g. for 100 observations and a batch size of 10, an
iteration would consists of 10 optimization steps).

The univariate probit link (Φ in Eq. 16) can be approximated by scaling the logit link F: Φ (x) ≈
F (x∗1.7)Baker andKim, 2004, whichwe found in interim resultsmore beneficial than the analytic
probit link. Stochastic gradient descent is numerically often unstable, so it is not uncommon in
machine learning approaches to adjust activation functions (Xu et al., 2015; Zhao, Zhang, et al.,
2017) and model structures to improve convergence properties of the algorithm and we assume
that the approximation of the probit via scaling of the logit link is numerically more stable than
the actual analytic probit link.

3 Runtime benchmarks using the data fromWilkinson et al. 2019

Parts of our benchmarks used the compiled datasets from Wilkinson et al. (2019). TableS3.1
provides an overview of these datasets.
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Table S3.1: Compiled datasets that were taken from Wilkinson et al. (2019)

Dataset Original paper Species Sites Covariates

Birds Harris 2015 370 2,752 8

Butterflies Ovaskainen et al. 2016 55 2,609 4

Eucalypts Pollock et al. 2014 12 458 7

Frogs Pollock et al. 2014 9 104 3

Fungi Ovaskainen et al. 2010 11 800 15

Mosquitos Golding 2015 16 167 13

4 Model settings and computational environment for the benchmarks

This section provides a more detailed explanation about model settings and the computer setup
under which our benchmarks were performed (see Table S3.1 for an overview). Unless stated
otherwise, we used default settings for parameters.

Table S3.2: Overview of the used approaches

Model Optimization type Package

Multivariate probit model
MLE sjSDM

MCMC BayesComm

Latent-variable model
MCMC Hmsc

Variational bayes / Laplace approximation gllvm

BayesComm

BayesCommmodels were fitted with 50,000 MCMC sampling iterations, with two chains, thinning
= 50, and burn-in of 5000. Prior were not changed from default: normal prior on regression
coefficients β N (0; 10) and an inverse Wishart prior on the covariance matrix.

Hmsc

Hmsc models were fitted with 50,000 MCMC sampling iterations, with two chains, thinning =
50, and burn-in of 5000. Since the two chains were not run in parallel (although it is supported
by Hmsc), the measured runtime was halved. The number of latent variables in Hmsc are
automatically inferred by gamma shrinkage priors. The shrinkage priors of Hmsc were not
changed from default. We note that there is the option to tune regularization via shrinkage priors
in Hmsc: a1 regularizes the lower triangular of the species association and a2 regularizes the
number of latent variables (Bhattacharya and Dunson, n.d.). We acknowledge that this might
improve accuracy of Hmsc inference. On the other hand, it should be noted that a) these settings
were not tuned in recent benchmarks and are likely not tuned by users either. b) the runtime of
tuning several combinations would be not practicable (see our results) and c) it is to be expected
that a low a2 results in a higher accuracy but then the LVM approach would approximate the
MVP model and that would contradict the LVM’s unique characteristic.
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gllvm

gllvm models were fitted as binomial models with probit link. The number of latent variables
were increased from 2 to 6 with the number of species. If default starting values = “res” caused an
error, model was re-run with starting values = “zero” and if another error occurred, the model
was re-run with starting values = “random”. Run time was measured individually, not as a sum
over possible model fitting tries.

sjSDM

sjSDM models were fitted with 50 iterations (epochs) and a batch size of 10% number of sites.
Learning rate was set to 0.01. 50% number of species were set for d for the parametrization
(J ∗ dweights) of the covariance matrix (see section about the approximation, default in the
sjSDM R-package). For sparse species association matrices, 50 iterations with a learning rate
of 0.01 were used and the regularization of the species-species covariances were tuned in 40
random steps and 5-folded cross-validation. 2,000 Monte-Carlo samples were used for the MVP
approximation because interim results showed that with too less samples the variance of the
models’ log-Likelihoods might interfere with the comparison.

Table S3.3: Model settings of JSDM implementations Hmsc, BayesComm, gllvm, and sjSDM.

Model Parameter Value

Hmsc

Iterations (MCMC samples) 50,000

Burnin 5,000

Thinning 50

Number of chains 2

Distribution Binomial with probit link

BayesComm

Iterations (MCMC samples) 50,000

Burnin 5,000

Thinning 50

Number of chains 2

Distribution Multivariate probit link

gllvm
Number of latent variables

2 for 10% species / site proportion

3 for 30% species / site proportion

4 for 50% species / site proportion

Distribution Binomial with probit link

Starting values ‘res’ (residulas). If model did not converge, retry with ‘zero’ and if model still didn’t converge, retry with ‘random’

sjSDM (non-sparse association matrices)

Learning rate 0.1

Iterations 50

MC-samples for each species 100 (CPU); 1,000 (GPU)

Distribution Multivariate probit link

sjSDM (sparse associations)

Learning rate 0.01

Iterations 50

MC-samples for each species 2,000 (GPU)

Random tuning steps 40

n-folded cross-validation 5

Lambda range (regularization strength) [9.765e-5, 0.063]

Alpha (weighting between LASSO and ridge) [0.0, 1.0]

Distribution Multivariate probit link

Computer setup

All the computations were performed on the same workstation (two Intel Xeon Gold 6128 CPU
@3.40 GHz). The number of cores and threads were restricted to 6. GPU computations were
carried out on a NVIDIA RTX 2080 Ti. All CPU models had access to 192 GB RAM and the
GPU models to 11 GB GPU RAM. Analyses were conducted with the statistical software R and
Python (Python Software Foundation. Python Language Reference, version 3.8.1. Available at
http://www.python.org)
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Figure S3.1: Results for the log runtime of GPU-sjSDM, CPU-sjSDM, gllvm, BayesComm, and Hmsc.
Models were fit to different simulated SDM scenarios: 50 to 500 sites with A) 10%, B) 30%, and C) 50%
number of species (e.g., for 100 sites and 10% we get 10 species). For each scenario, ten simulations
were sampled, and results were averaged. Due to high runtimes, runs for BayesComm, gllvm and
Hmsc were aborted at specific points.

5 Additional results

Run time scaling of the algorithms in log plots

In the main paper, we provide the benchmarks on a linear scale. Below, we also provide then in
log format, which demonstrates that many other software packages, including the CPU version of
sjSDM scale close to exponentially, while GPU-sjSDM scales sub-exponentially for the scenarios
that we tested (Fig S3.1).

Quantifications of inferential accuracy

We additionally calculated the root mean squared error (RMSE) between the true simulated and
estimated association matrices (Fig. S3.2). The pattern we found is consistent with the accuracy of
the signs of the covariances. For dense and sparse association matrices, BayesComm and sjSDM
achieved the lowest RMSE in all scenarios (Fig. S3.2).

Moreover, we calculated the true skill statistic (TSS) for different thresholds (0.005, 0.01, 0.05, and
0.1, entries below the threshold are classified as 0) when evaluating the accuracy in inferring zero
and non-zero entries in the covariance matrices (Fig. S3.3). We found that sjSDM and BayesComm
achieved the highest TSS for thresholds up to up to 0.05. With a threshold of 0.05, gllvm achieved
a similar TSS as sjSDM and BayesComm. It seems the performance of BayesComm and especially
for sjSDM decreases for higher thresholds, however, with increasing thresholds higher non-zero
values are getting classified as zero resulting in non-sparse association matrices, thereby the
decrease in TSS.

Additional results from fitting sjSDM on large datasets

Beside the runtimes for the large-scale datasets (see main paper), we also calculated the accuracy of
the matching signs of predicted and true parameters for the association matrix and environmental
coefficients (Table S3.4). Moreover, the RMSE for the environmental coefficients were calculated
(Table S3.4).

Overall, we found that the association accuracy decreased from 300 to 1000 species with the
different number of sites, but overall, the association accuracy increased with the number of sites
(Table S3.4). The accuracy of environmental coefficients was close to 1.0 in all scenarios and the
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RMSE for the environmental coefficients was close to zero in all scenarios (Table S3.4).

Table S3.4: Accuracy of matching signs for estimated associations, environmental coefficients, and
root mean squared error (RMSE) for environmental coefficients

Sites 5,000 15,000 30,000

Species 300 500 1000 300 500 1000 300 500 1000

Covariance accuracy 0.744 0.721 0.688 0.750 0.727 0.693 0.750 0.728 0.692

Env accuracy 0.988 0.985 0.987 0.990 0.989 0.991 0.990 0.990 0.990

Env RMSE 0.040 0.037 0.035 0.034 0.029 0.026 0.033 0.029 0.025

Figure S3.2: Root mean squared error of the inferred A) non-sparse and B) sparse species-species
associations. Models were fitted to simulated data with 50 to 500 sites and the number of species set
to 0.1, 0.3 and 0.5 times the number of sites. All values are averages from 5 simulated datasets.

For sparse species associations, the models achieved similar performances in inferring the envi-
ronmental parameters (Fig. S3.4 C-D).

Convergence check

To check convergence of Σ and β, the potential scale reduction factors (psrf) for Hmsc and
BayesComm in the simulation scenarios (dense and sparse association scenarios) were calculated
(two chains, burn-in = 5000 and 50,000 sampling iterations). We found no psrf > 1.2 for
BayesComm, but for Hmsc in most simulation scenarios at least for one parameter (β or factor
loadings) a psrf > 1.2 (Fig. S3.5).

For Hmsc, we removed the psrf factors for the last latent factor loading because interim results
showed that the psrfs for the last factor loading were on average always higher than 1.2, although
they were estimated to be very small (perhaps a numerical issue).

Dependence of the inferred associations on the number of sites

To further assess the jSDM’s behavior in inferring the species-species association matrix, we set
the number of species to 50 and increased the number of sites from 50 to 330. For each, step we
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Figure S3.3: True skill statistic (TSS) for sparse absolute species-species associations with different
thresholds: A) 0.005, B) 0.01, C) 0.05, and D) 0.1. Models were fitted to simulated data with 50 to
500 sites and the number of species set to 0.1, 0.3 and 0.5 times the number of sites. All values are
averages from 5 simulated datasets.

computed the averaged (we sampled 5 scenarios for each setting) covariance accuracy (matching
signs) and environmental RMSE.

BayesComm achieved at 330 sites around 0.82 accuracy and sjSDM around 0.80. sjSDM and
BayesComm increased the covariance accuracy steadily with the number of sites, while Hmsc
and gllvm stopped increasing their accuracy at around 0.68 accuracy (Fig. S3.6 A). sjSDM and
BayesComm achieved in average 0.1 more accuracy than Hmsc and gllvm (Fig. S3.6 A).

All models achieved a similar RMSE over all scenarios (Fig. S4.6 B). sjSDM showed overall the
highest RMSE (Fig. S3.6 B). All models decreased their RMSE with increasing number of sites
(Fig. S3.6 B).

Ability of the models to recover associations for data simulated from a Latent

Variable Model

We also simulated new data from a latent variable model varying the number of species from 10 to
100 (10, 50, and 100) and the number of latent variables (1 - 5) with a constant number of 200 sites.
In all simulations, the species’ environmental preference was described for two environmental
covariates (β).

Observed environment was sampled from a uniform distribution with a range of [−1, 1]. Unob-
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Figure S3.4: Results for inferential benchmarking of G-sjSDM with gllvm, BayesComm, and Hmsc
as references. Models were fitted to different simulated SDM scenarios: 50 to 500 sites with 10%
(first column), 30% (second column) and 50% (third column) number of species to site proportions
(e.g., for 100 sites and 10% we get 10 species). For each scenario, 5 simulations were sampled, and
results were averaged. A) and B) show the environmental coefficient accuracy (matching signs)
and the corresponding RMSE with full species-species association matrices. C) and D) show the
environmental coefficient accuracy (matching signs) and the corresponding RMSE with sparse (50%
sparsity) species-species association matrices.

Figure S3.5: Rate of weights in percent with potential scale reduction factor > 1.2 with non-sparse
and sparse association matrices in simulation scenarios for A) Hmsc (for factor loadings and beta
estimates) and B) BayesComm (covariance and beta estimates).
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Figure S3.6: Results for examining the ability to recover the covariance structure as a function
of the sites for GPU-sjSDM, BC, gllvm, and Hmsc. In the simulated species distribution scenarios,
the number of species were constantly set to 50, but the number of sites were changed from 50
to 330 sites. A) Performance was measured by the accuracy of matching sings between estimated
covariances matrices and true covariance matrices. B) Moreover, the root mean squared error for the
environmental effects with the true coefficients were calculated.

served environment (latent variables) was sampled from a normal distribution with mean equal
0.0 and standard deviation equal 1.0. For each scenario, we simulated 5 communities. The number
of latent variables in gllvm was set to the real number of latent variables.

Environmental coefficients and factor loadings were sampled from a uniform distribution. We
tested different scenarios: no latent variables at all (i.e. factor loadings equal zero), equal
ranges/weighting between environmental coefficients and factor loadings (i.e. both were sampled
from a uniform distribution within [−1, 1], 5 : 1 weighting of environmental coefficients to factor
loadings (i.e. environmental coefficients were sampled from [−5, 5] and factor loadings from
[−1, 1]), and a 1 : 5 weight of environmental coefficients to factor loadings (i.e. environmental
coefficients were sampled from [−1, 1] and factors loadings from [−5, 5]).

We found for all three scenarios no large differences between the three JSDM (Fig. S3.7-S3.9).
sjSDM was able to achieve the same or even better performance than the two LVM JSDMs (Fig.
S3.8A, C)

Interpretation of the results for the eDNA dataset

For the eDNA dataset we found that the strongest negative associations are among the most
abundant species while the strongest positive associations are between the rarest species (Fig.
4.5 A-B). Moreover, it appears that the most abundance species differ in their most import
environmental coefficients (Fig. 5 D) suggesting that the abundant species occupy different niches
within a community (site). Whether this pattern is caused by environmental filtering or biotic
interactions (i.e. interspecific competition) is open for discussion (Kraft et al., 2015; Germain,
Mayfield, and Gilbert, 2018). Perhaps additional information such as traits or the comparison
at different scales is required to disentangle the different factors (e.g. Boet, Arnan, and Retana,
2020). Also, we visualized here only the strongest 60 (30 negative and 30 positive associations) and
we did not quantify the results. On the other hand, the rare species showed positive associations
and more similar important environmental associations than the abundant species, suggesting a
signal from biotic interactions rather than from environmental filtering here. However, a more
in-depth analysis is required to actually infer meaningful ecological insights from this dataset.
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Figure S3.7: Results for communities simulated by the latent variable model. Models were fitted
to different simulation scenarios: 10, 50 and 100 species with 1 - 5 latent variables. Number of
environmental coefficients were set to two. For each scenario, the RMSE error between true and
estimated environmental coefficients over the five repetitions were averaged. A) shows the results for
equal weighting B) for 5:1 (environment to latent) weighting and C) for 1:5 (environment to latent)
weighting between the environmental and latent coefficients in the simulation.

6 Ability of themodels to recover processes from data simulated from a process-

based community model

To explore the behavior of our new method compared to other JSDM implementations when using
data that was not created according to the assumed model structure, we simulated community
data from the process-based community model used in Leibold, Rudolph, et al. (2022).

A brief description of the process-based community model For a detailed explanation of the
process-based community model, see Leibold, Rudolph, et al. (2022). Briefly, the model is
a spatially implicit time-discrete site occupancy model where local colonization depends on
the number of immigrants, the environmental suitability, and the ecological interactions, and
extinction depends on the environment and ecological interactions. Leibold, Rudolph, et al.
(2022) proposed that JSDMs can be used to analyze the community patterns created by the model
and separated them into three main contributions: space (immigration), environmental filtering,
and co-occurrences of species (biotic interactions). Data simulation scenarios We simulated data
under the same 7 scenarios as Leibold, Rudolph, et al. (2022). All scenarios had 12 species
over 1000 sites over 5 discrete time intervals: A and B without ecological interactions but with
a narrow and wide environmental niches, C and D with ecological interactions (interspecific
competition effects) and narrow and wide environmental niches, E with half of the species (6)
having ecological interactions, F without interactions but with 4 species having low dispersal, 4
species having medium dispersion, and 4 species having high dispersion, and G with different
dispersions as in F but with interactions between the 4 species in the three groups (Table S3.5).
For each scenario, 5 temporally sequential realizations were simulated.
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Figure S3.8: Results for communities simulated by the latent variable model. Models were fitted
to different simulation scenarios: 10, 50 and 100 species with 1 - 5 latent variables. Number of
environmental coefficients were set to two. For each scenario, the accuracy of matching signs of the
covariances in the association matrix between true and estimated covariance matrix over the five
repetitions were averaged. A) shows the results for equal weighting B) for 5:1 weighting and C) for
1:5 weighting between the environmental and latent coefficients in the simulation.

Table S3.5: Different scenarios for the simulations from the process-based community model from
Leibold, Rudolph, et al., 2022

Scenario Niche Interactions Dispersal

A 0.8 Colonization = extinction = 0.0 0.05

B 2.0 Colonization = extinction = 0.0 0.05

C 0.8 Colonization = extinction = 1.0 0.05

D 2.0 Colonization = extinction = 1.0 0.05

E 0.8
6/12 species: Colonization = extinction = 0.0; 0.05

6/12 species: Colonization = extinction = 1.0 0.05

F 0.8 Colonization = extinction = 0.0
4/12 species: 0.01

4/12 species: 0.05

4/12 species: 0.1

G 0.8 Colonization = extinction = 1.0
4/12 species: 0.01

4/12 species: 0.05

4/12 species: 0.1

Model estimation

Following Leibold, Rudolph, et al., 2022, we fitted the environmental variable E with a linear and
a quadratic effect. Also, 50 spatial eigenvectors were fitted as main effects to account for space.
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Figure S3.9: Results for communities simulated by the latent variable model. Models were fitted
to different simulation scenarios: 10, 50 and 100 species with 1 - 5 latent variables. Number of
environmental coefficients were set to two. For each scenario, the RMSE between the true and
estimated covariance matrix (normalized to correlation matrices) over the five repetitions were
averaged. A) shows the results for equal weighting B) for 5:1 weighting and C) for 1:5 weighting
between the environmental and latent coefficients in the simulation.

We fitted sjSDM, Hmsc, BayesComm, and gllvm on each time step (5 discrete time intervals) for
each scenario. The exact parameters of the models are described in Table S3.6.

For each model, the covariance matrix was extracted and if necessary normalized to [−1, 1].

Table S3.6: Model settings of JSDM implementations Hmsc, BayesComm, gllvm, and sjSDM for
process-based community simulations.

Model Parameter Value

Hmsc

Iterations (MCMC samples) 50,000

Burnin 5,000

Thinning 50

Number of chains 1

Distribution Binomial with probit link

BayesComm

Iterations (MCMC samples) 50,000

Burnin 5,000

Thinning 50

Number of chains 1

Distribution Multivariate probit link

gllvm
Number of latent variables 2

Distribution Binomial with probit link

Starting values ‘zero’ (residulas). If model did not converge, retry with ‘random’ and if model still didn’t converge, retry with ‘res’

sjSDM

Learning rate 0.1

Iterations 100

MC-samples for each species 1,000 (GPU)

Distribution Multivariate probit link

151



Su
pp

or
ti
ng

In
fo
rm

at
io
n
3

Appendix

Evaluation of the JSDM for the process-based simulations

While Leibold et al. 2021 was most interested in investigating the ability of JSDM to separate
the three functional processes of the simulation (space, biotic, and abiotic effects) across sites
and species, we will only concentrate on the association structures found by the JSDMs. Apart
from performing an additional test of sjSDM, this analysis also allows to comment on the current
discussion about connection between inferred species associations and biotic interactions.

To address this point, the extracted (and normalized) covariance matrices were summed up over
the 5 temporal steps and divided by 5. Previous the summarization, we took the absolute values
of the covariance matrices since the simulation consisted of asymmetric associations whereas
JSDM can only estimate symmetric associations and we were mainly interested in the question
whether the models were able to find a signal in the associations – regardless of the sign of the
covariance. We then calculated the root mean squared error (RMSE) between the true (simulated)
biotic interactions (with entries of 1 between interacting species) and the estimated association
matrices from the JSDM.

Results of the JSDM for the process-based simulations

With no interactions (scenarios A, B, and F), we found that sjSDM, BayesComm and gllvm
estimated associations close to zero (sjSDM and BayesComm) or exact zero (gllvm), while Hmsc
did not always estimate associations to zero (Fig. S3.10 A, B, F). With interactions (scenarios C -
E, G), sjSDM and BayesComm estimated similar association structures as in the true interaction
structure (Table S5, red rectangles Fig. S3.10 C - E, G). Hmsc tended again to overall higher
associations between all species, but with higher values for the true interactions. Gllvm estimated
associations close to zero in all scenarios. Generally, sjSDM and BayesComm achieved the lowest
RMSE in all scenarios except for gllvm (Fig. S3.10).

Overall, the LVM-based JSDMs (Hmsc and gllvm) estimated either too many associations unequal
to zero (Hmsc) or all associations close to zero (gllvm). We speculate that the differences may
be due to the prior settings for the latent variables (or factor loadings): The prior might be too
restrictive for gllvm and not restrictive enough for Hmsc. Nevertheless, Hmsc showed again the
typical block structures in the estimated covariance matrix (Fig. S3.10G) which is typically for
low-rank approximations
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Figure S3.10: Results for simulations by the process-based community model from Leibold,
Rudolph, et al. (2022). Following Leibold, Rudolph, et al. (2022), we tested 7 different scenar-
ios with different niche widths (A-D), with and without interactions (A, B, and F without interactions),
and different dispersal rates (F and G). Red rectangles show the true association matrices. For each
scenario, 5 communities were temporally sequentially sampled and each of the JSDM were fit to
all 5 realizations. Afterwards, the normalized ([-1,1]) covariance matrices were averaged over their
absolute values and the root mean squared errors to the true association matrices were calculated.
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Supporting Information S4 for Chapter 5

1 Extending ACE to two-way interactions

ACE can be extended to n-dimensions to detect n way predictor interactions. Here, we extended
ACEs to two dimensions to detect two-way predictor interactions by asking what the change is
of f̂(·) when predictors xm and xk change together:

ACEmk =
∂2f̂(X)

∂xm∂xk

We can approximateACEmk with the finite difference method:

ACEmk ≈ f̂(x1, x2, ..., xm + h, xk + h, ..., xj)

2(hm + hk)
−

f̂(x1, x2, ..., xm − h, xk + h, ..., xj)

2(hm + hk)
−

f̂(x1, x2, ..., xm + h, xk − h, ..., xj)

2(hm + hk)
−

f̂(x1, x2, ..., xm − h, xk − h, ..., xj)

2(hm + hk)

(9.22)

hm and hk are set to 0.1 · sd(xm) and 0.1 · sd(xk). All predictors are centered and standardized.

Proof of concept simulations for inferring interactions

To test the ability of ML algorithms to identify predictor-predictor interactions, we repeated the
proof-of-concept simulations, but with an interaction between X1 and X2. The data generation
model was Y ∼ 1.0 ·X1 + 1.0 ·X5 + 1.0 · (X1 ·X2) + ϵ with ϵ ∼ N(0, 1.0). We simulated two
scenarios, in the first ("collinear")X1 andX2 were collinear (Pearson correlation factor = 0.9) and
in the second without collinearity between the predictors.

We sampled 1000 and 5000 observations from each scenario. The ML algorithms (RF, BRT, NN, and
NN with dropout) were fit to the data without predictor engineering the predictor interactions
(because ML algorithms are known to be able to infer interactions automatically), while the
regression algorithms (LM, l1, l2, and elastic-net) received all combinatorially possible predictor
interactions as possible predictors. All effects were inferred using ACE. The bias was calculated
for the interaction X1 : X2.

We found that for the ML algorithms (RF, BRT, and NN) NN showed the lowest for all scenarios
(Fig. S4.1). Also collinearity increased the bias for the ML algorithms. No collinearity or more ob-
servations decreased the bias (Fig. S4.1). The regression models, LM, LASSO and Ridge regression,
and elastic-net showed the lowest and in case of LM, no bias. However, we want to note here that
the regression models received all possible predictor-predictor interactions as predictors while
the ML algorithms had to infer the interactions on their own. Whit this in mind, the performance
of the NN is surprising well, even competing with the penalized regression models. On the other
hand, NN with dropout showed larger biases than BRT (Fig. S4.1).
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Figure S4.1: Bias of proof of concept simulations in inferring two-way interactions between pre-
dictors. First panel shows results for simulations (200 repititions) for 1000 and 5000 observations
with collinear predictors (Pearson correlation factor = 0.9 between x1 and x2). Second panel shows
results for simulations (200 repititions) for 1000 and 5000 observations with without collinear. Red
bars correspond to 1000 observations and blue bars to 5000 observations.

Figure S4.2: Simulation example with non-uniform sampled predictor X1 (log normal distributed).
The red line is the effect estimated by a LM OLS. The blue line is the effect reported by an unweighted
ACE from a NN. The green line is the effect reported by a weighted ACE from a NN.

Weighted ACE

If the instances of a predictor xj are not uniformly distributed, we propose to calculate a weighted
wACEk = ΣN

i=1wiACEik with thewi being, for example, the inverse probabilities of an estimated
density function over the predictor space of xk.

To demonstrate the idea of weighted ACE, we simulated a scenario with one predictor where the
β1 = 2 for values of the predictor < 2 and for the other predictor values β1 = 0 (Fig. S4.2). The
predictor was sampled from a log-Normal distribution. We fitted a linear regression model and
a NN on the data and compared the effect estimated by the LM, the unweighted ACE, and the
weighted ACE.

The LM estimated an effect of 1.48, the unweighted ACE was 1.95, and the weighted ACE was
1.48 (Fig. S4.2).
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2 Boosting and regression trees

Unbiasedness

Random forest (RF) and boosted regression trees (BRT) showed biased effect estimates in both
scenarios, with and without collinearity, raising the question of whether the bias is caused by the
boosting/bagging or the regression trees themselves. For RF, we know that the observed spillover
effect is caused by the random subsampling (mtry parameter) in the algorithm, which explains
the bias.

For BRT, however, it is unclear what is causing the bias (boosting or regression trees) because
each member in the ensemble is always presented with all predictors (at least with the default
hyperparameters, the BRT implementation in xgboost has options to use bootstrap samples for
each tree and also subsamples of columns in each tree (or node), see (Chen and Guestrin, 2016)).

To understand how boosting and regression trees affect effect estimates, we simulated three
different scenarios (Fig. S4.3, first column) without collinearity (Fig. S4.3a) and with collinearity
(Fig. S4.3a, b) (we sampled 1000 observations from each data generating model (Fig. S4.3, first
column) and estimated effects using ACE (500 repititions)).

We found that the regression tree (RT) is unable to estimate unbiased effects (Fig. S4.3), regardless
of the presence or absence of collinearity or the complexity of the RT (depth of the regression
trees). Without collinearity, effects in regression trees were biased toward zero, less so with higher
complexity (Fig. S4.3). With collinearity, there was a small spillover effect for the RT with high
complexity (Fig. S4.3b) to the collinear zero effect (X2), similar to an l2 regularization. When the
collinear predictor (X2) had an effect (Fig. S4.3c), we found a stronger absolute bias for the smaller
of the two collinear effects (X2), confirming our expectation that RTs show a greedy effect. This
greedy behavior was particularly strong for the low complexity RT (Fig. S4.3c).

To answer the question of how boosting affects the greediness and spillover effects of RT, we first
investigated the behavior of a linear booster because of the well-known behavior of OLS under
collinearity. And indeed, we found that the linear booster was unbiased in all three scenarios
(compare LM and linear booster in Fig. S4.3), showing that boosting itself can produce unbiased
effects.

Now, comparing the vanilla BRTs with low and high complexity (depth of individual trees) with
the linear booster and the RTs, we found similar biases as for the RTs, in terms of spillover with a
collinear zero effect and the greediness effect in the presence of a weaker collinear effect (Fig. S4.3).

Understanding boosting

Intuitive boosting shouldn’t work because it’s basically a regression of residuals. That is, and in
the case of collinearity, the stronger of two collinear predictors in the first model would absorb
the effect of the weaker second predictor that, for example, causes the omitted variable bias (the
effect of the missing confounder is absorbed by the collinear effect).
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Figure S4.3: Bias on effect estimates for different ML algorithms (LM = liner regression model (OLS),
RT LC = regression tree with low complexity (depth), RT HC = regression tree with high complexity,
Linear Booster, Tree Booster LC = tree booster with low complexity, Tree Booster HC = tree boster
with high complexity) in three different simulated causal scenarios (a, b, and c). Sample sizes are
so large that stochastic effects can be excluded (1000 observations). Effects of the ML models were
inferred using average conditional effects. Row a) shows results for simulations with uncorrelated
predictors with the true effect sizes. Row b) shows the results for simulations with X1 and X2 being
strongly correlated (Pearson correlation factor = 0.9) but only X1 has an effect on y (mediator) and
row c) shows the results for X1 and X2 being strongly correlated (Pearson correlation factor = 0.9)
with X1 and X2 having effects on Y (confounder scenario).

Figure S4.4: Changes of effects within boosting. (A) shows the total effect of ensemble (linear
booster) until the n-th ensemble member. (B) shows the effects of the n-th ensemble member. X1 and
X2 were correlated (Pearson correlation factor = 0.9).
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Looking at the development of the total effect within a linear booster model (Fig. S4.4a), we found
that the first members of the ensemble absorb the effect of the collinear effect (β1 absorbed β2,
Fig. S4.4a), but as members are added to the ensemble, the collinear effect β2 slowly recovers the
effect of the stronger collinear effect until both are at their correct effect estimate (Fig. S4.4a).
This retrieval works by reversing the sign of each member’s effect, so that β1, which initially has
an effect of 1.5 (because it absorbed the effect of β2), has small negative effects in subsequent
trees, while β2, which is initially estimated at 0, has small positive effects (Fig. S4.4b).

3 Proof of concept - Additional results

To better understand the ability of ML algorithms in learning unbiased effects, we tested additional
scenarios (Fig. S4.5, first column).

Figure S4.5: Bias on effect estimates for different ML algorithms in trhee different simulated causal
simulations (a, b, and c). Sample sizes are so large that stochastic effects can be excluded (1000
observations). Effects of the ML models were inferred using average conditional effects. Row a) shows
the results for simulations with X1 and X2 being strongly correlated (Pearson correlation factor
= 0.99) but only X1 has an effect on y. Row b) shows results for simulations with with predictors
(Pearson correlation factor = 0.5) with effect sizes (X1: 1.0, X2: 0.5, X3: 1.0) and row c) shows results
for simulations with with predictors (Pearson correlation factor = 0.5) with effect sizes (X1: 1.0, X2:
-0.5, X3: 1.0)

We found that NN cannot separate extreme collinear effects as the OLS (Fig. S4.5a) which, however,
may improve with additional observations.
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Additonal models

To understand the different effects of regularization in NN (dropout), LASSO regression, and
Ridge regression, we tested these models on our theoretical scenarios (Fig. S4.6, first column).

Figure S4.6: Bias on effect estimates for different ML algorithms in two different simulated causal
simulations (a and b). Sample sizes are so large that stochastic effects can be excluded. Effects of the
ML models were inferred using average conditional effects. Row a) shows results for simulations with
with predictors (Pearson correlation factor = 0.5) with effect sizes (X1: 1.0, X2: -0.5, X3: 1.0). Row
b) shows the results for simulations with X1 and X2 being strongly correlated (Pearson correlation
factor = 0.99) but only X1 has an effect on y.

Dropout has an negative effect on the ability to separate collinear effects in NN (Fig. S4.6) while
also LASSO and Ridge (as expected) affect negatively the ability to separate collinear effects
(Fig. S4.6).
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4 Hyperparameter tuning

We performed a hyperparameter search to check if and how hyperparameters influence differently
or equally effect estimates and the prediction error, so does a model tune after the prediction
error has biased effects? For that, we created simulation scenarios with 50, 100, 600, and 2000
observations and 100 predictors with effects (betai, i = 1, ..., 100) β1 = 1.0, and β2 to β3 were
equally spaced between 0.0 to 1.0 so that β2 = 0.0 and β100 = 1.0.

Predictors were sampled from a multivariate normal distribution and all predictors were randomly
correlated (Variance-covariance matrix Σ was sampled from a LKJ-distribution with η = 2.0.

1,000 combinations of hyper-parameters were randomly drawn (Table S4.1). For each draw of
hyperparameters, the data simulation and model fitting was repeated 20 times. Effect sizes of X1

and X2 were recorded (for each hyperparameter combination and for each reptition). Moreover,
bias, variance, and mean square error (MSE) were recorded for the predictions on a holdout of the
same size as the training data.

Table S4.1: Overview over hyper-parameters for Neural Network, Boosted Regression Tree, and
Random Forest

Algorithm Hyper-parameter Range

Neural Network activation function [relu, leaky_relu, tanh, selu, elu, celu, gelu]

depth [1, 8]

width [2, 50]

batch size (sgd) [1, 100] in percent

lambda [2.65e-05, 0.16]

alpha [0, 1.0]

Boosted Regression Tree eta [0.01, 0.4]

max depth [2, 25]

subsample [0.5, 1]

max tree [30, 125]

lambda [1, 20]

Random Forest mtry [0, 1] in percent

min node size [2, 70]

max depth [2, 50]

regularization factor [0, 1]

Elastic net alpha [0, 1.0]

lambda [0, 1.0]

Results hyperparameter tuning

As described in the main text, we analyzed the effects of the hyperparameters on the different
errors using GAMs and variable importance of random forest (Fig. S4.7, S4.8, S4.9).
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Figure S4.7: Results of hyperparameter tuning for Neural Networks (NN), Boosted Regression
Trees (BRT), Random Forests (RF), and Elastic Net (EN) for 50 observations with 100 predictors. The
influence of the hyperparameters on effect β̂1 (bias, variance, and MSE)(true simulated effect β1 = 1.0
) and the predictions, ŷ of the model (bias, variance, and MSE) were estimated by a multivariate
generalized additive model (GAM). Categorical hyperparameters (activation function in NN) were
estimated as fixed effects. The responses (bias, variance, MSE) were centered so that the categorical
hyperparameters correspond to the intercepts. The variable importance of the hyperparameters was
estimated by a random forest with the MSE of the effect β̂1 (first plot) or the prediction ŷ (second
plot) as the response. Red dots correspond to the best predicted set of hyperparameters (based on a
random forest), in the first plot for the minimum MSE of the effect β̂1 and in the second plot for the
minimum MSE of the predictions ŷ.
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Figure S4.8: Results of hyperparameter tuning for Neural Networks (NN), Boosted Regression
Trees (BRT), Random Forests (RF), and Elastic Net (EN) for 600 observations with 100 predictors. The
influence of the hyperparameters on effect β̂1 (bias, variance, and MSE)(true simulated effect β1 = 1.0
) and the predictions, ŷ of the model (bias, variance, and MSE) were estimated by a multivariate
generalized additive model (GAM). Categorical hyperparameters (activation function in NN) were
estimated as fixed effects. The responses (bias, variance, MSE) were centered so that the categorical
hyperparameters correspond to the intercepts. The variable importance of the hyperparameters was
estimated by a random forest with the MSE of the effect β̂1 (first plot) or the prediction ŷ (second
plot) as the response. Red dots correspond to the best predicted set of hyperparameters (based on a
random forest), in the first plot for the minimum MSE of the effect β̂1 and in the second plot for the
minimum MSE of the predictions ŷ.
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Figure S4.9: Results of hyperparameter tuning for Neural Networks (NN), Boosted Regression Trees
(BRT), Random Forests (RF), and Elastic Net (EN) for 2000 observations with 100 predictors. The
influence of the hyperparameters on effect β̂1 (bias, variance, and MSE)(true simulated effect β1 = 1.0)
and the predictions, ŷ of the model (bias, variance, and MSE) were estimated by a multivariate
generalized additive model (GAM). Categorical hyperparameters (activation function in NN) were
estimated as fixed effects. The responses (bias, variance, MSE) were centered so that the categorical
hyperparameters correspond to the intercepts. The variable importance of the hyperparameters was
estimated by a random forest with the MSE of the effect β̂1 (first plot) or the prediction ŷ (second
plot) as the response. Red dots correspond to the best predicted set of hyperparameters (based on a
random forest), in the first plot for the minimum MSE of the effect β̂1 and in the second plot for the
minimum MSE of the predictions ŷ.

Optimal hyperparameters

The hyperparameters were chosen based on the lowest MSE for the predictive performance of the
models (Table S4.2) and the lowest MSE for the effect (β1) onX1 (Table S4.3). The selection of the
best hyperparameters was done by first fitting a random forest (default parameters) with the MSE
as response and the hyperparameters as predictors, and then using the set of hyperparameters
that predicted the lowest MSE.
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Table S4.2: Best predicted set of hyperparameterfor ML algorithms (tuned after MSE of predictions)

Algorithm Hyperparameter n = 50 n = 100 n = 600 n = 2000

NN activations celu selu selu selu

sgd 0.944 0.348 0.098 0.098

depth 1 1 1 1

width 24 20 35 35

alpha 0.939 0.821 0.693 0.693

lambda 0.003 0.02 0.019 0.019

BRT eta 0.072 0.126 0.245 0.147

max_depth 2 2 2 4

subsample 0.666 0.511 0.77 0.57

lambda 9.073 8.888 8.21 4.556

max_tree 117 109 110 114

RF mtry 0.129 0.466 0.792 0.603

min.node.size 12 2 3 6

max.depth 21 19 47 30

regularization.factor 0.914 0.874 0.736 0.615

EN alpha 0.007 0.008 0.025 0.025

lambda 0.286 0.028 0.006 0.006

Table S4.3: Best predicted set of hyperparameterfor ML algorithms (tuned after MSE of effect X1)

Algorithm Hyperparameter n = 50 n = 100 n = 600 n = 2000

NN activations selu selu selu selu

sgd 0.391 0.395 0.112 0.175

depth 3 3 2 2

width 18 40 19 39

alpha 0.135 0.613 0.332 0.498

lambda 0.009 0.011 0.002 0.006

BRT eta 0.252 0.327 0.393 0.393

max_depth 11 17 3 3

subsample 0.514 0.584 0.523 0.523

lambda 9.051 7.779 9.053 9.053

max_tree 71 102 124 124

RF mtry 0.137 0.926 0.462 0.952

min.node.size 2 4 9 12

max.depth 31 29 29 36

regularization.factor 0.683 0.894 0.587 0.566

EN alpha 0.011 0 0.011 0.011

lambda 0.016 0.018 0.009 0.009
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5 Additional results for data-poor scenarios

Prediction error of scenarios

Fig. S4.10 shows the MSE of the predictions on the holdouts for the different ML algorithms and
different number of observations of the data-poor scenarios (see main text).

Figure S4.10: Prediction error (mean square error, MSE) of data poor simulations with optimal
hyperparameters either tuned after the best MSE of the effect size (red) or the best MSE of the
prediction error (blue).

6 Data-poor scenarios without collinearity

Bias and variance of effects

To assess the effect of collinearity on the data-poor simulations, we repeated the scenarios
but without collinearity. Σ which was used in the sampling process of the predictor matrix
(multivariate normal distribution) was set to the identity matrix. While it is not ideal, we used the
best hyperparameters (Table S4.2, Table S4.3) which were tuned for the collinear scenarios.
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Figure S4.11: Bias and variance of estimated effects in data-poor situations. N = 50, 100, and 600
observations of 100 uncorrelated predictors were simulated. True effects in the data generating model
were β1=1.0, β2=0.0, and the other 98 effects were equally spaced between 0 and 1. Models were
fitted to the simulated data (1000 replicates) with the optimal hyperparameters (except for LM, which
doesn’t have hyperparameters). Hyperparameters were selected based on the minimum MSE of (β̂1)
(green) or the prediction error (based on ŷ ) (red). Bias and variance were calculated for β̂1 and β̂2.
Effects β̂i for i = 1, . . . , 100) were approximated using ACE.

We found similar results as for data-poor scenarios with collinearity (Fig. S4.11). NN and elastic-
net show the lowest errors and strongest increase in those errors with increasing number of
observations (Fig. S4.11).

Prediction error of scenarios

Fig. S4.12 shows the prediction errors for the ML algorithms for the data-poor simulations without
collinearity. We found similar results as for the data-poor simulations with collinearity.
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Figure S4.12: Prediction error (mean square error, MSE) of data poor simulations with optimal
hyperparameters either tuned after the best MSE of the effect size (red) or the best MSE of the
prediction error (blue).

7 Learning in neural networks

To understand the internal learning of neural networks, we trained neural networks of two
different sizes (3 layers of 50 units and 3 layers of 500 units) on a simple collinear scenario
(Y ∼ 1.0 ·X1+0.0 ·X2+ ϵ, ϵ ∼ N(0, 0.3);X1 andX2 were collinear (Pearson correlation factor
= 0.9)) and calculated the ACE after each batch optimization step.

We found that the estimates of the botch effect were initially estimated to be around 0 (Fig. S4.13
A, B), probably due to the initialization of the neural networks, which resembles a shrinkage
behavior (weights have to be moved away from 0 step by step in the gradient descent). After this
initialization phase, both estimates are within the expected negative log-likelihood surface of OLS
(Fig. S4.13C) and are estimated over the training period to the correct estimates (X1 = 1.0 and X2

= 0.0).
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Figure S4.13: Learning neural networks. Neural networks were trained on simulated data (1000
observations) with 5 predictors, X1 has a linear effect on Y, and X2 is collinear with X1 (Pearson
correlation factor = 0.9). The ACE was computed after each optimization step (i.e., after each batch in
stochastic gradient descent) (20 repetitions). Panels A and B show the evolution of the effects for X1

and X2 (true effects: X1 = 1.0 and X2 = 0.0). Panel A shows the results for a neural network with
50 units in each of the 3 hidden layers, while Panel B shows the results for a neural network with
500 units in each of the 3 hidden layers. Panel C shows the negative log likelihood surface for the
corresponding OLS.
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Supporting Information S5 for Chapter 7

Figure S5.1: Location of the study sites (n=18) along elevational gradient in the Bavarian Alps,
Germany (see Table S5.1 for detailed environmental characteristics). Different letters indicate sampling
‘subregions’: H – ‘Hochkalter’, HO – ‘Hochkalter Ost’, M – Mordaualm, W – ‘Wimbachtal’, WM –
‘Watzmann’.

Table S5.1: Results of t-tests (p-value) comparing the random forest (RF) and generalized linear
model for the different predictor groups for presence/absence of SSB.

Scenario lm lm-SE RF RF-SE p-value

All 0.769 0.022 0.861 0.010 0.003

Phylo 0.694 0.019 0.836 0.013 0.000

Seed 0.615 0.015 0.833 0.010 0.000

Env 0.722 0.025 0.697 0.015 0.405

Phylo.Seed 0.743 0.026 0.837 0.012 0.007

Phylo.Env 0.740 0.021 0.852 0.012 0.001

Env.Seed 0.738 0.025 0.823 0.012 0.010

Table S5.2: Results of t-tests (p-value) comparing the random forest (RF) and linear regression
model for the different predictor groups for SSB density.

Scenario lm lm-SE RF RF-SE p-value

All 0.199 0.026 0.416 0.019 0.000

Phylo 0.091 0.022 0.317 0.026 0.000

Seed 0.015 0.007 0.337 0.023 0.000

Env 0.119 0.014 0.124 0.018 0.833

Phylo.Seed 0.132 0.026 0.324 0.028 0.000

Phylo.Env 0.157 0.022 0.383 0.022 0.000

Env.Seed 0.172 0.030 0.329 0.020 0.001
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Figure S5.2: Absolute effect estimates of generalized linear model (A) for presence/absence of SSB
and of linear model (B) for SSB density. Only the 30 largest effect estimates are shown here. The
elastic-net approach was applied to regularize effects.

Figure S5.3: Factors of Pearson correlation between predictors for SSB.
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Supporting Information S6 for Chapter 8

1 Additional Results for linear-mixed effect models

Results for the intercept

We calculated type I error rate and power for the intercept estimates of Scenario A and B (Fig. S6.1,
Fig. S6.2) and we found similar patterns as for the slope estimates (Fig. 8.3, Fig. 8.4).

Figure S6.1: Average type I error rates and average power for the intercept in linear fixed and
mixed-effects models fitted to simulated data with 2-8 mountains (random intercept for each mountain
- Scenario A) and with 50 observations per mountain. For each scenario, 5000 simulations and models
were tested. (a, b, e, f) show results for simulated data with a variance of 0.01 in the random effects. (c,
d, g, h) show results for simulated data with a variance of 0.25 in the random effects. (a, c, e, g) show
results for mixed-effects models only from datasets in which mixed-effects models converged without
presenting singular fit problems and (b, d, f, h) results for mixed-effects models for all datasets. Results
for fixed-effects (a-h) model are from all datasets. (a-d) the dotted line represents the 5% alpha level.

Variance estimates and singular fits

We found that singular fits occurred more often in mixed-effect models when using MLE compared
to REML (Table S6.1). The rate of singular fits decreased with increasing number of groups
(Table S6.1).

Additional to the rate of singular fits a direct comparison of the variance estimates using REML
and MLE is necessary to compare their performance. Using MLE for linear mixed-effect models
led to stronger towards zero biased estimates compared to using REML (Fig. S6.3). Estimates for
balanced and unbalanced data do not differ within REML and MLE (Fig. S6.4, S6.5)
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Figure S6.2: Average type I error rates and average power for the intercept in linear (mixed-effects)
models fitted to simulated data with 2-8 mountains for scenario B (random intercept and random
slope for each mountain range). For each scenario, 5.000 simulations and models were tested. (a, b,
e, f) show results for simulated data with a variance of 0.01 in the random effects. (c, d, g, h) show
results for simulated data with a variance of 0.25 in the random effects. (a, c, e, g) show results for
mixed-effects models only from datasets in which mixed-effects models converged without presenting
singular fit problems and (b, d, f, h) results for mixed-effects models for all datasets. Results for
fixed-effects (a-h) model are from all datasets. In (a-d) the dotted line represents the 5% alpha level.

Table S6.1: Rate of models with singular fit convergence problem in lme4 when using maximum
likelihood (MLE) and restricted maximum likelihood (REML) fitting algorithms. Notice that for
GLMMs in lme4, REML is not implemented.

LMM GLMM

Number of groups REML MLE MLE

2 77% 92% 95%

3 64% 80% 89%

4 55% 70% 84%

5 45% 61% 81%

6 40% 54% 78%

7 36% 48% 76%

8 32% 43% 72%
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Figure S6.3: Variance estimates of the random intercepts (a) and random slopes (b) for linear mixed-
effect models (LMM) fitted to simulated data with 2-8 numbers of artificial mountain ranges. For each
scenario, 5,000 simulations and models were tested. The blue line represents the true variance used
in the simulation (0.01). The grey boxes show results for the models fitted by restricted maximum
likelihood estimation (REML) and the white boxes shows results for the models fitted by maximum
likelihood estimation (MLE).

Figure S6.4: Variance estimates of the random intercepts (a) and random slopes (b) for linear
mixed-effect models (LMM) fitted to simulated data with 2-8 numbers of artificial mountain ranges
using REML. For each scenario, 5,000 simulations and models were tested. The blue line represents
the true variance used in the simulation (0.01). The grey boxes show the results for the models with
unbalanced data (number of observation) among mountains and the white boxes shows results for
the models fitted with balanced data among mountains.
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Figure S6.5: Variance estimates of the random intercepts (a) and random slopes (b) for linear
mixed-effect models (LMM) fitted to simulated data with 2-8 numbers of artificial mountain ranges
using MLE. For each scenario, 5,000 simulations and models were tested. The blue line represents
the true variance used in the simulation (0.01). The grey boxes show the results for the models with
unbalanced data (number of observation) among mountains and the white boxes shows results for
the models fitted with balanced data among mountains.

2 Results for generalized linear-mixed effect models

If we would have also hypothesized that higher temperatures increase the reproductive success
(either yes or no) of a plant species (H2), we would have to test also generalized mixed-effect
models. To do so, we also simulated an unbalanced study design for this hypothesis with 2-8
mountains from a varying number of plants for each mountain (H2: expected range between
40-360 plants per mountain) while keeping the overall number of plants constant along altitudinal
transects.

Again, we simulated 5000 datasets for each case. The used the inverse logit link function and
sampled from a binomial distribution. We used models GLMs and GLMMs to fit the models to the
simulated data with binominal distribution.

We found similar patterns as for the LM and LMMs in the main text. For scenario A, the number of
mountains didn’t affect the type I error rates or the statistical power, regardless of if the singular
fits were included in the results for the mixed-effect models or not (Fig. S6). Here, we didn’t test
the overparametrized model or higher variances (larger effect sizes) in the simulated random
intercepts.

For scenario B, the overall pattern was again very similar to the findings for the LM and LMMs
(Fig. 8.4). Type I error rates were robust to the number of the levels in the grouping variable
(Fig. S6.7a-d), but the rates for all models were affected by the variance of the random effects (the
size of random effects), and the mixed-effect models showed increased type I error rates when the
singular fits were included (Fig. S6.7b, d).

The fixed-effect model without the grouping variable showed for low variance in the random
effects close to the nominal level average type I error rates. However, for high variances, the
average type I error rates were highly increased.

One notable difference to LM and LMMs is that the overall power of the mixed-effect models was
always higher than when modeling the grouping variable as a fixed effect (Fig. S6.7e-h). This

176



Su
pp

or
ti
ng

In
fo
rm

at
io
n
6

difference in power was here higher than for LMs and LMMs (Fig. 8.4).

Figure S6.6: Average type I error rates and average power for generalized linear fixed and mixed-
effect models fitted to simulated data with 2-8 mountains (random intercept for each mountain -
Scenario A) and with 200 observations per mountain. For each scenario, 5000 simulations and models
were tested. (a, c) show results for mixed-effects models only from datasets in which mixed-effects
models converged without presenting singular fit problems and (b, d) results for mixed-effects models
for all datasets. Results for fixed-effects (a-d) model are from all datasets. (a-d) the dotted line
represents the 5% alpha level.

Figure S6.7: Average type I error rates and average power for generalized linear (mixed-effect)
models fitted to simulated data with 2-8 mountains for scenario B (random intercept and random
slope for each mountain range). For each scenario, 5.000 simulations and models were tested. (a, b,
e, f) show results for simulated data with a variance of 0.01 in the random effects. (c, d, g, h) show
results for simulated data with a variance of 0.25 in the random effects. (a, c, e, g) show results for
mixed-effects models only from datasets in which mixed-effects models converged without presenting
singular fit problems and (b, d, f, h) results for mixed-effects models for all datasets. Results for
fixed-effects (a-h) model are from all datasets. In (a-d) the dotted line represents the 5% alpha level.
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We calculated the statistical properties for the intercept estimates of Scenario A and B (Fig. S6.8,
Fig. S6.9) and we found similar patterns as for the slope estimates (Fig. 8.3, Fig. 8.4).

Also, the distribution of the variance estimates of the random effects matched with the results of
the LMMs (Fig. 8.5, Fig. S6.10)

Figure S6.8: Average type I error rates and average power for the intercept in generalized linear
fixed and mixed-effect models fitted to simulated data with 2-8 mountains (random intercept for
each mountain - Scenario A) and with 200 observations per mountain. For each scenario, 5000
simulations and models were tested. (a, c) show results for mixed-effects models only from datasets
in which mixed-effects models converged without presenting singular fit problems and (b, d) results
for mixed-effects models for all datasets. Results for fixed-effects (a-d) model are from all datasets.
(a-d) the dotted line represents the 5% alpha level.
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Figure S6.9: Average type I error rates and average power for the intercept in generalized linear
(mixed-effect) models fitted to simulated data with 2-8 mountains for scenario B (random intercept
and random slope for each mountain range). For each scenario, 5.000 simulations and models were
tested. (a, b, e, f) show results for simulated data with a variance of 0.01 in the random effects. (c, d,
g, h) show results for simulated data with a variance of 0.25 in the random effects. (a, c, e, g) show
results for mixed-effects models only from datasets in which mixed-effects models converged without
presenting singular fit problems and (b, d, f, h) results for mixed-effects models for all datasets. Results
for fixed-effects (a-h) model are from all datasets. In (a-d) the dotted line represents the 5% alpha level.
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Figure S6.10: Variance estimates of random intercepts (a, c) and random slopes (b, d) for generalized
linear mixed-effects models in Scenario B, fitted with lme4 using MLE to simulated data with 2-8
mountains. Figures (a) and (b) show the results for all models (singular and non-singular fits) and
figures (c) and (d) show the results for only non-singular fits. For each scenario, 5.000 simulations and
models were tested. The blue dotted lines represent the true variance used in the simulation (0.01)
and the red lines the average variance estimates.

3 Calculation of the mean temperature effect in fixed-effect models with inter-

action

As fixed-effect models with interactions estimate the effect of one level and its contrasts to
the other levels, the population effect of temperature itself is not estimated in the R default
parametrization. To calculate the population effect and its significance to be able to compare it to
mixed-effect models result, we estimate the grand mean and its standard error via bootstrapping.
To do so, we sample from the multivariate normal distribution reported from the fitted linear for
the interactions. Let S be a big enough sample from this distribution, then the mean of S is the
grand mean temperature effect, and the standard error of S is the standard error of the mean. In R
language we can calculate p-values using 2000 samples given the effect estimates effects and the
covariance matrix of the individual level effects V from the linear model in the following way:
S = mvtnorm : : rmvnorm ( 2 0 0 0 , mean = e f f e c t s , s igma = V)
e f f = mean ( S )
se = sd ( S ) / s q r t ( mountain −1 )

We then used t-values for LMs and z-values for GLMs for a better comparison with the respective
packages to calculate p-values. To check whether our calculation of the grand mean behaves
approximatively correctly, i.e. with no effect we would expect a uniform distribution of the
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p-values, we simulated scenario B with no grand mean (effect was set to 0), different standard
deviations of the varying random intercept and slope (0.1, 0.5, and 1.0), and unbalanced (30
observations for each group but 1000 observations for the last one) and balanced (30 observations
for each group) study design. We found that the distribution of p-values is approximatively correct
for larger standard deviations (which is linked to the number of observations in each group, Fig.
S11).

We repeated the simulations for GLMs and we found that the distributions of p-values were on
average left-skewed (Fig. S12). The nature of the logit link in the GLM explains the increase in
left skewness with higher standard deviations of the random effects (Fig. S12).

Using zero sum contrasts is another way to calculate the average affects over a grouping variable.
We repeated the above-mentioned simulation to compare the zero-sum contrasts method to our
bootstrapping approach. However, we found highly right-skewed distribution of p-values for the
zero-sum contrasts for both models, the LM and the GLM (Fig. S13, S14). Thus, the zero-sum
contrasts method leads to high type I errors and very high power for LMs and GLMs, while our
bootstrapping method leads to correct type I errors and power for LMs, but higher than expected
type I error rates and less power for the GLMs. Therefore, we think that our bootstrapping
approach is preferable over the zero-sum contrast method.

Figure S6.11: The distribution of p-values (based on t-statistics) for the grand mean calculation of
linear models for different simulation scenarios: 2 – 101 mountains, different SDs for the random
effects (0.1, 0.5, and 1.0), and for unbalanced (blue) and balanced (red) study design. Each scenario
was simulated 10,000 times.
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Figure S6.12: The distribution of p-values (based on z-statistics) for the grand mean calculation of
generalized linear models for different simulation scenarios: 2 – 101 mountains, different SDs for the
random effects (0.1, 0.5, and 1.0), and for unbalanced (blue) and balanced (red) study design. Each
scenario was simulated 10,000 times.
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Figure S6.13: The distribution of p-values (based on t-statistics) for the grand mean calculation in
linear models (based on zero sum contrasts) for different simulation scenarios: 2 – 101 mountains,
different SDs for the random effects (0.1, 0.5, and 1.0), and for unbalanced (blue) and balanced (red)
study design. Each scenario was simulated 10,000 times.
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Figure S6.14: The distribution of p-values (based on t-statistics) for the grand mean calculation
in generalized models (based on zero sum contrasts) for different simulation scenarios: 2 – 101
mountains, different SDs for the random effects (0.1, 0.5, and 1.0), and for unbalanced (blue) and
balanced (red) study design. Each scenario was simulated 10,000 times.

Distribution of population-level effect estimates

To check what causes different type I error rates, we plotted the distribution of estimated popula-
tion mean effects for scenario B for a different number of mountains (2, 3, 5, and 7, corresponding
to panels a-d in Fig. S6.15 and S6.16) for the intercept (Fig. S6.15) as well as for the slope
(Fig. S6.16). We found no differences for the different models for the estimates of the population
effect (Fig. S6.15, S6.16). We found that with increasing number of mountains the variance of the
distribution declines.
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Figure S6.15: The distribution of the population slope effect (grand mean, ecological effect) of
temperature for scenario B. a-d show different number of mountains (2, 3, 5, and 7) and each column
corresponds for a different model which we tested for scenario B (see Figure 2 in main text)

4 Mixed-effect model implementations in R, default settings and convergence

issues

The most used packages in R to fit mixed-effect models are lme4 (Bates et al., 2014) and glmmTMB
(Brooks, Kristensen, Benthem, Magnusson, Berg, Nielsen, Skaug, Machler, et al., 2017).
These packages differ in their optimization routines and the calculation of p-values for linear
mixed-effect models (LMMs). While lme4 uses standard optimizers, glmmTMB relies on automatic
differentiation implemented in TMB package (Kristensen et al., 2016). Another difference is that
glmmTMB offers to fit linear and generalized linear models with both the maximum likelihood
(MLE) and the restricted maximum likelihood estimation (REML), while lme4 offers only REML
for LMMs but not for GLMMs. By default, lme4 uses restricted maximum likelihood (REML) for
LMMs (lmer function) and unrestricted maximum likelihood (MLE) for GLMMs (glmer function),
while glmmTMB uses MLE by default for any kind of data.

5 Results for linear-mixed effect models

We repeated the experiments from the main text with glmmTMB instead of lme4. Because lme4
defines a singular fit when the estimated variance of a random effect is smaller than 10− 4 we
decided to use the same threshold for glmmTMB (which has no default threshold).
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Figure S6.16: The distribution of the population intercept effect for scenario B. a-d show different
number of mountains (2, 3, 5, and 7) and each column corresponds for a different model which we
tested for scenario B (see Figure 2 in main text).

Results for the slope

For scenario A, the patterns we found for average type I error rate and average statistical power of
the population-level effect (effect size of the temperature predictor) were similar to the findings of
lme4 (Fig. 8.3, Fig. S6.17). However, the overparametrized model was less affected by the variance
of the random effects or if the singular fits were included or not. Also, the average power of the
overparametrized model was higher than when using lme4.

For scenario B, again the patterns were similar to lme4 with the exception that for higher variances,
the average type I error rates of the mixed-effect models fitted by glmmTMB were higher than
the nominal level, regardless of with or without singular fits. Here, the average type I error rates
decreased with the number of the number of mountains to the nominal level (Fig. S6.18a-d). In
lme4 the average type I error rates were closer to the nominal level (more conservative, Fig. S6.18).
The less conservative average type I error rates led also to higher power (Fig. S6.18e-h).
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Figure S6.17: Average type I error rates and average power for linear fixed and mixed-effect models
(glmmTMB) fitted to simulated data with 2-8 mountains (random intercept for each mountain -
Scenario A) and with 50 observations per mountain. For each scenario, 5000 simulations and models
were tested. (a, b, e, f) show results for simulated data with a variance of 0.01 in the random effects. (c,
d, g, h) show results for simulated data with a variance of 0.25 in the random effects. (a, c, e, g) show
results for mixed-effects models only from datasets in which mixed-effects models converged without
presenting singular fit problems and (b, d, f, h) results for mixed-effects models for all datasets. Results
for fixed-effects (a-h) model are from all datasets. (a-d) the dotted line represents the 5% alpha level.

Figure S6.18: Average type I error rates and average power for linear (mixed-effect) models fitted
to simulated data with 2-8 mountains for scenario B (random intercept and random slope for each
mountain range) using glmmTMB. For each scenario, 5.000 simulations and models were tested. (a, b,
e, f) show results for simulated data with a variance of 0.01 in the random effects. (c, d, g, h) show
results for simulated data with a variance of 0.25 in the random effects. (a, c, e, g) show results for
mixed-effects models only from datasets in which mixed-effects models converged without presenting
singular fit problems and (b, d, f, h) results for mixed-effects models for all datasets. Results for
fixed-effects (a-h) model are from all datasets. In (a-d) the dotted line represents the 5% alpha level.

Results for the intercept

For the intercept, we found a similar pattern as for the slopes: The average type I error rates of
the mixed-effect models fitted by glmmTMB were on average higher for low number of levels
and stronger affected by larger random effect sizes than when fitted by lme4 (Fig. S6.19, S6.20).

187



Su
pp

or
ti
ng

In
fo
rm

at
io
n
6

Appendix

Figure S6.19: Average type I error rates and average power for the intercept in linear fixed and
mixed-effect models (glmmTMB) fitted to simulated data with 2-8 mountains (random intercept
for each mountain - Scenario A) and with 50 observations per mountain. For each scenario, 5000
simulations and models were tested. (a, b, e, f) show results for simulated data with a variance of 0.01
in the random effects. (c, d, g, h) show results for simulated data with a variance of 0.25 in the random
effects. (a, c, e, g) show results for mixed-effects models only from datasets in which mixed-effects
models converged without presenting singular fit problems and (b, d, f, h) results for mixed-effects
models for all datasets. Results for fixed-effects (a-h) model are from all datasets. (a-d) the dotted line
represents the 5% alpha level.

Figure S6.20: Average type I error rates and average power for the intercept in linear mixed-effect
models (glmmTMB) fitted to simulated data with 2-8 mountains for scenario B (random intercept
and random slope for each mountain range). For each scenario, 5.000 simulations and models were
tested. (a, b, e, f) show results for simulated data with a variance of 0.01 in the random effects. (c, d,
g, h) show results for simulated data with a variance of 0.25 in the random effects. (a, c, e, g) show
results for mixed-effects models only from datasets in which mixed-effects models converged without
presenting singular fit problems and (b, d, f, h) results for mixed-effects models for all datasets. Results
for fixed-effects (a-h) model are from all datasets. In (a-d) the dotted line represents the 5% alpha level.

Variance estimates and singular fits using glmmTMB

We found that singular fit occurred more often in mixed-effect models when using MLE compared
to REML (Table S6.2). Also, the rate of singular fits decreased with increasing number of mountains
(Table S6.2)). When using a threshold of 10-4 (the same as for lme4) to detect a singular fit, the
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rate of singular fits to non-singular fits was the same as for lme4.

For non-singular fits, we found that the average variance estimate in the mixed-effect models
were closed to the true value of the data generating process than in lme4 (Fig. 8.5), Fig. S6.21).
Estimates for balanced and unbalanced data do not differ within REML and MLE (Fig. S6.23, S6.24)

Additional to the rate of singular fits a direct comparison of the variance estimates using REML
and MLE is necessary to compare their performance. Using MLE for linear mixed-effect models
led to stronger towards zero biased estimates compared to using REML (Fig. S6.22).

Figure S6.21: Variance estimates of random intercepts (a, c) and random slopes (b, d) for linear
mixed-effects models (LMM, Table 1. Eq. M10) in Scenario B, fitted with glmmTMB using REML to
simulated data with 2-8 mountains. Figures (a) and (b) show the results for all models (singular and
non-singular fits) and figures (c) and (d) show the results for only non-singular fits. For each scenario,
5.000 simulations and models were tested. The blue dotted lines represent the true variance used in
the simulation (0.01) and the red lines the average variance estimates.
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Table S6.2: Proportion of models ran in glmmTMB that presented singular fit convergence problem
when using maximum likelihood (MLE) and restricted maximum likelihood (REML) fitting algorithms.

LMM GLMM

Number of groups REML MLE MLE REML

2 77% 92% 87% 97%

3 65% 81% 80% 92%

4 55% 71% 76% 88%

5 46% 62% 72% 84%

6 41% 54% 69% 81%

7 37% 48% 68% 80%

8 33% 43% 64% 76%

Figure S6.22: Variance estimates of the random intercepts (a) and random slopes (b) for linear
mixed-effect models (LMM) fitted to simulated data with 2-8 numbers of artificial mountain ranges.
For each scenario, 5,000 simulations and models were tested. The blue line represents the true variance
used in the simulation (0.01). The grey boxes show results for the models fitted by restricted maximum
likelihood estimation (REML) and the white boxes shows results for the models fitted by maximum
likelihood estimation (MLE).
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Figure S6.23: Variance estimates of the random intercepts (a) and random slopes (b) for linear
mixed-effect models (LMM) fitted to simulated data with 2-8 numbers of artificial mountain ranges
using REML. For each scenario, 5,000 simulations and models were tested. The blue line represents
the true variance used in the simulation (0.01). The grey boxes show the results for the models with
unbalanced data (number of observation) among mountains and the white boxes shows results for
the models fitted with balanced data among mountains.

Figure S6.24: Variance estimates of the random intercepts (a) and random slopes (b) for linear
mixed-effect models (LMM) fitted to simulated data with 2-8 numbers of artificial mountain ranges
using MLE. For each scenario, 5,000 simulations and models were tested. The blue line represents
the true variance used in the simulation (0.01). The grey boxes show the results for the models with
unbalanced data (number of observation) among mountains and the white boxes shows results for
the models fitted with balanced data among mountains.

6 Discussion

At least to some extent, the differences between glmmTMB and lme4 might be explained by the
arbitrary chosen threshold to detect singular fits. It is doubtable if the singular fits rate of the two
different packages are truly comparable when they are classified with the same threshold but rely
on different implementations and optimization routines.

However, even if we include the singular fits in the results of the mixed-effect models, we found
that glmmTMB showed on average a higher type I error rate for larger variances in the random
effect than lme4 (Fig. 8.3, 8.4, Fig. S6.17, S6.18, S6.19, S6.20) indicating that lme4 can handle in
general singular fits better than glmmTMB because the average type I error rate of lme4 was here
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closer to the nominal level (Fig. 8.3, 8.4, Fig. S6.17, S6.18, S6.19, S6.20).

Future work should focus on exploring and understanding the cause of this difference between
the two mixed-effect model implementations.
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