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ABSTRACT
Corporate disclosures convey crucial information to financial market participants.
While machine learning algorithms are commonly used to extract this information,
they often overlook the use of idiosyncratic terminology and industry-specific vocab-
ulary within documents. This study uses an unsupervised machine learning algorithm,
the Structural Topic Model, to overcome these issues. Our findings illustrate the link
between machine-extracted risk factors discussed in corporate disclosures (10-Ks) and
the corresponding pricing behavior by investors, focusing on a previously unexplored
US REIT sample from2005 to 2019. Surprisingly, whendisclosed,most risk factors coun-
terintuitively lead to a decrease in return volatility. This resolution of uncertainties
surrounding known risk factors or the provision of additional facts about these factors
contributes valuable insights to the financial market.
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1. Introduction

It is still amatter of academic debate, whethermarkets efficiently incorporate information into prices. In financial
markets, pricing is a continuous process of investors’ reactions to new information (Fama 1970) characterized
by its volatility around the expected value. A low volatility is a sign of consistent expectations across investors
regarding values when new information emerges. Contrary, high volatility indicates dissent about how to value
and incorporate new information. By revealing a piece of new information, a new pricing process begins after
their release date resulting in three possible outcomes: no price reaction if the information is irrelevant or already
known among the investors, increasing volatility if the investors are in disagreement with the pricing outcome
of the information, or decreasing volatility if the investors coincide about the informational impact on the firm’s
future prospect. From a theoretical perspective, new information can increase or decrease investors’ risk percep-
tion. In linewith this ambiguity, empirical research identifies information factors increasing as well as decreasing
the volatility; whereas the latter finding is in the majority.We use a machine-learning based approach to identify
which information factors are positive or negative linked with risk to dissolve these mixed empirical findings.

Previous studies about market efficiency show theoretically and empirically that information asymmetry
reduces market efficiency and increases stock misvaluation (e.g. Miller and Rock 1985; Myers 1984; Myers and
Majluf 1984; Ross 1973). An effective tool to overcome this asymmetry is to inform the public of any relevant
news helping them to make the right decision and thereby finding the right price. For the US, the Securities and
Exchange Commission (SEC) demands various standardized disclosures of publicly listed firms to establish and
maintain efficient markets. For that, firms are mandated to discuss the factors which make a firm speculative or
risky in their 10-Ks (see SEC 2005). Although all types of risk – whether quantified or described qualitatively
– influence the decisions of managers and investors alike, mandatory risk disclosures in qualitative form (i.e.
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Item 1A – a section describing risk factors in 10-K filings) are less explored than in quantitative form (e.g. stock
volatility).

Recognizing the temporal and cognitive limitation of humans to read and process to the massive amount of
text, ‘topic models’ have gained great importance over the last few years both in industry and research. Topic
models are statistical models used in natural language processing (NLP) and unsupervised machine learning
(ML) to discover latent topics within documents. Their goal is to find the ‘topics’ embedded in textual data
without any prior knowledge of the topics. These models are particularly useful for analyzing large sets of
unstructured text data such as corporate disclosures. The Latent Dirichlet Allocation (LDA)method has become
predominant in economics, accounting, and finance. The advantage of LDA is that it does not require predefined
rules (i.e. a priori determined keywords aka bag of words) to quantify latent topics within; the disadvantage
is that LDA tends to identify already known or trivial topics since the Dirichlet distribution assumes almost
uncorrelated topics and ignores the existence of idiosyncratic language (covariate words) within a subset of the
documents. Previous research (e.g. Lopez-Lira 2023) shows this disadvantage wherein extracted topics closely
align with the industrial sectors of the firms, as their textual content utilizes similar words. Consequently, LDA
frequently reaffirms the existing classification, providing minimal new insights into why firms are exposed to
specific risk topics. This methodical drawback is partly solved with its technical successor, the Correlated Topic
Model (CTM, see Blei and Lafferty 2007) which has so far not been used empirically. Even if sophisticated
approaches have been developed over the last years (e.g. Cong, Liang, and Zhang 2019; Das et al. 2022; Kelly,
Manela, and Moreira 2021; Li et al. 2021), they are not widely used in the accounting and financial domain.

To overcome the problems encountered in the quantitative analysis of textual disclosures, we propose the
application of the Structural Topic Model (STM). Its key innovation lies in the ability to integrate metadata (e.g.
industry sectors) and their corresponding words into each document before initiating the automated process
of discovering topics and estimating their likelihood of occurrence in a document. Technically speaking STM
is based on LDA but includes covariates (i.e. idiosyncratic language within a subset of the documents) and
covariances between topics (see Roberts, Stewart, and Tingley 2019). Figure 1 highlights the formulized problem
of the LDA as well as the proposed solution by the STM.

The text corpora (corpus A and B) in Figure 1 illustrate examples of our later-used data set. The identified
words defining the topics by LDA correspond to the already known sectors – corpus A is provided by a firm in
the healthcare sector and corpus B by a firm in the residential sector. At the same time, both corpora address
the topic ‘Legal & Litigation Risk’ which is not identified by LDA but by STM as the common topic. Thus, STM
allows extracting common factors across documents by excluding the already known metadata (e.g. healthcare
and residential) and their corresponding words. Consequently, the industry-specific vocabulary distracts the
LDA and CTM from extracting common risk factors.

This research delves into the question of whether risk topics, extracted from unstructured text data using
advanced machine learning methods, yield more effective results in explaining return volatility compared to
older methods that focus on text length and readability, or overlook the correlation between topics and words
in documents. Our aim is to contribute to the growing utilization of text data in accounting and financial
research. Additionally, we seek to shed light on the unresolved question of whether the capital market per-
ceives it positively (i.e. risk-minimizing) when firms provide more comprehensive disclosures about risks in
their documents.

We find that LDA and CTM are distracted from extracting common risk factors and can therefore hardly be
linked to the pricing behavior of investors. Contrary, the STM-extracted risk factors are statistically significantly
associated with volatility and consequently, with the risk perception of investors. Simple methods of measuring
risk by counting words are of minor importance but a hybridmodel – combiningmachine learning with a word-
counting factor – explains best the return volatility within our dataset. Our resultsmostly support that executives
use disclosures to resolve firms’ known risk factors or give more facts about known risk factors and thus, reduce
risk perceptions on the market. In a supplementary analysis, we discover supporting evidence for extending our
findings also to sectors with heterogeneous business models and lower investor perception.

Our findings carry implications for the accounting and finance research community, as well as for industry
practices. By leveraging advanced machine learning-based methods that consider the covariate and covariance
aspects of words, we can effectively identify risk-relevant factors from textual data. This capability enables us to
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Figure 1. Stylized illustration of LDA and STM.

incorporate information into our risk analyses that would otherwise be hard to include, given the limitations of
human capacity to process thousands of documents. The observed predominantly risk-reducing effect associated
with a higher likelihood of occurrence of risk topics may serve as motivation for firm executives to enhance the
discussion of risk factors in their disclosures. This could potentially clarify the impact of risks on the firm’s
future development.

Our study contributes to the literature in various ways. To the best of our knowledge, this is the first study
applying STM to the accounting and finance domain while also benchmarking it with LDA and CTM.We show,
that the so-far predominantly used LDA is biased by the used idiosyncratic language within an industry reflect-
ing rather the already known operative line of business or businessmodels than significant topics of a document.
This is also true for CTM, the advanced LDA algorithm, which is themost suitable benchmark for STMalthough
it is not used in the economic literature so far. In addition, our analysis provides insights into whether and how
information is incorporated into the pricing process. By introducing STM, we apply the algorithm to the impor-
tant but rather neglected industry sector of REITs (Real Estate Investment Trusts). This industry is an appealing
testing ground for multiple reasons. First, while the sector is described by relatively homogenous business mod-
els and firm characteristics, its firms invest in different property types (e.g. healthcare, residential). This sample
allows us to show that even in a sample favorable to LDA, it is more likely to find already known topics (i.e.
property types) rather than uncovering common risk factors across the entire sector. In contrast, STM has the
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capability to directly discern these shared risk factors. Second, REIT’s managersmust turn to the capital markets
repeatedly to raise funding for new projects since they have very limited cash reserves due to regulation require-
ments. This regulation incentivizes REITs to be transparent, disclose their fillings with a relatively high quality,
act for the long-term, and sustain investor trust. Third, REITs are distinguished by substantial investments in
fixed assets, resulting in relatively stable cash flows. This stability appeals to institutional investors, equipped
to navigate through lengthy and intricate disclosures more effectively. Therefore, it is reasonable to anticipate
observable stock market reactions based on the disclosed information for this sector.

The remainder of the paper is organized as follows. Section 2 discusses related literature on mandatory
risk disclosures and develops hypotheses. Section 3 explains the textual analysis procedures (i.e. LDA, CTM,
and STM) and the empirical model, while Section 4 introduces the data used and describes the variables. The
empirical results are reported in Sections 5 and 6 concludes.

2. Previous literature and hypotheses development

2.1. Textual analysis in accounting and finance

Fueled by the rise of computational power and the tremendously increasing online availability of text, a growing
body of literature in accounting and finance has focused on computer-based techniques to find and quantify
information revealed in qualitative disclosures (e.g. media news, public corporate disclosures, analyst reports,
and internet postings). Within the finance research, probably Tetlock (2007) provides the pioneering study by
employing automated content analysis to extract sentiment from the Wall Street Journal’s column ‘Abreast of
the Market’ by counting specific words. He demonstrates, that media pessimism induces downward pressure
on market prices and leads to temporarily high market trading volume. Thereafter, multiple studies analyze
how sentiment predicts the reactions of financial markets. For example, Garcia (2013) processes finance news
from The New York Times and provides evidence that positive words also help to predict stock returns. Tetlock,
Saar-Tsechansky, and Macskassy (2008) analyze firm-specific news from the Dow Jones News Service and The
Wall Street Journal and prove that negative words convey negative information about firm earnings beyond
stock analysts’ forecasts and historical accounting data. Antweiler and Frank (2004), Das and Chen (2007), and
Chen et al. (2014) investigate the textual sentiment of internet messages. Hereby, Antweiler and Frank (2004)
find evidence that the amount of message posting predicts market volatility and trading volume. Chen et al.
(2014) figure out that the fraction of negative words contained in articles published on Seeking Alpha negatively
correlates with contemporaneous and subsequent stock returns. Das and Chen (2007) make assumptions about
the relationship between textual sentiment and investor sentimentwhen interpreting textual sentiment or tone of
internetmessages as small investor sentiment. They linkmarket activity to small investor sentiment andmessage
board activity. Regarding the studies addressing corporate disclosures, textual sentiment has been found to be
positively related to abnormal stock returns (e.g. Chen et al. 2014; Feldman et al. 2010; Jegadeesh andWu 2013),
subsequent stock return volatility (e.g. Loughran and McDonald 2011; 2015), and future earnings and liquidity
(e.g. Li 2010).

Further research investigates the readability of corporate disclosures and provides evidence that lower annual
report readability is associated with increased stock return volatility (Loughran and McDonald 2014), lower
earnings persistence as well as higher earnings surprise (Li 2008; Loughran andMcDonald 2014), larger analyst
dispersion (Lehavy, Li, andMerkley 2011; Loughran andMcDonald 2014), and lower trading due to a reduction
in small investor trading activity (Miller 2010). Only recently, Cohen, Malloy, and Nguyen (2020) use sentiment
andmultiple similarity measures to show that changes to the language and construction of corporate disclosures
impact stock prices with a time lag. The authors conclude that investors need time to process complex and
lengthy disclosures.

Other recent papers try to develop new machine-learning-based methods for textual comprehension and
topic extraction in financial economics. Among them, Cong, Liang, and Zhang (2019) generate textual factors
using neural-network language processing and generative statistical modeling which can be used for macroe-
conomic forecasting and factor asset pricing. Kelly, Manela, and Moreira (2021) develop a high-dimensional
selection model that focuses more on a phrase than the frequency of repetition. They apply it not only to U.S.
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congressional speeches but also to estimate macroeconomic indicators using newspaper text. Li et al. (2021)
create a culture dictionary based on the word embedding model and earnings call transcripts and show that an
innovative culture is wider than the usual way to measure innovation. Das et al. (2022) present an automated
approach to generate wordlists that have a comparable performance to traditional lists on machine learning
classification tasks.

This study contributes to the emerging literature on textual analysis by adopting a new perceptive based on
an often applied method. Instead of focusing on the tone conveyed through the narrative, the complexity of the
language, or document similarity, we extract topics out of corporate risk disclosures using machine learning
approaches.

2.2. Textual analysis of risk disclosures

The literature has applied various methods to assess a firms’ risk disclosure, which we classify in two categories.
Within the first and more straightforward category, the entire risk disclosure is observed as a unit and its ‘size’
is considered as a proxy for risk. Within the second and more sophisticated category, the individual risk itself
comes to the forefront. The former category comprises studies that count risk keywords (e.g. Kravet and Muslu
2013; Li 2006) or rely on the total length of the risk section (e.g. Campbell et al. 2014; Nelson and Pritchard 2016)
to measure firms’ risk disclosures. Hereby, increased levels of forward-looking disclosures (e.g. risk disclosures)
are linked to an increased trading volume (Kravet andMuslu 2013), and lower future earnings and stock returns
(Li 2006). The result for stock return volatility is not so clear; themajority find a decreasing effect (e.g. Beyer et al.
2010; Muslu et al. 2015), whereas others an increasing effect (e.g. Campbell et al. 2014; Kravet andMuslu 2013).
Common to the studies using straightforward approaches is that they can process a large number of textual
documents which is beyond human capacity, but they obviously lose a lot of information written in the text.

Only recently and within the latter category, researchers have started to focus more on the written content
by making use of machine learning approaches to identify and quantify the individual risks. In this context,
the unsupervised machine learning approach Latent Dirichlet Allocation (LDA) is most popular for finding the
individual risks discussed in firms’ filings. The outcomes are manifold: Israelsen (2014), for example, examines
the association between the risks disclosed in Item 1A and stock return volatility, as well as betas of the Fama-
French Four-Factor model. Employing a variation of the LDA, Bao and Datta (2014) analyze whether and how
risk disclosures affect investor risk perceptions. Their findings indicate that some risk factors increase or decrease
investor risk perceptions, and thus lead to higher or lower post-filing return volatility, whereas the majority
have no effect at all. Gaulin (2019) uses disclosed risk factors to analyze disclosure habits and suggests that
managers time the identification of new risks, as well as the removal of previously identified ones, to match their
expectations of adverse outcomes in the future. Recently, Lopez-Lira (2023) demonstrates the importance of risk
disclosures by providing a factor model that uses only identified firm risk factors to explain stock returns and
performs as least as well as traditional models, without including any information from past prices.

The key benefit of machine learning approaches is that they do not require predefined rules (i.e. a priori
determined keywords) to identify risk factors. Instead, risk factors or general speaking topics derive naturally
from fitting the statistical model to the textual corpus, based on word co-occurrences in the documents.

2.3. Hypotheses

Common to all approaches, whether straightforward or sophisticated, is that they attempt to quantify qualitative
information in disclosures without the need for a human being to read them. However, quantifying risk disclo-
sures is quite challenging given that firms neither reveal the likelihood that a disclosed risk will ultimately affect
the company, nor the quantified impact a risk might have on the firm’s current and future financial statements.
Thus, forward-looking risk disclosures might inform the reader, for the most part about a vague range, but cer-
tainly not the level of future performance (Kravet andMuslu 2013). Nevertheless, assuming that firm executives
truthfully report their views under SEC scrutiny and penalty of litigation, it can be argued that detailed firm-
specific information is provided in 10-K filings. In fact, previous research (e.g. Bao and Datta 2014; Kravet and
Muslu 2013) finds a stock market reaction of risk disclosures confirming its informativeness.
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Recognizing that management’s discretion entails considerable leeway in deciding which information about
a risk factor is disclosed and how much of the filing is allocated to a particular risk-factor topic, we assume
that these probabilities of topics provide valuable information on how companies assess the extent of the risks.
Accordingly, the topic probabilities in the filings derived fromunsupervisedmachine learning algorithm,mostly
by the Structural Topic Model (STM), could serve as a proxy for risk beyond the level of previous straight-
forwarded proxies (e.g. word count, text length), allowing investors to quantify the information provided in
narrative form.

Hypothesis 1:Theprobabilities of risk topics in textual reports – derived from the STMmodel – present significant explaining
factors in empirical models analyzing investor risk perception.

The nature of risk disclosures is that it explains but does not necessarily resolve uncertainties. Thus, the-
oretic models (e.g. Cready 2007; Kim and Verrecchia 1994) see the possibility that risk disclosures increase
or decrease investors’ risk perceptions. Kravet and Muslu (2013) define three opposing arguments. The first
argument suggests that investor risk perceptions remain unaffected since risk disclosures are vague and use
boilerplates because managers are likely to report all possible risks and uncertainties without considering their
impact on businesses just to be on the safe side (null argument). The second argument states that risk disclosures
reveal unknown risk factors or risk-increasing facts about known risk factors causing diverging investor opin-
ions and increasing risk perceptions (divergence argument). The third argument assumes that executives use
disclosures to resolve firms’ known risk factors or give more facts about known risk factors and thus, reduce risk
perceptions (convergence argument). This ambiguity is supported by the mixed results in empirical research
(see the previous subsection), whereas the majority find resolved uncertainties (i.e. lower volatility) in response
to corporates’ disclosures. Since we are able to extract risk topics at a higher level of granularity than previ-
ous straight-forwarded risk proxies, we assume that we find all three risk perceptions (null, convergence, and
divergence argument). Knowing that the annual frequency of 10-Ks is from the legal and practical perspective
inappropriate to discuss new risks, we assume that the majority of disclosures resolve known risk factors and
contingencies and formulate our next hypothesis as follows.

Hypothesis 2: The majority of the risk factors present a risk-reducing effect, supporting the convergence argument.

3. Model design

3.1. Textual analysis withmachine learning: LDA and CTM

Topics derive naturally from fitting the statistical model to the textual corpus based on word co-occurrences in
the documents. Thus, this procedure eliminates subjectivity that would otherwise be introduced by predefined
wordlists, and yet provides more informative results than straight-forwarded approaches, which can still be
interpreted economically. The Latent Dirichlet Allocation (LDA) is the most frequently used topic modeling
approach in the scientific literature; it is borrowed from genetic science (Pritchard, Stephens, and Donnelly
2000) and transferred to machine learning by Blei, Ng, and Jordan (2003). It is a mixture model, generating
the probabilities of co-occurring topics (subpopulation) within the distribution over all words (population). Put
simply, the mixture model aims to break documents down into topics, whereby the words within each topic co-
occur most frequently. Thus, applying the LDA to a textual corpus results in two data structures in the output.
The former presents the probability of appearance of each topic in each document (θd), with documents being
indexed by d. The latter lists a set of words and their probabilistic relation with each of the extracted topics (βk),
with topics being indexed by k.

LDA comeswith the limitation that the usedDirichlet distribution assumes almost uncorrelated topics. How-
ever, they are likely correlated in reality since particular topics occur at the same time. For an illustration, see
Figure 1 in our Introduction. These covariances are addressed by Blei and Lafferty (2007) in their Correlated
Topic Model (CTM) method. Also, the CTM is a mixture model but replaces the Dirichlet distribution with
a logistic normal distribution in order to include the covariance structure among topics. Surprisingly, it is not
very often applied even if Blei and Lafferty (2007) show the theoretical and practical importance of a covariance
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Figure 2. Structural topic modeling, in plate notation (following Roberts, Stewart, and Tingley 2019).

structure by using 16,351 Science articles. They find that CTM is always superior to LDA for altering the number
of topics from 5 to 120.1

3.2. Textual analysis withmachine learning: STM

The Structural TopicModel (STM) byRoberts, Stewart, andTingley (2019) goes even one step further and incor-
porates metadata of pre-specified covariates (industry-specific vocabulary), not only covariances; see Figure 1
and discussion in the Introduction for healthcare vs. residential. Again, it remains a mixture model based on a
logistic normal distribution, so that it corresponds to CTM if covariates are ignored. The covariates cover for
topical prevalence, topical content, or both. The former affects how much a topic is discussed (θd), whereas the
latter affects which words are used to discuss a particular topic parameter (βk) (Roberts et al. 2014). In order to
allow the algorithm to find topics beyond the already known identifiers, we include property types as metadata
covariates. Contrary to the LDA, where the topic proportion θd is drawn from a Dirichlet distribution, the STM
employs a logistic-normal generalized linear model which is based on document covariates (Xd). Thus, the fre-
quency with which a topic is discussed that is common across all documents in the LDA is now affected by the
observed metadata, as indicated by the following equation:

�θd|Xdγ ,� ∼ LogisticNormal(μ = Xdγ ,�), (1)

where Xd is a 1-by-p vector, γ is a p-by-(K − 1) matrix of coefficients and � is (K − 1)-by-(K − 1) covariance
matrix.

Whereas LDA assumes that word proportions within each topic (k) are represented by the model parameter
βk, which is identical for all documents (d), STM allows that the words describing a topic vary. Specifically, given
a document-level content covariate yd, the STM forms document-specific distributions of words representing
each topic (k) based on the baseline word distribution (m), the topic-specific deviation Kk, the covariate group
deviation Kyd , and the interaction between the two Kyd ,k. The following equation provided by Kuhn (2018), and
based on Roberts, Stewart, and Tingley (2019), summarizes this relationship as follows:

βd,k ∝ exp(m + Kk + Kyd + Kyd ,k) (2)

Figure 2 presents the STM in the common plate notation for topic modeling. Hereby, one ‘plate’ exists for each
document (D) and its associated topic distribution (θd) in the textual corpus. The inner plate, comprising topics
(Zd,n) and words (Wd,n), is replicated for each of theN words in the document. Analogously, the plate including
the model parameter βd,k is replicated for each of the K topics in a textual corpus (Blei 2012; Kuhn 2018)

After pre-processing, we estimate the STM, based on a variational Expectation-Maximization algorithm. The
maximum number of iterations is set to 100, so that convergence is always reached before this threshold.

We run various tests checking whether the higher flexibility of STM corresponds to a better fitting among
the approaches. The better the topic identification works the higher the probability that the topics may help to
explain the investors’ risk perception. In a pre-test, we run a technical comparison for CTM and STM similar
to Blei and Lafferty’s (2007) comparison for LDA and CTM. We fit a smaller collection of documents of our
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Figure 3. Comparison of CTM and STM.

later-used dataset to a varying number of topics (between 10 and 25) and calculate the residuals, lower bounds,
and log likelihoods of the held-out data. The better a model fits the lower are the residuals and the higher are
the lower bounds as well as the probability of the held-out data. All three measures indicate a better fit for STM
for the full range of topic numbers (see Figure 3, Panel A-C). Additionally, topic modeling requires an a priori
determination of the number of topics to be generated. All comparison measures indicate directly or converge
to a topic number of 20 as the best number. Consequently, we extract 20 individual risk factors from the risk
disclosures.

Based on the superiority of CTM over LDA (see Blei and Lafferty 2007) and STM over CTM as well as LDA
(see Roberts et al. 2014 and our pre-test), we assume that STM is most suitable to extract topics explaining the
investors’ risk perception. In our later analysis (Subsection 5.5), we compare the explanatory power of all three
approaches to explain the investors’ risk perception.
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3.3. Topic identifications: pre-steps

Several preprocessing steps are necessary before running the topic models. First, we parse the downloaded 10-K
filings to extract the risk report part from the entire document.2 In addition, we clean the data by removing
spaces, numbers, and punctuation. Second, relying on the ‘stop word’ list provided by Grün and Hornik (2011)
and Roberts, Stewart, and Tingley (2019), words like ‘and’, ‘or’, and ‘the’ are removed from the corpus, since they
lack semantic information, and thus do not help to identify the topics. Third, we eliminate words appearing in
fewer than 20 disclosures to avoid their influence. On the one hand, this threshold (20 occurrences) rules out
words occurring solely in 10-K filings of one particular firm (e.g. the firm names), since we have 14 years of
observations. On the other hand, low-frequency words cannot be clearly assigned to an individual topic, and
thus introduce noise into the process. Excluding them ensures the robustness of the algorithm, and in addition,
increases computational speed (Papilloud andHinneburg 2018).Unlike Roberts, Stewart, andTingley (2019), we
do not stem thewords and instead use explicit word inflections for reasons of interpretability. This abandonment
is supported by Schofield and Mimno (2016), who find that stemming does not improve topic stability, and
possibly even degrades it.

3.4. Topic identifications: risk factors labeling

Although topic-modeling approaches classify textual data without further instruction by the user, the topics
created by the algorithms (LDA, CTM, and STM) do require an interpretation. More specifically, a human being
has to assign labels with an assessment of the most plausible content to the algorithm-based topics, which are
only equipped with a number and a set of words most frequently associated with each topic.

In order to label the risk-factor topics appropriately, we read a random sample of disclosures comprising 2%
of the overall sample. Two of us then independently reviewed the word lists comprising the 20 highest associated
terms for each risk-factor topic. As recommended by Roberts, Stewart, and Tingley (2019), we also inspected
documents that were considered to be highly associated with a specific topic, and thus, are expected to represent
the topicmost clearly.We discuss the associated words selected labels in Subsection 5.4. Table A.1 in Appendix A
presents the full list of the 20 highest associated words for each risk factor topic for STM and the corresponding
name; Table B.1 in Appendix B does it for LDA.

3.5. Riskmodel specification

Drawing on prior research investigating the associations between risk disclosures and stock return volatility
(e.g. Bao and Datta 2014; Kravet and Muslu 2013), we construct a model that incorporates various potential
risk factors. These factors include textual data obtained through machine learning methods (e.g. Bao and Datta
2014; Israelsen 2014; Muslu et al. 2015), textual data derived from simple countingmethods (e.g. Campbell et al.
2014; Lehavy, Li, andMerkley 2011; Li 2008), changes in performance, ownership, trading volume, firm-specific
and market-wide risk measures (e.g. Bamber and Cheon 1995; Kim and Verrecchia 1991; Kravet and Muslu
2013), and REIT-specific risk factors taking into account that REIT’s returns have become sensitive to factors
influencing small-cap stocks (e.g. Bond and Xue 2017; Ooi, Webb, and Zhou 2007). With the exception of the
first category, all other variables are grouped within the control variables category. A detailed description of the
independent variables is provided in Subsection 4.3.

To assess whether the probabilities of appearance of the extracted risk factors helps to explain the perceived
risk on the stock market, we regress whose frequencies (Freq_Topics) on the firms’ stock return volatility (Vola)
by using the following two-way fixed-effects regression model:

Volait = β0 + β1Freq_Topicsit + β2Controlsit + ai + λt + uit , (3)

where i denotes the firm, and t the year. In addition to the vector of the distribution of the individual risk topics
(Freq_Topics), the regression equation includes a vector of control variables (Controls). The parameters ai and
λt incorporate the unobserved firm and time effects and uit is the error term. The two-way fixed effects model
incorporates the specific differences between individuals in a micro panel dataset covering roughly 14 years
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(Wooldridge 2010). To produce consistent, efficient, and unbiased estimates, we examine whether any of the
models’ assumptions are violated. Employing Variance Inflation Factors (VIF) to check for multicollinearity, we
find values greater than 5 for Topic #7, Topic #11, Topic #14, and Topic #18. Thus, these topics are explained by
all other topics by at least 80% each, so we exclude these topics from our later analysis. In doing so, we apply a
stricter threshold often applied (greater than 10 or 90% is explained by the other topics), since we prefer to have
a parsimonious model with fewer variables, which make it less susceptible to spurious relationships and harder
to verify that our topics are significant. The VIFs of the remaining variables are within the range of 1.1 and 4.4.

4. Data

4.1. Data source and sample

To test our hypotheses, we combine multiple datasets: (1) investors’ risk perception proxied by stock return
volatility from CRSP, (2) the text corpus given by the Risk Factor report (Item 1A) of the annual 10-Ks obtained
from the Electronic Data Gathering and Retrieval (EDGAR) database, and (3) firms’ financial and accounting
fundamentals obtained from Compustat or Thomson Reuters.

Our sample begins with the earliest date when ‘Item 1A. Risk Factors’ was available (1 December 2005)3
and extends through the fiscal year-end 2019. To mitigate potential confounding factors related to the perva-
sive risk associated with the COVID-19 pandemic, we concluded our sample in 2019. This deliberate decision
ensures the avoidance of any overlap with the pandemic’s impact on our analysis. In contrast to other studies
focusing on the entire firm-year sample available from the EDGAR database, we limit our examination to a
single industry, namely the REIT industry, for multiple reasons. First, while the sector is characterized by rel-
atively homogenous business models and firm characteristics, different investment foci in property types (e.g.
healthcare, residential) are salient and distract the LDA from extracting common risk factors (see Figure 1).
Second, REITs’ 10-Ks guarantee a relatively high disclosure quality, given their high dividend payout require-
ment of at least 90% of their taxable earnings. Consequently, they have a very limited cash reserve andmust turn
to the capital markets repeatedly to raise funding for new projects. This regulation incentivizes that REITs are
transparent, act for the long-term, and sustain investor trust (Danielsen et al. 2009; Doran, Peterson, and Price
2012; Price, Seiler, and Shen 2017). Third, the real estate industry is characterized by a well-known business
model – high investments in fixed assets generate relatively constant cash flow for their investors. This prop-
erty is attractive for institutional investors since the early 1990s as shown by others (e.g. Lee, Lee, and Chiang
2008; Ling and Ryngaert 1997). This type of investor can process lengthy and complex disclosures easier, so it is
reasonable to assume that we can observe stock market reactions based on the disclosed information. Further-
more, investors must intensively monitor this type of industry for adverse information and outcome (risk) since
their capital is tied in fixed assets, which do not have high future expectancies regarding new technologies or
where losses can be compensated by new exceptional growth opportunities. In addition, institutional investors
are rarely driven by noise trading or herding behavior, which irrationally influence the stock prices. However,
institutional investors apply often passive investment styles with a buy-and-hold strategy and a long-term hori-
zon (see e.g. Chung, Fung, and Hung 2012; Devos et al. 2013). Consequently, positive news keeps the ownership
of institutional investors constant whereas negative news may not lead to a direct divestment if they are not
severe.

Our sample consists of all Equity REITs present in the FTSE NAREIT All REITs Index at any point of time
during the sample period. Mortgage REITs are excluded from the analysis because they differ in characteris-
tics (e.g. underlying asset, risk structure), exposed risk factors, and are recognized as more difficult to value for
external investors (Buttimer, Hyland, and Sanders 2005). Out of the 246 distinct firms, 25 consistently remain
in the index throughout the entire sample period, while 221 firms either enter, exit, or both enter and exit the
sample. After including control variables, our subsequent regression analyses are based on 199 distinct firms.
Figure 4 displays the sample composition of the 10-Ks over years; our observations mostly follows the number
of REITs included in the FTSE NAREIT All REITs Index over the same time period. For some years, the obser-
vations exceed the number of index constituents, since we include a firm in our sample if it was a constituent at
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Figure 4. Sample distribution over years.

any point during the period. We thus address survivorship bias and index effects such as greater investor atten-
tion to firms listed in an index. Firm-year observations that lack necessary control variables or stock prices are
excluded, resulting in an overall sample of roughly 1,230 observations consisting of 199 unique firms. The lim-
iting variables are the control variables obtained from CRSP and Compustat and not the risk factors extracted
from the 10-K filings (see Table 1 for more details about N).

4.2. Investors’ risk perception

The dependent variable of interest is the perceived risk on the stock market measured by the return volatility
after the filing date using the daily closing prices fromCRSP. It is unclear how long it takes until investors read 10-
Ks, and new information is incorporated into price changes. Thus, we apply multiple testing periods for firms’
stock return volatility after the 10-K filing is published – a 5, 40, and 60 trading-day period. The 5 trading-
day period gives investors enough time to read, interpret and react to disclosures while being short enough
to minimize the influence of other disruptive events that may also affect volatility. The 60 trading-day period
accounts for investors comparing risk factors disclosed in 10-Ks to changes disclosed in quarterly reports (10-
Qs).4 We calculate volatility as the standard deviation of daily log returns extrapolated to the 5, 40, and 60
trading-day periods after the 10-K filing day.

VolaT = √
T ∗

√∑T
t=1 (ln(1 + rt) − μT)2

T − 1
, (4)

where Tε{5, 40, 60}.
In contrast to the common approach using a 252 trading-day volatility, our procedure concentrates on the

volatility induced by the information released in the 10-K. A 252 trading-day window may be too diluted since
it includes price-sensitive information over the entire prior trading year. Thus, past information that is already
known and has been incorporated into prices, would be extrapolated to our testing period. Additionally, the
standard deviation over a 252 trading-day window would cause autocorrelation problems after adding a control
variable for the lag volatility for the days before the 10-K filing date, since the majority of the time window
overlap. We illustrate this in Figure 5, Panel A.

By contrast, our method surveys volatility, starting from the filing publication date until the end of the
processing period. To account for the problem of autocorrelation due to volatility clustering around specific
dates and other influencing filing events, we include a lagged volatility measure in the model as a control vari-
able. This variable gauges the standard deviation T days before the publication date, see Figure 5, Panel B.
We also attempted to utilize alternative risk measures, such as implied volatility based on options and credit
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Figure 5. Volatility around publication date.

default spreads. However, we faced difficulties in acquiring an ample number of observations for our subsequent
analyses, and consequently, we have retained volatility as our risk measure.

4.3. Independent variables

Our primary influencing variables of interest are the frequencies of the machine learning-extracted risk factors
discussed in corporate disclosures (Freq_Topic). We start with the STM and verify our results using CTM and
LDA; their calculations are described in Section 3. To control for information beyond the risk factors, a set
of control variables is included. Besides firm characteristics, performance, and risk measures, we additionally
consider textual 10-K characteristics that previous research has revealed as determinants of return volatility. We
describe all control variables below, and provide more specific definitions, including Compustat data items, in
Table A.3 in Appendix A. We cluster the controls into two subsets: (1) accounting-based/market-based and (2)
textual.

For the first of the two, we include the REIT-specific performance measure Funds From Operations per
share (FFO/Share), to incorporate the real-estate-specific income characteristics.We calculate FFO by following
NAREIT’s guideline: the sum of net income, amortization & depreciation, and the difference of the net of gains
and losses originated by the sale of assets from the net income. Since FFO/Share is a performance measure, we
expect a negative coefficient sign. The variable Size, measured as the natural logarithm of the firm’s total assets,
controls for Fama and French’s (1993) finding that small firms are more volatile than large firms; we expect its
coefficient to be negative. Leverage is a common proxy for firm risk, so we expect the variable to be positively
related to volatility. The motivation for the next two factors is purely at the operating level – the annual change
in revenue (�REV) as well as sales growth (Sales_Growth). �REVis defined as current sales or rental income
less prior year sales.Sales_Growthis calculated as REV scaled by total assets in the previous year. We expect a
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positive influence from both variables. Among the market-based controls, Beta proxies the firm risk similar to
Leverage, so that we expect a positive nexus to volatility. Book-to-Market (BTM) is calculated as the book value
of equity, scaled by the market capitalization of equity. Our expectations of BTM are ambiguous. On the one
hand, the coefficient could be positive if market participants have little confidence in the future prospects of a
firm. On the other hand, the coefficient on BTM will be negative if growth opportunities are positively related to
firm risk (Campbell et al. 2014; Fama and French 1993). The standard control variables, BTM and Size (natural
logarithm of total assets), are employed independently of the Fama-Frenchmethodology. This is crucial, as early
analyses of REITs revealed that their return characteristics, predominantly influenced by stable cash flows, bear
a closer resemblance to bonds than to stocks (Karolyi and Sanders 1998). Consequently, it comes as no surprise
that Fama and French (1993) excluded REITs, along with other financial firms, from their dataset. However, the
REIT landscape had undergone significant structural changes in the early 1990s, reshaping them into instru-
ments that bore a closer resemblance to stocks (Glascock, Lu, and So 2000). This transformation prompted a
shift in research, revealing that REIT returns became increasingly responsive to the same factors influencing
small-cap stocks and specific drivers within the real estate sector (Clayton and MacKinnon 2003). As a result,
contemporary research has adopted Size and Book-to-Market as risk factors to elucidate the dynamics of REIT
returns (e.g. Bond and Xue 2017; Ooi, Webb, and Zhou 2007).

Additionally, we include the stock return volatility (Lag_Vola) for the corresponding T trading-days before
the 10-K filing date, to control for positive volatility correlation in the short-run and information released in
other outlets as the 10-K. We expect a positive relationship between the pre – and post-filing-date volatility.
We also add the stock return volatility of the S&P 500 (VolaS&P) for T trading-days before the 10-K filing date,
as a benchmark for changes in the general market volatility and expect a positive coefficient. The change of
a firms’ average daily trading volume from the symmetric period of T trading-days before to after the 10-K
is filed (�Volume), serves as a factor of the economic interactions in the financial market. In addition to stock
price changes, trading volume conveys important information about the underlying economic forces.We expect
that higher changes in the trading volume go in line with higher volatilities. Furthermore, the percentage of
institutional ownership (IO), defined as the sum of shares held by institutional investors, divided by the shares
outstanding, is incorporated as obtained fromThomsonReuters. Institutional investors have higher capacities to
process 10-Ks, and thus could react in a timelymanner to the disclosed information, causing a positive coefficient
on IO. Conversely, the coefficient could be negative if the long-term orientation of sophisticated investors is
predominant and they behave inertially.

For the second subset of controls, we include straight-forwarded textual content measures of previous
research. In line with Campbell et al. (2014) who show that the number of words is positively related to stock
return volatility, we incorporate the natural logarithm of the total text length of the risk sections (Text_Length).
Additionally, we follow Li (2008) and Lehavy, Li, and Merkley (2011) and incorporate the readability measured
by the Gunning fog index (FOG) to account for higher information-processing costs of complex language.

4.4. Descriptive statistics

Table 1 presents descriptive statistics for all variables. The STM’s frequencies for the risk factor topics
(Freq_Topic) sum to 1 within each document but not over all documents. We observe rather small topic fre-
quencies for Item 1A by looking at their means; the highest is around 7.6% for Topic #16 ‘Property’, the lowest
for Topic #14 ‘REIT Status’ at 2.2%. An equal distribution over all topics would result in 5% (1/20) for each
topic. Focusing on the extreme values (Min and Max), we see that all topics constitute the core of any 10-K
filing (lowest Max is 99.8%) or are practically not discussed (highest Min is 0.0004%). The distribution of all
topics is extremely skewed so that we use a log transformation of these factors in our later regressions. By using
the Shapiro and Wilk’s test, we can conclude that the logs of the risk factors are normally distributed (Royston
1982). The correlation coefficients among the logged risk factors are not higher/lower than 0.47/−0.63 (Table
A.4 in Appendix A). Thus, the topics have no direct linear relationship, but as shown in Section 3, the VIF for
4 topics (#7, #11, #14, and #18) is high. Thus, these topics are explained substantially by a linear combination
of the other topics, so that we exclude them from our later analysis and restrict our model to topics that mostly
convey new information.
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Table 1. Descriptive statistics.

N Mean StDev Min Q1 Median Q3 Max

Item 1A

Freq_Topic 1 2,207 5.121 20.447 0.000 0.003 0.007 0.017 99.940
Freq_Topic 2 2,207 5.043 20.626 0.000 0.003 0.007 0.020 99.934
Freq_Topic 3 2,207 2.441 13.409 0.000 0.008 0.018 0.055 99.773
Freq_Topic 4 2,207 3.968 17.793 0.000 0.004 0.012 0.036 99.901
Freq_Topic 5 2,207 3.475 16.227 0.000 0.005 0.014 0.044 99.835
Freq_Topic 6 2,207 4.828 19.686 0.000 0.003 0.009 0.020 99.934
Freq_Topic 7 2,207 3.715 17.584 0.000 0.004 0.010 0.025 99.894
Freq_Topic 8 2,207 4.317 18.118 0.000 0.007 0.014 0.043 99.877
Freq_Topic 9 2,207 4.883 20.521 0.000 0.004 0.008 0.020 99.978
Freq_Topic 10 2,207 4.813 16.571 0.000 0.011 0.024 0.116 99.870
Freq_Topic 11 2,207 3.330 15.479 0.000 0.004 0.009 0.025 99.959
Freq_Topic 12 2,207 6.648 23.855 0.000 0.002 0.008 0.024 99.939
Freq_Topic 13 2,207 6.406 22.932 0.000 0.004 0.009 0.028 99.932
Freq_Topic 14 2,207 2.221 13.626 0.000 0.001 0.004 0.012 99.973
Freq_Topic 15 2,207 5.477 21.310 0.000 0.004 0.009 0.022 99.952
Freq_Topic 16 2,207 7.566 25.358 0.000 0.003 0.008 0.019 99.939
Freq_Topic 17 2,207 6.527 23.341 0.000 0.004 0.009 0.023 99.939
Freq_Topic 18 2,207 7.043 23.956 0.000 0.004 0.012 0.036 99.983
Freq_Topic 19 2,207 6.913 23.799 0.000 0.003 0.009 0.025 99.975
Freq_Topic 20 2,207 5.265 21.145 0.000 0.004 0.008 0.020 99.931

Control Variables

FFO/Share 1,861 1.986 4,114 −18.258 0.593 1.385 2.579 127.368
Size 2,020 7.759 1.314 −1.931 7.106 7.907 8.558 10.556
Leverage 2,020 0.566 0.181 0.000 0.473 0.560 0.660 1.638
�REV 1,876 47.207 204.435 −4,403.782 1.039 21.619 68.020 3,701.640
Sales_Growth 1,862 0.034 0.436 −0.800 0.001 0.011 0.027 16.478
Beta 1,892 0.974 0.495 −0.692 0.622 0.927 1.259 4.661
BTM 1,956 −0.116 3.018 −64.892 −0.049 0.0002 0.001 75.038
IO 1,749 0.760 0.283 0.000 0.637 0.838 0.954 2.383
VolaS&P (−5, 0 days) 1,543 0.019 0.012 0.002 0.010 0.017 0.025 0.082
VolaS&P (−40, 0 days) 1,537 0.056 0.030 0.025 0.038 0.047 0.056 0.175
VolaS&P (−60, 0 days) 1,535 0.068 0.031 0.030 0.052 0.056 0.078 0.193
�Volume (0, 5 days) 1,543 0.119 0.893 −4.306 −0.049 0.025 0.183 20.333
�Volume (0, 40 days) 1,529 0.052 0.545 −2.601 −0.085 0.001 0.095 7.790
�Volume (0, 60 days) 1,519 0.050 0.520 −2.860 −0.082 0.003 0.100 7.646
Text_Length 2,207 68,231 50,034 36 38,302 57,270 87,198 516,463
FOG 2,207 22.460 1.707 5.000 21.665 22.496 23.307 29.698

Dependent Variables

Vola (0, 5 days) 1,543 0.041 0.047 0.001 0.020 0.032 0.047 1.125
Vola (0, 40 days) 1,537 0.116 0.123 0.030 0.071 0.085 0.110 2.119
Vola (0, 60 days) 1,535 0.142 0.132 0.033 0.088 0.107 0.141 2.130

This table shows the descriptive statistics for the frequencies (in %) for the risk factor topics (Freq_Topic) of Item 1A,
further control variables, and dependent variables (Vola). The definition of all variables is presented in Table A.3 in
Appendix A. N is the number of observations, StdDev stands for standard deviation, Q1 is the first and Q3 the third
quartile of the distribution, and Min is the minimum and Max the maximum of each variable. N is set to the maximal
available number of observations for each variable.

The classical fundamentals in the control set show the common values and are comparable with other REIT
studies (e.g. Doran, Peterson, and Price 2012; Koelbl 2020; Price, Seiler, and Shen 2017). The percentage of
institutional ownership (IO) is on average 76%, with an interquartile range from 64% to 95%. The restriction to
shares outstanding in the denominator results in extreme ratios of greater than 1 for a few observations where
the institutional investors own more than the outstanding shares. The Text_Length counted by words included
in Item 1A varies in the interquartile range from 38,302–87,198. The extreme values are surprising; the shortest
Item 1A has only 36 words, whereas the longest has 516,463 words. The low number of words is driven by small
REITs which do not have to publish risk reports according to the SEC requirements; see Example 1–2 in Table
A.5 in Appendix A. In total, we have only 8 reports with fewer than 1600 characters (including stop words) for
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their reports; see Example 3 in Table A.5 for a short Item 1A with 374 words. The readability of the text, as
measured by the Gunning fog index, is complex. The interquartile range is close with 21.7–23.3 and higher than
the reading level of a colleague graduate given by 17. What is surprising is the low minimum with 5.0, probably
induced by the short reports mentioned above, since the value 10 is only at the level of a high school sophomore
(usually aged 15–16).

5. Results

5.1. Topicmodels and investor risk perception

To test whether the probabilities of risk topics help to explain investor risk perception (Hypothesis 1) in Table
2, we regress those probabilities on the stock return volatility. We run three model specifications, for which we
alternate the dependent variable (Vola) according to the time horizon of investor risk perception – 5 trading
days (Model 1), 40 trading days (Model 2), and 60 trading days (Model 3) after the respective 10-K filing was
published.

After controlling for firm-level characteristics and other textual measures that have been shown to be asso-
ciated with volatility in previous studies, we find that the STM extracted risk factors help to explain investor
risk perceptions for all three model specifications. The relevance of risk factors is statistically more pronounced
in the short run (Model 1), encompassing 12 out of 16 topics, compared to the long run (Models 2 and 3),
where the count decreases to 6 and 7 topics, respectively. Beyond the numerical shift, the magnitudes of risk
factor coefficients decrease across the three time horizons of investor risk perception (Models 1-3), with the
exception of Topic #1 ‘Transaction’ and Topic #15 ‘Single Tenant Risk’. The diminishing effects of coefficients
over time, transitioning from significant to insignificant, align with the efficient market hypothesis, suggesting
that the impact of new information diminishes as time progresses. The signs of coefficients remain consistent
across horizons, barring Topic #15 ‘Single Tenant Risk’, indicating a robust association between the risk topics
and return volatility. While the number of significant controls remains constant across the three time horizons,
their magnitudes exhibit mostly an increase in the long run. Once again, this aligns with the efficient market
hypothesis, implying that firm fundamentals gain greater impact over time.

The results for the other topic model approaches (LDA and CTM) have similar results for the fundamentals
(significance and magnitude). However, the majority of whose risk topics are insignificant which is in line with
Bao and Datta (2014). We compare all approaches in more detail in Subsection 5.6 and use STM for the next
analyses since it is more efficient to extract topics explaining the investors’ risk perception.

Some fundamentals are never relevant (FFO/Share, �REV , and Sales_Growth), others increase their impact
over the time horizons and mitigate the impact of risk factors. Leverage is the only fundamental variable that is
significant in the short-run, but insignificant in the long run. This is not surprising since Beta already incorpo-
rates a large part of the risk. The ratio of institutional owners (IO), volatility of the last trading days (Lag_Vola),
and trading volume (�Volume) also increase their impact over the models with a longer time window. The
two alternative textual variables (Text_Length and FOG) are never relevant so that the risk factors convey the
information. Consequently, the alternatives are not very suitable as viable alternatives for the risk topics.

We examine multicollinearity among all control and topic variables by employing the Variance Inflation Fac-
tor (VIF) in our models. The minimal and maximal VIF values (VIF Min and VIF Max) are reported in Table
2. Notably, all topic probabilities exhibit a VIF below 5, as we exclude topics with elevated VIF values in a pre-
liminary step. Among the control variables, only the volatility of the S&P 500 surpasses a VIF of 5, specifically
in the longest time horizon (Model 3). The goodness of fit (R2) decreases fromModel 1 to Models 2 and 3 (32%
vs. 18% and 27%) due to the lower importance of the risk factors but improves fromModels 2 and 3. This latter
effect is mostly driven by the higher importance of few controls (IO, Beta, and Lag_Vola) in the long run.

5.2. Baselinemodels without risk topics

In order to better assess the extent to which the probabilities of risk topics have an impact on volatility, we repeat
the previous analysis without the topic probabilities (baseline models).
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Most of the control variables (10 of 13) show a similar influence on the stock return volatility in the baseline
models compared to the previous analysis. They are either insignificant or significant to a comparablemagnitude.
Among the variables that behave differently are Size (significant in Models 2 and 3 in risk perception models,
Table 2) and Leverage (significant in Model 1 in risk perception models, Table 2). The third variable, which
behaves differently, deserves a closer look. In the baseline models, the volatility of the market index (VolaS&P)
is significantly positive for all three time windows (Models 1–3) but not if we include the topic probabilities
(Table 2). In addition, the two alternative textual variables (Text_Length and FOG) are still not significant so
these cannot be used as alternatives for our developed risk topic probabilities. The last two results in particular
show that our method used in Table 2 helps to disentangle a simple linear relationship between market-wide
risk (VolaS&P) and a firm’s volatility into specific risk topic-related relationships.

Based on a comparison of the adjusted R2 (not reported in the tables) between the models of Tables 2 and 3,
we confirm the previous findings: the risk factors are statistically more relevant in the short-run (Model 1) than
in the long run (Model 3). After adding topic probabilities, the adjusted R2 increases by 51% in Model 1 (0.301
vs. 0.200), decreases by 4% in Model 2 (0.162 vs. 0.166), and increases by 6% in Model 3 (0.254 vs. 0.241).

5.3. Risk disclosures resolve uncertainties

To test Hypothesis 2, which predicts a risk-reducing effect for the majority of risk factors, we evaluate the coeffi-
cient signs of the extracted risk factors. Consistent with Bao and Datta (2014), our results provide support for all
three influencing effects. Contrary to those who find that the majority of their LDA-extracted risk factors carry
no relevant information for the market, the majority of our STM – extracted risk factors reduce significantly the
volatility and follow therefore the convergence argument.

In Model 1 (5-day window), four risk factor topics #6, #9, #12, and #20,5 have an insignificant coefficient,
supporting the null argument of an uninformative risk factor. Three risk factors, including topics #2, #4, and #5
are positively associated with stock return volatility (divergence argument). The convergence factors are in the
majority (topics #1, #3, #8, #10, #13, #15, #16, #17, and #19), which is in line with the assumption that firms use
10-Ks to resolve known risk factors or givemore facts about known risk factors and thus, reduce risk perceptions
among investors. These values are economically significant, too. For example, the standardized beta of topics #1,
#3, and #13; if we increase the risk topic by one standard deviation, the volatility decreases by – 17%, – 24%, and
– 53% of its standard deviation. The economic impact for the divergence topics is on average greater with 91%,
107%, and 23%. Overall and on average, the risk topics’ impact is on the same scale as those of the traditional
fundamental variables (e.g. Size 6%, Lag_Vola 37%, or BTM – 137%). The results for the longer time windows
(Models 2 and 3) are the same as discussed in the previous subsection: the risk factors are more relevant in the
short-run (Model 1) than in the long run (Models 2 and 3) and most fundamentals increase their impact in the
long run.

Based on the statistical and economic significance of the convergence factors, we conclude that executives
use this type of disclosure (Item 1A in 10-K) mainly to resolve risk instead of presenting new risk factors so that
risk disclosures may even be seen as ‘good news’ as long as they clarify the impact of already known factors.
This is in line with the majority of the previous literature of a volatility reducing effect of risk disclosures even if
they are not or only to a limited extent able to explain why this happens (e.g. Huang and Li 2011). Common to
most of the so-far usedmeasures (e.g. text length or number of keywords) is that they do not allow a deeper look
(i.e. semantic) into the risk-reducing drivers of their – mostly – single risk factor model. Our proposed solution
instead allows to combine risk increasing and reducing effects in a single model.

5.4. Semantic and economic interpretation

Topic modeling has the advantage that it delivers more risk factors with a higher granularity which can be
interpreted economically (e.g. Bao and Datta 2014). For example, STM does not only provides frequencies of
appearance, but also the corresponding set of words representing the topic. Our results indicate, that risk fac-
tors talking about Tax and Capital Contribution, Acquisition, IT, and Property (#6, #9, #12, and #20) have no
effect on stock return volatility after the filing submission date (see Model 1 of Table 2). The risk factor topics
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Table 2. Probability of appearance – risk perception.

Model 1 Model 2 Model 3

(0, 5 days) (0, 40 days) (0, 60 days)

Freq_Topic 1 −0.006∗∗∗ −0.015∗∗∗ −0.014∗∗∗
Transaction (0.002) (0.005) (0.005)

Freq_Topic 2 0.031∗∗∗ 0.028∗∗∗ 0.030∗∗∗
Regulation (0.003) (0.007) (0.007)

Freq_Topic 3 −0.011∗∗∗ −0.004 −0.006
Business Process (0.002) (0.004) (0.004)

Freq_Topic 4 0.039∗∗∗ 0.028∗∗∗ 0.031∗∗∗
Unsecured Claims and Debts (0.003) (0.007) (0.007)

Freq_Topic 5 0.009∗∗∗ 0.008∗ 0.008
Rating (0.002) (0.005) (0.005)

Freq_Topic 6 −0.0003 −0.008∗ −0.009∗∗
Tax and Capital Contribution (0.002) (0.005) (0.004)

Freq_Topic 8 −0.010∗∗∗ −0.005 −0.008∗∗
Capital Products andMarket (0.002) (0.003) (0.003)

Freq_Topic 9 0.002 −0.004 −0.004
Acquisition (0.002) (0.004) (0.004)

Freq_Topic 10 −0.003∗∗∗ 0.001 0.001
Contingencies (0.001) (0.002) (0.002)

Freq_Topic 12 0.0001 −0.005 −0.004
IT (0.001) (0.003) (0.003)

Freq_Topic 13 −0.017∗∗∗ −0.008 −0.010∗∗
Legal & Litigation Risk (0.002) (0.005) (0.005)

Freq_Topic 15 −0.013∗∗∗ 0.009∗∗ 0.010∗∗
Single Tenant Risk (0.002) (0.004) (0.004)

Freq_Topic 16 −0.007∗∗∗ −0.003 −0.005
Property (0.002) (0.004) (0.004)

Freq_Topic 17 −0.004∗∗ −0.004 −0.004
Politics (0.002) (0.004) (0.004)

Freq_Topic 19 −0.013∗∗∗ −0.005 −0.006
Cash-flow (0.002) (0.005) (0.005)

Freq_Topic 20 0.003 0.002 0.003
Location (0.002) (0.004) (0.004)

FFO/Share 0.0005 0.002 0.001
(0.001) (0.002) (0.002)

Size 0.002 0.013∗ 0.014∗
(0.003) (0.007) (0.007)

Leverage 0.025∗∗ 0.016 0.006
(0.013) (0.028) (0.027)

�REV 0.00000 −0.00001 −0.00002
(0.00001) (0.00002) (0.00002)

Sales_Growth 0.005 −0.004 −0.004
(0.004) (0.009) (0.009)

Beta 0.009∗∗∗ 0.024∗∗∗ 0.013∗
(0.003) (0.008) (0.008)

BTM −0.020∗∗∗ 0.056∗∗∗ 0.066∗∗∗
(0.002) (0.006) (0.006)

IO −0.018∗∗∗ −0.043∗∗∗ −0.036∗∗∗
(0.006) (0.013) (0.013)

Lag_Vola 0.350∗∗∗ 0.352∗∗∗ 0.542∗∗∗
(0.038) (0.062) (0.045)

VolaS&P 0.168 0.079 0.316
(0.123) (0.231) (0.212)

�Volume 0.008∗∗∗ 0.022∗∗∗ 0.022∗∗∗
(0.002) (0.004) (0.004)

Text_Length −0.005 0.014 0.011
(0.004) (0.010) (0.009)

FOG −0.0001 −0.0003 −0.0003
(0.002) (0.004) (0.004)

VIF Min 1.065 1.099 1.065
VIF Max 3.724 4.801 5.703

N 1,228 1,224 1,223
R2 0.318 0.182 0.272

This table presents the results of fixed-effect models controlling for unobserved firm and time
effects for Item 1A. The table reports panel regression results of fixed effects models, which
include coefficients and standard errors (in parentheses) of determinants affecting investor’s
risk perception. The dependent variable (Vola) takes a different number of trading days after
the 10-K filing date into account – 5 trading days (Model 1), 40 trading days (Model 2), and 60
trading days (Model 3). The definition of all variables is presented in Table A.3 in Appendix A.

∗p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 3. Baseline models.

Model 1 Model 2 Model 3

(0, 5 days) (0, 40 days) (0, 60 days)

FFO/Share −0.00004 0.001 0.001
(0.001) (0.002) (0.002)

Size 0.0005 0.006 0.006
(0.003) (0.007) (0.007)

Leverage 0.018 0.003 −0.008
(0.013) (0.027) (0.026)

�REV 0.00000 −0.00002 −0.00002
(0.00001) (0.00002) (0.00002)

Sales_Growth 0.004 −0.001 −0.003
(0.004) (0.009) (0.009)

Beta 0.010∗∗∗ 0.027∗∗∗ 0.019∗∗
(0.003) (0.007) (0.007)

BTM −0.019∗∗∗ 0.055∗∗∗ 0.065∗∗∗
(0.002) (0.006) (0.006)

IO −0.019∗∗∗ −0.044∗∗∗ −0.038∗∗∗
(0.006) (0.013) (0.013)

Lag_Vola 0.316∗∗∗ 0.308∗∗∗ 0.499∗∗∗
(0.040) (0.058) (0.043)

VolaS&P 0.895∗∗∗ 1.592∗∗∗ 1.300∗∗∗
(0.144) (0.293) (0.309)

�Volume 0.006∗∗∗ 0.020∗∗∗ 0.020∗∗∗
(0.002) (0.004) (0.004)

Text_Length −0.001 0.010 0.006
(0.004) (0.009) (0.009)

FOG 0.001 0.002 0.003
(0.002) (0.004) (0.004)

VIF Min 1.065 1.099 1.065
VIF Max 3.724 4.801 5.703

N 1,228 1,224 1,223
R2 0.208 0.175 0.249

This table presents baseline models for the results of Table 2; we excluded the
probabilities of risk topics but all other specifications are the same as in Table 2.

This table presents the results of fixed-effect models controlling for unobserved
firm and time effects for Item 7A. The table reports panel regression results of
fixed effects models, which include coefficients and standard errors (in paren-
theses) of determinants affecting investor’s risk perception. The dependent
variable (Vola) takes a different number of trading days after the 10-K filing date
into account – 5 trading days (Model 1), 40 trading days (Model 2), and 60 trad-
ing days (Model 3). The definition of all variables is presented in Table A.3 in
Appendix A.

∗p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

supporting the divergence argument comprise Regulation, Unsecured Claims and Debts, and Rating (#2, #4,
and #5). The convergence factors cover the topics Transaction, Business Process, Capital Products and Market,
Contingencies, Legal & Litigation Risk, Single Tenant Risk, Property, Politics, and Cash-flow (#1, #3, #8, #10,
#13, #15, #16, #17, and #19).

However, these topic labels give only a first insight. Topic modeling provides the set of words (e.g. top 20)
representing the risk factor while researchers choose the label. Therefore, labels may not describe topics entirely.
Israelsen (2014) gets to the heart of this dilemma by stating that ‘it is the words that define the topics, not the
title’. For example, the convergence factor #1 ‘Transaction’ includes words such as ‘unenforceable’, ‘origination’,
‘repurchases’, and ‘sale-leaseback’. The frequent appearance of phrases such as ‘plaintiffs’, ‘defendant’, ‘supreme’,
and ‘prejudice’ suggests that the corresponding topic #13 is related to ‘Legal & Litigation risk’. For other topics,
however, it is more difficult to find a one-title-fits-all label. For example, topic #10 of contains phrases such as
‘hackers’, ‘terrorists’, ‘libor’, and ‘tcja’ (Tax Cuts and Jobs Act), and thus, the interpretation is somewhat blurry
or mixed. In this case, examining disclosures including these keywords can be helpful in finding the missing
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Table 4. Descriptive statistics – absolute allocation of words.

N Mean StDev Min Q1 Median Q3 Max

Item 1A

Abs_Allocation 1 2,157 4, 784.894 20, 770.350 0.025 1.368 3.466 9.380 211, 302.900
Abs_Allocation 2 2,157 3, 180.996 14, 577.500 0.001 1.536 3.854 11.476 138, 226.600
Abs_Allocation 3 2,157 899.028 6, 324.319 0.106 4.675 10.062 28.268 133, 751.700
Abs_Allocation 4 2,157 2, 200.952 11, 153.190 0.003 2.174 6.535 21.225 108, 071.900
Abs_Allocation 5 2,157 1, 680.289 8, 918.072 0.104 3.044 7.509 21.734 142, 100.100
Abs_Allocation 6 2,157 4, 300.814 20, 565.220 0.053 1.514 4.321 11.861 175, 507.700
Abs_Allocation 7 2,157 2, 074.562 10, 261.370 0.001 2.203 5.334 14.812 97, 628.020
Abs_Allocation 8 2,157 2, 005.718 8, 796.460 0.207 4.073 8.368 21.142 87, 897.500
Abs_Allocation 9 2,157 4, 258.056 23, 163.760 0.057 1.985 4.361 9.766 358, 091.100
Abs_Allocation 10 2,157 2, 517.047 8, 149.857 0.156 6.277 12.305 48.238 72, 535.240
Abs_Allocation 11 2,157 2, 618.542 13, 752.160 0.001 1.997 5.100 15.108 186, 137.400
Abs_Allocation 12 2,157 3, 524.577 14, 625.800 0.0001 1.418 4.120 12.151 132, 529.400
Abs_Allocation 13 2,157 4, 080.354 16, 148.920 0.001 1.704 4.595 14.166 173, 824.100
Abs_Allocation 14 2,157 2, 124.229 14, 972.500 0.001 0.593 2.183 6.113 180, 428.300
Abs_Allocation 15 2,157 4, 613.534 20, 843.580 0.023 2.390 5.010 12.168 241, 480.400
Abs_Allocation 16 2,157 4, 252.121 16, 687.200 0.071 1.798 4.441 11.206 159, 719.300
Abs_Allocation 17 2,157 4, 191.365 16, 482.040 0.161 2.496 4.602 12.725 126, 125.000
Abs_Allocation 18 2,157 4, 892.229 26, 515.550 0.001 2.442 7.021 20.794 516, 358.900
Abs_Allocation 19 2,157 6, 162.992 31, 754.840 0.041 1.925 4.782 12.686 410, 365.500
Abs_Allocation 20 2,157 3, 981.453 17, 581.560 0.138 2.208 4.583 10.895 137, 661.800

This table shows the descriptive statistics for the frequencies (in %) for the risk factor topics multiplied by the total
length of the corresponding disclosure (Abs_Allocation).N is the number of observations, StdDev stands for standard
deviation, Q1 is the first and Q3 the third quartile of the distribution, andMin is theminimum andMax themaximum
of each variable. N is set to the maximal available number of observations for each variable.

link among the STM-identified words for a topic, being able to find a generic topic and interpret its meaning.
The annual report of Boston Properties, Inc. in 2018 discusses certain ‘risks associated with security breaches
through cyber attacks’, ‘terrorist attacks may adversely affect the ability to generate revenues’, and ‘tax changes
that could negatively impact financials’ in close proximity to each other. A deeper look into the documents shows
that numerous disclosures raise these risks directly one after the other. Given that topic models rely on word co-
occurrences and ignore visual clues (e.g. subsection titles, boldface fonts, extra spacing) or logical coherence,
the resulting ‘mixture of topics’ is the consequence. At a higher level, however, topic #10 can be subsumed as
‘Contingencies’.

Similarly, polysemy – the capacity for a word to have multiple meanings – makes it harder to label topics. At
first glance, the words ‘migration’ and ‘recycling’ do not fit with the other words in the divergence topic #5 (e.g.
‘moodys’, ‘poors’) which intuitively entails the label ‘Rating’. However, the word ‘migration’ may also be used
in the context of ‘rating migration’ and ‘recycling’ might refer to ‘capital recycling’ which may be the reason for
a rating upgrade or downgrade.

5.5. Probability of appearance vs. Absolute allocation of words

So far, our analyses focus on the probability of appearance of risk factor topics and ignore the number of words
a firm allocates towards a specific risk. For example, even in the extreme case that a firm describes litigation
risk with 100% within its 10-word long risk disclosure, it seems that this risk is for this firm much less material
than for another firm that allocates 20% of its 1000-word long disclosure towards litigation risk. We adapt our
target variables by multiplying the probability of appearance for each risk factor (Freq_Topics) with the total
length of the corresponding disclosure (Text_Length). This approach presents a hybrid model using machine
learning and widely used word-count methods. We regress the log transformation of the new target variable
(Abs_Allocation) on the stock return volatility following the 5, 40, and 60 trading-day windows. The descriptive
statistics of Abs_Allocation are given in Table 4 and the results of the regression model which follows Equation
(3) are in Table 5.
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Table 5. Absolute allocation of words – risk perception.

Model 1 Model 2 Model 3

(0, 5 days) (0, 40 days) (0, 60 days)

Abs_Allocation 1 −0.007∗∗∗ −0.016∗∗∗ −0.015∗∗∗
Transaction (0.002) (0.005) (0.005)

Abs_Allocation 2 0.032∗∗∗ 0.027∗∗∗ 0.030∗∗∗
Regulation (0.003) (0.007) (0.007)

Abs_Allocation 3 −0.011∗∗∗ −0.005 −0.006
Business Process (0.002) (0.004) (0.004)

Abs_Allocation 4 0.038∗∗∗ 0.029∗∗∗ 0.031∗∗∗
Unsecured Claims and Debts (0.003) (0.007) (0.007)

Abs_Allocation 5 0.009∗∗∗ 0.010∗∗ 0.008∗
Rating (0.002) (0.005) (0.005)

Abs_Allocation 6 −0.001 −0.009∗∗ −0.009∗∗
Tax and Capital Contribution (0.002) (0.004) (0.004)

Abs_Allocation 8 −0.010∗∗∗ −0.006 −0.008∗∗
Capital Products andMarket (0.002) (0.003) (0.003)

Abs_Allocation 9 0.002 −0.004 −0.004
Acquisition (0.002) (0.004) (0.004)

Abs_Allocation 10 −0.002∗∗∗ 0.001 0.001
Contingencies (0.001) (0.002) (0.002)

Abs_Allocation 12 0.00001 −0.005∗ −0.004
IT (0.001) (0.003) (0.003)

Abs_Allocation 13 −0.017∗∗∗ −0.008∗ −0.010∗∗
Legal & Litigation Risk (0.002) (0.005) (0.005)

Abs_Allocation 15 −0.012∗∗∗ 0.009∗ 0.010∗∗
Single Tenant Risk (0.002) (0.004) (0.004)

Abs_Allocation 16 −0.007∗∗∗ −0.002 −0.005
Property (0.002) (0.004) (0.004)

Abs_Allocation 17 −0.005∗∗∗ −0.004 −0.004
Politics (0.002) (0.004) (0.004)

Abs_Allocation 19 −0.012∗∗∗ −0.005 −0.006
Cash-flow (0.002) (0.005) (0.005)

Abs_Allocation 20 0.003 0.003 0.004
Property (0.002) (0.004) (0.004)

FFO/Share 0.001 0.001 0.001
(0.001) (0.002) (0.002)

Size 0.001 0.012∗ 0.013∗
(0.003) (0.007) (0.007)

Leverage 0.029∗∗ 0.018 0.007
(0.012) (0.028) (0.027)

�REV 0.00000 −0.00001 −0.00002
(0.00001) (0.00002) (0.00002)

Sales_Growth 0.005 −0.004 −0.006
(0.004) (0.009) (0.009)

Beta 0.009∗∗∗ 0.024∗∗∗ 0.015∗∗
(0.003) (0.007) (0.007)

BTM −0.020∗∗∗ 0.056∗∗∗ 0.066∗∗∗
(0.002) (0.006) (0.006)

IO −0.018∗∗∗ −0.044∗∗∗ −0.038∗∗∗
(0.006) (0.013) (0.013)

Lag_Vola 0.354∗∗∗ 0.328∗∗∗ 0.521∗∗∗
(0.037) (0.058) (0.043)

VolaS&P 0.866∗∗∗ 1.610∗∗∗ 1.290∗∗∗
(0.133) (0.291) (0.305)

�Volume 0.007∗∗∗ 0.020∗∗∗ 0.020∗∗∗
(0.002) (0.004) (0.004)

Text_Length −0.005 0.002 −0.001
(0.005) (0.010) (0.010)

FOG −0.0003 −0.00005 0.00004
(0.002) (0.004) (0.004)

VIF Min 1.065 1.062 1.065
VIF Max 3.724 4.801 5.703

N 1,228 1,224 1,223
R2 0.345 0.207 0.283

This table presents the results of fixed-effect models controlling for unobserved firm and time
effects for Item 1A. The table reports panel regression results of fixed effects models, which
include coefficients and standard errors (in parentheses) of determinants affecting investor’s
risk perception. The dependent variable (Vola) takes a different number of trading days after
the 10-K filing date into account – 5 trading days (Model 1), 40 trading days (Model 2), and 60
trading days (Model 3). The definition of all variables is presented in Table A.3 in Appendix A.

∗p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Consistent with previous findings 12 of 16 risk topics are significantly associated with volatility in the short-
run (5-day window). Again, the risk factor influence varies over the windows. Comparable to the probability
model (Subsection 5.1), we observe lower significant coefficients for the risk factors if we move to 40 trading
days (8 risk factors instead of 6) or to 60 trading days (8 risk factors instead of 7). Considering the rising impact
of most of the control variables, this observation further aligns with the efficient market hypothesis. It implies
that as time progresses, the diminishing effect of new information occurs concurrently with an increasing effect
of fundamental factors.

As in the earlier probability model, multicollinearity is not a concern for the independent variables. In com-
parison to the probability model, the absolute allocation of words model explains the variations better; the R2 is
on average 2 percentage points greater for all windows. For example, the model with Abs_Allocation explains
around 35% of the variation for the 5-day window, whereas Freq_Topics explains 32%. The goodness of fit
decreases for longer windows – 21% for 40 days and 28% for 60 days – but remains higher than all models
using Freq_Topics.

Based on the comparable coefficients and the higher explanatory power for the Abs_Allocation model, we
evaluate this hybrid model as a good instance to combine machine learning with a classical factor. Thereby, a
combination of the number of words and machine-assisted topic modeling helps to explain investor risk per-
ceptions most efficiently. The topics are most important for a short window even after controlling for traditional
firm-specific accounting and market control variables.

5.6. Alternative of risk perception and alternative topicmodels

To examine the robustness of our finding that the majority of the risk factors follow the convergence argument,
we alter the measure of risk perception and topic modeling approach. For the alternative measure of risk, we
follow Kravet and Muslu (2013) and re-run our analysis using the change in the standard deviation of a firms’
daily stock returns from the symmetric period of T trading-days before to after the 10-K is filed. This measure
also controls for serial correlation issues for the dependent variable. They calculate the difference between the
volatility during the first 60 trading days after the filings and the last 60 trading days before the filings. Higher
volatility after the filing goes in line with the divergence argument whereas lower volatility is supported by the
convergence argument.Our results are robust to this alternated dependent variable since all coefficients’ signs are
the same and their magnitudes have a comparable size (see Table A.6 in Appendix A). Thus, our conclusion that
most risk factors follow the convergence argument applies even after using a differentmeasure of risk perception,
too.

After presenting an alternative for the dependent side, we change the topic extracting process on the indepen-
dent side, too. Even if Blei and Lafferty (2007) and Roberts et al. (2014) show that STM and CTM are superior to
LDA, we want to stress our results and use all three topic model approaches for our best model (Abs_Allocation).
Within this robustness check, we additionally run regressions for CTM and LDA extracted risk factor topics
over the 5 and 60 trading-day periods and compare them with STM. Note that the model-specific topics are
not directly comparable since their words are different. In the short-run, LDA identifies three risk factors and
CTM four risk factors that are significantly associated with investor risk perception; these numbers are lower
than the twelve factors for STM. STM also leads in the long run with eight significant risk factors, CTM has no
significant factor and LDA two factors. This relatively low number could also be induced by randomness around
the t-value and not from the economic significance of the factors. Additionally, the goodness of fit is highest for
STM for both time windows. Thus, we conclude that our empirical findings confirm the theoretical and empir-
ical derived superiority of STM within the economic field (see Subsection 3.1) as the advanced approach. The
results are presented in Table A.8 in Appendix A.

5.7. Validity of the STM to capture changes in reporting behavior

The lessons of the subprime crises (2007–2009) and the strengthened disclosure requirements of the SEC,
changed the reporting behavior of companies. To further assess the validity of our method, we analyze whether
the STM identified probabilities of appearance are capable of capturing these changes in 10-Ks. To conduct the
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Figure 6. Yearly growth rate of the probability of appearance.

analysis, we calculate the yearly growth rate of the probability of appearance for each of the risk factors over
all firms. Figure 6 illustrates these growth rates for selected topics whose reporting certainly changed during or
after the crisis: Regulation (#2), Rating (#5), and Single Tenant Risk (#15).

We observe that topic #2 Regulation had decreased before/during the crisis and increased in the aftermath,
representing strengthened regulatory requirements after the crisis. Contrary, Single Tenant Risk (#15) peaked
in 2009 and 2011 and has increased on average in the aftermath of the subprime crisis. This might be due to
strengthened disclosure requirements, or it showcases that risk factors become immanent or even real threats
for the company during an economic crisis. Rating (#5) dropped in the year 2010 and has oscillated since then
around zero. This trend may reflect the loss of confidence in rating agencies following the events of 2007 and
2008. In summary, probabilities of appearance are time-varying and deviate from their previous level when spe-
cific events (e.g. subprime crisis) occur. Thus, disclosure frequencies reflect changes in firms’ reporting behavior
caused by specific events, confirming the validity of the STM.

5.8. Generalization of the results with another dataset

In order to test the theoretical-motivated findings that STM is superior in comparison to CTM and LDA in
analyzing risk, we repeat the major empirical analyses of Subsections 5.1. and 5.6. to a new dataset – mortgage
REITs and unclassified REITs. Mortgage REITs, unlike equity REITs, exhibit less homogeneity, a diminished
perception among investors, and lower quality and standardization in risk reporting. Our findings for this new
sample support our previous findings. Notably, the STM algorithm yields more meaningful and statistically
significant topics explaining the return’s volatilities compared to the other two algorithms (CTM and LDA).
The risk factor’s coefficients are mostly negative supporting the risk reduction argument through corporate
disclosures (convergence argument). The coefficient’s magnitudes reduce over the horizon (Model 1 to Model
3). Most of the controls are insignificant or have a higher influence in the long run. These findings align with
the efficient market hypothesis, suggesting that the impact of new information (risk topics) diminishes and
the impact of fundamentals increases as time progresses. The two alternative textual variables (Text_Length
and FOG) are never significant so the STM-derived risk topics convey the information. Consequently, these
alternatives are not suitable as viable alternatives for the risk topics. The goodness of fit (R2) decreases from STM
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to CTM and to LDA supporting that STM-based risk factors are most suitable to explain the return volatility.
The descriptive statistics of the new variables and the regression results are presented in Table D.1 and D.2 in
Appendix D.

Considering the unfavorable market condition in this new dataset, we have reasons to conclude that our
results can be generalized and the unsupervised machine-learning algorithm incorporating metadata of pre-
specified covariates (STM) produces more meaningful and statistically significant topics influencing volatility
compared to the other two ML algorithms or straightforward risk factors.

6. Conclusion

Firms have to inform their shareholders about the expected implications and consequences of adverse events so
that the investors are able to monitor the current and future risk factors a firm is facing and integrate them into
their decision-making analysis. Specifically, the SEC mandates firms to discuss the most relevant factors that
may entail speculative or risky aspects for the firm in their 10-Ks.

Recognizing the temporal and cognitive limitation of human investors to read and react to the massive
amount of text, we exploit unsupervised machine learning approaches (STM, CTM, and LDA), allowing the
user to identify and quantify the risk factors discussed in REITs’ 10-Ks. However, since the so-far most used
LDA is limited when identifying common risk factors across industries or sectors, we extend the applied tool-
box with the advanced topic modeling approaches (STM and CTM) and are the first who apply these techniques
in the accounting and finance domain. We are able to confirm the theoretical and previously shown superiority
of STM over CTM and LDA in an economic application.

To assess whether our machine-assisted topic modeling presents a valid approach to quantify risk in narra-
tive form, we analyze whether the STM extracted risk factors help to explain the perceived risk on the stock
market in general. In a first step, we observe that models incorporating topic probabilities contribute to a more
detailed understanding of how a firm’s volatility can be explained, particularly in the short term. Simple straight-
forwarded proxies of textual variables (e.g. word count, text length) are not viable alternatives for topic-modeling
derived risk topics. In the next step, we find that the majority of risk topics are significantly associated with
volatility, confirming the effectiveness of ourmodel in comparison to LDA-focused studies which find for exam-
plemostly insignificant results (Bao andDatta 2014). Furthermore, we allow our fine-grained risk topics to carry
all three types of risk perception (null argument, divergence argument, and convergence argument, see Kravet
and Muslu 2013). This helps us to resolve contradicting results in the literature by our way of addressing a
problem.

We find evidence supporting all three types of price reactions to information. Four risk factors support
the null argument of uninformative disclosures, three risk factors reveal previously unknown contingencies
to investors, thus increasing their risk perceptions (divergence argument), and the majority (nine risk factors)
decrease risk perceptions (convergence argument). We repeat our primary analyses using new data under unfa-
vorable market conditions to generalize our outcomes. The results from the new data also substantiate our key
findings. The predominance of risk-reducing risk factors is in line with the majority of the previous literature
using more straight-forwarded measures. In addition to previously used method of measuring qualitative tex-
tual information by counting words, we can combine this idea of an impact by quantity with our measure of
probability. This hybrid model – combining machine learning with the word-counting factor – confirms our
previous finding and explains best the variations within our dataset. This achieved finding would not be pos-
sible by the so-far mostly used approaches. Thus, we conclude that a combination of the classical word count
and our machine-assisted topic modeling helps to explain investor risk perceptions most efficiently. This is our
contribution from the technical part.

From the practical part, we contribute the finding that Item 1A in the 10-K filings primarily provides essential
information on risk factors resolving uncertainties instead of disclosing new risk factors. Consequently, it seems
like executives’ concerns of adverse effects of disclosing ‘negative’ information are baseless and risks described
in 10-Ks can indeed be considered ‘good news’ as long as executives clarify the implications of already known
risk.
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Our findings support the pursuit to reduce information asymmetry by regulators (e.g. SEC) since both firms
and shareholders benefit from reduced volatility showing that markets efficiently incorporate information into
prices. In addition, our idea combiningmachine learning/topicmodelingwith a classical and straight-forwarded
word-counting method as well as state-of-the-art econometric models may help to pave the way for more appli-
cations of natural language processing since previous methods were not able to give a deeper understanding of
whether and which risk topics influence investors’ risk perception.

Notes

1. This paper provides only an overview of (LDA and CTM); for deeper insights, we refer to the original papers by Blei, Ng, and
Jordan (2003), Blei and Lafferty (2007).

2. To apply topic models, we use the programming language R (version 4.0.2) and the corresponding packages topicmodels and
STM, authored by Grün and Hornik (2011) and Roberts, Stewart, and Tingley (2019); we use the edgarWebR package for
parsing.

3. Actually, there is a second risk section in the 10-K. Item 7A lists “quantitative and qualitative disclosures about market risk”
which are relevant for a company (e.g. interest rate risk or foreign currency exchange risk). However, Item 7A differs from
Item 1A in that this section not only names but additionally quantifies the impact of the individual risk factors on future firm
performance. Thus, managers usually use numbers to describe how risk factors affect firms’ filings in this section. Additionally,
with an average length of only 6,680 words, Item 7A is just a tenth of the average length of Item 1A. Given that our method
focuses on textual data, i.e. the words used to qualitatively describe relevant risks, we exclude Item 7A from the main analyses.
This is essential because topic models cannot take numbers into account and shorter documents decrease the robustness of
the topic model because it “learns” less from the data (Papilloud and Hinneburg 2018). However, for reasons of completeness,
results for Item 7A are presented in Appendix D.

4. We additionally analyze the 10 and 20 trading-day periods. As expected, the results are in the intermediate ranges.
5. We describe the topic labels in the next subsection.
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