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ABSTRACT
All parts of an audio processing chain introduce latency. Previous
studies have shown that high audio latency may negatively impact
human performance in different scenarios, e.g., when performing
live music or when interacting with real-time human-computer
systems. However, is not yet known where the human perception
threshold for audio latency lies, i.e., what the lowest amount of
latency is that musicians might notice. Therefore, we conducted a
user study (n=37) using the PESTmethod to estimate the just notice-
able difference (JND) for audio latency under different base latency
settings. Our results suggest that base latency influences the percep-
tion threshold in a non-linear manner: Participants achieved a mean
JND of 49ms for a base latency of 0 ms, 27ms for a base latency
of 64 ms, and 77ms for a base latency of 512 ms. Furthermore, the
JND was lower for participants with high musical sophistication.
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1 INTRODUCTION
Latency is omnipresent in audio applications. Inertia and mechani-
cal play cause inherent delays until an instrument produces sound.
Each meter that sound travels through air adds approximately three
milliseconds of latency. Digital signal processing such as sampling,
buffering, and filtering adds latency. Finally, hearing and process-
ing audio in the brain adds further latency. High action-to-sound
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latency – the delay between performing an action on an instrument
and the generated sound – can affect musicians. Several studies have
shown that ensemble performance becomes significantly more dif-
ficult as latency increases – for example when playing piano [2, 4],
in an orchestra [3], or percussion [18, 19]. Musicians rate live moni-
toring worse with higher latency [23] and DJ’s require more time to
synchronize tracks when latency is present [32]. But audio latency
can also affect non-musical multimedia applications, such as video
games [14]. Therefore, latency is an important factor to consider
when designing and working with auditory media.

However, just measuring the impact of latency on musicians’
performance ignores their user experience. People can compensate
for latency while still being annoyed by it. Therefore, it is necessary
to better understand the threshold at which audio latency is actually
noticed by musicians and non-musicians. One method to determine
the perception threshold for differences between stimuli is the Just
Noticeable Difference (JND) [13]. The JND is the smallest difference
for a parameter between two stimuli that can be reliably distin-
guished. JND is an essential measure in psychophysics, dating back
to its origins in the 19th century [9]. Ever since, researchers have
determined the JND for several parameters of auditory stimuli. For
example, humans can perceive a difference in amplitude of about
1 dB [24] and a difference in frequency of about 1–3Hz, depend-
ing on the absolute pitch and the tone’s complexity [16]. JND has
also been used to determine the perception threshold for latency
in human-computer interaction. Latency JND is highly dependent
on task and medium. For example, humans can perceive a latency
difference of less than 20ms when pushing a touch-sensitive but-
ton [21]. When dragging a virtual object over a touch display, the
perception threshold can even be as low as two milliseconds [20].

We conducted a user study (𝑛 = 37) to determine the JND for
action-to-sound latency with respect to different base latencies: 0,
64, and 512 milliseconds. Additionally, we took into account the
participants’ musical sophistication determined via the Gold-MSI
questionnaire [10, 26]. We optimized the study apparatus to mini-
mize latency and latency variation introduced by our setup. Our
results show that base latency has a statistically significant effect
on the JND for audio latency. Interestingly, we found that the mean
JND for audio latency was lowest in the condition with a medium
amount of base latency. Additionally, we found a statistically signif-
icant, moderate negative correlation between participants’ musical
sophistication and their JND for audio latency: participants with
high musical sophistication were able to perceive smaller latency
differences.
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2 RELATEDWORK
Whenever users interact with a system in real time, latency can dete-
riorate performance and experience. This includes human-computer
systems, video games, and audio applications. The negative effect
of latency on performance is especially apparent in collaborative
situations.

2.1 Influence of Latency on Ensemble
Performance

Several studies investigated the effect of latency on collaborative
music performance. The methodology used in those studies is of-
tentimes similar: performers are located in separate rooms and can
hear each other via headphones. Audio signals transmitted between
the rooms can be delayed by the experimenter so performance un-
der different latency conditions can be observed. Using this method,
Schuett [31] found that upwards of 30ms of latency, participants
started slowing down and were less synchronized when clapping
in interlocking rhythms. In a follow-up study, Chafe et al. [3] could
replicate Schuett’s findings. They found a sweet spot for latency at
11.5ms. Higher latency led to participants slowing down in tempo
as they started waiting for their partner’s signal. With lower latency,
participants started speeding up. In a study by Chew et al. [4], two
professional pianists were asked to play three pieces with different
tempos. Different amounts of latency were added to the system (0 –
150ms). Results suggest that a piece’s tempo has influence on the
performers’ ability to adapt to latency: Fast pieces are possible to
perform with up to 50ms, slow pieces with up to 75ms of latency.
In a similar study, Bartlette et al. [2] found that high latency, espe-
cially above 100ms, strongly affected pace, timing, coordination,
and subjective musicality of the performance.

Even though those studies give insights into the practical effects
of latency in ensemble performance, they do not measure the per-
ception threshold for audio latency. It is likely that latency is noticed
before it starts to affect performance significantly. Additionally, all
these studies used very small sample sizes and/or homogeneous
participant samples. Therefore, one has to be cautious when gener-
alizing their findings to a broader population.

2.2 Influence of Latency on Audio Applications
Hämäläinen and Mäki-Patola [17] studied the perception threshold
for audio latency when playing a theremin. Their participants could
reliably perceive differences of 30ms and above. Lester and Boley
[23] investigated how different amounts of latency change per-
formers’ subjective perception in live monitoring scenarios. They
compared different instruments in twomonitoring scenarios: wedge
and in-ear monitors. Results suggest that performers accept higher
latency in wedge monitoring setups. Furthermore, the accepted
amount of latency varies widely across instruments and situations,
ranging from 1.4ms to 42ms. Jack et al. [18, 19] studied how de-
layed auditory feedback impacts the perceived quality of digital
instruments. They built a custom digital percussion instrument to
minimize latency introduced by their apparatus. Two groups of
participants, professional percussionists and non-percussionist am-
ateur musicians, rated the quality of the instruments in four delay
conditions. The conditions with 0 and 10ms latency were rated
similarly and both were rated significantly better than 10±3ms

and 20ms. Professional percussionists were more consistent under
higher latency and were more aware of the added delay.

Mäki-Patola [25] claims that tight latency thresholds, as usually
suggested in instrument design, may not be applicable in all situa-
tions. In their review of related literature, they present numerous
studies that have found higher acceptance thresholds. Some studies
found that musicians can perceive very small differences in latency
– as low as ten milliseconds in some cases [11, 12]. However, other
studies show that in practical music performance, musicians’ timing
varies in much higher margins. For example, Rasch et al. [28] found
that asynchronies of up to 50ms are common, Dahl [6] found that
professional percussionists jitter by 10 to 40ms, and Lago and Kon
[22] found that latencies of up to 30ms are common and acceptable
with traditional instruments. Sawchuck et al. [29] found that la-
tency tolerance is highly dependent on instrumentation and piece.
During their study, 100 milliseconds of latency were considered
acceptable for collaborative playing with a piano, whereas only
20ms were acceptable for accordion players.

2.3 Influence of Latency in Human-Computer
Interaction

Halbhuber et al. [14] found that high audio latency has an effect on
playing first-person shooters. While added audio latency of 40ms
did not affect players’ performance and game experience, partici-
pants performed significantly worse during conditions with higher
latency. However, latency conditions of this study were spread out
very far so the next higher latency condition was at 270ms of added
latency. Therefore, we can not draw conclusions on the JND from
this study. Kaaresoja et al. [21] investigated the temporal percep-
tion of different feedback modalities for virtual buttons. They found
that the point of subjective simultaneity (PSS) for haptic and acous-
tic feedback was at 19ms. Jota et al. [20] investigated perception
thresholds for latency for low-level HCI tasks: dragging targets and
tapping on targets. To display targets, they implemented a special
apparatus based on a high-speed projector controlled by an FPGA
to minimize latency of the test setup. Results suggest that users are
able to perceive latencies of 10ms in certain situations. However,
they argue that performance benefits for latencies lower than 25 to
50ms (depending on the task) are negligible. Similarly, Deber et al.
[7] found that the just noticeable difference for latency perception
in interactive applications depends on the input technique. Their
results indicate that users perceive lower amounts of latency for
direct input compared to indirect input. Furthermore, they confirm
previous findings by showing that the the perception threshold for
latency is lower for dragging tasks than for tapping.

2.4 Summary
Latency has a measurable effect of human performance in a mul-
titude of task types. Even though several studies show that audio
latency affects musical performance [2–4, 31], especially in ensem-
bles, there is a debate to which degree those effects play a role
in practice [25] – especially concerning inherent tempo changes
of musical performances [6, 22, 28]. Perception thresholds for la-
tency have been measured predominantly for visual tasks, such as
pointing [7, 20]. Findings from those studies suggest that latency
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Figure 1: The apparatus for our study. When a participant
presses one of the two keys, the apparatus waits for a certain
amount of time before playing a sound. One of the keys only
has the base latency of 0, 64, or 512ms whereas the other has
the same base latency plus a variable added latency. The key
with the higher latency is randomly chosen for each trial.

perception depends on the task, as well as input and output modal-
ities of a system. Most studies on audio latency focus on its effects,
for example on task performance. Even though perception thresh-
olds for other aspects of audio signals, such as pitch [16], rhythm
[27, 34], and amplitude [24] have been determined, no such studies
exist for audio latency. They are sometimes reported as additional
findings [17], but have not been systematically investigated.

3 METHOD
To determine the perception threshold of audio latency, we con-
ducted a within-subject user study. Our methodology was based
on Parameter Estimation by Sequential Testing (PEST) [33], which
is a common method to determine perception thresholds in psy-
chophysics [13, p.55]. Participants were asked to successively press
two keys on a keyboard. Both keys triggered an audio signal after
a certain delay (Fig. 1). Then, participants had to decide which of
the two keys had the lower latency (two-alternative forced choice).
Over the course of the study, the latency margin between the two
keys was adjusted until the participant’s just noticeable difference
for audio latency was reached.

Perception thresholds are oftentimes defined as the margin be-
tween two stimuli that can be distinguished by participants with a
probability of over 75% [13, p.56]. To ensure participants were able
to distinguish a given latency difference with at least 75% certainty,
we repeated each trial ten times. If eight or more repetitions were
completed successfully, the latency margin between the two keys
was decreased by 50%. Otherwise, we increased the latency margin
by 50%. This way, we could approximate a participant’s JND for
audio latency with a binary search until the temporal resolution of
our apparatus was reached (Fig. 3).

Perception thresholds are oftentimes relative to the magnitude
of a stimulus, as modeled by Weber’s Law [9, 13, p.134]. Therefore,
we investigated the JND for audio latency for different conditions
of base latency which was added to both keys. Furthermore, we
considered participants’ musical sophistication as an additional
independent variable.

3.1 Apparatus
The minimum latency of our apparatus, as well as its latency vari-
ation, determine the resolution and accuracy of our user study’s

Vcc

Raspberry Pi

Function
Generator

GPIOin GPIOout

Figure 2: Circuit of the apparatus. Once one of the instru-
mented keys is pressed, copper contacts touch and an inter-
rupt is triggered on the Raspberry Pi. After a given latency,
an optocoupler is closed and a square wave signal can pass
from a function generator to the participant’s headphones.

results. Related work has shown that humans can visually perceive
latency differences as low as two milliseconds in some applications
[20]. Therefore, we wanted to design an apparatus with a resolution
of about one millisecond and as little variation as possible.

Our first approach was to use a MIDI keyboard and a synthesizer.
We conducted latency measurements for the MIDI output of a key-
board1 and a stage piano2 using a Raspberry Pi and a two channel
oscilloscope.

To determine the moment a key on the instrument was pressed,
we connected the first oscilloscope channel to the contacts of one
key. Therefore, the oscilloscope measured a voltage change once
the key was pressed and its circuit was closed. To determine when
a MIDI event was transmitted, the instrument under test was con-
nected to the Raspberry Pi via USB. A Python program on the
Raspberry Pi used the Mido library3 to receive MIDI events. The
second oscilloscope channel was connected to a GPIO pin on the
Raspberry Pi. Once aMIDI event arrived, the GPIO pinwas switched
from low to high. This change in voltage was registered by the oscil-
loscope. By pressing the key on the instrument and measuring the
time difference between the two rising flanks with the oscilloscope,
latency between the key being physically closed and the MIDI event
arriving at the computer could be determined. For both devices,
latency varied by up to eight milliseconds between individual key
presses. We assume that this variation in latency is an artifact of a
USB polling rate of 125Hz [35].

As these variations in latency would significantly reduce the
accuracy of our user study’s results, we opted for a faster way to
trigger an audio signal. The final apparatus is depicted in Fig. 2.
We modified the Nektar Impact GX 61 MIDI keyboard by attaching
copper contacts on the bottom of two keys4, as well as underneath
those keys. When one of these keys is pressed, the copper contacts
close a circuit, which is in turn registered by a Raspberry Pi’s GPIO

1Nektar Impact GX 61, https://nektartech.com/impact-gx49-61/
2Numa Compact 2x, https://www.studiologic-music.com/products/numa_compact2x/
3https://mido.readthedocs.io/
4the E and F keys above the middle C

https://nektartech.com/impact-gx49-61/
https://www.studiologic-music.com/products/numa_compact2x/
https://mido.readthedocs.io/
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pin. After a set amount of latency, the Raspberry Pi triggers an
optocoupler and a signal from a waveform generator5 can pass to
a pair of headphones worn by participants during the study. The
generated sound remains audible for as long as the key is pressed.
When the key is released, the sound stops after the key’s current
latency.

We configured the waveform generator to generate a square
wave at 500Hz. Due to the signal’s frequency and the resulting
semi-period of 1ms, our apparatus achieves a temporal resolution
of about one millisecond. We did consider using a higher frequency
to further increase resolution, however initial experiments showed
that the resulting audio signal was considered very unpleasant by
participants.

To validate our setup’s internal latency, we used an oscilloscope
to measure the time from the Raspberry Pi registering an interrupt
to the first flank of the audio signal passing through the optocoupler.
For 25 individual measurements, delay times ranged from 56 to 952
microseconds (mean: 318.7 µs, std: 335.7 µs). These results confirm
our assumption that the apparatus’ latency variation is mainly
caused by the signal’s frequency and below one millisecond overall.

3.2 Procedure
We determined participants’ JND for audio latency for a given
base latency with a binary search. Participants were asked to press
two keys on a MIDI keyboard. Each of those keys played a sound
through participants’ headphones – either after a constant base
latency, or after the base latency plus added latency (Fig. 1). Then,
participants were asked to specify which of the keys had less la-
tency. There was no time limit and they were allowed to press both
keys as often as they wanted. Each trial was repeated ten times and
for each repetition, we randomized which of the two keys to use
for base latency and base latency plus added latency. If participants
could correctly identify the key with less latency in at least eight
out of ten repetitions, we decreased the added latency by 50%. Oth-
erwise, we increased the added latency by 50%. At the beginning
of the procedure, added latency (and therefore margin to the base
latency) was set to 256ms. A condition ended after nine rounds
when the final amount of added latency was one millisecond higher
or lower than in the eighth round. An example of the procedure
is depicted in Figure 3. Using this procedure, we determined each
participant’s JND for audio latency for three base latency condi-
tions: 0ms, 64ms, and 512ms. The order of base latency conditions
was fully counterbalanced among participants. Headphone volume
could be adjusted by participants to their liking.

3.3 Participants
We recruited 37 participants (12 women, 24 men, one non-binary)
for our user study. They were aged between 19 and 29 years (mean:
23.3). Most of our participants were students (35) and among those,
16 studied computer science or a related field. The remaining two
participants were working in an engineering-related field. We used
Goldsmiths Musical Sophistication Index (Gold-MSI) to determine
participants’ musical sophistication [10, 26]. The Gold-MSI is a
validated self-report questionnaire designed to assess participants’
ability to engage with music without considering musical education,
5UNI-T UTG9005C
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Figure 3: Exemplary visualization of latency differences over
the course of nine trials. JND for audio latency was estimated
by starting with a very high latency margin of 256ms. If a
participant could determine the key with lower latency in at
least eight of ten repetitions, the latency margin was halved.
Otherwise, the margin was increased by 50%.

such as the ability to sight-read or to play an instrument. Musical
sophistication is measured on a scale of 18 to 126, with 126 being
the highest musical sophistication. Total MSI scores across our
participants ranged from 42 to 113.

A preliminary analysis of our data has shown that two partici-
pants oftentimes pressed only one key on the keyboard, making it
impossible to compare latencies between both keys. For another
participant, problems with the apparatus occurred during the study
and wrong latencies were assigned to the keys. Therefore, we ex-
cluded those three participant from further analysis.

4 RESULTS
To evaluate the effect of independent variables – base latency and
participants’ musical sophistication – on the just noticeable differ-
ence for audio latency, we performed a two-part analysis.

With no added base latency, participants achieved JNDs between
10 and 129ms (mean: 48.8ms, SD: 33.0ms). Adding a large base la-
tency (512ms) clearly increased the JND (mean: 77.1ms, SD: 57.6ms,
range: 16 – 257ms). Interestingly, participants performed best in the
conditions with a moderate base latency (64ms), achieving JNDs
between 5 and 73ms (mean: 27.1ms, SD: 17.0ms) (Fig. 4).

Shapiro-Wilk tests show that the normal distribution of JND was
violated for all conditions of base latency (𝑝 < 0.01 for all condi-
tions). We therefore used the non-parametric Friedman Test to test
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Figure 4: Just Noticeable Difference for audio latency for the
three different base latency conditions. Post-hoc tests show
significant differences between all three conditions.
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Figure 5: There is a moderate negative correlation between
participants’ self-assessed musical sophistication via the
Gold-MSI score and the JND for audio latency.

for effects of base latency on JND. We could find a significant effect
of base latency on JND (𝜒2 (2) = 24.582, 𝑝 < 0.001). Bonferroni-
corrected post-hoc pairwise Wilcoxon tests show significant effects
of base latency on JND between all conditions. We found a signifi-
cant difference (p=0.001) with large effect (𝑑 = 0.825) between base
latencies of 0ms and 64ms, a medium effect (𝑑 = 0.693) between
base latencies 0ms and 512ms (𝑝 = 0.012), and a very large effect
(𝑑 = 1.177) between base latencies of 64ms and 512ms (𝑝 < 0.001).
Effect sizes were determined according to Cohen [5].

To analyze the relationship between participants’ musical sophis-
tication and their just noticeable difference for audio latency, we
tested for a correlation between both variables. For each participant,
we aggregated JNDs from all three conditions to a mean JND. A
Pearson test shows a statistically significant, moderate negative
correlation between this mean JND and participants’ score in the
Gold-MSI questionnaire (𝑟 (32) = −0.345, 𝑝 = 0.046) (Fig. 5).

During our study, participants could take as long as they wanted
to decide which key had lower latency. We also did not limit the

1 2 3 4 5 6 7 8 9
Trial

0

2

4

6

8

De
cis

io
n 

Ti
m

e 
in

 S
ec

on
ds

Base Latency
0 ms
64 ms
512 ms

Figure 6: Participants’ decision time in seconds for different
trials and latency condition. Decision time is defined as the
time from the first key press until the final decision.
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Figure 7: Number of key presses until participantsmade their
choice of which key has lower latency.

amount of key presses before they had to decide. Therefore, deci-
sion time and the amount of key presses can be an indicator for
participants’ confidence in their decision. Even though an inves-
tigation of participants’ behavior during the study is beyond our
study’s objectives, an exploratory analysis regarding decision time
and number of key presses might be interesting for further research.

Mean decision time – the time from the first key press until
a decision is made – per trial is depicted in Fig. 6. Interestingly,
decision time was constant across all trials for high base latency,
whereas for low and medium base latency, decision time was lower
for the first three trials. The number of key presses is fairly constant
for high base latency (around 4 – 6 times across all nine trials)
(Fig. 7). For low and medium base latency, participants performed
clearly more key presses starting at the fourth trial (around 8 – 10
key presses). For both, decision time and key presses, participants
behaved similarly for low and medium base latency.
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5 DISCUSSION, LIMITATIONS, FUTURE WORK
We conducted a user study to determine the just noticeable differ-
ence for action-to-sound audio latency in different base latency
settings (0, 64, and 512ms) and found a significant effect of base
latency on JND. Interestingly, JND was the lowest with a medium
base latency of 64ms. This suggests a non-linear relationship be-
tween base latency and the JND for audio latency – a contradiction
to Weber’s Law [9] but potentially related to the observations by
Chafe et al. [3]. As our study’s objective was to investigate whether
base latency has an effect on JND for audio latency, we can only
speculate on reasons for this non-linear relationship. A pragmatic
explanation could be humans’ familiarity with audio latency, as in
practice, audio signals rarely reach listeners’ ears without delay. An-
other possible reason for this effect could be the interplay between
the keys’ haptic feedback and the timing of the audio signal.

Furthermore, we found a moderate negative correlation between
participants’ self-assessed musical sophistication and their JND
for audio latency. This finding goes in line with earlier research
suggesting that musical background can have an effect on the per-
ception of auditory signals. For example, Ehrlé and Samson [8]
found that percussionists achieve a lower JND for musical timing
than non-musicians or classically trained musicians.

Our study is one of the first to systematically investigate the
effect of base latency on the JND for audio latency. Therefore, we
chose large margins of base latency to increase the probability to
find an effect if it exists. However, this approach limits the possibil-
ity to analyze, explain, and model the effect of base latency on the
JND in detail. Therefore, future studies should consider more and
smaller base latency steps.

Furthermore, as we optimized our apparatus for minimum base
latency, we did not investigate effects of latency jitter in our study.
Findings regarding such varying latency are inconclusive: while
sudden latency spikes affect performance and user experience [15],
latency jitter has shown no effects in a similar study [30]. How-
ever, both of those studies focus on the context of human-computer
interaction. As latency jitter is omnipresent in digital audio pro-
cessing [1], future research should investigate the effect of latency
jitter on the perception of action-to-sound audio latency. We also
did not investigate effects of other factors on latency perception,
e.g., audio volume or waveform shape. Lastly, even though we re-
cruited participants with a wide range of musical sophistication,
none of them were professional musicians. As our results suggest
that people with higher musical sophistication can identify smaller
latency margins, the perception threshold might be even lower for
experienced musicians.

In this paper, we presented results of a user study to determine
the just noticeable difference for audio latency. We used a custom
apparatus optimized for low latency, achieving a resolution of one
millisecond. Our findings indicate that base latency has an influence
on JND with a non-linear relationship. Furthermore, participants’
musical sophistication was negatively correlated with JND for audio
latency. Future studies should further investigate the non-linear
relationship between base latency and JND, as well as the influence
of the input modality on the JND for audio latency.
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