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Abstract 
To foster their full integration into the mainstream of society, speech-impaired individu-
als need to be empowered to use vocal language in various daily life situations. AI-based 
AAC systems enable speech-impaired individuals to generate completed utterances for 
use in conversations. However, available solutions exhibit remarkable drawbacks. They 
do not meet all posed requirements and cannot provide completed sentences that match 
the expected styles of formal and informal conversational contexts. Therefore, design re-
quirements for a Generative AI-based utterance composition approach were identified. 
It has been followed design science research to derive design principles and an instantia-
tion of an AAC prototype that enables context-specific and user-individualizable articu-
lation. The artifact was demonstrated and evaluated with formal and informal interac-
tions commonly performed in the daily routine of visiting a restaurant. In particular, the 
importance of meeting all specific requirements and employing Generative AI, such as 
ChatGPT-4.0, to generate both formal and informal utterances, is exemplified. 

Keywords: Augmentative and Alternative Communication, Generative AI, Conversa-
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Introduction 
“Perhaps the single quality most central to humanness is the ability to exchange thoughts, ideas, and feel-
ings with others” (Hourcade et al. 2004, p. 235). Speech is perceived as an individual’s most important 
instrument to get in contact with their surroundings (Fritzell 1996; Kane et al. 2017). However, individuals 
suffering from severe physical disabilities or brain injuries are not able to control their oral-respiratory 
musculature sufficiently for speech (Allen 2005; Vanderheiden 1983). This restriction to verbal communi-
cation and the “separation from the mainstream of society” (Hourcade et al. 2004, p. 235) holds true for 
people with damage to the vocal tract or other impairments (e.g., aphasia, autism, dyslexia) (Allen 2005). 
To give speech-impaired individuals a voice and enable them to express themselves using vocal language, 
digital solutions for Augmentative and Alternative Communication (AAC) have emerged. These AAC sys-
tems enable the translation of an individual’s intended meaning into speech and subsequent voice outputs 
(Bradshaw 2013; Desai et al. 2014). One primary goal has thereby been to reduce the communication gap 
between speech-impaired individuals and their speech-capable interlocutors. To reach this goal, the extant 
AAC research has investigated different AI-based techniques that can automatically compose completed 
sentences from the single words and expressions speech-impaired individuals provide within their AAC 
systems (cf. Konadl et al. 2023). In this way, the communication gap could indeed be reduced by increasing 
the rate of words that speech-impaired individuals can contribute to conversations using AAC systems. 



 A Generative AI-Based Approach for AAC Systems 
  

 Forty-Fifth International Conference on Information Systems, Bangkok, Thailand 2024
 2 

Nevertheless, AI-based AAC solutions still exhibit remarkable drawbacks regarding the utterances they gen-
erate. There is no comprehensive AAC system or tool available that meets all the requirements outlined in 
the scientific literature (see Table 2). However, extant literature points out the necessity of an AAC system 
that provides speech-impaired individuals with comprehensive support in various daily life conversations 
(Kane et al. 2017; Konadl et al. 2023). Beyond the extant research literature, the importance of such a com-
prehensive AI-based AAC system has been further underlined in this research through exchanges with 
speech-impaired individuals and representatives of the “Professional Association for the Hearing and Spe-
ech Impaired in Bavaria”. Concerning that, available AAC systems can provide completed utterances only 
for a limited number of situations as the underlying language models are trained on a limited number of 
daily life conversations with limited diversity (e.g., Dempster et al. 2010; Heo and Kang 2019; Kristensson 
et al. 2020). As a result, these language models struggle to generate completed utterances for domains and 
communication activities that speech-capable individuals usually can take part in. Moreover, even the fast-
est way of expressing oneself is of little help if the utterances proposed by an AAC system are perceived as 
distracting by speech-impaired individuals and their interlocutors. In particular, the style of an utterance 
may not fit the expected way of articulation in a formal or informal conversational context (Bedrosian et al. 
2003; Hoag et al. 2004; Todman and Alm 1997). For example, an AAC system might suggest an utterance 
in which an authority figure like a doctor at the doctor’s office is addressed with colloquial language (e.g., 
“bro” or “buddy”) that is more suited to informal contexts. Hence, interlocutors may form negative percep-
tions towards speech-impaired individuals and avoid engaging in a conversation with them. The style of the 
utterances may also lead to speech-impaired individuals themselves avoiding conversations, as the utter-
ances their AAC systems provide them do not reflect their personality and individual style of articulation 
(Shen et al. 2022; Tintarev et al. 2016; Valencia et al. 2023). 
Therefore, this research aims to close these gaps. Based on Design Requirements (DRs) derived from the 
extant AAC research and theory, an instantiation of a functional AAC system prototype is proposed that 
integrates comprehensive functionalities to tackle the aforementioned drawbacks. The AI-based utterance 
composition approach is designed and constructed to combine single words and expressions into completed 
utterances in a wording that is appropriate for either formal or informal conversational contexts. Thereby, 
ChatGPT-4.0 as a Generative AI technique is employed because of its impressive capabilities in formulating 
human-like texts (cf. Feuerriegel et al. 2023; Radford et al. 2019; Teubner 2023). As a Generative Pre-
trained Transformer (GPT), it combines large-scale architectures with vast amounts of textual training data, 
resembling contributions of humans on diverse daily life conversations, communication activities, and con-
versational styles (i.a., for formal and informal situations). However, the integration of ChatGPT-4.0 into 
an AAC system is not purposeful without additional and extensive adaptions, which have been realized in 
the design and implementation of the artifact. Furthermore, ChatGPT-4.0 alone is insufficient to meet all 
the DRs. Consequently, further AI and machine learning techniques were integrated and purposefully com-
bined in order to create a comprehensive Generative AI-based utterance composition within the AAC sys-
tem prototype. This proposed AI-based approach was evaluated with several communication activities com-
monly performed in the daily life routine of visiting a restaurant with a companion (cf. Ehlich and Rehbein 
1972; Schindler 2013). Against this background, the following two Research Questions (RQs) are posed:  
• RQ1: How to design a Generative AI-based approach that can compose within an AAC system single 

expressions into completed utterances in formal and informal wordings?  
• RQ2: How to instantiate and technically realize the Generative AI-based approach? 
The paper unfolds as follows: The following section provides the conceptual foundations and related work. 
Next, the research procedure following the design science approach (Hevner et al. 2004; Peffers et al. 2007) 
is described. The next section deals with the compilation of the Design Principles (DPs) that have been 
derived from the DRs. Then, the technical realization of the proposed AI-based approach, its demonstration 
to interactions in visiting a restaurant, and the results are presented. The paper proceeds with its contribu-
tions, potential limitations, and future research ideas. Afterwards, it closes with concluding remarks. 

Conceptual Foundations and Related Work 

Conceptual Foundations 

Communication research and extant theories like the Gricean Maxims of Communication (Grice 1975) have 
investigated structures and components of daily life conversations (i.a., conversation phases, communica-
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tion activities, and communication strategies) (Henne and Rehbock 2012). The way communication activi-
ties are performed is determined by different factors. In this regard, one of the most important factors is 
the conversational context (Bedrosian et al. 2003; Hoag et al. 2004; Todman and Alm 1997). Therefore, 
interlocutors use different articulations depending on where a conversation takes place and who they are 
speaking with. Articulations can differ in conversations with friends in restaurants compared to meetings 
with superiors at work. Furthermore, articulations are adjusted based on the complexity and cognitive de-
mands of the conversation (cf. Cognitive Load Theory, Sweller 1988) and based on whether a social rela-
tionship has already been established with the conversation partner (social closeness to friends vs. social 
distance to strangers or authority figures). 
Interactions with a friend (e.g., talking about recent events in one’s life, telling personal stories, or thanking 
for a nice evening in a restaurant) are rather socialness-oriented and informal (cf. Todman and Alm 1997). 
Compared to that, interactions with waiters as authority figures in the restaurant (e.g., asking for the booked 
table, asking for the specials of the week, asking for payment) are rather informativeness-oriented and for-
mal (cf. Bedrosian et al. 2003; Hoag et al. 2004). These differences are also reflected in the way interlocu-
tors accommodate speech and the concrete wordings they apply within their utterances for the respective 
contexts (cf. Giles et al. 1991). In the German language, for example, interlocutors in an informal context 
tend to address each other by their first names and are more liable to apply contractions to words. Thereby, 
they may incorporate dialect, slang, and rather unsophisticated expressions into their utterances. In con-
trast, in a formal context, interlocutors are more likely to use the formal term of address (i.a., using last 
names) and employ more elaborated language constructs (i.a., euphemisms, precise terminology, forms of 
courtesy) (cf. Bedrosian et al. 2003; Budde 2012; Elspaß 2018; Hoag et al. 2004; Todman and Alm 1997). 
Speech-impaired individuals lack the fundamental capability to perform communication activities using 
their own vocal language in a style that fits the respective conversational contexts. Nonetheless, vocal lan-
guage is an essential human capability for interacting with other individuals in various daily life routines 
like visiting a restaurant with a companion. 

 
Figure 1. Socialness- and Informativeness-Oriented Interactions when Visiting a Restaurant 
with a Companion (own Representation, based on Ehlich and Rehbein 1972; Schindler 2013) 

AAC encapsulates strategies, techniques, and tools that support individuals with speech impairments in 
expressing their thoughts, ideas, and feelings (Hourcade et al. 2004). In this context, AAC systems can be 
described as voice output communication aids or speech generating devices that provide speech-impaired 
individuals with the ability to express themselves using vocal language. High-tech AAC systems encompass 
the use of electronic devices (e.g., smartphones, tablet PCs) and their built-in peripherals (e.g., cameras, 
microphones) (Baldassarri et al. 2014; Laxmidas et al. 2021). The board within an AAC system contains the 
vocabulary that users can employ. Cognitive and language comprehension disorders may also require as-
signing pictograms to utterances or words to support the understanding of the related concepts. To con-
tribute utterances to conversations, users of AAC systems can relate to pre-stored sentences (Alm and Hig-
ginbotham 2008), manually compose single words into sentences within the so-called speech composition 
line, or make use of keyboard capabilities and combinations of letters to express words and sentences (cf. 
Klauer et al. 2021; Kristensson et al. 2020). The utterance formed is then processed by the speech synthesis 
module which generates the voice output that is emitted to the conversation partner by the loudspeaker of 
the device. Voice outputs can then be interpreted and reciprocated by the interlocutor, allowing the conver-
sation to progress by mutual and coordinated utterances until it reaches a targeted and desired state. 



 A Generative AI-Based Approach for AAC Systems 
  

 Forty-Fifth International Conference on Information Systems, Bangkok, Thailand 2024
 4 

To help speech-impaired individuals compose completed sentences from single expressions, there have 
been proposed different AI-based approaches (i.a., abbreviation expansion, sentence prediction) (e.g., 
Dempster et al. 2010; Heo and Kang 2019) and recently also Generative AI (e.g., Cai et al. 2022; Valencia 
et al. 2023). As elaborated in the next two sections, Generative AI has yet not been harnessed to construct 
an AAC system with a comprehensive Generative AI-based utterance composition. Crucial aspects regard-
ing the style of the utterances (e.g., matching expected and common styles of articulation in formal and 
informal contexts, including personal nuances and styles of articulation into the utterances) are thereby not 
met. Thus, in the following section, DRs derived from related work and extant theory are outlined, specify-
ing what a Generative AI-based utterance composition needs to meet to be comprehensive and purposeful. 

Design Requirements of AI-Based Utterance Composition for AAC Systems  

To derive the DRs for the Generative AI-based utterance composition approach, an extensive search and 
consolidation of the research literature was conducted. Thereby, it was aligned with the procedure for con-
ducting a systematic literature review as proposed by Vom Brocke et al. (2015). In the first step, a keyword 
search was performed on ACM Digital Library, AIS Electronic Library, EBSCOhost, Emerald Insight, 
Google Scholar, IEEE Xplore, SAGE Publications, and SpringerLink. According to Snyder (2019), the 
search strings for conducting a literature review should refer to words and concepts that are directly linked 
to the research questions. Thus, “augmentative and alternative communication”, “artificial intelligence”, 
“sentence generation”, “generative artificial intelligence”, and several combinations and abbreviations 
thereof were derived as search terms. To obtain even further keywords, iterative keyword refinement was 
performed (e.g., “natural language generation”, “sentence composition”, “large language model”). Addi-
tionally, it was related to the systematic literature review by Konadl et al. (2023), who have identified and 
assessed the current state of AI approaches applied within AAC systems. 
As a result, 1,129 papers could be initially collected whose titles, abstracts, and thematic foci were then 
investigated. In general, only papers dealing with the generation of completed utterances based on single 
words or expressions using an AI-based approach were retained. Papers that included further external de-
vices, which hinder the portability of the AAC systems in daily life situations, were removed. In applying 
these two inclusion criteria to the 1,129 papers, several decisions about the inclusion and exclusion of the 
papers were documented and validated with two additional researchers. To assess the coding and the agree-
ment between the three raters, interrater reliability has been calculated using Fleiss’ Kappa (Fleiss et al. 
2013). The rating procedure yielded Fleiss’ Kappa values of 0.8772 for the first inclusion criterion and 
0.9072 for the second inclusion criterion, both indicating high levels of agreement (Fleiss et al. 2013). In 
the very few cases of disagreement, the coding was discussed to come to a consensus about including or 
excluding the respective paper. Next, duplicates and preprints were eliminated, and only papers written in 
English were retained. In the second step, forward and backward searches have been conducted, resulting 
in two additional relevant papers. As follows, a total of 19 relevant papers could be derived.  
Subsequently, the contents of these papers were investigated. Using qualitative content analysis and induc-
tive category development, it could be carried out an abstraction from the basic data, while, at the same 
time, deriving a coherent image of these data (cf. Mayring 2000; Mayring 2002). To inductively extract the 
DRs from the papers, the notion of what constitutes a DR was applied. In doing so, a DR is considered as 
any specific condition, capability, or functionality that the intended artifact needs to implement in order to 
achieve its intended goals and purposes (cf. Möller et al. 2020; Walls et al. 1992). Based on that, the 19 
relevant papers have been screened regarding any text statement that hinted at a DR. Several text state-
ments hinting at a DR were consolidated, and based on them, corresponding DRs were deduced. These 
resulting DRs were then verified with two additional researchers. Thereby, a Fleiss’ Kappa value of 0.8871 
could be obtained, indicating a high level of interrater agreement (Fleiss et al. 2013). In case of any disa-
greement about a DR, the respective DR was analyzed again, followed by discussions until a consensus was 
reached. Based on the attention and importance that the respective DRs have received within extant re-
search literature, nine DRs have been derived that will be described in more detail in the following: 
AAC systems enable speech-impaired individuals to articulate their thoughts, ideas, and feelings within 
daily life conversations. Thereby, if speech-impaired individuals must sense on their own for signs of the 
respective conversational context, this puts additional cognitive efforts on them. This, in turn, may result 
in decelerations of the conversational flow. This is underlined by Cognitive Load Theory in that the amount 
of information that can be processed within the working memory is limited (cf. Sweller 1988). Exceeding 
the cognitive capacity of speech-impaired individuals could hinder their full concentration on the ongoing 
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conversation. Therefore, (DR1) the AI-based utterance composition approach for AAC systems needs to 
incorporate an automated identification of formal and informal conversational contexts (e.g., Arnott and 
Alm 2013; Black et al. 2012; Fang et al. 2023). In this vein, (DR2) the applied language model must resem-
ble formal and informal conversational styles to produce sentences for both contexts (e.g., Dempster et al. 
2010; Shen et al. 2022; Valencia et al. 2023). There are individual styles of articulation in formal and infor-
mal contexts. For example, one may tend to apply in an informal context rather unsophisticated language 
and expressions (e.g., applying slang and dialect, calling the interlocutor “buddy” or “bro”). Compared to 
that, others may tend to apply a more reserved wording in an informal conversation (e.g., Cai et al. 2022; 
Tintarev et al. 2016; Valencia et al. 2023). Therefore, the utterance composition approach (DR3) needs to 
provide means to tailor the utterances towards the personal style of articulation. Furthermore, as Grice 
(1975) states in the “Maxim of Relation”, it is expected by interlocutors that several conversational contri-
butions are appropriate at each stage. So, it is essential that (DR4) the utterance composition is adaptive 
based on the conversation history and that it incorporates the preceding turns of a conversation (e.g., Kris-
tensson et al. 2020; Mitchell and Sproat 2012; Shen et al. 2022). This also requires (DR5) to generate 
statement and question sentences so that the speech-impaired individuals can apply appropriate conversa-
tional acting at different stages of a conversation (i.a., sharing ideas and information with others, asking for 
information from others) (cf. Grice 1975, and e.g., Black et al. 2012; Garcia et al. 2016; Tintarev et al. 2016). 
The utterance composition approach (DR6) must generate completed utterances that are grammatically 
correct and semantically tailored to the user input (e.g., Adhikary et al. 2021; Garcia et al. 2016; Mitchell 
and Sproat 2012). This is necessary to maintain the impression of communicative competency of the 
speech-impaired individuals towards their interlocutors because these errors transmit to the speech syn-
thesis and are reflected within the voice output. Beyond that, these are functionalities that relieve speech-
impaired individuals in composing completed utterances. In this way, they can reduce the mental efforts of 
speech-impaired individuals and increase their level of participation in conversations (cf. Sweller 1988). 
Within AAC systems, it ultimately needs to remain the speech-impaired individual whose thoughts, ideas, 
and feelings are communicated. Thus, the generated utterances must be semantically tailored towards the 
words and expressions that the users provide. To ensure that speech-impaired individuals maintain com-
plete control over the generated utterances, (DR7) the utterance composition approach must allow them 
to modify the utterances before they are outputted by means of voice (e.g., Mitchell and Sproat 2012; Shen 
et al. 2022; Valencia et al. 2023). Speech-impaired individuals using a digital AAC system must be able to 
keep up with the pace of daily conversations. Therefore, (DR8) the generated conversational contributions 
must be provided immediately. Since conversations are central actions in daily life that consist of multiple 
interaction steps, (DR9) the approach needs to be repeatable at any time (e.g., Arnott and Alm 2013; Cai 
et al. 2022; Dempster et al. 2010; Fang et al. 2023; Walsh 2010). 

Design Requirements Sources 
DR1. Support the automated identification of the con-
versational context. 

Arnott and Alm 2013; Bedrosian et al. 2003; Black et al. 2012; Fang et al. 
2023; Hoag et al. 2004; Sweller 1988; Todman and Alm 1997 

DR2. Incorporate a language model that can produce 
utterances that match the style of articulating in the re-
spective conversational contexts.  

Bedrosian et al. 2003; Dempster et al. 2010; Hoag et al. 2004; Shen et al. 
2022; Tintarev et al. 2016; Todman and Alm 1997; Valencia et al. 2023 

DR3. User-adaptive tailoring of the utterances to be 
generated towards individual styles of articulation and 
nuances of the speech-impaired individual. 

Black et al. 2012; Cai et al. 2022; Grice 1975; Shen et al. 2022; Tintarev 
et al. 2016; Valencia et al. 2023 

DR4. Adaptive sentence generation based on the con-
versation history. 

Black et al. 2012; Dempster et al. 2010; Grice 1975; Kristensson et al. 
2020; Mitchell and Sproat 2012; Shen et al. 2022; Sweller 1988 

DR5. Support the automated generation of statement 
sentences and question sentences. 

Black et al. 2012; Garcia et al. 2016; Grice 1975; Reddington and Tintarev 
2011; Tintarev et al. 2016; Walsh 2010 

DR6. Automated generation of completed sentences 
that are grammatically correct and semantically tailored 
to the provided user input. 

Adhikary et al. 2021; Alm and Higginbotham 2008; Cai et al. 2022; 
Dempster et al. 2010; Garcia et al. 2016; Grice 1975; Mitchell and Sproat 
2012; Shen et al. 2022; Sweller 1988; Valencia 2023 

DR7. Provide flexible modification of the generated sen-
tences before they are outputted by voice. 

Adhikary et al. 2021; Alm and Higginbotham 2008; Black et al. 2012; 
Kristensson et al. 2020; Mitchell and Sproat 2012; Shen et al. 2022; Tin-
tarev et al. 2016; Valencia et al. 2023 

DR8. Provide generated sentences immediately. 
Alm and Higginbotham 2008; Cai et al. 2022; Dempster et al. 2010; Fang 
et al. 2023; Heo and Kang 2019; Kristensson et al. 2020; Reddington and 
Tintarev 2011; Shen et al. 2022; Tintarev et al. 2016; Valencia et al. 2023 

DR9. Be repeatable and to be triggered by the speech-
impaired individual at any time. 

Arnott and Alm 2013; Cai et al. 2022; Dempster et al. 2010; Fang et al. 
2023; Shen et al. 2022; Valencia et al. 2023; Walsh 2010 

Table 1. Design Requirements of an AI-based Utterance Composition Approach 
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Assessment of Available AAC Systems on the Market  

To assess the capabilities of the AAC systems available on the market against the background of the derived 
DRs, corresponding AAC system providers were first identified. For this purpose, the Google search engine 
as well as the search engines of the Google Play Store and the Apple App Store were drawn upon. By verify-
ing several steps in the identification of the AAC systems with two additional researchers, the possibility of 
overlooking established tool providers whose systems offer an automated or an AI-based utterance compo-
sition could be tremendously reduced. The resulting set of tool providers was then consolidated and any 
disagreements about the tools were resolved. In this way, a broad spectrum of providers could be covered, 
and it could be taken an up-close look at the most established AAC systems in the market. Based on the 
derived DRs (see Table 1), a tool survey was designed to assess whether the available AAC systems cover 
the posed requirements. The tool survey was then validated and subsequently applied to the data collection 
procedure. To gather the data for assessing the AAC systems, sales representatives of the identified AAC 
system providers were contacted regarding the specific features. Additionally, demo versions of the AAC 
systems were installed to test them out. Based on the providers’ responses and by independently testing the 
functionalities of the AAC systems against the posed DRs, detailed and comprehensive insights into the 
capabilities and drawbacks of these AAC systems could be gained. The table below presents the results of 
the tool assessment for the resulting set of eleven AAC system providers: Assistiveware, Attainment Com-
pany, Avaz, Coughdrop, Livox, Prentke Romich Company, Smartbox, Symbotalker, Therapybox, Tobii 
Dynavox, and Willowtree. Due to reasons of confidentiality posed by the providers, it was necessary to 
anonymize their answers. Thus, the providers are labeled below with #1–#11 and their order is randomized. 

Design  
Requirements 

Results of the Tool Assessment 
#1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 

DR1 - - - - - - ○ - - - ○ 
DR2 ○ - - - ○ ○ - ○ - - ○ 
DR3 ○ - ○ ○ - - - - - - - 
DR4 - - - - ● - - ● - - ● 
DR5 ○ ○ ○ ○ ○ - - ○ - ○ ● 
DR6 ○ ○ ○ ○ ● ○ ○ ● ○ ○ ● 
DR7 ● ● ● ● ● ● ● ● ● ● ● 

DR8 DR8 has not been included in the comparison because an immediate provision of the completed utterance is also 
dependent on the respective device the AAC system is applied on. 

DR9 ● ● ● ● ● ● ● ● ● ● ● 

Table 2. Results of Assessing the Capabilities of Available AAC  
Systems against the Background of the Derived Design Requirements 

Legend: 
● = DR is fully met 
○ = DR is partly met 
 - = DR is not met 

As has been revealed, there are AAC systems that provide an automated composition of completed sen-
tences. However, essential requirements like context- and user-specific styles of articulation as well as the 
automated identification of the current conversational context are thereby not met (see DR1–DR3 in Table 
2). Without AAC systems that offer speech-impaired individuals completed utterances in both situational 
and personal styles, while also being morphologically and grammatically correct, their separation from the 
mainstream of society will continue. Research literature (cf. Konadl et al. 2023) as well as the affected in-
dividuals, caregivers, and representatives (see Section “Introduction”) clearly point out the necessity of AAC 
systems that support both formal and informal contexts with appropriately-styled utterances. To contribute 
to dismantling the communication barriers that speech-impaired individuals still suffer from across various 
daily life conversations, this research aims to close this gap. 

Research Procedure 
To accomplish the development of the approach that enables speech-impaired individuals to generate com-
pleted utterances in both formal and informal styles within an AAC system, Design Science Research (DSR) 
was applied (cf. Gregor and Hevner 2013; Hevner et al. 2004). In doing so, the procedure outlined by Peffers 
et al. (2007) was followed (see Figure 2). 
As a first step, (1) corresponding problems of existing software tools and approaches were identified 
(see Section “Introduction” and Table 2). Available AAC systems are not capable of generating completed 
sentences for formal and informal conversational contexts. However, covering both contexts within AAC 
systems is indispensable for paving the way for speech-impaired individuals into the mainstream of society 
and for enabling them context- and user-specific articulation. Thus, the (2) objective is to combine, based 
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on the DRs, a set of machine learning techniques. Thereby, the Generative AI technique ChatGPT-4.0 is 
purposefully integrated to facilitate a comprehensive composition of completed utterances from single ex-
pressions as speech-impaired individuals provide them within AAC systems. 
The third step contains the (3) design and development of the solution (see Section “Design and De-
velopment of the Artifact). By relating to extant theory (Grice 1975; Sweller 1988) and by conducting a 
systematic literature review (cf. Vom Brocke et al. 2015), there could be identified the DRs the AI-based 
approach needs to meet. To close the gaps identified within step (1), it was focused on the design and tech-
nical realization of the Generative AI-based utterance composition. Beyond that, it was developed an AAC 
system prototype that employs this proposed AI-based approach. Regarding the design of the approach, 
there have been established DPs that are founded on the identified DRs. Thus, the artifact was established 
to provide speech-impaired individuals with a comprehensive utterance composition, enabling user-spe-
cific articulation and utterances that fit the expected style of articulation in formal and informal contexts. 
Steps (4) and (5) deal with the demonstration and evaluation of the generated artifact. First, a 
proper setting was defined for rigorously demonstrating and evaluating the utility of the artifact. In this 
regard, it was related to Venable et al. (2016) who defined four evaluation strategies for DSR projects. In 
line with that, the DSR-project-specific evaluation strategy was aligned to the “Technical Risk & Efficacy 
Strategy” to rigorously demonstrate that the evaluand achieves its intended purpose (i.e., composing single 
expressions into completed utterances in a style that fits formal and informal conversational contexts and 
that reflects personal nuances of articulation). In addition, the aim is to show that meeting all the derived 
DRs (see Table 1) and purposefully harnessing ChatGPT-4.0 as a Generative AI technique are thereby im-
perative (cf. March and Smith 1995; Peffers et al. 2012). Thus, it was decided to apply one summative eval-
uation episode (cf. Venable et al. 2016). In doing so, the developed AAC system prototype equipped with 
the AI-based approach was applied to 61 communication activities of the common daily life routine of vis-
iting a restaurant with a companion (cf. Ehlich and Rehbein 1972; Schindler 2013) (see Figure 1). The com-
posed utterances were then assessed based on characteristics for the formal and informal context of the 
German language (cf. Budde 2012; Elspaß 2018) and whether the provided individual nuances of articula-
tion are reflected within the generated sentences. Beyond that, it is planned to apply the “Human Risk & 
Effectiveness Strategy” (cf. Venable et al. 2016) and to investigate the constructed artifact within a large-
scale empirical study in a controlled environment (e.g., within a laboratory experiment). In step (6), the 
aim is to document and communicate the results of the research at hand. 

 
Figure 2. Procedure of the Research (own Representation, based on Peffers et al. 2007) 

With this procedure, the research also aligns with the guideline of Hevner et al. (2004). Regarding the de-
sign cycle, the artifact is presented as the result that has gone through the process of demonstration and 
evaluation (see Section “Demonstration and Evaluation of the Artifact”). Regarding the relevance cycle, 
several DRs from research literature and theory are identified (see Table 1) that guided the design of the 
artifact. In this way, the practical application of the generated artifact brought up several contributions for 
practice (see Section “Contributions to Theory and Practice”). In view of the rigor cycle, several techniques 
(ChatGPT-4.0, automated speech recognition, natural language processing) were applied to rigorously con-
struct the artifact. There have been derived initial findings as contributions to theory, including both kernel 
theory (Gricean Maxims of Communication, Cognitive Load Theory) and design theory. To contribute to a 
rather general and abstract knowledge base – “Nascent design theory” (Gregor and Hevner 2013) – and to 
design a purposeful artifact in a comprehensible way, there have been deduced meta requirements and DRs 
(Gregor and Jones 2007; Heinrich and Schwabe 2014) for an automated (AI-based) utterance composition 
for AAC systems grounded in seminal works, which resulted in the DPs. 
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Design and Development of the Artifact 

Design of the AI-Based Utterance Composition for AAC Systems 

The meta requirements describe “what the system is for” (Gregor and Jones 2007, p. 325). In this way, 
meta requirements constitute solution objectives that are based on the clearly defined purpose and scope 
of the artifact and thus, are based on the problems the investigation addresses as discussed in the introduc-
tion. Therefore, it is for example identified as one meta requirement the objective of the proposed AI-based 
approach to empower speech-impaired individuals to express their needs, wishes, and wants by means of 
voice. Thereby, these meta requirements to be suitable for a class of artifacts are derived based on the cur-
rent research literature (Gregor and Jones 2007; Heinrich and Schwabe 2014; Walls et al. 1992). 
Subsequently, DPs have been synthesized based on the DRs that have been derived from related work (i.e., 
extant literature) and based on DRs that are inspired by theory (cf. Möller et al. 2020; Purao et al. 2020). 
These DRs constitute specific conditions, capabilities, and functionalities that an artifact needs to imple-
ment in order to enable its intended users to fulfill certain tasks within a specific problem class (cf. Möller 
et al. 2020; Walls et al. 1992). The DRs that semantically correspond to each other constitute conceptual 
influences that need to be considered when proposing a DP. Thus, the derived DRs were carefully examined 
and DRs that are semantically related to each other have been consolidated into a respective DP (cf. Möller 
et al. 2020; Purao et al. 2020). For example, DP3 was deduced based on DR2, DR6, and DR8, as it is nec-
essary to automatically provide sentences that are both completed and correct. Hence, the applied language 
model needs to comprise both capabilities. In addition, because it is essential for the composition approach 
to provide the completed sentences immediately, this aspect was also considered within this DP. 
These DPs are defined as generic and prescriptive statements, showing how to do something to achieve a 
certain goal (Gregor et al. 2020). In this way, the proposed DPs foster the transfer and the application of 
the design-related knowledge to similar problem classes beyond the specific problem class of Generative 
AI-based utterance composition within AAC systems. The disposed DPs fall into the category of action and 
materiality-oriented DPs that describe what an artifact should enable users to do and how the artifact 
should be built in order to do so (Chandra et al. 2015). Speech-impaired individuals (= users) are required 
to compose single expressions into completed sentences to communicate and collaborate within formal and 
informal contexts in daily life situations (= boundary conditions). Keeping the DRs of the artifact in mind, 
there have been derived five DPs regarding the proposed Generative AI-based approach. 

 
Figure 3. Derived Design of the Generative AI-Based Utterance Composition Approach  

• DP1: The principle of conversational context adaptability. To enable speech-impaired individu-
als to apply situation-adaptive wordings within conversations, the Generative AI-based utterance com-
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position for an AAC system needs to support the tailoring towards the respective conversational context 
by sensing and proposing conversational contributions for the current context. 

• DP2: The principle of user-centeredness and user-related adaptability. To consider individual 
styles of articulation and to give speech-impaired individuals control regarding the AI-generated conver-
sational contributions, it is necessary to enable speech-impaired individuals to include personal nuances 
and expressions into the Generative AI-based utterance composition. Thereby, the approach needs to pro-
vide flexible means to modify a generated sentence before it is outputted by means of vocal language.  

• DP3: The principle of completed utterances composition. The Generative AI-based utterance 
composition approach needs to include the user-selected, single expressions and form them into com-
pleted sentences by harnessing the relationships from a (large) language model. By that, these models 
need to cover various daily life situations, daily communication activities, and conversational contexts.  

• DP4: The principle of maintaining coherence within conversations. To foster communicative 
effectiveness, the Generative AI-based utterance composition needs to take account of correctness (i.a., 
morphological, grammatical, spelling) and situational fit of the generated contributions (i.a., relatedness 
to previous utterances in a conversation, proposing the required sentence type). 

• DP5: The principle of repeatability. As conversations consist of multiple interaction steps, the Gen-
erative AI-based utterance composition needs to provide repetition of several functionalities at any time 
and to enable speech-impaired individuals to immediately act and react within conversations. 

These DPs are deduced from the DRs that are based on current research literature and theory. Gregor and 
Jones (2007) state that this reference to theory and literature discloses “an explanation of why an artifact 
is constructed as it is and why it works” (p. 328). Based on related work and theory, DRs were derived that 
an AI-based utterance composition approach to be employed in AAC systems should meet. These DRs offer 
guidance by designing the artifact and advising the DPs (Böckle et al. 2021; Gregor and Jones 2007). The 
DPs refer to at least one DR and serve as an abstract “blueprint” of the artifact (Böckle et al. 2021; Gregor 
and Jones 2007; Heinrich and Schwabe 2014). By establishing the DPs, it is ensured that they follow the 
value grounding (reference to the DRs) and explanatory grounding (DPs are based on current literature and 
kernel theories) (Heinrich and Schwabe 2014). Furthermore, based on the instantiation of the DRs and DPs 
within the generated artifact, Implementation Principles (IPs) are defined. In this way, it is supported “the 
implementation in practice of an abstract, generic design method or development approach” (Gregor and 
Jones 2007, p. 329) in view of an artifact for (Generative) AI-based utterance composition for AAC systems. 

Technical Realization 

To address the drawbacks of prevailing research and existing AAC systems, the artifact was designed and 
developed in the programming language Python. There has resulted the Generative AI-based utterance 
composition approach. This proposed AI-based approach has been integrated into a more comprehensive 
AAC system prototype, enabling users to apply and interact with the approach. In the following, the instan-
tiation of the DRs is described, as they depict the required features of the proposed AI-based approach in 
the most detailed way. Since the DPs and IPs depict a generic and prescriptive statement of how something 
should be done, they capture design-related knowledge. In this way, these IPs support the development of 
further IS (design) theories and new artifacts focusing on AI-based utterance composition for AAC systems. 
To reveal the association of the derived DPs and IPs to the DRs, their relations are pointed out as well. 
Regarding the adaption of utterances to the current context within a conversation, it is essential to include 
a functionality within the AI-based approach that automatically identifies the conversational context. A 
technique that has been applied for this task within extant AAC research is automated speech recognition 
(e.g., Higginbotham et al. 2012; Kane et al. 2017; Neamtu et al. 2019). The Google cloud speech-to-text 
engine was chosen because of its impressive capabilities in correctly recognizing German expressions and 
sentences (Filippidou and Moussiades 2020). It records the utterances of the interlocutor and analyzes 
them for signs of formal (i.a., formal terms of addressing the interlocutor, addressing him/her with the last 
name) and informal expressions (i.a., informal terms of addressing the interlocutor, addressing him/her 
with the first name) (cf. Budde 2012; Elspaß 2018). Thereby, a manually defined list of common German 
expressions for the formal and informal contexts is applied. Automated speech recognition is yet not pur-
poseful in every situation (e.g., noisy locations). Hence, a second functionality for identifying the context is 
implemented that applies common German expressions for formal and informal contexts to the expressions 
that the speech-impaired individual has selected (DR1/DP1/IP1). In this vein, it is mandatory that the 
harnessed language model can generate contributions for the respective conversational contexts. ChatGPT-
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4.0 (OpenAI 2024) was chosen as its large language model comprises data on conversations from various 
daily life situations. Prompt engineering was applied to create and iteratively refine the input given to 
ChatGPT-4.0 until eliciting the desired task behavior (Teubner et al. 2023). ChatGPT-4.0 is thereby em-
ployed in the few-shot learning mode (Feuerriegel et al. 2023), as it is provided with examples of charac-
teristics for formal and informal utterances of the German language (cf. Budde 2012; Elspaß 2018). In this 
way, it is aimed that the artifact reflects the provided characteristics for the formal and informal contexts 
within the generated utterances. As a result, it is derived a prompt that is sent to GPT-4.0 via its API, which 
makes ChatGPT-4.0 compose a completed utterance from the provided expressions in the wording for the 
respective conversational context (DR2/DP1/IP1, DR2/DP3/IP3). Conversational styles can contain 
specific nuances and expressions that vary for different contexts and individuals. For that reason, the gen-
erated artifact includes a separate tab area in which the users can enter expressions they are keen on apply-
ing given certain conversational contexts and situations. These expressions are incorporated into the 
prompts which are sent to GPT-4.0 for composing the utterances (DR3/DP2/IP5). 
Low coherence of conversational contributions could lead to deviations in the course of a conversation. 
Speech-impaired individuals could be required to provide information and to ask questions when they lack 
information. Spelling errors as well as morphological and grammatical errors are directly reflected within 
the voice output, hindering the perception of communicative competency by others towards the speech-
impaired individuals. To reflect their thoughts, ideas, and feelings, the generated utterances must be se-
mantically tailored to the inputs that the speech-impaired individuals provide. These three requirements 
can all be met by the capabilities of ChatGPT-4.0. It maintains the coherence of the generated contributions 
as it automatically relates the contents of the utterances to be generated to the themes of the preceding 
turns within the ongoing conversation (DR4/DP4/IP4). For generating questions, the GUI includes a 
question mark symbol that adds via click a question mark to the speech composition line (DR5/DP4/IP3). 
The large language model applied within ChatGPT-4.0 is trained on large amounts of text data that have 
comprised statement and question sentences. In addition, the training procedure has adhered to the rules 
of correct spelling, grammar, and morphology (cf. Radford et al. 2019). Regarding semantically tailoring 
the generated sentences to the user input, the user-selected expressions are directly integrated to be essen-
tial units of the utterance to be composed within the prompt for requesting the utterance composition 
(DR6/DP3/IP4). In case that the generated sentences digress from the user input even after multiple 
repetitions of the generation procedure, the artifact provides the user with flexible and multiple means to 
adapt the contributions before voice output (DR7/DP2/IP2). 
The generated utterances must be provided immediately to the speech-impaired individuals. Here, the pro-
posed artifact implements multi-threading and immediate processing of information, resulting in an in-
stant provision of the generated sentences. Furthermore, the generated conversational contributions for 
the detected context are directly inserted into the speech output line, fostering their immediate application 
(DR8/DP1/IP1). Conversations consist of multiple interaction steps so that several functionalities can be 
triggered and repeated by the speech-impaired individual any number of times (DR9/DP5/IP1–5). 
The derived DPs and IPs as prescriptive design-related knowledge have all been considered within a con-
crete instantiation. Consequently, a developed AAC system prototype has resulted that employs the Gener-
ative AI-based utterance composition. Thus, the artifact is capable of providing for speech-impaired indi-
viduals context- and user-specific styles of articulation across various daily life conversations. To show the 
applicability of this instantiation, the next section proceeds with its demonstration and evaluation. 

Demonstration and Evaluation of the Artifact 
The demonstration and evaluation were aligned to the defined evaluation strategy (see Section “Research 
Procedure”) and to the routine of visiting a restaurant with a companion (as outlined in Figure 1). This 
situation was chosen as it is a commonly performed daily life activity, and collaborating and engaging within 
it requires individuals to perform several formal and informal interactions (cf. Ehlich and Rehbein 1972; 
Schindler 2013). Beyond that, it has also received considerable attention within extant AAC research (e.g., 
Kane et al. 2017; Obiorah et al. 2021; Valencia et al. 2023). In the following, there is described (a) the 
handling of the proposed AI-based approach. Then (b), the applied metrics are elaborated, before (c) re-
lating to the two iterations back to the phase “Design & Development” and (d) to the reporting of the results. 
(a).  To cover a comprehensive set of communication activities, 121 German vocabulary entries were de-
fined (i.a., conversation openers and closers, foods and drinks, daily activities and situations). Clicking the 
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button of a vocabulary entry leads to its insertion into the speech composition line. To detect the conversa-
tional context, the user can apply the speech recognition functionality to analyze the interlocutor’s utterance 
(see Figure 4). The “Sprachpersonalisierung” (speech personalization) tab (see Figure 5), enables the pro-
vision of personal nuances and expressions of articulation. After making any modifications to the selected 
expressions within the speech composition line (see Figure 4), the proposed AI-based approach can be trig-
gered by clicking the “Satz generieren” (generate sentence) button. As a result, a completed sentence is 
generated and proposed for the current conversational context within the speech output line, so that it can 
be immediately applied. If another context is considered more suitable in a certain situation, the corre-
sponding utterance for this context can be flexibly chosen. By clicking the speech output button, the sen-
tence in the speech output line is voiced in the user-selected volume and speed.  

 
 

Figure 4. Speech Generation 
and Speech Output View 

Figure 5. Speech and Articulation Personalization 
View within the proposed Artifact 

(b).  Based on the 121 German vocabulary entries, 61 communication activities were defined for the daily 
life routine of visiting a restaurant with a companion (e.g., Ehlich and Rehbein 1972; Kane et al. 2017; Obi-
orah et al. 2021; Schindler 2013; Valencia et al. 2023). These 61 communication activities served as the 
basis for assessing the capabilities of the proposed AI-based approach (see Table 3 which illustrates the 
capabilities of the approach on a subset of nine communication activities from the total set of 61). On the 
one hand, it was investigated whether the peculiarities for articulating in formal and informal contexts are 
reflected within the composed sentences. For that reason, for both conversational contexts, the true positive 
and false positive rates are reported. The true positive rate counts the number of times in which the respec-
tive context is correctly reflected within the generated sentences. In contrast, the false positive rate reports 
the number of times in which the Generative AI-based approach generates sentences in the formal or infor-
mal context, despite it is expected to generate a sentence for the opposite context. The generated sentences 
were analyzed to determine whether they contained any characteristics of the formal or informal context 
(cf. Budde 2012; Elspaß 2018). Based on the expected and the determined contexts, the number of times 
the sentences reflected the correct or incorrect context was counted. On the other hand, it was investigated 
whether the generated sentences comprised a completed structure (i.a., correct word orders for statement 
and question sentences) and whether they were morphologically and grammatically correct (i.a., correct 
conjugation of verbs, correctly inserted filling words, and prepositions). Consequently, the completeness of 
the structure of the composed sentences and whether they adhered to the themes of previous conversational 
turns were also investigated. If any errors regarding these criteria have been observed within the utterances 
composed by the Generative AI-based approach, the corresponding number of errors is reported in (d). 

Communication Activities User Input (German) GPT-Generated Sentences (German) Translation to English 
(I) Welcoming companion Hallo, wie, gehen Hi, wie geht’s dir denn so? (Informal) Hi, how are you doing? 

(II) Asking for the booked seats Wir, haben, reservieren Grüß Gott, wir haben bei Ihnen im Restau-
rant einen Tisch reserviert. (Formal) 

Excuse me, we have booked a 
table at your restaurant. 

(III) Telling about recent events 
in one’s life Arbeit, stressig Ich hab‘ aktuell echt gut zu tun in der Arbeit. 

(Informal) 
There is currently much stress 
for me at work. 

(IV) Asking for the menu card Speisekarte, geben, ? Entschuldigen Sie, aber könnten Sie mir bitte 
eine Speisekarte bringen? (Formal) 

Excuse me, but could you 
please bring me a menu card? 
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(V) Telling personal narratives Ich, fahren, bald, Urlaub, 
mit, Freunden 

Ich werde bald mit meinen Kumpels in den 
Urlaub fahren. (Informal) 

I will soon go on vacation with 
my buddies. 

(VI) Ordering meals and drinks 

Ich, Bestellen, Fleisch, 
Tageskarte 

Ich würde bitte gerne das Fleischgericht von 
der Tageskarte bestellen. (Formal) 

I would like to order the meat 
dish from the daily menu. 

Nehmen, Beilage, 
Pommes 

Als Beilage würde ich bitte die Pommes  
nehmen. (Formal) 

As a side I would appreciate to 
take the fries. 

(VII) Taking over the payment 
of the bill 

Ich, heute, übernehmen, 
Rechnung Die Rechnung geht heut auf mich. (Informal) Today’s bill is on me. 

(VIII) Asking for the bill and 
for credit card payment 

Rechnung, bringen, ?, 
Ich, bezahlen, mit, 
Kreditkarte 

Entschuldigen Sie, könnten Sie mir bitte die 
Rechnung bringen? Ich würde bitte gerne mit 
Kreditkarte bezahlen. (Formal) 

Excuse me, could you please 
bring me the bill? I would like 
to pay by credit card please. 

(IX) Farewelling companion Tschüss, machen, gut, 
nochmals, sehen 

Tschüss, mach’s gut ich freu‘ mich dich bald 
wieder zu sehen. (Informal) 

Bye, take care, I look forward 
to seeing you again soon. 

Table 3. Utterances Generated by the Generative AI-Based Composition Approach 

(c).  During the demonstration and evaluation, there were observed cases where the prompt to compose a 
completed utterance based on the provided expressions was not followed correctly. Therefore, two itera-
tions back to the phase “Design & Development” within the DSR procedure were performed. It 
turned out that, among other things, for the communication activities of greeting the conversation partner 
or ordering food or drinks, templates for writing a letter or instructions on how to perform these tasks have 
been harnessed. Instead, the prompt was expected to lead to the composition of a sentence to be uttered 
towards an interlocutor. In these cases, the extensive scope of the large language model employed by 
ChatGPT-4.0 seems leading to other relationships from the large language model being harnessed instead 
of strictly following this prompt. To mitigate this, it was implemented a semantical framing to limit the 
scope that is harnessed from the large language model. For each of the 61 communication activities, there 
was defined a specific prompt that is selected based on the expressions and single words that are commonly 
applied in the respective communication activity (e.g., the verb “order” within the selected expressions leads 
to a specific prompt for the respective communication activity and prepares ChatGPT-4.0 that the utterance 
to be generated is about ordering something). Since there may be communication activities that are not 
previously framed, it was added a default prompt to provide rudimentary utterance composition also for 
these cases. Proceeding with the 61 framed communication activities, there were tested several variants of 
individual nuances and expressions of articulation in formal and informal conversational contexts. In doing 
so, it turned out that when individual nuances are semantically close to already selected vocabulary entries, 
this leads to duplicates within the generated utterances. Thus, it was implemented an automated mecha-
nism that clears these duplicates. Employing these two iterations, the Generative AI-based approach could 
be improved, achieving accurate operation and properly meeting the posed DRs. 
(d).  In the following, this improved utterance composition approach was applied to the set of the 61 framed 
communication activities. It was thereby found that in utterances for the formal context, the interlocutor 
is generally addressed by a formal term of address (cf. “Grüß Gott”, “Ihnen”, “Sie” in entries (II), (IV) and 
(VIII) in Table 3). These reflect more elaborated language and constructs like euphemisms, forms of cour-
tesy, as well as a clear and precise terminology (cf. the German entries (VI) and (VIII) in Table 3). In con-
trast, the utterances for the informal context consistently address the interlocutor by an informal term (cf. 
“Hi”, “Tschüss” in entries (I) and (IX) in Table 3), contain contractions (cf. “geht’s”, “mach’s” in entries (I) 
and (IX) in Table 3), and in general a rather unsophisticated style of articulation (cf. “Ich hab’ aktuell echt 
gut zu tun in der Arbeit”, “Die Rechnung geht heut auf mich” in entries (III) and (VII) in Table 3). Regarding 
the formal context, three sentences contained characteristics of the informal context and were therefore 
incorrect. This results in a true positive rate of 58/61 and a false positive rate of 3/61. For the informal 
context, four generated sentences contained characteristics of the formal context, although these sentences 
were expected to be informal. This results in a true positive rate of 57/61 and a false positive rate of 4/61. 
Beyond that, it was assessed whether the proposed AI-based approach mixes both contexts. The Generative 
AI-based utterance composition was found to consistently adhere to the conversational style it was reques-
ted. Furthermore, all the provided individual nuances and expressions of articulation have been correctly 
considered within the generated sentences. 
All in all, these results provide convincing evidence that the Generative AI-based approach can generate 
utterances for both conversational contexts, thereby confirming the general feasibility of the approach. Sev-
eral utterances comprised a completed structure for the respective sentence types and were morphologically 
and grammatically correct. Only two minor grammatical errors could be observed as two verbs were not 
correctly conjugated. Adding a question mark to the speech composition line leads to generating questions 
instead of statement sentences (cf. entries (IV) and (VIII) within the “User Input” column of Table 3). 
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Except for three minor errors, the utterances consistently adhered to the themes of previous conversational 
turns. For example, when ordering food (cf. entry (VI) in Table 3), the meaning of the verb "take" is correctly 
considered given the previous utterance. The Generative AI-based approach automatically concludes that 
this means ordering fries as a side dish and not taking the sides in the sense of grabbing them. 
Generally, the development of the artifact was based on the DRs, which are all met and technically realized 
(see Figure 3). The proposed AI-based approach was verified with 61 formal and informal communication 
activities of visiting a restaurant with a companion, validating its functionality and practical applicability. 

Discussion 

Contributions to Theory and Practice 

The implementation of the DRs and DPs has provided interesting results. ChatGPT-4.0 as a Generative AI 
technique turned out to be powerful to generate completed utterances from single words and expressions 
as speech-impaired provide them using their AAC systems. This not only leads to conversational contribu-
tions that are more quickly available within a conversation, but also relieves speech-impaired individuals 
of cognitive efforts when producing completed and grammatically correct sentences (i.a., inserting prepo-
sitions, conjugating verbs). As the demonstration and evaluation has shown, the generated conversational 
contributions consider the content and semantics of preceding turns within a conversation. Beyond that, 
the proposed AI-based approach can flexibly generate different sentence types (statement and question 
sentences). This empowers speech-impaired individuals to convey information when they are required and 
to ask questions when they need information within a conversation. 
Even the fastest way of expressing is of little help if the utterances that an AAC system proposes are per-
ceived as distracting by speech-impaired individuals and their interlocutors. The style of an utterance may 
not fit the expected way of articulation in a formal or an informal conversational context. As a contribution 
to practice, the proposed AI-based approach can suggest utterances for socialness-oriented (i.e., informal) 
as well as informativeness-oriented (i.e., formal) contexts (cf. Bedrosian et al. 2003; Hoag et al. 2004; Tod-
man and Alm 1997). As Table 3 shows, the generated sentences clearly reflect wordings that match the 
common style of articulation of the German language (Budde 2012; Elspaß 2018). Moreover, the approach 
enables reflecting individual nuances one is keen on applying in formal and informal situations. This ena-
bles speech-impaired individuals to implement within utterances for formal situations the demanded level 
of contenance (i.a., non-familiar individuals or superiors may attach importance to maintaining distance 
because of being unfamiliar or due to their position). At the same time, they can demonstrate within their 
utterances for the informal contexts their closeness to familiar people like friends or family members. 
As a further outcome of this DSR project, the investigation achieved theoretical contributions that go be-
yond the technical contribution (i.e., the artifact). The Generative AI-based approach and its capability of 
proposing completed utterances in a situation-specific articulation style empower speech-impaired indi-
viduals to comply with the Maxim of Modality. By complying with this Maxim, misunderstandings within 
a conversation can be reduced, leading to maintaining the flow of the conversation. Consequently, speech-
impaired individuals will experience fewer breakdowns, making it easier for them to convey their thoughts, 
to be understood, and boosting their confidence in engaging with others using their AAC systems. Addi-
tionally, the compilation of the Generative AI-based utterance composition points out that there are deeply 
intertwined relationships of the Modality Maxim with the other Maxims of Grice (1975) in the AAC system 
context. The increased expressiveness provided by the proposed artifact could lead to speech-impaired in-
dividuals (deliberately) violating the Maxim of Relevancy or the Maxim of Quality with utterances that are 
not meaningful or not correct. Thus, investigating the opposing and amplifying effects of the Gricean Max-
ims in empirical settings could suggest refinements to context-specific communication styles, and insights 
into how speech-impaired individuals apply the Maxims (i.a., within negotiations with interlocutors). 
Moreover, the research offers promising contributions to Cognitive Load Theory (cf. Sweller 1988). This 
theory addresses, among other things, the design of software system functionalities (cf. Hollender et al. 
2010; Westphal et al. 2023). In the design and development of the proposed Generative AI-based approach, 
various AI and machine learning techniques (ChatGPT-4.0, automated speech recognition, natural lan-
guage processing) were purposefully combined. In this way, speech-impaired individuals can be relieved in 
obtaining completed utterances that reflect situation- and user-specific styles of articulation. However, in 
light of the Cognitive Load Theory, it is not obvious in which circumstances speech-impaired individuals 
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will perceive this as a relief. The implemented supportive functionalities can take over several tasks typically 
performed during a conversation. But AAC systems that propose speech-impaired individuals context- and 
user-specific utterances exert for them also mental effort and cognitive load. Investigating the interaction 
effects of relief and cognitive load in empirical settings could suggest when the proposed AI-based approach 
should provide how much support. For example, there could be conversations where less support is delib-
erately preferred. Manually composing utterances can be harnessed as a means to demonstrate knowledge 
about certain topics to interlocutors (Valencia et al. 2023). Considering different situation-specific levels of 
support within the proposed AI-based approach could hence foster even more need-fitting communication. 
The discussed results have shown the advantages of the proposed Generative AI-based approach for AAC 
systems compared to existing ones. Therefore, the DSR project is positioned in the group of improvements 
(new solutions for known problems) in terms of the DSR knowledge contribution framework of Gregor and 
Hevner (2013). DSR improvement projects contribute to both prescriptive theory, i.e., design theory 
(Gregor 2006), and descriptive theory, i.e., kernel theories such as the Gricean Maxims and Cognitive Load 
Theory as described above (cf. Gregor and Hevner 2013). By including ChatGPT-4.0 as a Generative AI 
technique within the utterance composition approach for AAC systems, this research also affects the quad-
rant of exaptations (known solutions extended to new problems) (Gregor and Hevner 2013). It is shown the 
proficiency of this technique for composing single expressions into completed utterances in different (for-
mal and informal) context-specific styles. In this way, contributions to IS and DSR research are made alike. 
GPTs and Generative AI are proposed and proven as a suitable technique that enables situation- and user-
specific styles of articulation for speech-impaired individuals. 
Based on the DRs derived from literature and kernel theories, DPs were proposed. By applying them during 
the design and development of the artifact, followed by the demonstration and evaluation, an implicit em-
pirical grounding of the DPs was achieved (Heinrich and Schwabe 2014). The DPs capture design-related 
knowledge and can thus support the development of further IS (design) theories and new artifacts. For 
example, by considering the principle of user-centeredness and user-related adaptability (DP2), the im-
portance of including user-specific nuances into an AI-based utterance composition is highlighted. Since 
these expressions are directly reflected within the generated utterances, the alignment with user-cen-
teredness leads to the communication being more personal and individualized for speech-impaired indi-
viduals. With the DPs, a first step is made towards contributing to design theory in terms of theory for 
design and action (Gregor 2006). It is complied with the conditions of March and Smith (1995) and Hevner 
et al. (2004), pointing out conditions in which a contribution to knowledge in design science has occurred: 
utility to a community of users, the novelty of the artifact and the persuasiveness of claims that it is effective. 

Limitations and Opportunities for Future Research 

There are also limitations to this research. Although this research encompasses a large set of investigations, 
researchers from other fields could probably identify even more DRs. However, the derived DRs are un-
doubtedly important for AI-based utterance composition within AAC systems. While this research proposes 
promising contributions to the Gricean Maxims and to Cognitive Load Theory, more in-depth investigations 
will suggest even more mature contributions. 
To take the next steps toward a more mature design theory, the proposed AI-based approach will be evalu-
ated in a formative environment (e.g., a laboratory experiment). Thereby, a homogenous sample of speech-
impaired individuals will perform different formal and informal interactions with their companions and the 
staff of a restaurant. This allows for observing how speech-impaired individuals collaborate with the ap-
proach. Thereby, improvements can be made to it (whereby the DPs can be confirmed or adapted), before 
conducting a more elaborate evaluation in a natural setting (i.a., a field study in a restaurant) as a further 
part of the design cycle. There are several avenues for future research, for which the proposed AI-based 
approach constitutes the first essential step. Future studies can investigate the specific circumstances that 
lead to exceeding the cognitive load of speech-impaired individuals and avoiding context-specific articula-
tion. Additionally, investigating in more detail the transferability of the Gricean Maxims to AAC-supported 
communication could shape daily life conversations for speech-impaired individuals even more inclusively. 

Conclusion 
To enable speech-impaired individuals to plenary participation within daily life conversations, they must 
be empowered to communicate in formal and informal conversational contexts in an appropriate, situation- 
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and user-specific style. However, prior literature and existing solutions for automated utterance composi-
tion do not sufficiently cover the informal and formal contexts. Beyond that, the specific requirements 
deemed crucial within extant AAC literature for AI-based utterance composition have not been comprehen-
sively met. Hence, this research has derived several DRs and DPs. To technically realize the DPs, several AI 
and machine learning techniques (ChatGPT-4.0, automated speech recognition, natural language pro-
cessing) were purposefully combined into an automated utterance composition approach to close the re-
vealed gaps (see RQ1 and RQ2). Demonstrating and evaluating a developed AAC system prototype employ-
ing this approach to 61 formal and informal communication activities of visiting a restaurant has indicated 
that covering all the derived DRs is essential. This coverage is crucial for ensuring that the proposed Gen-
erative AI-based approach is comprehensive and purposeful. To enable speech-impaired individuals to use 
context- and user-specific styles at the lowest possible level of effort, the approach integrates further sup-
portive functionalities like an automated identification of the current conversational context. In this way, it 
fosters the immediate application of the utterances that match the current context of a conversation. 
The investigation contributes to practice and research alike. The generated artifact empowers speech-im-
paired individuals to increase their expressiveness using formal and informal conversational contributions 
from their AAC systems and thus dismantling communication barriers that speech-impaired individuals 
suffer from. The research also highlights first contributions to design theory and kernel theory. Regarding 
the Gricean Maxims of Communication (Grice 1975), the compilation of the Generative AI-based utterance 
composition could reveal for AAC-supported communication intertwined relationships of the Modality 
Maxim with the other Maxims. Moreover, the research provides the basis to enrich Cognitive Load Theory 
based on the design and the concrete instantiation of the Generative AI-based approach. In this way, the 
proposed artifact is expected to relieve speech-impaired individuals from the cognitive load by obtaining 
coherent and grammatically correct utterances in context- and user-specific wordings. 
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