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Everything, including our own bodies, is built up from atoms and molecules. 
Understanding their properties is thus crucial for all natural and life sciences 
as well as for countless applications in engineering. Using an atomic force 
microscope (AFM), atoms and molecules can be imaged with atomic-scale 
spatial resolution. Since AFM is based on scanning a physical probe, the tip, 
across the surface, this tip can also be used to interfere with the sample. For 
instance, electrons can be steered between the tip and the single molecule 
under investigation. Molecules can thereby be brought to non-equilibrium 
states, which play a crucial role in many natural phenomena. 

Studying such non-equilibrium states with AFM is the topic of this thesis. 
Two novel methods based on AFM were developed that allow accessing a 
wide range of properties of non-equilibrium electronic states, of which most 
were not accessible so far in combination with AFM.

First, we introduce an excited-state spectroscopy method that allows 
extracting the energy levels of ground and excited states for different net 
charges on the molecule. Thereby, excitation energies can be quantified 
that are difficult to access otherwise. Furthermore, the molecule can be 
prepared in specific excited states and the subsequent transitions can be 
controlled, potentially applicable to induce and study chemical reactions.

Second, we demonstrate - for the first time - that electron spin resonance 
spectroscopy (ESR) signals of single molecules can be measured using 
AFM. Our method, called ESR-AFM, is based on driving spin transitions 
between non-equilibrium triplet substates. By combining the spatial 
resolution of AFM with the isotope sensitivity of ESR, we can locally identify 
molecules only differing in their isotopic configuration. Moreover, we can 
coherently manipulate the electron spins of pentacene over tens of 
microseconds. The high energy resolution of ESR-AFM and the long spin 
coherence observed represent a leap forward for local studies in the fields 
of quantum computing and quantum sensing.
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single pentacene molecule, the arrows its spin quantum state and the wavy 
lines the radio-frequency magnetic field needed for the electron spin 
resonance, which is detected by the tip of the atomic force microscope. 
© Eugenio Vázquez

Universität Regensburg
Institut für Experimentelle und Angewandte Physik
Research Group Prof. Dr. Jascha Repp







Contents

1. Introduction 1

2. Theoretical background 3
2.1. Energy states in individual molecules . . . . . . . . . . . . . . . . . . . . . 3
2.2. Scanning Tunneling Microscopy . . . . . . . . . . . . . . . . . . . . . . . . 4
2.3. Atomic Force Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.3.1. Frequency-modulated atomic force microscopy . . . . . . . . . . . . 9
2.3.2. High-resolution AFM on molecules . . . . . . . . . . . . . . . . . . 10
2.3.3. Detection of single-electron charges . . . . . . . . . . . . . . . . . . 11

2.3.3.1. Relaxation energy and charge bistability . . . . . . . . . . 11
2.3.3.2. Broadening of the charge transitions . . . . . . . . . . . . 13
2.3.3.3. Charge detection with AFM . . . . . . . . . . . . . . . . . 14
2.3.3.4. Voltage drop and tunneling for thin and thick insulating films 17
2.3.3.5. Charging hysteresis . . . . . . . . . . . . . . . . . . . . . . 19

2.4. Electron Spin Resonance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.1. Zero-field triplet state ESR . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.2. Hyperfine interaction . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3. Controlled single-electron transfer enables time-resolved excited-state spec-
troscopy of individual molecules 29
3.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2. Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.2.1. Atomic force/scanning tunneling microscope . . . . . . . . . . . . . 32
3.2.2. Sample and tip preparation . . . . . . . . . . . . . . . . . . . . . . 33
3.2.3. Voltage pulses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.4. AC-STM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.3. Excitation and read-out scheme . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3.1. Experimental parameters for excited-state spectroscopy . . . . . . . 40
3.3.2. Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3.3. Statistical uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.4. Excited-state spectroscopy on pentacene . . . . . . . . . . . . . . . . . . . 43
3.4.1. Varying the lateral tip position . . . . . . . . . . . . . . . . . . . . 48
3.4.2. Different initialization . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.4.2.1. Controlling the initial population in the triplet state . . . 51
3.4.3. Assessment of the assignment . . . . . . . . . . . . . . . . . . . . . 54

3.5. Rate equations and fitting procedure . . . . . . . . . . . . . . . . . . . . . 55
3.6. Fitting of the pentacene data . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.7. Determination of the lever arm . . . . . . . . . . . . . . . . . . . . . . . . 64
3.8. Energy differences, reorganization energies, rates and line widths . . . . . . 65

i



Contents

3.9. Using AFM excited-state spectroscopy to interpret STM experiments . . . 67
3.9.1. Demonstrating the extrapolation to thin films for pentacene . . . . 69

3.10. Excited-state spectroscopy on PTCDA . . . . . . . . . . . . . . . . . . . . 69
3.11. Fitting of the PTCDA data . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.12. Origin of the STM-induced luminescence of PTCDA . . . . . . . . . . . . . 75

3.12.1. Extrapolation to thin NaCl films . . . . . . . . . . . . . . . . . . . 75
3.12.2. Interpretation of STM-induced luminescence . . . . . . . . . . . . . 76

3.13. Conclusion and outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4. Single-molecule electron spin resonance by means of atomic force microscopy 81
4.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.2. Experimental setup and sample preparation . . . . . . . . . . . . . . . . . 84

4.2.1. Radio-frequency magnetic field . . . . . . . . . . . . . . . . . . . . 84
4.2.1.1. RF generation . . . . . . . . . . . . . . . . . . . . . . . . 87

4.2.2. Sample and tip preparation . . . . . . . . . . . . . . . . . . . . . . 87
4.2.3. Voltage pulses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.3. Effect of a radio-frequency magnetic field on the triplet-state lifetime . . . 88
4.4. ESR-AFM spectra data acquisition . . . . . . . . . . . . . . . . . . . . . . 92
4.5. ESR-AFM spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.6. Sources of uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.7. Isotope selective fingerprinting of molecules . . . . . . . . . . . . . . . . . . 97
4.8. Reproducibility of the ESR-AFM signals . . . . . . . . . . . . . . . . . . . 103
4.9. Effect of the electric field on ESR-AFM . . . . . . . . . . . . . . . . . . . . 104
4.10. Applicability of ESR-AFM . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.11. Coherent spin manipulations . . . . . . . . . . . . . . . . . . . . . . . . . . 109

4.11.1. Rabi oscillations on pentacene-d14 . . . . . . . . . . . . . . . . . . . 113
4.11.2. RF amplitude dependence . . . . . . . . . . . . . . . . . . . . . . . 116

4.12. Selection rules and the orientation of the RF field . . . . . . . . . . . . . . 118
4.13. Conclusion and outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5. Summary and outlook 123
5.1. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.2. Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

A. Appendix 127
A.1. Fitting and simulations of ESR-AFM . . . . . . . . . . . . . . . . . . . . . 127

A.1.1. Fitting of the ESR-AFM lineshapes . . . . . . . . . . . . . . . . . . 127
A.1.2. Maxwell-Bloch simulations of the Rabi oscillations . . . . . . . . . . 127
A.1.3. Fitting of the Rabi oscillations . . . . . . . . . . . . . . . . . . . . . 129

Bibliography 131

Acronyms 147

Acknowledgments 149

ii



1. Introduction
Everything, including our own bodies, is built up from atoms and molecules. That is
why an exact understanding of the properties of these building blocks is crucial for all
natural and life sciences as well as for countless applications in engineering. Excitingly,
forty years ago two microscopic techniques were introduced1,2 that allow imaging atoms
and molecules with atomic-scale spatial resolution. Both of these techniques belong to
the family of scanning probe microscopy (SPM); they rely on scanning a surface using a
physical probe, an atomically sharp tip. They differ in the detected signal: the tunneling
current in scanning tunneling microscopy (STM) and the force in atomic force microscopy
(AFM). STM provides thereby access to the electronic structure of the surface, including
the density of molecular orbitals3. AFM, on the other hand, allows for instance resolving
the structure of single molecules with atomic-scale spatial resolution4.

Thus, these microscopic techniques are powerful due to their atomic-scale imaging capa-
bilities. On top, in contrast to most other microscopic techniques, the usage of a physical
probe, the tip, offers the possibility to interfere with the sample. Already shortly after
the development of SPM, it was shown that single atoms can be moved around, allow-
ing to built atomic-scale structures at will5,6, and thereby to study atomic-scale physical
phenomena in real-space7. Furthermore, chemical reactions can be induced by the tip8,9,
thereby forming molecules that were elusive so far10,11. Next to imaging and manipulation,
a range of spectroscopic methods have been developed. For instance, scanning tunneling
spectroscopy (STS) provides access to the energies of different orbitals of single molecules3,
while Kelvin probe force spectroscopy (KPFS) allows detection of atoms and molecules in
states with different net charge12,13.

Typically, single molecules are studied in their ground state with STM and AFM. How-
ever, many phenomena in nature are governed by non-equilibrium properties14, so it is
crucial to study also non-equilibrium states. Different methods based on STM have been de-
veloped to access such states, for example the combination of STM with luminescence15–17.
However, since STM is based on electron tunneling, the molecule under investigation can
only be partly electronically decoupled from the required conductive substrate (by using a
thin insulating film). In other words, electrons can tunnel between the molecule and metal
substrate, which will bring the molecule typically rapidly back to its ground state. To
study non-equilibrium states, a full electronic decoupling of the molecule from the underly-
ing surface is desirable, which can be achieved by using bulk insulators or insulating films
with a thickness that fully suppresses electron tunneling18. Since STM cannot be used on
such surfaces, AFM is the method of choice.

The aim of this thesis is to develop two novel AFM spectroscopic methods that allow
accessing a wide range of properties of non-equilibrium electronic states, of which most were
not accessible so far. These methods exploit the combination of AFM detection with single-
electron tunneling between a conductive AFM tip and the individual molecules adsorbed
on an insulating surface19. This combination has been instrumental to several pioneering
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1. Introduction

works. In particular, Fatayer et al. managed to access the energies of a few low-lying
electronic states20, while Peng et al. could measure the lifetime of the first excited triplet
state21. Building on these developments, we propose two novel methods: one to access a
large number of electronic excited states, and another to study the spin properties of the
first excited triplet state, as follows.

In Chapter 3, an excited-state spectroscopy method will be introduced that allows
extracting the energy levels of ground and excited states for different net charges on the
molecule. It thereby complements other scanning probe microscopy experiments and guides
their interpretation, as we will demonstrate for recent STM-induced luminescence exper-
iments. Furthermore, our method allows preparing a molecule in a specific excited state,
and controlling subsequent transitions. This will be used in the context of this thesis to
guide the interpretation of the observed spectroscopic features. In general, our method
can be used to guide, understand and engineer tip-induced chemical reactions as well as
phosphorescence and fluorescence of individual molecules.

In Chapter 4, we demonstrate - for the first time - that electron spin resonance spec-
troscopy (ESR) signals can be measured using AFM. Specifically, we drive and detect spin
transitions between non-equilibrium triplet states of single molecules. The resulting ESR
spectra exhibit sub-nanoelectronvolt spectral resolution, which allows us to distinguish
molecules only differing in their isotopic configuration. Moreover, because of the minimally
invasive nature of this method, which we name ESR-AFM, we could demonstrate coherent
manipulation of the electron spins of pentacene over tens of microseconds. ESR-AFM com-
bines such single-molecule ESR measurements with the possibility to image the molecule
and its environment with atomic-scale spatial resolution. We can, for instance, visualize
the interplay of the ESR selection rules and the molecular orientation at atomic scales.
We foresee that ESR-AFM could for instance be used for fundamental quantum-sensing
experiments.
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2. Theoretical background
Part of the presentation of the theory in this chapter is part of a manuscript that is under
review or has been published in ref. [22]. Some of the figures in this chapter are reprinted
and modified with permission from Springer Nature (2023).

2.1. Energy states in individual molecules
In the context of this thesis, two methods were developed to study electronically excited
states of single molecules. Whereas in most steady-state STM studies a single-particle de-
scription is sufficient for a basic understanding of the data, here, the many-body pictures
are required in many cases (e.g. to understand which states are energetically accessible).
Therefore, in the following the low-lying states of a generic system of a molecule with a
closed-shell ground state are introduced. This means that in the ground state all electrons
are paired up, filling the orbitals up to the highest occupied molecular orbital (HOMO).
Such a state is the singlet ground state S0, where singlet indicates that the spin quantum
number is zero. Figure 2.1 shows this S0 state together with the corresponding low-lying
electronic states, including the occupation of the frontier orbitals (HOMO and lowest un-
occupied molecular orbital (LUMO)) for every state. Typically, the lowest-lying excited
states are formed by exciting one of the electrons from the HOMO to the LUMO (note
that we consider here a molecule without degeneracies of the frontier orbitals). Thereby,
either the first excited triplet state T1 or the first excited singlet state S1 is formed, which
are separated by the exchange interaction of the two unpaired electrons. In contrast to the
singlet states, the triplet state has a spin quantum number of 1. This gives rise to three
triplet substates differing in their spin magnetic quantum number (the triplet substates
are discussed in detail in Section 2.4.1). For some molecules, a second excited triplet state
T2 (not shown here) may be located energetically between T1 and S1. Such a state might
have two electrons in the HOMO and one electron in each the LUMO and the HOMO-1
(ref. [23]).

Note that many of the states are expected to have a multi-reference character, which
means that more than one electronic configuration (a certain occupation of orbitals) is
significantly contributing to the many-body state23–25. For example, the above-described
T2 state is expected to strongly interact via pair-hopping with another neutral excited
triplet state, which has one electron in each the HOMO and the LUMO+1. Pair-hopping
is the simultaneous hopping of two electrons between different orbitals26,27. The smaller
the energy difference between the electronic configurations, the larger their admixture is25.

Upon removing or adding one electron, the doublet ground states D�
0 and D�

0 of the
charged molecule are formed, respectively. Here, doublet indicates that the molecule has
one unpaired electron spin, thus a spin quantum number of 1/2. Throughout this thesis we
refer to the orbital electronic levels according to the neutral molecule’s states (instead of

3



2. Theoretical background

Figure 2.1.: Many-body energy diagram of the electronic states of a prototypical molecule
with a closed-shell ground state. The small diagrams depict the electronic configuration, that
is, the occupation of the HOMO (bottom) and LUMO (top). The depicted spin configurations
represent only one exemplary case. These small diagrams are not drawn quantitatively. Whereas
this diagram is drawn for a prototypical molecule, the relative energetic alignment of the states
(black solid lines) are in Chapter 3 typically drawn quantitatively. They depend on the specific
molecule, work function of the surface and the applied gate voltage (see for more details Chap-
ter 3).

calling for instance the highest occupied molecular orbital in D�
0 a singly occupied molecular

orbital (SOMO)). The corresponding lowest-lying excited states are the first excited doublet
states D�

1 and D�
1 , depicted in this thesis with one electron being excited from the HOMO

to the LUMO. Depending on the molecule under study, D�
1 and D�

1 , may instead involve
an excitation from the HOMO-1 to HOMO or from LUMO to LUMO+1, respectively. In
any case, D�

1 and D�
1 are characterized by an exciton in the molecule that carries a net

charge, also called trion.

2.2. Scanning Tunneling Microscopy

Although AFM is the main technique used in the context of this thesis, the AFM spectro-
scopic methods developed, strongly rely on concepts from STM, which will be introduced
here.

In 1982, Binnig and Rohrer developed the STM1. STM relies on bringing an atomically
sharp conductive tip in close proximity (on the ångström scale) to a conducting surface.
Upon applying a voltage between tip and sample, called bias voltage VB, electrons can
tunnel between the tip and the surface. This is visualized in Figure 2.2a.

The tunneling of an electron through a potential barrier is a quantum-mechanical effect.
The electron is described by a wavefunction ϕpzq, which satisfies the Schrödinger equation28

� ℏ2

2m

B2

Bz2 ϕpzq � V pzqϕpzq = Enϕpzq, (2.1)

4



2.2. Scanning Tunneling Microscopy

Figure 2.2.: One-dimensional metal-vacuum-metal tunneling junctions. a, Schematic
to illustrate electron tunneling from a metal substrate to a metal tip. Due to the Pauli exclusion
principle30, electron tunneling can only occur from occupied to unoccupied states. Upon applying
a positive bias voltage VB to the metal substrate, the Fermi level of the sample (EF,s) shifts below
the one of the tip (EF,t) (vice versa for a negative bias voltage). Therefore, at T = 0 K, tunneling
occurs in the energy range between the two Fermi levels, also called bias voltage window (indicated
by eVB). This tunneling is schematically illustrated for an electron with an energy En (EF,s <
En < EF,t). The tunneling probability scales exponentially with the tip-sample distance d, see
Equation (2.3). b, Electron tunneling through a square barrier for a very small applied positive
bias voltage to the sample. Here, the work functions of the sample and tip are assumed to be the
same (Φ). The tunneling barrier is indicate by the purple shaded area. The tunneling probability
through a square barrier is given by Equation (2.3). b, Electron tunneling through a trapezoidal
barrier for a very small applied positive bias voltage to the sample. Here, the work functions of
the sample Φs and tip Φt are different. The tunneling probability through a trapezoidal barrier
(purple shaded area) is given by Equation (2.6). These schematics are based on figures from ref.
[28, 29].

with ℏ the reduced Planck’s constant, m the electron mass, z the position, V the potential
and En the energy of the tunneling electron. Here, the time-independent Schrödinger
equation is used since the potential is typically not time-dependent29 and, for simplicity,
only one dimension is considered.

The simplest case of a tunneling barrier is a square barrier, as is illustrated in Fig-
ure 2.2b. One possible solution of the Schrödinger equation inside this square barrier,
where V pzq = Evac > En with Evac the vacuum energy, is given by an exponentially decay-
ing wave function29:

ϕpzq = ϕp0q expp�κzq with κ = 1
ℏ
a

2mpEvac � Enq, (2.2)

where ϕp0q is the wavefunction at the incident edge of the barrier. The probability to
find the electron at the other edge of the square barrier with width d is approximately
proportional to the square of this wavefunction at this other edge: |ϕpdq|2. The tunneling
probability T is, therefore, approximately given by28,29

T = |ϕpdq|2
|ϕp0q|2 � expp�2dκq = expp�2d

ℏ
a

2mpEvac � Enqq � expp�2d

ℏ
?

2mΦq, (2.3)

where the last approximation follows from the definition of the work function Φ as the
energy required to remove an electron from the metal: Φ = Evac � EF � Evac � En, where
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2. Theoretical background

EF is the Fermi level of the metal. In other words, the applied bias voltage VB is assumed
to be small compared to Φ, such that En lies always close to EF (see Figure 2.2b). Note
that the same approximate expression for the tunneling probability can be obtained from
the general solution of the Schrödinger equation inside and outside of the barrier (see for
the derivation ref. [29]).

It follows from Equation (2.3) that the tunneling probability depends exponentially on
the tip-sample distance (the barrier width d). To be more specific, the tunneling probability
decays typically one order of magnitude per 1 Å increase in tunneling distance, assuming
a (typical) work function of around 5 eV (ref. [28]).

The tunneling barrier deviates in most cases from a simple square barrier. Often,
it can be assumed as having a constant slope, as illustrated in Figure 2.2c. Since the
Schrödinger equation cannot be solved analytically in this case, instead the semi-classical
Wentzel-Kramers-Brilliouin (WKB) approximation can be used. For a potential barrier
that depends on z, the local decay constant inside the vacuum barrier (Equation (2.2)) is
given by28

κpzq = 1
ℏ
a

2mpV pzq � Enq. (2.4)

The WKB approximation assumes that the potential V is slowly varying with z
(ref. [31]). The total decay of the wavefunction due to the slowly varying potential can be
derived from integrating over the local decay constant κpzq in the region of the potential
(0 to d) (ref. [29]). The tunneling probability results then as28

T � exp
�
�2
» d

0
κpzqdz



= exp

�
�2

?
2m

ℏ

» d

0

a
V pzq � Endz



. (2.5)

Assuming the trapezoidal barrier shown in Figure 2.2b, V pzq is given by En � Φs � z
d
pΦs �

Φtq. Inserting this into Equation (2.5) gives

T � exp
�
�2

?
2m

ℏ

» d

0

c
Φs � z

d
pΦs � Φtqdz



= exp

�
�22

?
2m

3ℏ
Φ

3
2s � Φ

3
2
t

Φs � Φt
d

�
. (2.6)

To take an STM image, the tunneling current can be measured while the tip is scanned
over the surface at a constant height (alternatively, the height of the tip can be recorded,
while scanning the tip at a constant tunneling current - kept constant using a feedback
loop). The spatial contrast observed in STM can typically be understood from the approx-
imation Tersoff and Hamann32,33 made when applying Bardeen’s model of tunneling34 to
describe tunneling in an STM. Before the invention of the STM, Bardeen derived a for-
mula for the tunneling between two metals separated by an oxide layer34. It follows from
Bardeen’s model that tunneling between a sample and an STM tip depends on the wave-
functions of both the sample and the tip34. Since the exact wavefunctions of the tip are in
general not known, Tersoff and Hamann modeled the tip using an s-wavefunction32. They
could derive that for small voltages and temperatures the tunneling current is proportional
to the density of the sample wavefunctions (|ϕs|2) at the position of the center of curvature
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2.2. Scanning Tunneling Microscopy

of the tip (r0)29,32:

I 9
¸
n

|ϕn,spr0q|2δpEn,s � EF,tq = ρspEF,t, r0q. (2.7)

The Dirac delta function indicates that for small voltages tunneling occurs between the
Fermi level of the tip EF,t and sample wavefunctions with the same energy En,s (because
of energy conservation). The equality follows from the definition of the local density of
states29. Thus, the spatial STM contrast can be interpreted as the local density of states
of the sample at the position of the center of curvature of the tip (ρspEF,t, r0q)29.

In the experiments throughout this thesis, typically larger bias voltages (a few volts)
are applied. The Tersoff-Hamann model can be straightforwardly extended to the case of
finite bias voltages if the density of states of the tip and the tunneling probability can be
approximated to be constant over the energy interval of interest28. The tunneling current
then follows from integrating over the bias voltage window, as28

I 9
» eVB

0
ρspEF,t � ϵ, r0qdϵ. (2.8)

The methods developed in the context of this thesis rely on tunneling between the tip
and individual orbitals of single molecules. If the sample consists of a single molecule,
the tunneling current will be proportional to the density of its molecular orbitals (see
Equations (2.7) and (2.8)). This still holds if the molecules are deposited on a surface,
provided that the molecular orbitals are decoupled from the metallic surface by using a
thin insulating film. Indeed, Repp et al. managed to image the intrinsic molecular orbital
densities of single pentacene molecules by depositing them on a thin insulating film (2
monolayers (ML) of NaCl) grown on a metal substrate3.

If we consider competing tunneling pathways into different molecular levels, the relative
tunneling rates will not only depend on their spatial orbital densities, but also on their
energy (and on their multiplicity, see Section 3.4). This is exemplified for tunneling between
the tip and the HOMO and LUMO of a single molecule in Figure 2.3. According to
Equations (2.5) and (2.6), the tunneling probability will depend on the area between the
vacuum barrier and the energy at which the tunneling occurs. The single-particle pictures,
shown in Figure 2.3a and c, indicate a smaller tunneling barrier for tunneling in or out of
the LUMO (purple area) than for tunneling in or out of the HOMO (purple plus light blue
area).

Based on this barrier-height argument, the arrows of competing tunneling processes in
the many-body diagrams are drawn qualitatively with different relative thicknesses through-
out this thesis. For the tip side of the tunneling barrier, the following rule applies: for
electron tunneling processes from the tip to the molecule (that is, when the molecule gets
charged more negatively, e.g. D�

0 Ñ S0, S0 Ñ D�
0 ), the tunneling barrier is the smallest

for (energetically allowed) processes with a final state having the highest energy (see Fig-
ure 2.3a and b), whereas upon tunneling an electron from the molecule to the tip (that is,
when the molecule gets charged more positively, e.g. D�

0 Ñ S0 S0 Ñ D�
0 ), the barrier is the

smallest for processes with the final state having the lowest energy in the many-body en-
ergy diagram (see Figure 2.3c and d). Note that, this simple rule applies only to tunneling
through a vacuum barrier35, as considered here.
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2. Theoretical background

Figure 2.3.: Relative tunneling rates to/from different molecular levels. a, c, Single-
particle pictures showing the tunneling barrier for tunneling to or from the HOMO (light blue)
and LUMO (dark blue), respectively. The vacuum-tunneling barriers are indicated by the colored
areas. From these single-particle pictures it is apparent that tunneling in or out of the LUMO
has a lower tunneling barrier than tunneling in or out of the HOMO. b, d, Many-body energy
diagrams for the processes indicated in a, c, respectively. The two transitions are highlighted
in light and dark blue, with their relative rates indicated qualitatively by the thicknesses of the
arrows.

2.3. Atomic Force Microscopy
The main technique used in this thesis is AFM. The AFM was developed a few years after
the invention of the STM, by Binnig, Gerber and Quate2. Instead of detecting the tunneling
current, the force between the tip and the sample is detected in AFM. The major advantage
of detecting the force is that this renders AFM much wider applicable than STM. It, for
instance, allows imaging insulating surfaces with atomic-scale spatial resolution36–38.

The AFM can be operated in different modes. In the so called static AFM mode,
the force is detected by mounting the tip to a cantilever and measuring the bending of
the cantilever. In principle, a cantilever with a spring constant k that is as small as
possible is desired, since it gives the largest displacement z for the small tip-sample forces
being detected (from Hooke’s law: Fts = �kz)29. However, to obtain atomic-scale spatial
resolution, the tip has to be scanned close to the surface, risking that the tip jumps into
contact with the surface. This jump-to-contact will occur if the spring constant with which
the tip-sample interaction can be described (see Section 2.3.1) is larger than the one of the
cantilever itself38,39.

To circumvent this issue, the AFM can be operated in a dynamic mode, where the
cantilever is driven to oscillate at or close to its resonance frequency. In this case, jump-to-
contact will be prevented if the product of the oscillation amplitude and spring constant
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2.3. Atomic Force Microscopy

of the cantilever (the restoring force) is larger than the tip-sample force38,40,41. In other
words, even for soft cantilevers, jump-to-contact can be prevented by using large oscillation
amplitudes. To measure the topography of a surface, typically either the amplitude or
frequency of the oscillation is kept constant via a feedback loop42. The sensitivity of
dynamic AFM improves with increasing quality factors43 (Q-factor = Energy stored in
the oscillator/Energy dissipated in one radian of the oscillation cycle)29. However, in
case of amplitude-modulated AFM44, the bandwidth, and thus the scanning speeds that
can be employed, reduces with increasing Q-factors43. Therefore, frequency-modulated
(FM)-AFM43 is typically the method of choice for ultra-high vacuum (UHV) conditions,
conditions under which high quality factors can be obtained.

2.3.1. Frequency-modulated atomic force microscopy

FM-AFM relies on driving a cantilever at its resonance frequency while keeping its ampli-
tude constant. The frequency shift due to the tip-sample interaction (∆f) is measured43,
which is the difference between the resonance frequency (f) and the eigenfrequency of the
cantilever (f0): ∆f = f � f0.

Since the AFM cantilever movement can be described as a driven and damped oscillator,
the eigenfrequency of the cantilever can be assumed to correspond to the one of a harmonic
oscillator29:

f0 = 1
2π

c
k

m
, (2.9)

where m is the effective mass of the cantilever and k the spring constant of the cantilever.
The resonance frequency deviates from the eigenfrequency of the cantilever because of

the tip-sample interaction. Importantly, although a constant tip-sample force will change
the bending of the cantilever (as used in the static AFM mode), it will not change the
resonance frequency of the cantilever. The resonance frequency is determined by the spring
constant, as for the eigenfrequency, see Equation (2.9). The tip-sample interaction can also
be described as a spring constant kts, which adds to the spring constant of the cantilever29,43.
According to the general expression for a spring constant (from Hooke’s law)29, kts can be
written as

kts =�
BBFts

Bz

F
w

� � BFts

Bz

∣∣∣∣∣
z�0

. (2.10)

Here, the extension of the spring is in the z direction, due to the vertical orientation of
the tip-sample junction. The spring constant is the average over a cantilever oscillation
period, weighted by the sinusoidal movement of the cantilever. In other words, the spring
constant is a convolution of a semispherical weight function w with the tip-sample force
gradient38. Therefore, any linear components of the tip-sample force gradient around z =
0 give a zero contribution to the spring constant. Neglecting any square or higher order
components around z = 0, the weighted average can be approximated as the single value at
z = 0 giving the effective spring constant kts (see approximation in Equation (2.10)). This
approximation holds for small cantilever oscillation amplitudes compared to the equilibrium
tip-sample distance40, as used in the context of this thesis. By adding kts to the spring
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constant of the cantilever k, the resonance frequency can be expressed as

f = 1
2π

c
k � kts

m
= f0

c
1� kts

k
� f0

�
1� kts

2k



(2.11)

where for the last step the approximation
?

1� x � 1 � 1
2x is used, which holds since

|kts| ! k (kts is typically below 10 N/m (ref. [29, 45]) and for our cantilever k � 1.8 kN/m
(ref. [46])). The frequency shift follows then from Equations (2.9) to (2.11), as

∆f = f � f0 � � f0

2k

BFts

Bz

∣∣∣∣∣
z�0

. (2.12)

The measured frequency shift in FM-AFM is thus proportional to the derivative of the
tip-sample force.

2.3.2. High-resolution AFM on molecules

Although the implementation of FM-AFM enabled already in 1995 atomic-scale spatial
resolution on a variety of surfaces47,48, the complete chemical structure of an individual
molecule was not imaged until 2009 (ref. [4]). The main challenge that had to be overcome
to image individual molecules with atomic-scale spatial resolution was the reactivity of
the tip apex. Such imaging typically requires tip-sample distances at which the attractive
interaction between the foremost tip atom and the atoms to be imaged is maximized49;
a distance at which the molecule is typically picked up or displaced using a metal tip
apex. This challenge was overcome by functionalizing the tip apex, for example with a CO
molecule4, which adsorbs with its carbon atom toward the metal tip50. Using such a well-
defined and inert tip-apex, single molecules can be imaged with intramolecular resolution
(see for example the image of pentacene in Figure 4.7a (inset)).

The intramolecular resolution is attributed to the Pauli repulsion between the electrons
in the molecule and the tip4,51. The Pauli repulsion is a result of the Pauli exclusion
principle that no two electrons may occupy the same quantum state simultaneously30. The
Pauli repulsion becomes substantial when regions of high electron density overlap. Since
the electron density is concentrated at the atomic positions and bonds (more at the C-C
than C-H bonds), these positions and bonds can be revealed at sufficiently small tip-sample
distances (d � 5 Å)4, where the Pauli repulsion force is large. To increase the sensitivity
to these short-range forces, the cantilever oscillation amplitude needs to be on the order
of the range of these forces38. Therefore, typically amplitudes around 0.5 Å are chosen4,49.
To prevent jump-to-contact at these small tip-sample distances and cantilever oscillation
amplitudes, a cantilever with a spring constant that is at least a few hundred N/m is
required38. The qPlus sensor52 used in the context of this work (see for more details
Section 3.2.1) fulfills this requirement, having a spring constant of around 1.8 kN/m (ref.
[46]).
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2.3. Atomic Force Microscopy

2.3.3. Detection of single-electron charges

The novel AFM methods developed in the context of this thesis rely on the sensitivity of
AFM to single-electron charges. This section introduces the principles underlying the AFM
detection of single atoms and molecules in states with different net charge.

The first experiments in which the net charge of single atoms and molecules on a surface
could be changed and detected were not performed with AFM, but with STM53–55. Key
to these measurements was the decoupling of the atoms and molecules from the required
conductive substrate by a thin insulating film (2-5 ML)53,56. Typically, atoms and molecules
on such thin insulators will always revert back to their ground electronic state by electron
tunneling to/from the underlying conductive surface. However, in some cases, two states
with different electronic charge can have similar energies, and can both be stable on a thin
insulating film, as discussed in the next section.

2.3.3.1. Relaxation energy and charge bistability

Molecules and atoms can be stabilized in electronic states with different net charge on thin
insulating films because of the structural relaxations of the nuclei (of the molecule or atom
and substrate) upon changing the net charge of the molecule or atom, as will be explained
in this section.

To this end, the energies of the two involved charge states are considered as a function of
the structural relaxations. To not have to consider the multidimensional space of all nuclear
coordinates, the energy states are plotted along generalized nuclear coordinates. The energy
of the two states along these coordinates have minima representing the respective relaxed
situation, from where the energy increases approximately quadratically57, as illustrated
in Figure 2.4a. The two minima are displaced with respect to each other. The vertical
displacement reflects the difference in energy of the electronic states, while the horizontal
displacement represents the relaxation upon electron transfer. This relaxation can be
understood by considering the charging of an atom or molecule on, for instance, a NaCl
film. Upon negatively charging such an adsorbate, the Na� ions will move slightly upwards
and Cl� ions slightly downwards53,54. Although the atoms inside a charged molecule will
also slightly rearrange, the largest effect is due to the surface atoms because of their net
charges58,59. In case of dielectric surfaces, the relaxation of the ions is large if the static
dielectric constant is substantially larger than the optical one (the ionic polarization only
contributes to the static dielectric constant; at optical frequencies the ions cannot follow
the frequency of an electric field anymore)54,57,60.

Importantly, during the addition or removal of an electron to/from an atom or molecule,
the nuclei are considered to be stationary (Born-Oppenheimer approximation). Thus, any
transitions between the two parabolas are vertical transitions62,67; their probability is pro-
portional to the square of the overlap integral between the vibrational wavefunctions of the
two states (Franck-Condon factor)63,68, see Figure 2.4a.

Subsequently, the nuclei will relax from the vibrational excited states to the vibrational
ground state of this charge state. The resulting change in energy is called the relaxation
energy, see Figure 2.4a. Similarly, to return to the original charge state, a vertical transition
will bring the system into vibrational excited states, after which the system will return to
the vibrational ground state.
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2. Theoretical background

Figure 2.4.: Schematic illustrating the relaxation energy and the charge bistability.
a, The energy of the two charge states can be approximated to depend quadratically on the
nuclear coordinates of the atom or molecule and the surface; the charge states are thus both
represented by a parabola57. Because of the Franck-Condon principle61, the charge transitions
are vertical transitions62, their probability depending on the wave function overlap of the ground
and excited states63. As an example, it is assumed that only the vibrational state with the largest
wavefunction overlap is populated; in practice a range of vibrational levels can be populated (see
Figure 2.5). After this excitation, the nuclei will reorganize to bring the system in the lowest
vibrational level of the populated electronic state. The resulting change in energy is called the
relaxation energy. Similarly, upon tunneling an electron back into the atom or molecule, a higher
vibrational state of the ground electronic state will be populated, and the atom or molecule will
return back to the corresponding vibrational ground state. This schematic is drawn for the D�

0 -S0
transition, but can analogously be drawn for other transitions. This schematic is based on figures
from ref. [57, 58, 64]. b, If the energy difference of the two electronic states is small, two charge
states can be bistable on a thin insulating film. Similarly as in a, because of the strong electron-
phonon coupling, the two states have their energy minimum at significantly different nuclear
coordinates. Therefore, there is a vanishing overlap of the vibrational ground states (red and
orange Gaussians) of two electronic states of different charge such that zero-phonon transitions
are blocked (crossed-out arrow). Consequently, if the states are (close to) degenerate, the atom or
molecule becomes charge bistable around zero bias voltage. The barrier between the two states
can be overcome thermally (bend arrow) or by applying a sufficiently large bias voltage. In the
latter case, vertical transitions, such as the one shown by the vertical arrow, become possible.
Note that it is also possible to tunnel through the barrier, the probability of which depends on
the nuclear wavefunction overlap between the initial and final states65,66.
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2.3. Atomic Force Microscopy

Large relaxation energies can lead to a charge bistability of the adsorbed atoms and
molecules. At first glance one might assume that it is sufficient that the energy barrier
between the two charge states is larger than the available thermal energy. However, the
requirement to the energy barrier is much stricter, as can be understood from considering
the Arrhenius equation, describing the temperature dependence of reaction rates, which is
given by69

k = A � exp
��∆E

kBT



(2.13)

with A the frequency factor, ∆E the energy barrier, kB Boltzmann’s constant and T the
temperature. The rate constant k for a change in net charge of the molecule can be
calculated assuming that the frequency factor is roughly equal to a vibrational frequency69.
Using the frequency of the longitudinal optical phonon of bulk NaCl70–72, the molecule will
be stable in one of its charge states on the timescale of an hour if the barrier to states with
a different net charge, ∆E, is approximately larger than 40 times the available thermal
energy. For instance, at helium temperatures ∆E should be approximately larger than
14 meV.

This energy barrier is classically given by ∆E = 1
4λ
pλ � ∆E0q2, with λ the relaxation

energy and ∆E0 the energy difference between the two electronic states57,65. Thus, the
larger the relaxation energy compared to the energy difference of the two charge states,
the more likely it is that the atom or molecule will be bistable in these charge states. The
energy difference ∆E0 depends on the work function of the surface, the ionization and
affinity energies of the atom or molecule and the electronic relaxations in the ionic film,
metal substrate and tip53,54,58,73.

This bistability on thin insulating films is schematically illustrated in Figure 2.4b. Be-
cause of the strong electron-phonon coupling, (vertical) transitions between the ground
vibrational states are blocked (see horizontal arrow in Figure 2.4b). If the available ther-
mal energy (of the phonons and substrate electrons) is smaller than the barrier, it cannot
be overcome thermally (bend arrow in Figure 2.4b). Furthermore, around 0 V, the elec-
trons have not enough energy to open up vertical transitions to higher-lying excited states
(see vertical arrow in Figure 2.4b). Although tunneling through the barrier should also
be considered, its rate will depend on the (in this case very small) wavefunction overlap
between the initial and final states65,66. Note that in principle any combinations of these
mechanisms can lead to a transition between the two charge states.

2.3.3.2. Broadening of the charge transitions

The charge transitions described in the previous section typically show a considerable
broadening. This broadening is a result of the large number of vibrational excited states of
the final electronic state that can be accessed, as schematically illustrated in Figure 2.5. For
a single phonon mode, electronic transitions will occur for a number of energies separated
by ℏω (harmonic approximation)70. Each of these transitions is broadened because of
the finite lifetime of these states. Depending on the ratio between ℏω and the lifetime-
induced broadening, individual peaks can be observed, or only a broadening15,74. Additional
broadening can result if the electron does not couple to a single phonon mode, but to a
band of phonon modes70. In case of adsorbates on NaCl, a Gaussian broadening of charge
transitions was observed3,70.
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2. Theoretical background

Figure 2.5.: Schematic illustrating the broadening of charge transitions. Schematic
illustration of the broadening mechanism for the vertical S0 Ñ D�

0 transition depicted in Fig-
ure 2.4a. The probability of the vertical charge transitions depends on the wavefunction overlap
of the ground and excited states67. These Franck-Condon factors (horizontal gray bars) become
large for a range of higher-lying vibrational states (the wave function, for which the overlap with
the ground-state wavefunction is largest, is shown exemplarily). Outside this range, the Franck-
Condon factors are very small. Negligible overlap is present between the vibrational ground state
of S0 and the lowest-lying vibrational levels of D�

0 . Although there is an overlap with higher-lying
vibrational states (above the top gray line), the overlap integral is small, since their wavefunctions
are rapidly oscillating in the region of nuclear coordinates where the vibrational ground state is
non-zero63. The vibrational levels for one phonon mode are schematically indicated (using the
harmonic approximation). Since there are multiple phonon modes that can be excited, a Gaussian
lineshape results (indicated at the left in gray). This schematic is based on a figure from ref. [53].

This is visualized in Figure 2.5 by the projection of the vibrational ground state of the
initial electronic state (having a Gaussian shape) onto the slope of the parabola of the
final electronic state. This projection can be justified by the fact that the Franck-Condon
factors are dominated by the overlap with the maxima of the vibrational excited state
wavefunctions, which are for the excited vibrational states localized around the edge of
the parabola63. The overlap integral at other nuclear coordinates is small due to the rapid
oscillations of the vibrational excited state wavefunctions63. The width of the resulting
Gaussian-broadened signal depends on the relaxation energy70. According to Figure 2.5,
a larger relaxation energy implies that the slope of the parabola on which the vibrational
ground state is projected is larger, giving a larger width of the transition.

2.3.3.3. Charge detection with AFM

Next to STM, different charge states can also be detected with AFM. The advantage of
AFM is that the surface can be insulating, allowing the stabilization of multiple charge
states of, for instance, single molecules75. The presence of such single-electron charges
will change the resonance frequency of the cantilever, by changing the electrostatic force
gradient between the tip and sample76. Since the tip-sample junction can be modeled as a
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Figure 2.6.: Schematic illustrating the contact potential difference. a, If no electrical
contact is present between tip and sample, their vacuum levels are aligned (Evac), but their Fermi
levels are generally not (EF, where t and s indicate tip and sample). The latter arises from a
difference in work functions of the tip and the sample. b, If the tip and sample are brought
into electrical contact, electrons will flow from the lower work function electrode (tip) to the
higher work function electrode (sample), aligning their Fermi levels. Charges will built up on the
surfaces of the tip and sample, and thus an electric field exists in the tip-sample junction. The
electrons will flow until the potential drop VCPD because of the electric field equals the difference
in work functions 1

e pΦs �Φtq. This schematic is based on a figure from ref. [29]. Note that in the
experiments throughout this thesis the tip and sample are in electrical contact and a (typically
non-zero) bias voltage is applied to the sample.

capacitor with a distance dependent capacitance Cpzq, the electrostatic force is given by29

Fel = � 1
2
BCpzq
Bz

∆V 2 (2.14)

where the potential difference ∆V is given by the applied sample voltage VDC corrected for
the voltage of local contact potential difference VCPD, as

∆V = VDC � VCPD. (2.15)

The local contact potential difference arises from the difference in work functions Φ of the
tip and sample: VCPD = 1

e
pΦs � Φtq, as illustrated in Figure 2.6. The electrostatic force

shifts the frequency of the cantilever according to Equations (2.12) and (2.14) by

∆f � f0

4k

B2Cpzq
Bz2

∣∣∣∣∣
z�0

∆V 2. (2.16)

Typically, measurements of charges on a surface with FM-AFM are performed by sweep-
ing the applied sample voltage while recording the frequency shift, called Kelvin probe
force spectroscopy (KPFS). According to Equation (2.16), a negative parabola will result,
as schematically shown in Figure 2.7. Surface charges will vertically and horizontally shift
this parabola12.

A horizontal shift indicates a change in the local contact potential difference76, since
charges locally modify the work function of the surface. This can be explained by the fact
that the charge of an adsorbate together with its image charge77 in the substrate gives
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Figure 2.7.: KPFS parabolas for three states differing in their net charge. As an
example, a molecule (e.g. pentacene/NaCl(>20 ML)/Ag(111)) is taken with S0 as its ground
state (black parabola). Upon reducing the applied gate voltage VG, at some voltage an electron
tunnels out of the HOMO (S0 Ñ D�

0 transition), charging the molecule positively (red parabola).
Analogously, for positive gate voltage at some voltage an electron tunnels into the LUMO (S0
Ñ D�

0 transition), negatively charging the molecule (blue parabola). The three parabolas are
shifted both vertically as well as horizontally. Their maxima are indicated by the triangles, the
voltage at which these maxima occur corresponds to VCPD. The size of these shifts depends on
the molecule, the lateral and vertical tip position, the cantilever oscillation amplitude and the
tip apex used. The solid line indicates the electronic state of the molecule for the different gate
voltages. This schematic is based on a figure from ref. [18].

rise to a dipole moment, whose direction depends on the charge state of the adsorbate12,78.
For example, for a positively charged adsorbate this dipole moment is oriented from the
surface to the vacuum78. The resulting electrostatic field eases the removal of an electron
and thereby decreases the work function of the sample and thus VCPD (ref. [12, 78, 79]).
Although the size of the horizontal shift depends on the tip termination, its direction was
found to be determined by the charge state of the adsorbate76.

The vertical shift of the KPFS parabola is mainly due to the interaction of the localized
surface charge with the localized tip charges76. For instance, surface dipoles will be present
in the tip due to its shape, arising from the Smoluchowksi effect76,80. Furthermore, the
charge on the surface will also induce an image charge in the tip12,76,81,82. Not only the size
but also the direction of the vertical shift can vary depending on the tip termination18,76.

FM-AFM measurements of single charges were initially performed for localized states
on an insulating surface83–85 and different quantum dots86–88. In 2009, Gross et al. demon-
strated the AFM detection of individual charged atoms12, which was quickly extended
to molecules13. This was followed by the measurement of charged atoms and molecules
on thick insulating films18,19,75,89–91, typically NaCl with a thickness of more than 20 ML.
Steurer et al. experimentally confirmed that charge states were stabilized for more than
24 h on such thick NaCl films18.

This inhibition of electron tunneling through the film allows the stabilization of multiple
charge states. A voltage can be applied between the tip and the underlying metal substrate
to control the alignment of the molecular levels with respect to the Fermi level of the tip,
and thereby steer single-electron tunneling between the tip and the molecule (see next
section for more details). In case of thin films, the applied voltage was called a bias voltage
(VB) since it drives a net current across the junction. In case of thick films, the applied
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voltage is instead called a gate voltage (VG). However, technically VB and VG are the same
and both refer to the voltage applied to the substrate with respect to the tip.

Upon varying the gate voltage while measuring the frequency shift, at some gate volt-
ages a sudden step in the frequency shift was observed18,85. This indicates that an electron
tunneled to/from the molecule from/to the conductive tip18,83,85. In other words, the de-
pendence of the frequency shift on the voltage is now described by the KPFS parabola
corresponding to another charge state (shifted both vertically and horizontally), see Fig-
ure 2.7. Thus, by tuning the gate voltage, the charge state of adsorbates on insulating films
can be changed, which can be observed in the frequency shift. At which gate voltage such
tunneling events occur will be described in more detail in Section 2.3.3.5, after introducing
the concept of voltage drop and possible tunneling pathways (on thin and thick insulating
films) in the next section.

2.3.3.4. Voltage drop and tunneling for thin and thick insulating films

To quantitatively determine the energy at which single molecules change their charge state,
it is important to take into account that part of the applied sample voltage will drop in an
insulating film, reducing the voltage between tip and molecule. Such a voltage drop was
first observed for a layer of upright standing molecules92, before its effects on molecules
adsorbed on insulating films were investigated93. In both cases, it was observed that the
bias voltage was not only shifting the molecular levels with respect to the Fermi level of
the tip, but also with respect to the Fermi level of the metal substrate.

On thin (2-5 ML) insulating films, such a shift of the molecular levels with respect to the
Fermi level of the metal substrate can lead to the opening of additional substrate tunneling
pathways, in particular, if at zero bias voltage the molecular levels are close to the Fermi
level93. Figure 2.8a demonstrates the effect of the applied bias voltage in a double-barrier
tunneling junction with a thin insulating film. The largest part of the voltage drops in
the vacuum between the tip and the molecule. It opens thereby tip-molecule tunneling
pathways (e.g. the dark blue arrow in Figure 2.8a). Such tip-molecule tunneling events are
typically followed by tip-substrate tunneling events (e.g. the red arrow in Figure 2.8a), to
bring the molecule back to the state(s) lowest in energy. Because of the voltage drop in
the thin insulating film, the molecular levels also shift with respect to the metal substrate.
The fraction of the voltage dropping in the vacuum we call the lever arm α (ref. [94]).
Consequently, the voltage dropping in the thin insulating film is (1 � α)VB, and is the
amount by which the molecular levels shift with respect to the Fermi level of the metal
substrate.

As introduced in Section 2.1, we will typically use a many-body energy diagram for
the description of the states and their relative energy alignment. Such a diagram for the
tunneling event in Figure 2.8a is shown in Figure 2.8b, including only the two relevant
states. Since the substrate tunneling will always bring the molecule back to the state(s)
lowest in energy, we choose the Fermi level of the metal surface as the reference energy in
the many-body diagram for thin films. As indicated in orange in Figure 2.8a and b, the
applied bias voltage shifts the energy levels with respect to the Fermi level of the surface
by �qp1 � αqVB, with q the net charge of the molecule. Tip-molecule tunneling channels
open by the application of VB, having a vertical component of up to qVB in the many-body
diagram. For example, the tunneling of an electron into the LUMO (S0 Ñ D�

0 transition)
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Figure 2.8.: Schematic illustrating the voltage drop in thin and thick insulating films.
a, c, Schematic of the double-barrier tunneling junction for thin (2-5 ML) NaCl (a) and thick
(>20 ML) NaCl (c). An applied voltage Vi (Vi is the bias VB (a) or gate VG (c) voltage) shifts
the molecular levels with respect to the Fermi level of the tip and substrate. A part of Vi, i.e.,
p1� αqVi, drops in the NaCl film, and the remainder, i.e., αVi, drops in the vacuum between tip
and molecule. In the situation displayed, the applied voltage enables tunneling of an electron from
the tip to the LUMO (dark blue arrow). On thin films (a), the molecule will be quickly brought
back to its ground state (here S0) by substrate-molecule tunneling (red arrow). To simplify these
illustration, it implies that at VB = 0 (a) and VG = 0 (c) there is no electric field in the junction
- without loss of generality for other situations. b, d, Many-body energy diagrams displaying the
same tunneling processes as in a, c, respectively. The reference energy for the many-body energy
diagram on thin and thick films is chosen to be the Fermi level of the metal substrate and tip,
respectively. The shifts of the energy levels due to applied sample voltage are indicated in orange,
they are due to the shifts in the molecular levels with respect to the Fermi energy of the reference
electrode (indicated in orange in a, c). Note that the molecular levels shift upwards (downwards)
with respect to the Fermi level of the substrate (tip), explaining the difference in sign of the shifts
in the energy levels. In the many-body diagram on thin films (b), VB allows tip-molecule tunneling
events that increase the energy by maximally eVB (dark blue arrow), tip-substrate tunneling events
correspond to a transition going downward in the many-body diagram (red arrow). In the many-
body diagram on thick films (d), tip-sample tunneling events correspond to transitions that go
downward in the many-body diagram (dark blue arrow). The rotated Gaussians in the many-body
energy diagrams (gray) indicate the nuclear component of the transition rate (see Section 2.3.3.5);
the offset between the Gaussians’ maxima and energy levels visualizes the relaxation energy, see
Figure 2.5. The charge transitions start at a vibrational ground state (black lines) and end in an
excited vibrational state with an energy within the indicated Gaussians, after which the system
relaxes to the vibrational ground state of the newly populated electronic state.
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is indicated by the dark blue arrow in Figure 2.8b. The possible tunneling events between
the molecule and metal substrate are indicated by downward transitions in the many-body
diagram (e.g. the red arrow in Figure 2.8b). Typically, substrate tunneling will bring the
molecule quickly to the state(s) lowest in energy in the many-body diagram.

The rotated Gaussians in these many-body diagrams (gray) indicate the broadening
of the transitions due to electron-phonon coupling70, as explained in Section 2.3.3.2. The
charge transitions start from a vibrational ground state and end in an excited vibrational
state with an energy within the indicated Gaussians (see for more details Section 2.3.3.5).
Subsequently, the system will quickly relax to the vibrational ground state of the newly
populated electronic state. The offset between the Gaussians’ maxima and these ground
states visualizes the relaxation energy (see Section 2.3.3.1).

Figure 2.8c shows the double-barrier tunneling junction for thick (>20 ML) insulating
films. As indicated in the previous section, such films suppress tunneling between the
molecule and the underlying metal substrate. Figure 2.8d shows how the gate voltage
controls the alignment of the molecular levels with respect to the Fermi level of the tip and
thereby steers single-electron tunneling between the tip and the molecule. The shift of the
molecular levels with respect to the tip is given by αVG.

Since on thick (>20 ML) insulating films only tunneling between molecule and tip is
possible, we choose in the many-body description the Fermi level of the tip as the reference
energy for electron tunneling. A tip-sample tunneling event is therefore indicated by an
arrow going downwards in the many-body diagram (e.g. dark blue arrow in Figure 2.8d).
The gate voltage steers such tip-sample tunneling events by shifting the states by qαVG
with q being the net charge of the molecule, thus shifting the positive (+) and negative (−)
charge states in opposite directions.

2.3.3.5. Charging hysteresis

As indicated in Section 2.3.3.3, single atoms and molecules on thick insulating films can be
brought to states with different net charge by changing the gate voltage. Figure 2.9a shows
measured ∆f signals versus the applied gate voltage for a pentacene molecule on >20 ML
NaCl/Ag(111). Two steps in ∆f are observed in opposite directions, indicating that an
electron tunneled out of the molecule and back into the molecule. Importantly, this second
step is occurring at a different voltage than the first one85, because of the relaxation of the
molecule and the underlying surface (see Section 2.3.3.1)18,58. In other words, a hysteresis
is observed in the ∆f signal19,84,85. This hysteresis becomes smaller upon reducing the
tip-sample distance85, and is even observed to disappear for small distances (see yellow
curve in Figure 2.9a).

Next to the tip-sample distance, the observed width of the hysteresis depends on other
experimental parameters, such as the change of the gate voltage per unit time, and on the
properties of the studied molecule and surface (e.g. relaxation energy and electron-phonon
broadening). In the following, the origin of the observed hysteresis as well as its dependence
on the tip-sample distance will be discussed.

Considering the tunneling of one electron (in or out of the molecule), the probability
that the electron tunneled in a certain time interval will depend on the rate of the tunneling
process ktun. ktun has an electronic kel and nuclear knuc component: ktun = kel � knuc. The
electronic contribution was discussed in Section 2.2 and is exponentially dependent on the
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Figure 2.9.: Charging hysteresis observed in KPFS. a, KPFS curves measured above a
pentacene molecule adsorbed on NaCl(>20 ML)/Ag(111) (oscillation amplitude A = 1 Å, ∆z is
given with respect to the setpoint ∆f = −1.285 Hz at V = 0 V, A = 3 Å, negative values indicate
a smaller tip-sample distance). The curves were measured by sweeping the gate voltage from −2.4
to −3.0 V and back in a time interval of 20 s. Upon sweeping the voltage to −3.0 V, an upwards
step is observed (light green arrow), which is attributed to S0 Ñ D�

0 (see b). When sweeping the
voltage back to −2.4 V, a downward step is observed (dark green arrow), which is attributed to
D�

0 Ñ S0 (see c). The hysteresis is observed to reduce in width (and even collapses) for smaller
tip-sample distances. b, c, Many-body energy diagrams displaying the tunneling processes that
cause the upwards and downwards steps in a, respectively. At the tip-sample distances typically
used throughout this thesis, tunneling occurs into an excited vibrational state with an energy
within the drawn Gaussians (corresponding to the nuclear component of the transition rate).

tip-sample distance. The nuclear contribution (Franck-Condon overlap) is strongly voltage
dependent; as discussed in Section 2.3.3.2.

In Figure 2.9b and c, this nuclear component of the tunneling rate is plotted in the many-
body diagram of pentacene. Since this tunneling rate is very small around the charging
degeneracy point (the gate voltage at which the two states have the same energy), for
pentacene typically no charging steps are observed around this gate voltage for typically
used tip-sample distances of around 9 Å. This blocking of tunneling events due to the very
small Franck-Condon overlap is called the Franck-Condon blockade95. In contrast, if a gate
voltage is applied for which the D�

0 state is substantially below the S0 state, the tunneling
rate and thus tunneling probability is large, such that it is likely that a charging event
occurs in the short time interval during which this gate voltage is applied (during the gate
voltage sweep to measure a KPFS curve). Similarly, upon reversing the gate voltage, the
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tunneling probability is sufficiently large (to make tunneling likely to occur) for an applied
gate voltage for which the S0 state is substantially below D�

0 (see Figure 2.9c).
If the tip-sample distance is reduced, kel and hence the tunneling rates will (exponen-

tially) increase. The resulting increase in tunneling probability will make tunneling likely
around a gate voltage closer to the charging degeneracy point. This results in a hysteresis
with a smaller width. The width is further reduced by the varying tip-molecule voltage
during a cantilever period, due to the modulation of the lever arm (see Section 2.3.3.4).
At close tip-sample heights, the tunneling probability will not only be sufficiently large (to
make tunneling likely to occur) at the bottom turnaround point of the cantilever movement,
but also at different phases during the cantilever period (assuming small cantilever oscil-
lation amplitudes). In other words, tunneling can occur at a small range of tip-molecule
voltages for a given applied gate voltage, further reducing the width of the hysteresis.

The voltage drop in the salt also causes the observed shift of the center of the hysteresis
to higher absolute voltages when reducing the tip-sample distance85 (see Figure 2.9a). This
can be explained by a larger fraction of the voltage that will drop into the NaCl film for
a smaller tip-sample distance (the lever arm α is smaller), requiring a higher gate voltage
for tunneling.

2.4. Electron Spin Resonance
In the context of this thesis, a method is developed to measure Electron Spin Resonance
(ESR) signals of single molecules with AFM. ESR is a spectroscopic method that relies on
driving transitions between states that differ in their spin configuration, as first experimen-
tally demonstrated in 1945 by Zavoisky96. Typically, molecules with one unpaired electron
are studied, having an electron-spin quantum number of 1/2. Upon applying a magnetic
field B, the two spin states with magnetic quantum numbers ms = −1/2 and ms = 1/2
split up in energy because of the Zeeman interaction (see Figure 2.10). The Hamiltonian
HZ for this interaction is given by97

HZ = geµBS �B (2.17)

where ge is the electron g-factor, µB the Bohr magneton and S the electron spin operator
with electron-spin quantum number S (ref. [97]) (note that Equation (2.17) is only valid
when the spin-orbit interaction is weak compared to the Zeeman interaction). Transitions
between different spin states can be driven by an electromagnetic field with a frequency
that matches the energy difference between the states. Typically, the required frequencies
lie in the radio-frequency (RF) regime. By recording the absorption of the RF field versus
the RF frequency, an ESR spectrum can be measured.

ESR spectra can provide access to the electronic g-factors and thereby the electronic
spin distribution98. The coupling of the electron spins to the nuclear spins can also be
detected, allowing further structural elucidation. Furthermore, ESR can provide access to
the environment of the unpaired electrons and can gives insights into chemical reactions
(e.g. their rates and the detection of short-lived intermediates)98. Next to organic radicals,
ESR has been widely applied to transition metals (e.g. catalysts), biologically relevant
systems, defects in solids, metals and semiconductors97,99.
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2. Theoretical background

Figure 2.10.: Basic principles of ESR. a, Effect of a magnetic field on a spin with S = 1{2.
At zero magnetic field the two spin states are degenerate. Upon applying a magnetic field B, the
two spin states split up in energy because of the Zeeman interaction. Using a radio-frequency
magnetic field that matches in energy with the energy splitting between the states, transitions
can be driven between the two spin states. b, An ESR spectrum is measured by sweeping the
magnetic field at a fixed RF frequency (or vice versa). If the resonance condition is met (the
Zeeman energy, geµBB, equals the energy of the RF, hν), the RF will be absorbed by the spin
system. For illustration purposes, the spectrum in b is schematically shown as an absorption
signal. In contrast to that, in most experiments amplitude modulation is employed to improve
the signal-to-noise ratio, providing a signal proportional to the derivative of absorption as a
function of field97.

2.4.1. Zero-field triplet state ESR

Next to molecules with a non-zero spin in their ground state, ESR can also be applied
to molecules that can (temporarily) be brought to a state with a non-zero spin. Most
commonly, the molecule is excited to its first excited triplet state. Such triplet state ESR
at zero magnetic field is implemented in AFM in the context of this thesis, and therefore
the triplet substates are discussed in more detail in this section.

Hutchison et al. were the first to detect an ESR spectrum of a molecule in its triplet
state100. In the presence of a magnetic field, the three triplet substates split because of the
Zeeman interaction (Equation (2.17)). The eigenstates of this Hamiltonian are in the basis
of magnetic quantum numbers mS = −1, 0 and +1:

T�1 = |Óy , T0 = |Öy � |×y?
2

and T�1 = |Òy . (2.18)

Hutchison et al. found that even at zero-magnetic field, the triplet substates are split
in energy100. This so called zero-field splitting is mainly due to the magnetic dipole-dipole
interaction between the two electron spins. It may also have contributions from spin-orbit
interaction101. The dipole-dipole interaction is described by the Hamiltonian102

Hd-d = SDS = � µ0γ
2
eℏ2

4πr3 p3pS1 � r̂qpS2 � r̂q � S1 � S2q (2.19)

with the two spins S1 and S2 at a distance r in a relative direction r̂ = r{r, D the dipole-
dipole-interaction tensor, µ0 the magnetic constant, γe the electron gyromagnetic ratio,
ℏ the reduced Planck constant and r the vector connecting the two spins. Notably, the
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Figure 2.11.: Explanation of the zero-field splitting. a, Schematic illustration of the
anisotropic nature of the magnetic dipole-dipole interaction (black field lines) between the two
spins (red arrows) constituting the triplet state, as shown for the case of pentacene (gray molecular
skeleton). b, For a spherical density distribution of the two electrons, the three triplet substates
TX, TY and TZ are degenerate. However, for an oblate density, the probability distribution of the
electrons’ mutual distance differs in the different spatial directions. In this case, because of the
anisotropy of the dipole-dipole interaction, the alignment of the spins with respect to the spatial
directions matters and TZ splits off in energy. For a probability distribution that differs in all
three dimensions, the degeneracy of all three substates (TX, TY and TZ) is lifted. The x, y and z
directions refer to the axes of D as explained in Section 2.4.1, and depicted here for pentacene103.

magnetic dipole-dipole interaction is highly anisotropic, that is, for given spin orientations,
it strongly differs and even changes sign for different relative positions of the two spins (see
Figure 2.11a). The spatial positions of the electron spins are given by the orbital densities
of the two electrons, the confinement of which is for a typical molecule very different along
the three molecular axes. This is shown in Figure 2.11b for the example of pentacene. The
anisotropy of the dipole-dipole interaction together with the non-uniformity of the orbital
densities gives rise to an energy difference in the range of microelectronvolts for the spins
pointing in different real-space dimensions. This zero-field splitting is thus a fingerprint of
the orbital densities and thereby the molecular species.

At zero magnetic field, the corresponding eigenstates are no longer T�1, T0 and T�1
but TX, TY and TZ. The latter eigenstates expressed in the basis of the former read

TX = T�1 � T�1?
2

, TY = pT�1 � T�1qi?
2

and TZ = T0, (2.20)

whereas expressed as the states of the two individual spins |ms1ms2y, they are

TX = |Óy � |Òy?
2

, TY = ip|Óy � |Òyq?
2

and TZ = |Öy � |×y?
2

. (2.21)
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Further, they have the property that the expectation value of the total spin xTi|S|Tiy
vanishes for all three substates Ti�X,Y,Z, whereas

@
Ti

��S2
j

��Ti

D
= 1 � δij, with δij = 0 for

i � j and 1 for i = j. The x, y and z axes of the triplet substates are chosen along
the axes of D, where the z axis is defined as the axis of maximum attractive or repulsive
dipolar coupling, and thus the axis along which the electron density is the most or the least
confined104,105. The example where the electron density is the most confined along the z
axis is shown in Figure 2.11. To understand why the TZ substate is the lowest in energy in
this case, it is important to realize that the unpaired spins in the TZ substate are pointing
in the x-y plane and analogously for the TY and TX substates (this follows directly from
the above stated expectation values). For an electron density that is the most confined
along the z axis, the spins in TZ can interact (overall) attractively, while those in TX
and TY interact (overall) repulsively (due to the anisotropy of the dipolar interaction, see
Figure 2.11a). Therefore, the energy of TZ is the lowest. In general, due to the definition
of the axes of D the largest energy difference exists between TX and TZ, and the smallest
between TX and TY (ref. [104]).

Since the expectation value of the total spin vanishes, the triplet substates are relatively
insensitive to external perturbations; an external magnetic field affects the system and
energies only to the second order. The effect of a small magnetic field on the zero-field
triplet substates can be appreciated from writing the spin Hamiltonian for the zero-field
splitting (Equation (2.19)) and an external magnetic field B (Equation (2.17))

H = SDS � geµBS �B, (2.22)

explicitly in the basis of the zero-field split substates TX, TY and TZ:102

H =

�
� ϵX �igeµBBZ igeµBBY

igeµBBZ ϵY �igeµBBX
�igeµBBY igeµBBX ϵZ

�
. (2.23)

Here, ϵX, ϵY and ϵZ are the zero-field energies of TX, TY and TZ, respectively. With
increasing external magnetic field, the eigenstates will gradually change and asymptotically
become the states T�1, T0 and T�1 in the limit of large magnetic fields (for example see
Figure 2.12).

2.4.2. Hyperfine interaction

The most important source of chemical information in ESR spectra is due to the coupling
of nuclei with non-zero spin to the electron spins97,106, such as 1H and 13C. The Hamiltonian
of this so called hyperfine interaction (HFI) is given by103,107

HHFI =
¸

i

Si �Ai � Ii (2.24)

with Ai the hyperfine interaction tensor of nucleus i and Ii the nuclear spin operator of
nucleus i.

Here, we will discuss the effect of the hyperfine interaction on zero-field triplet state ESR
spectra, as will be measured in the context of this thesis. First, an explanation will be given

24



2.4. Electron Spin Resonance

Figure 2.12.: Explanation of the asymmetric lineshape. Schematic to explain the asym-
metric lineshape of the ESR-AFM signals due to the hyperfine interaction, for the example of
the TX-TZ transition of pentacene-h14. The hyperfine interaction can be described as an effective
magnetic field BHFI created by the nuclei acting on the electron spins. Owing to the random
orientation of the 14 proton nuclear spins in pentacene-h14 (right), BHFI will fluctuate around
zero-field and its probability distribution for the z component is depicted (orange, bottom). Note
that the z component has in this case the largest influence on the lineshape, as explained in the
Section 2.4.2. The TX and TY substates show a hyperbolic energy dependence (top) as a function
of a magnetic field in the z direction, BHFI,Z. Weighting the different transition frequencies (blue
double-headed arrows) with the probability distribution of BHFI,Z gives rise to the asymmetric
lineshape as schematically illustrated for the TX-TZ transition by the projection onto the energy
axis (orange, top left).

along the schematic shown in Figure 2.12. The hyperfine interaction can be described as an
effective magnetic field BHFI created by the nuclei with non-zero spin acting on the electron
spins. Every spin can either contribute a positive or negative value to BHFI depending on
its orientation. Assuming a random orientation of a large number of nuclear spins at a
given point in time, which act together at random, the probability distribution of BHFI has
its maximum around zero and falls off toward larger absolute values, as is shown at the
bottom of Figure 2.12.

To understand how this magnetic field distribution affects the zero-field split ESR sig-
nals, it is important to understand how the energies of the triplet substates change as a
function of magnetic field. As explained in the previous section, at zero magnetic field, the
TX, TY and TZ substates are split in energy only by the zero-field splitting, while at finite
magnetic fields, the Zeeman interaction further splits the substates (see Equation (2.23)).
If the splitting due to the Zeeman interaction dominates the zero-field splitting, the triplet
substates are given by T0, T+1 and T-1. In the intermediate regime, for a magnetic field
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along the z direction, the TX and TY substates show a hyperbolic energy dependence as a
function of magnetic field, as depicted in Figure 2.12 (analogously for the other directions).

Knowing this triplet-state energy dependence, the effect of a BHFI distribution on the
zero-field ESR spectra can be graphically understood. For example, upon driving a transi-
tion between TX and TZ in the presence of a BHFI with a (Gaussian) probability distribution
in the z direction, a signal will be observed at the transitions frequencies indicated by the
blue arrows in Figure 2.12. Weighting the different transition frequencies with the proba-
bility distribution of BHFI,Z results in an asymmetric lineshape as schematically illustrated
by the projection onto the energy axis (Figure 2.12: top left).

Note that so far we only considered the BHFI component in the z direction, BHFI,Z.
Figure 2.12 demonstrates that the curvature around BHFI = 0 of the hyperbolic avoided
crossing is responsible for the asymmetric broadening. This curvature is inversely propor-
tional to the energy difference of the respective pair of substates. As, per definition, the
TX-TY transition has the smallest energy splitting of all possible pairs104 (see Section 2.4.1),
the broadening is typically dominated by their avoided crossing occurring along the z com-
ponent of BHFI (ref. [103])). For example, for pentacene the energy difference is larger by
roughly one order of magnitude in the other two directions.

So far, it was implicitly assumed that all the nuclear spins couple with a similar strength
to the electron spins. In reality, the coupling is largely dependent on the nuclear isotope
and its location in the molecule. To understand how the hyperfine interaction depends
on these factors, we will look at the two different contributions to the hyperfine coupling:
the dipole-dipole interaction between the electron and nuclear spins and the Fermi-contact
interaction, which is proportional to the electron spin density at the nucleus106. Both of
these terms depend on the nuclear isotope since they are proportional to gn, the g-factor of
the nucleus106. In first approximation, the Fermi-contact term for unpaired electrons in π
orbitals of planar aromatic molecules, studied in the context of this thesis, vanishes for both
the aromatic 13C and 1H nuclei, since they lie at the nodal x-y plane of the π orbitals106.
However, the unpaired electrons polarize the electrons in the inner-shell s atomic orbitals of
the carbons and the σ bonds, creating a finite spin polarization at the 13C and 1H nuclei106.
The second term of the hyperfine interaction, the dipole-dipole interaction, is anisotropic
and scales with 1/r3 with r the distance between the unpaired electron and the nucleus
(see Equation (2.19)). The dipole-dipole interaction term depends thus strongly on the
relative orientations of the nuclear and electron spins and their distance.

To take these different contributions to the hyperfine interaction into account, we use
that for planar aromatic molecules the hyperfine interaction tensor Ai is in good approxi-
mation proportional to the spin density at the carbon atom ρj, where the 13C nucleus i is,
or to which the 1H nucleus i is bound: Ai = ρjQi, with Qi the hyperfine interaction tensor
of nucleus i if ρj = 1 (ref. [106–108]). Since HHFI (Equation (2.24)) is small compared to
Hd.d. (Equation (2.19)), it can be treated by perturbation theory to derive a formula for
the shifts of the zero-field split energy levels due to the hyperfine interaction103,109. The
first order perturbation term vanishes, since in zero-magnetic field the expectation value of
Si is zero for the zero-field triplet substates (see Section 2.4.1). The hyperfine interaction
thus contributes only to second order to the zero-field ESR spectra. Assuming as above a
molecule for which TX and TY are close together in energy compared to TZ, the leading
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terms of the shifts of the energy levels follow as103,107,109

∆Ex = p°i miρiQ
i
zzq2

Ex � Ey

, ∆Ey = p°i miρiQ
i
zzq2

Ey � Ex

and ∆Ez � 0. (2.25)

Here, the sum runs over the nuclear spins in the molecule, which are presented here in
their usual basis quantized along the molecular z axis107. mi is the magnetic quantum
number of nucleus i. For example, for a nuclear spin with a nuclear-spin quantum number
I = 1/2, mI = 1/2 (spin up) or −1/2 (spin down). These formulas mathematically express
how the hyperfine coupling of a certain number of nuclear spins gives rise to the observed
ESR-AFM lineshapes. For example, the broadening of the TX-TZ transition results from
∆Ex, since ∆Ez � 0. This formula predicts similarly as derived above that the ESR-AFM
signals for a large number of (similar) nuclear spins have an abrupt onset with a decaying
tail. For example, for a nuclear spin with I = 1/2, there is a large probability of having
roughly equally many spins in the mI = 1/2 and −1/2 states, and a small probability of
finding most of the nuclear spins in the same state107 (see also bottom of Figure 2.12).

27





3. Controlled single-electron transfer
enables time-resolved excited-state
spectroscopy of individual molecules

The results presented in this chapter have been obtained and interpreted in collaboration
with Jakob Eckrich, Andrea Donarini, Leo Gross and Jascha Repp. Most of the text and
figures are based on those in a manuscript that is currently under review.

3.1. Introduction
The combination of scanning-probe microscopy with an increasing number of spectroscopic
techniques provides spectacular insights into the properties of individual molecules at their
intrinsic atomic scale. Examples of such pioneering single-molecule studies with atomic-
scale local information encompass structure determination4, orbital density imaging3, ultra-
fast spectroscopy at an approximately 100 fs timescale110 and electron-spin resonance22,111.
In particular, the integration of optical spectroscopy into local-probe microscopy such as
Raman112 and electro-15–17 and photo-induced113–116 luminescence has recently provided
breathtaking atomic-scale insights into light-matter interaction: theoretical concepts can
now be tested and visualized directly in real-space providing an understanding of the fun-
damental processes in light emission from organic materials117. Examples of such processes
are the dipole-dipole coupling118,119 and energy transfer16,120 between individual molecules.

Despite its very direct access to well-defined single-molecule model systems, the unam-
biguous assignment of observations to specific electronic quantum transitions is not always
straightforward. One issue is that in scanning tunneling spectroscopy (STS) a tip-to-
molecule tunneling event is typically followed by a quick molecule-to-substrate tunneling
event, and the two events are not detected separately. In other words, the molecule typi-
cally reverts to its ground state. However, in some cases, a second electron can tunnel into
the molecule starting from a transient charge state. The discrimination of such multiple
charging effects from the population of an energetically higher-lying excited state is, there-
fore, usually difficult35,121. For example, in STS a feature at a higher bias voltage than
required for tunneling into the LUMO might be associated to either electron attachment
into the LUMO+1 or to tunneling of a second electron into the LUMO starting from a
transient charge state. Next to the ambiguity related to the assignment, many charge tran-
sitions are typically not observable, since the molecule typically quickly reverts back to its
ground state. It is, therefore, often hard to access states that require multiple tip-molecule
tunneling events (see Figure 3.1).

Detecting and identifying some of the states that can be formed after multiple tunneling
events was made possible by the above-mentioned combination between luminescence and
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Figure 3.1.: Typically observable transitions in STS. Many-body energy diagrams (see
Section 2.1) for two different hypothetical molecules with a different ground state: S0 (a) and
D�

0 (b). The green arrows show the typically observed transitions in STS, while the red arrows
show transitions that are typically not observed. Note that the states typically have a multi-
reference character, meaning that (small) components of other states are mixed in; this could
allow additional transitions, which are neglected here because of their typically low probability.
a, If the ground state is S0, from the shown states only D�

0 and D�
0 can be accessed directly via

a single-electron tunneling event. The other states can only be accessed indirectly, typically via
other states and often requiring multiple tunneling events122,123, which makes it challenging to
access their energies. b, If the ground state is D�

0 , transitions to S0, T1 and S1 are possible via
single-electron tunneling processes; the other drawn states can only be reached via a transient
neutral state. Although such two-electron tunneling processes are typically much less likely (since
typically a quick molecule-substrate tunneling brings the molecule back in the D�

0 state), they can
in principle also occur and can be hard to distinguish from a single-electron tunneling processes.

scanning tunneling microscopy15,121, called STM-induced luminescence (STML). In STML,
the molecule is brought to an excited state by electron tunneling and decays via the emission
of a photon, which is collected in the far field117. The applications of STML are continuously
expanding and include next to the above-mentioned study of energy transfer16,120 and
coherent intermolecular dipole-dipole coupling118,119, also the study of excitons in charged
molecules17,123, photon cascades122, chemical reactions124,125 and the sensing of the atomic
environment126,127.

Still, studying the individual electronic transitions separately with STML remains out
of reach, since several electronic transitions lead to one spectral feature. That is why the
interpretation of these spectral features in STML is also not always straightforward. For
example, the assignment of an STML signal as phosphorescence or trion-related fluores-
cence is contradictory in recent literature128,129. To access the energies of such transitions,
we introduce a new single-molecule AFM spectroscopy that relies on the shuttling and
detection of single electrons.

Already in 1990, single electrons were detected with AFM82. The direct observation of
their tunneling between the tip of an AFM and a surface was demonstrated in 2001 (ref.
[130]). This led to the development of a single-electron spectroscopy with AFM85, as well
as approaches to image the populated localized states131,132.
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Gross et al. enabled the extension of these concepts to single atoms and molecules. In
2009, they demonstrated the detection of single-electron charges on single atoms4. Key to
this achievement was the use of a smaller cantilever oscillation amplitude, to increase the
sensitivity to the short-range chemical forces38 and thereby allowing atomic-scale spatial
resolution. Ten years later, single-electron AFM spectroscopy on single molecules was
demonstrated20,58.

Next to the single-molecule sensitivity, this spectroscopic method introduced by Fatayer
et al. dealt with the stochastic nature of the single-electron tunneling processes by the usage
of a pump-probe pulse sequence58. To access different electronic states of single molecules,
they were deposited on thick insulating films19. A gate voltage was applied between the
tip and the underlying metal surface, to steer single-electron tunneling processes between
the tip and the molecule. First, the molecule was initialize in a specific state, e.g. D�

0 (or
another ground state with a different net charge) by applying a suitable pump gate voltage.
Subsequently, a probe gate voltage was set, and it was determined if at this voltage an
electron tunnels from (or to) the tip into (or out of) the molecule within a specified time
interval. Such tunneling events will change the net charge of the molecule and would
thus result in a detectable change in the frequency of the cantilever oscillation12,83 (see
Section 2.3.3). The tunneling probability for these stochastic processes can be determined
by repeating this multiple times, and determining for each repetition the timing of a possible
tunneling event. Upon varying the voltage, the tunneling probability can be measured as a
function of voltage. Thereby, the energies of multiple excited states can be accessed20, and
the reorganization energies of single molecules on insulating films can be determined58.

Although this novel method offers access to quantities inaccessible to conventional STS,
a spectroscopic characterization of the broader low-energy spectrum of molecules remained
out of reach for the following reasons. First, the method is essentially limited to the study
of single-electron tunneling processes, restricting the number of excited states that can be
accessed. To be more specific, similar processes can be observed as in STS (see Figure 3.1).
Second, only the energies of available states can be accessed, the nature of the accessed
states is unknown (e.g. singlet, triplet). Further, extremely long measurement times are
required to energetically map one or two transitions, making it too time-consuming to
allow varying a wide-range of parameters to obtain additional insights (such as the tip
position). Finally, the tip is subject to stringent requirements; it is, therefore, not unlikely
that different tip apexes are required to cover the desired range of voltages20.

Here, we introduce a new type of single-molecule excited-state spectroscopy with AFM
that overcomes these issues, and thereby allows probing many quantum transitions of
different types individually, including radiative, non-radiative and redox transitions, in
which the charge state changes. It relies on an AFM pump-probe voltage pulse technique
introduced by Peng et al.21, which was used to determine the triplet-state lifetime of a single
pentacene molecule (see e.g. Figure 4.4). Building on these developments, we introduce an
electronic pump-probe tunneling spectroscopy based on AFM.

Similar as in the existing AFM spectroscopy method from Fatayer et al.20,58, our pump-
probe voltage pulse sequence initializes the molecule in a certain state (e.g. D�

0 ) by a voltage
pulse, after which the voltage is changed to bring the molecule to different possible states
(e.g. T1 or S0). In contrast to the existing AFM spectroscopy method, this second voltage,
called sweep voltage, is only applied for a very short duration (typically a few microseconds).
The populated states for a certain sweep voltage are then read-out during an additional
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read-out interval (see for more details Section 3.3). This approach has multiple advantages.
First of all, it allows us to discriminate between states with a different lifetime, guiding
their assignment. Second, next to single-electron tunneling processes, our method also
allows detecting and assigning multiple-electron tunneling processes, allowing access to a
wide-range of transitions and states (for example a two electron-tunneling process such
as D�

0 Ñ T1 Ñ D�
0 , see Figure 3.1b). Combined with the short time-scale of a pump-

probe cycle and the less stringent tip requirements, the full low-energy spectrum of single
molecules can be mapped out.

As a proof of principle, our method is applied to the well-studied pentacene molecule.
The resulting spectroscopic data can be fitted to yield various energy differences, reorgani-
zation energies as well as the broadening associated with the charge transitions. We demon-
strate the power of this spectroscopy by applying it to perylenetetracarboxylic dianhydride
(PTCDA), thereby shedding light on the interpretation of recent STML experiments on
PTCDA128,129.

3.2. Experimental

3.2.1. Atomic force/scanning tunneling microscope

Experiments were carried out with a home-built combined AFM/STM, as schematically
shown in Figure 3.2. The scan-head of the SPM (as described in more detail in ref. [133,
134]) is attached with springs to a liquid-helium bath cryostat, which is surrounded by
a liquid-nitrogen bath cryostat, see for more details ref. [133, 135]. These cryostats are
mounted on a vacuum chamber called SPM chamber. Two additional vacuum chambers
are present that are interconnected via gate valves.

Samples (e.g. single crystals) are mounted onto button heaters on sample holders (see
e.g. Figure 4.1b) and are introduced into ultrahigh vacuum (UHV) via the chamber called
load-lock. This chamber is pumped with a diaphragm and turbomolecular pump and
can reach pressures below 10�8 mbar. From the load-lock samples can be transferred into
the preparation chamber using the transfer arm, where they can be grabbed with the
manipulator. The manipulator is electrically contacted to allow annealing of the samples
via the button heater. The preparation chamber is used for sample preparation (see next
section), and is equipped with among others a leak-valve for sputtering gas, a sputter gun,
a NaCl salt evaporator, a mask for NaCl evaporation and a quartz crystal microbalance.
Using the manipulator, a sample can be transferred into the SPM scan head. Since the SPM
head is connected to the liquid-helium bath cryostat, the sample can be cooled down to 8 K
(the operation temperature used in the context of this thesis). Such low temperatures are
crucial for single-molecule investigations, since it prevents diffusion of the molecules under
study as well as diffusion of undesired molecular/atomic contaminations. Contaminations
were minimized by the use of ultrahigh vacuum (UHV) (base pressure, p   10�10 mbar),
generated by a combination of the cryo-pumping effect of the cryostat, a non-evaporable
getter pump attached to the SPM chamber and a titanium sublimation pump and ion-getter
pump at the bottom of the preparation chamber.

The microscope was equipped with a qPlus sensor52 (for the used sensor: resonance fre-
quency, f0 = 30.0 kHz; quality factor, Q � 1.9�104) and operated in frequency-modulation
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3.2. Experimental

Figure 3.2.: Schematic overview of the home-built AFM/STM system. The system
consists of three vacuum chambers (load-lock, preparation chamber and SPM chamber). The
scan-head of the SPM (not shown) is located in the SPM chamber, and cooled via the liquid
helium bath cryostat. Image adapted from ref. [133] with permission.

mode for AFM measurements (see Section 2.3.1). The qPlus sensor is based on a quartz
tuning fork52. To one of the prongs of this fork a conductive Pt-Ir tip was glued, while the
other prong was fixed on a substrate. More details of the used sensor design and mount-
ing can be found in ref. [134]. A major advantage of a qPlus sensor is that it can stably
operate at the optimal oscillation amplitude, which corresponds to the decay length of the
chemical forces: around 1 Å (ref. [38]). The stable operation (without jump-to contact,
see Section 2.3) at these small amplitudes is made possible due to the high stiffness of
the sensor, with a typical spring constant of around 1.8 kN/m (ref. [46]). Since the qPlus
sensor is made out of a piezo-electric material, quartz, its bending can be easily detected
by collecting the strain-induced surfaces charges46.

3.2.2. Sample and tip preparation

As a sample substrate, a Ag(111) single crystal was used. The surface of this sample
was cleaned by repeated sputtering and annealing cycles. The sputtering was performed
with neon ions: the preparation chamber was filled with 5 � 10�5 mbar neon gas and the
neon atoms were ionized and accelerated toward the sample, such that the ions have a
kinetic energy of 1 keV. This resulted in a current of around 10 µA at the sample surface.
The sample was sputtered in three cycles of approximately 30 minutes. In between the
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3. Time-resolved excited-state spectroscopy of individual molecules

cycles, the crystal was heated to 600 °C for a few seconds using Joule heating of the button
heater on which the crystal was mounted. After the third sputtering cycle, the sample was
annealed to 580 °C and held at the maximum temperature for two minutes, after which the
temperature was slowly reduced.

Subsequently, a NaCl film with a thickness of more than 20 ML was grown on half of
the sample, while the sample was held at a temperature of 80 °C. NaCl was evaporated
from a tantalum crucible by Joule heating, and the deposited amount was monitored using
a calibrated quartz crystal microbalance. The other half of the sample was covered by a
metal sheet, which was mounted to a movable rod in the preparation chamber. In addition,
a sub-ML coverage of NaCl was deposited on the entire surface at a sample temperature
of approximately 35 °C, to grow 2 ML NaCl islands also on the other half of the sample
that is used for tip preparation. The measured molecules (pentacene-h14 and PTCDA-h8
(Sigma-Aldrich)) were deposited in-situ onto the sample (T � 8 K) inside the scan head. To
this end, a silicon wafer was loaded with molecules under ambient conditions, after which
it was brought into UHV before a small shutter covering small holes (diameter � 1 cm) in
the radiation shields that surround the scan-head. To degas the silicon wafer, it was heated
to 150 °C (by Joule heating) before opening the shutter. After the shutter was opened, the
wafer was further heated to 650 °C.

The tip was prepared by indentation into the remaining Ag(111) surface, presumably
covering the tip apex with Ag. This indentation was repeated until the absolute value of
the ∆f signal was smaller than 5 Hz at a setpoint of VB = 0.5 V, I = 4 pA. Subsequently,
a constant-current STM image of the HOMO of pentacene on the 2 ML NaCl films was
taken at VB = −2.4 V. If the image contrast was similar as reported in ref. [3], the tip was
transferred to the >20 ML NaCl film75. Otherwise, the indentation was repeated until these
two requirements were fulfilled. To approach the tip on >20 ML NaCl, ∆f feedback was
used, the cantilever oscillation amplitude was regulated at 6 Å (12 Å peak-to-peak) and a
gate voltage of −4 V was applied. These parameters were chosen to enhance the sensitivity
to the long-range electrostatic force.

3.2.3. Voltage pulses

Figure 3.3 shows a schematic overview of the electronic circuit used for the sample voltage
pulse generation. The voltage pulses were generated by an arbitrary waveform generator
(AWG) (Pulse Streamer 8/2, Swabian Instruments), amplified by a factor of −10 using an
inverting amplifier based on an operational amplifier (OpAmp) [a] and combined with the
Direct-Current (DC) voltage using an adder based on an another OpAmp [b]. Since the
adder also inverts the signal, an inverter based on a third OpAmp [c] was employed to invert
the polarity of the DC voltage, while the sample voltage pulses were inverted during their
amplification ([a]). The combined voltage signal was fed to the microscope head by a semi-
rigid coaxial high-frequency cable (SC-033/50-AuSS-SS, Coax Japan Co. Ltd.) and applied
to the metal substrate as a gate voltage VG. Note that the high frequency components of
the pulses of VG lead to spikes in the AFM signal because of the capacitive coupling between
the sample and the electrodes of the qPlus sensor, which can lead to an undesired excitation
or damping of the cantilever. To suppress these spikes, we applied the same pulses with
opposite polarity and adjustable magnitude to an electrode that capacitively couples to
the sensor. To generate these canceling pulses, the AC voltage pulse signal was split
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3.2. Experimental

Figure 3.3.: Schematic overview of the electronic circuit for the sample voltage pulse
generation. The sample voltage pulses (AC) were generated using an AWG (Pulse Streamer).
This AWG was triggered using a signal from the STM electronics that was synchronized with
the cantilever oscillation. This trigger signal was conditioned using another AWG (Keysight) to
reduce cross-talk in the Pulse Streamer. The AC voltage pulses were tenfold amplified using an
inverting amplifier [a], added together with the DC voltage generated by the STM electronics
using an inverting adder [b] and applied as VG to the sample. Since this adder inverts the polarity
of the voltage, the DC voltage was inverted before entering adder [b] using an inverter [c]. The
AC voltage pulses were fed in parallel to another amplifier [d] with a variable amplification factor
β and applied to an electrode that capacitively couples to the sensor. This non-inverting amplifier
contains an RC-network to fine tune the shape of the pulses.

before the adder ([b]), and fed in parallel through a non-inverting amplifier with a tunable
amplification factor using a variable feedback resistor [d]. The magnitude of the pulses
was set such that the observed spikes in the AFM signal were minimized. Importantly, the
delay of the canceling pulses was tuned to match the one of the sample voltage pulses by
varying the cable length (by using cables with different lengths) used to fed the canceling
pulses into the microscope. Furthermore, a correction for slightly different shapes of the
sample voltage pulses and canceling pulses was implemented. This difference in shape is
largely attributed to the different cables used to fed the pulses into the microscope. To this
end, an RC network with variable resistors and capacitors was built into the feedback of
the OpAmp for the cancelling pulses ([d]) in order to fine tune the shape of the canceling
pulses for an optimal cancellation.

The amplifiers, adders and inverters that we used were based on evaluation boards
from Analog Devices, Inc. The inverter [c] was based on an ADA4523-1ARMZ evaluation
board, while the adder [b] and amplifiers [a] and [d] were based on ADA4870 evaluation
boards, modified for the above-described purposes. Reflections and resonances in the gate-
voltage circuitry were avoided by impedance matching, absorptive cabling, and limiting
the bandwidth of the external circuit to approximately 50 MHz (because of the ADA4870
amplifier). Experimental tests showed no indication of severe waveform distortions.

The sample voltage pulses were synchronized with the cantilever oscillation period,
typically such that they started at the bottom turnaround point (closest to the sample).
This synchronization was done with respect to the phase-locked loop of the AFM (see e.g.
ref. [29] for more information on the phase-locked loop), which provides a 2 µs-long signal
for every oscillation period. Before feeding this signal into the AWG (Pulse streamer) to
trigger the output of the sample voltage pulses, its length was reduced from 2 µs to 5 ns
via another AWG (Keysight 33600A Series). This minimizes the undesired coupling of this
signal into the output of the Pulse Streamer.
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3. Time-resolved excited-state spectroscopy of individual molecules

Figure 3.4.: Schematic of the AC-STM voltage pulses and the resulting electrostatic
force. a, b, The voltage pulses used for AC-STM are shown in a, including their compensation
pulses (see Section 3.2.4 for more details). A DC voltage VDC is applied that is chosen to be
close to the charge-degeneracy point (see Section 3.2.4), AC voltage pulses are given to charge
and discharge the molecule. These pulses were synchronized with the cantilever movement, as
displayed in b. Note that in practice the typical pulse duration (100 ns) is much shorter than
the cantilever oscillation period (33.4 µs). c, The pulses cause a change in the charge state of
the molecule (by the transfer of an electron between tip and molecule), resulting in a change in
electrostatic force between tip and substrate. As an example, the charge states for the S0 to
D�

0 transition are shown. The electrostatic force for the positively charged molecule is typically
less attractive than for the neutral molecule (a less negative ∆f signal is typically observed, see
Section 2.3.3.3). A less attractive force during the inward compared to the outward cantilever
movement causes a (positive) damping of the cantilever. Here, during every pulse a tunneling
event occurred. In reality the parameters were chosen such that the pulse at the top turnaround
point does not always cause a tunneling event. The magnitude of the measured signal will then
strongly depend on the spatially varying probability of these tunneling events, allowing us to
take maps of the orbital density. Note that the modulation of the electrostatic force due to the
cantilever movement is neglected in this schematic. This schematic is based on a figure from ref.
[89].

3.2.4. AC-STM

The electronic charge transitions, and thereby the orbital densities136, can be mapped on
thick insulating films by controlled shuttling of single electrons89. The resulting images
are called alternating-charging (AC)-STM images89. In the context of excited-state spec-
troscopy, AC-STM images were used to confirm the expected charge state of the molecule
at a certain gate voltage137 (see Section 3.4.3), to determine the tip position at which
the measurements were performed (see Section 3.3.1), and for lateral creep correction (see
Section 3.3.1). This section explains in detail how to record AC-STM images.
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In AC-STM single electrons are shuttled between the tip and the molecule, thereby
changing the charge state of the molecule. If the gate voltage is chosen within the observed
hysteresis of a charge transition (see Figure 2.9a), two charge states are bistable. Using
voltage pulses with a voltage exceeding the relaxation energy (see Sections 2.3.3.1 and 3.8),
the molecule can be switched between these two charge states. Such voltage pulses were
synchronized with the bottom and top turnaround point of the cantilever oscillation (see
previous section and Figure 3.4a and b). A tip-sample distance was chosen during which the
voltage pulse at the bottom turnaround point is always efficiently setting a certain charge
state, (almost) independent of the lateral tip position138. Using a cantilever oscillation
amplitude of 1 Å (2 Å peak to peak)138, the tunneling rate during the voltage pulse at the
top turnaround point is approximately 100 times smaller. This tunneling will, therefore,
only happen at those spatial positions where the orbital overlap between tip and molecule
is large and this tunneling process is efficient. If an electron tunneled at the top turnaround
point, the charge state of the molecule is different during the outward and inward movement
of the cantilever (since the electron always tunnels back at the bottom turnaround point).
Thus, the electrostatic force between the tip and sample is different during the outward and
inward movement (see Figure 3.4c), which generates a detectable damping or excitation
of the cantilever oscillation. Since the tunneling probability during the pulse at the top
turnaround point of the cantilever movement depends on the electron density in the orbital
to/from which is tunneled, this density can be imaged by measuring the damping/excitation
signal at different spatial positions (in constant-height mode). The tip-sample height was
chosen sufficiently close to get a large signal-to-noise ratio of the detected signal, but not
too close to prevent saturation of the signal. This saturation is a consequence of the fact
that maximally one electron can tunnel during the pulse. To be more exact, if the tip-
sample distance is too small, an electron can always tunnel at the top turnaround point,
even at positions where the orbital density is very small, which leads to a saturation of the
signal. The tip-sample height was, therefore, typically chosen to be 2 to 3 Å smaller than
the tip-sample height used for the excited-state measurements (see Section 3.3.1).

Note that this tip-sample distance is so small that the charging hysteresis is typically col-
lapsed (see Figure 2.9). Around the bottom turnaround point of the cantilever movement,
tunneling processes can then also occur spontaneously, instead of only being steered by the
voltage pulses. To prevent undesired effects from such spontaneous tunneling processes,
the DC gate voltage was typically chosen such that it was approximately 50 mV lower in
magnitude than the voltage of the charge degeneracy point (for 0 Ñ 1� and 0 Ñ 1�, in
case of 1� Ñ 0 and 1� Ñ 0 a voltage 50 mV higher in magnitude was chosen). This ensures
that the only spontaneous tunneling process is the one that should anyhow always occur
because of the pulse at the bottom turnaround point. Thus, the choice of this voltage
minimizes the artifacts that are due to spontaneous tunneling processes.

Importantly, since during the pulses a different voltage is applied, the ∆f is differ-
ent because of electrostatic forces, which could lead to an additional undesired excita-
tion/damping of the cantilever motion. To circumvent this, the AC-STM pulses were de-
signed such that they do not have any frequency components at the cantilever frequency138.
Therefore, compensation pulses were added to each pulse, such that the time integral over
each main pulse and its compensation pulses was zero, see Figure 3.4a. Their magnitude
was reduced by a factor 8 compared to the main pulse to prevent any tunneling events
induced by the compensation pulses138. Assuming that the frequency shift is linear with
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3. Time-resolved excited-state spectroscopy of individual molecules

Figure 3.5.: Experimental set-up and pulse sequence. a, Sketch of the experimental set-up.
Molecules (pentacene and PTCDA) were deposited on a >20 ML thick NaCl film that prevents
tunneling to the underlying Ag(111) substrate. A pump-probe voltage-pulse sequence was applied
to steer single-electron tunneling between the tip of a qPlus52 cantilever and the molecule. b,
A typical pump-probe voltage-pulse sequence is displayed together with the many-body energy
diagrams that show the possible transitions during the different phases of the pulse sequence
(only three states are shown for simplicity). Thicker arrows indicate dominating transitions
(see Figure 2.3). The molecule is initialized in a specific state (here D�

0 ) by the set pulse with
voltage Vset, followed by a sweep pulse with variable time tsweep and voltage Vsweep. At the
end of the sweep pulse, the states are mapped onto two different charge states using a read-out
voltage Vread-out, which is adjusted such that two different charge states are degenerate. The finite
relaxation energies render the molecule bistable in these two charge states, see Figure 2.4. The
different charge states can be discriminated by AFM. As explained in Sections 2.3.3.4 and 2.3.3.5,
transitions occur from a vibrational ground state (black lines) to an excited vibrational state with
an energy within the indicated Gaussians (gray), after which the system relaxes to the vibrational
ground state of the newly populated state. α denotes the lever arm, as explained in Section 2.3.3.4.

voltage, such compensation pulses would be sufficient to suppress any undesired frequency
components of short voltage pulses. In reality, there is a quadratic dependence of ∆f on
voltage. In general, this quadratic component can be minimized by applying the pulses
with a frequency matching twice the cantilever frequency. Since the quadratic component
is being minimized, the two pulses during a cantilever period may have different polarities,
as is the case for the pulses used in AC-STM (see Figure 3.4a).

3.3. Excitation and read-out scheme
A schematic of the experimental setup is shown in Figure 3.5a. Pentacene and PTCDA
molecules were deposited on thick NaCl films (>20 ML) on Ag(111), where the NaCl elec-
trically isolates the molecules from the underlying metal18. Voltage pulses were applied as
a gate voltage to the Ag(111) substrate. The gate voltage VG controls the alignment of
the molecular electronic states with respect to the Fermi level of the tip, and steers single-
electron tunneling between the tip and the molecule, used for mapping out the electronic
transitions.
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Figure 3.6.: Discrimination of S0 and T1 by mapping on two different charge states.
a, c, Many-body energy diagrams for the read-out phase with a read-out voltage corresponding
to the D�

0 -S0 degeneracy point. If the molecule was in the S0 state (a), it will stay in S0 at the
read-out voltage; a transition to D�

0 is blocked since - roughly speaking - the relaxation energy
would need to be overcome (see Section 2.3.3.1). If the molecule was instead in the T1 state
(c), an electron will tunnel out of the LUMO forming D�

0 (see d). b, d, Single-particle pictures
corresponding to the processes indicated in a, c, respectively. If the molecule was in S0 (two
electrons in the HOMO, none in the LUMO), electron tunneling is blocked (b). In contrast, if
the molecule was in the T1 state (one electron in the HOMO and one in the LUMO, with parallel
spins), an electron can tunnel out of the LUMO (d). Note that tunneling in or out of the HOMO
of the molecule in the T1 state at this voltage is energetically not allowed (in that case D�

0 or
D�

1 would be formed, which is energetically not possible according to the read-out many-body
diagram in Figure 3.8b).

To acquire an excited-state spectrum, we repeatedly apply a pulse sequence to the gate
voltage, controlling cycles of driven tunneling events and charge-state detection. In each
sequence, we first bring the molecule with a set pulse to a defined state, for example the
D�

0 state (see Figure 3.5d). Subsequently, a sweep pulse with a variable voltage Vsweep is
applied, bringing the molecule via one or more tunneling events to a variety of possible
states. Finally, a read-out voltage is applied that corresponds to the charge-degeneracy
point18 between S0 and one of the singly charged ground states, that is, D�

0 or D�
0 (see

Section 2.3.3.1). The populated states at the end of the sweep pulse are thereby mapped
onto the two degenerate charge states (see Figure 3.5b)21, which can be read out by means
of the electrostatic force acting on the tip12, see Sections 2.3.3.3 and 2.3.3.5. Interconversion
between these two states by single-electron tunneling to/from the tip is prevented close to
their degeneracy point by the vanishing overlap between their vibrational ground states
due to the large electron-phonon coupling present. In other words, roughly speaking the
relaxation energy needs to be overcome to change the net charge (see for a more detailed
discussion Section 2.3.3.1 and Figure 3.6a).
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Next to differentiating electronic states with different net charge, this read-out scheme
also allows differentiating certain electronic states that correspond to the same charge
state. Specifically, long-lived excited states (with a lifetime comparable or longer than
tsweep) can be distinguished from the ground state and any short-lived excited states that
decayed to the ground state during tsweep. For example, S0 and T1 can be distinguished
by projecting them onto different charge states, such as S0 and D�

0 , respectively21,22, as is
depicted in Figure 3.6. At a read-out voltage corresponding to the S0-D�

0 degeneracy point,
the molecule will stay in S0 if it was in S0 at the end of the sweep pulse, see Figure 3.6a
and b. In contrast, if the molecule was in T1, an electron can tunnel out of the LUMO of
the molecule, which brings the molecule into D�

0 , see Figure 3.6c and d.
In general, all the resulting states after each sweep pulse are mapped onto the two

different charge states being degenerate at the read-out voltage. Upon repeating this
voltage pulse sequence 8 times per second, typically for 80 seconds, the populations in these
two charge states can be determined. A part of such a measured data trace for pentacene is
shown in Figure 3.7a. It is important to realize that the read-out interval (125 ms) is long
compared to the voltage pulse duration (typically less than 100 µs). The resulting ∆f signal
is thus predominantly determined by the read-out phase, and is analyzed as described in
Section 3.3.2. Excited-state spectra were measured by sweeping Vsweep and recording for
every voltage a ∆f data trace, from which the population in the charge state was extracted.
The further Vsweep differs from Vset, the more transitions become possible, allowing us to
infer the transitions during the sweep pulse and in turn the energetic alignment of the
low-lying electronic states.

3.3.1. Experimental parameters for excited-state spectroscopy

The excited-state spectroscopy measurements were performed with the pulse sequence pre-
sented in the previous section. This section discusses the choice of cantilever oscillation
amplitude, lateral tip position, tip-sample height, sweep-pulse durations, set-pulse param-
eters and the parameters for creep correction.

A cantilever oscillation amplitude of 1 Å (2 Å peak-to-peak) was chosen to optimize
the signal-to-noise ratio for charge-state detection38. The oscillation amplitude modulates
the tip height and thereby induces variations in the tunneling rate and slight variations in
the lever arm of the gate voltage. To minimize these effects, the voltage pulses were syn-
chronized with the cantilever oscillation period (see Section 3.2.4), such that they started
2 µs before the turn-around point at minimal tip-sample distance. Furthermore, the sweep
pulses were chosen to be short, such that the entire sweep pulse occurs around the point of
minimal tip-sample distance. If this was not possible, full cantilever-period pulses were cho-
sen. The resulting minor influence of the cantilever’s oscillation amplitude on the excited-
state spectroscopy data was neglected in the modeling (see Section 3.5) and, hence, in the
fitting.

The lateral tip position was chosen by taking an AC-STM image (see Section 3.2.4) of
the S0 Ñ D�

0 transition (HOMO) and placing the tip on one of the brightest lobes of the
HOMO, see for example tip position I in Figure 3.11.

The tip height was iteratively set such that a decay constant of approximately 1.5 µs
for the D�

0 Ñ S0 transition was obtained. To this end, this decay was measured using a
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Figure 3.7.: Raw and processed ∆f data traces. a, b, Two data traces measured for a
pentacene molecule using the pump-probe voltage pulse sequence displayed in Figure 3.5b. The
measured data without processing is shown in case of a. Note that the duration of the set
and sweep pulses is negligible against the duration of the read-out interval (125 ms). The two
extracted frequency shifts of the read-out states, D�

0 and S0, are indicated by the red and yellow
lines, respectively. In case of b the raw and processed data are displayed (note the displayed
time scale is here shorter than in a). In this case, spikes were present at the beginning of every
pump-probe cycle (peaking at around −10.0 Hz), which were removed in the processed data (these
spikes were not present in the raw data shown in a, since shorter sweep voltage pulses were used
in that case (a, tsweep = 0.7 µs and b, 7 µs). The processed data was low-passed per read-out
interval to facilitate read-out. The read-out charge states are indicated by the red and yellow
shading. To keep track of the creep, the frequency shift of the neutral state was compared to the
one of the first dataset and the processed dataset was shifted by the difference.

voltage pulse sequence similar to the one used for the excited-state spectroscopy, except
that the sweep voltage was fixed to Vread-out + 1 V and tsweep was swept. In general, the
tip-sample height should be chosen such that it fulfills the following two requirements. The
tip-sample height should be sufficiently large to minimize tunneling events between the
two bistable states during the read-out phase of the pulse sequence, which gives a lower
limit to the tip-sample height. An upper limit to the tip-sample height is given by the
requirement that the tunneling rates should be much faster than the slowest triplet decay
rate. Typically, these two requirements restrict the possible tip-sample heights to a small
range (less than 2 Å) around the relatively large tip-sample height used (estimated to be
9 Å, see Section 3.5).

41



3. Time-resolved excited-state spectroscopy of individual molecules

The shortest sweep-pulse duration was then chosen such that at the largest Vsweep used,
the read-out fraction in the D�

0 state was around 0.10. This allows the detection of the
transition(s) at largest Vsweep. In contrast, a longer sweep-pulse duration is crucial for
the observation of transitions with a slower rate. The longest pulse duration was, there-
fore, typically set such that the fraction in the D�

0 state was close to zero at a voltage of
1 V above the voltage corresponding to the degeneracy of the D�

0 and S0 states. Two or
three additional sweep-pulse durations were chosen in between the determined shortest and
longest pulse duration, to improve the reliability of the fitting.

To initialize in the D�
0 state, the set-pulse voltage and duration were chosen such that

it reliably brings the molecule in this state. We chose, therefore, a set pulse with a voltage
that exceeds the relaxation energy (see Section 2.3.3.1) of the S0 Ñ D�

0 transition, having
a duration that is much longer than the decay constant of this transition. Specifically, a
set-pulse voltage was chosen that is 1 V lower than the D�

0 -S0 degeneracy point, having
a duration of 33.4 µs (one cantilever period). In case of initialization in T1 and S0 (see
Section 3.4.2), the set pulse sequence consists of two parts, where the first part is the same
as for initializing in D�

0 , and the second part is described in Section 3.4.2.
The measurements were performed in constant-height mode. To correct for vertical

piezo creep, the tip-sample distance was typically reset every 15 minutes by shortly turning
on the ∆f -feedback. Lateral creep was corrected every hour by taking an AC-STM image
(see Section 3.2.4) and cross-correlating it with an AC-STM image taken at the beginning
of the measurement.

3.3.2. Data analysis

The data acquisition and on-the-fly analysis were performed with Matlab. For data anal-
ysis, the data must contain information on the timing of the pump-probe intervals. The
AWG was, therefore, programmed to output trigger pulses synchronized with the pump-
probe voltage pulses. These trigger pulses were fed into the control electronics of the
microscope, and could therefore be recorded simultaneously with the measured ∆f data
trace.

To analyze such ∆f traces (see Figure 3.7a), first the frequency shifts of the two charge
states were extracted from a data trace measured at the beginning of a voltage sweep.
This dataset was measured using voltage pulse parameters for which it was approximately
equally likely to find the molecule in the two different charge states during the read-out
phase. The frequency shifts of these two charge states were extracted from the two largest
maxima of a kernel density estimation of the data trace (a probability density estimation
using a kernel with a normal distribution for smoothening), see for example the lines in
Figure 3.7a.

Subsequently, the data traces for different Vsweep were measured and analyzed. The
frequency shifts of the charged and neutral states were determined for each dataset indi-
vidually via a kernel density estimate. In case only one charge state was observed, the
frequency shift of the other charge state was extrapolated from the frequency shifts deter-
mined from the first dataset under the assumption that the difference in ∆f for the two
charge states is approximately constant. Note that the remaining effect of the capacitive
coupling described in Section 3.2.3 as well as the excitation of the cantilever due to the
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few µs sweep voltage pulses can cause spikes at the beginning of every read-out period, as
shown in Figure 3.7b. In contrast to AC-STM it was not necessary to restrict the used
voltage pulses to those that prevent cantilever excitation/damping (e.g. only use full pe-
riod pulses), because of the low (8 times per second) repetition rate. The resulting spikes
were simply removed from the data trace by setting the datapoints around these spikes
equal to the average frequency shift over the rest of the corresponding read-out phase, see
Figure 3.7b. After removing the spikes, every read-out interval was low-passed and it was
determined if the averaged frequency shift during this interval was above or below the value
centered between the frequency shifts of the two charge states. Counting the number of
read-out intervals for which the frequency shift was above this value (see Figure 3.7b red
background) and dividing it by the total number of intervals gives the read-out fraction in
the charge state. For the metal tips we have employed, the D�

0 and D�
0 states always had

a less negative frequency shift compared to S0 (at the respective read-out voltage).

3.3.3. Statistical uncertainty

The uncertainty on the determined read-out fraction in the charge state is dominated by
the statistical uncertainty. Because of the two possible outcomes (charged or neutral), the
statistics of a binomial distribution apply21. The standard deviation (s.d.) on the counts
in a charged state Nc is, therefore, given by

σNc =
c

N0Nc

Nc �N0
, (3.1)

with N0 the counts in the neutral state. In addition, the discrete nature of Nc should
be accounted for. That Equation (3.1) does not correctly account for the discreteness
contributing to the uncertainty margins is most obvious for the examples, in which either N0
or Nc is zero, for which Equation (3.1) provides a vanishing uncertainty. This discreteness
is accounted for by raising the error bars by one (σNc + 1) (ref. [21]). The error bars on
the measured fractions in the charged state are then given by

∆c � σNc � 1
Nc �N0

. (3.2)

If not indicated otherwise, every data point in the excited-state spectra corresponds to 640
pump–probe cycles and the error bars were derived from the s.d. according to this equation.

3.4. Excited-state spectroscopy on pentacene
Figure 3.8a shows the results of an excited-state spectroscopy measurement for a single pen-
tacene molecule, recorded using the pulse sequence described in Section 3.3 with read-out
at the D�

0 -S0 degeneracy. Here, the set pulse prepares the molecule in D�
0 (see Figure 3.8b).

For Vsweep voltages close to Vread-out, the molecule remains in D�
0 because of the Franck-

Condon blockade70,95 (see Section 2.3.3.1); hence at the end of each cycle, the state is
read-out as D�

0 . Upon increasing Vsweep and thereby passing certain threshold voltages,
labeled as (1, 2, . . . ), various transitions open or close. To facilitate the understanding,
schematic many-body diagrams in Figure 3.8e show the possible transitions when passing
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3. Time-resolved excited-state spectroscopy of individual molecules

the corresponding Vsweep threshold voltages (see for the definition of the many-body states
Section 2.1 and for their shifts with the gate voltage Section 2.3.3.4).

Upon Vsweep passing (1), a first tunneling channel opens and an electron can tunnel
from the tip into the HOMO resulting in S0, see Figure 3.8e. At (2) the electron can
tunnel into the LUMO forming T1. Importantly, this T1 state has a lifetime of tens of
microseconds21 and is mapped onto D�

0 during the read-out interval, while the population
in S0 remains in S0 (see Figure 3.6 and Figure 3.8e)21. Note that more than 80% of the
population was read-out in the D�

0 state, indicating that most of the population ended up
in the T1 state. This larger rate of tunneling into the T1 state than into the S0 state can
be explained by a difference in tunneling barrier (see Figure 2.3), multiplicity, spin-state
overlap and the (position dependent) different spatial overlap between the tip and LUMO
and HOMO, respectively. The difference in multiplicity and spin-state overlap gives rise to
a ratio of tunneling of 3 to 2 for D�

0 Ñ T1 and D�
0 Ñ S0, respectively. This ratio results

from considering the possible transitions starting with both spin configurations of D�
0 (up

and down) and ending in the spin configurations of the T1 (see Equation (2.21)) and S0
states.

In general, the assignment of features in the read-out signal to certain molecular transi-
tions can be achieved by analyzing the temporal evolution of the many-body states popu-
lations as follows. The transition rates associated to the tunneling of electrons between tip
and molecule can be controlled by the tip-sample distance and are chosen to be in the range
of a fraction of a microsecond to a few microseconds. In contrast, the triplet-to-singlet tran-
sition occurs on a considerably longer timescale of tens of microseconds21, whereas optically
allowed transitions are typically much faster than the chosen rate of charge transitions139.
By varying the duration of the sweep pulse tsweep, the temporal evolution of the populations
can be extracted, providing insight into the transition rates. For example, the fast and slow
population decay with increasing tsweep in the spectra between (1) and (2) and between (2)
and (3), respectively, strongly supports the assignment of the first and second feature in
Figure 3.8 to the D�

0 Ñ S0 and the D�
0 Ñ T1 transitions, respectively.

The assignment of other features in the spectra at increased sweep voltages follows the
procedure as outlined above, namely by considering which transitions sequentially open
and which time dependence is associated to it. If several transition pathways are available,
their competition must be considered. This analysis suggests that at (3) in Figure 3.8a two
new transitions could potentially become accessible.

One of them is the D�
0 Ñ S1 transition. S1 will immediately decay to the singlet

ground state S0 (see schematic 3A). Since this decay is within one multiplicity and there-
fore spin allowed, it can safely be assumed to be instantaneous on the time scale of the
experiment139,140. The opening of the D�

0 Ñ S1 Ñ S0 pathway will reduce the population
in T1, since it competes with the D�

0 Ñ T1 pathway, also starting at D�
0 (see Figure 3.8e).

The ratio of these two pathways is governed by the difference in tunneling barrier, multi-
plicity and spin-state overlap. The multiplicity and spin-state overlap give a 1 to 3 ratio
for the rates of D�

0 Ñ S1 and D�
0 Ñ T1, respectively141 (note that this is different from the

2 to 3 ratio for D�
0 Ñ S0 and D�

0 Ñ T1, due to the different wavefunctions of S0 and S1).
The other new pathway that could open starts with the T1 Ñ D�

0 transition, which
is then followed by a D�

0 Ñ S0 transition, effectively quenching the T1 population, see
schematic 3B. As will be clarified in Section 3.4.2, with the help of an additional experiment,
the results of which are shown in Figure 3.12, we recognized that both of these processes
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3.4. Excited-state spectroscopy on pentacene

Figure 3.8.: Excited-state spectroscopy of pentacene, initialized in the cationic charge
state. a, c, Plot of the read-out fraction (the normalized population during the read-out phase)
in the D�

0 and D�
0 states, respectively, as a function of the gate voltage Vsweep applied during the

sweep pulse. Measurements were performed with a voltage pulse sequence similar to Figure 3.5b
(Vset = −3.795 V), using a read-out voltage at the D�

0 -S0 (Vread-out = −2.795 V) and S0-D�
0

(Vread-out = 1.416 V) degeneracies for a and c, respectively. Four different tsweep were used, as
indicated. Solid lines represent fits to the data (see Sections 3.5 and 3.6). b, d, Many-body
energy diagrams of the transitions taking place during the set pulse and at the beginning of the
read-out phase for the spectra shown in a and c, respectively. The state resulting from the set
pulse is indicated by a dot. e, Many-body energy diagrams at the sweep voltages indicated by
the dotted lines (note that these voltages were chosen as a guide to the eye, the fitted threshold
voltages are listed in Table 3.1). The process(es) that cause the change in the read-out fraction
around the indicated voltage are represented by red arrows (opening of a transition) and crosses
(closing of a transition). At (3) two new transitions open, as indicated with A and B, and referred
to as (3A) and (3B). The opening of a certain transition (horizontal red arrows) may also enable
a cascade of further transitions (downward red arrows in (3) and (6)). The relative thicknesses of
the different arrows connecting two charge states roughly indicates the ratio of the rates governed
by the different tunneling barriers (see Figure 2.3).
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3. Time-resolved excited-state spectroscopy of individual molecules

contribute to the features observed at (3). Similarly, the feature observed at (6) at a higher
sweep voltage could either stem from accessing a transition from D�

0 to a short lived excited
neutral state, or accessing a transition from T1 to an excited negative charge state. We
find from the experiment shown in Figure 3.12 that the feature at (6) relates to accessing
a T1 Ñ D�

1 transition.
At Vsweep = 3.2 V for tsweep = 0.14 µs we observe another feature, indicating that a

transition opens or closes. We tentatively assign the feature to a D�
0 Ñ T1 Ñ Q�

1 pathway
(see Figure 3.9a), where Q�

1 is a negatively charged quadruplet state with presumably
one electron in the HOMO, one in the LUMO and one in a higher-lying orbital, such as
the LUMO+1. This is supported by the fact that this feature is also observed when the
molecule is initialized in T1 and S0 (see Figure 3.12) and scales with the initial T1 population
(see Figure 3.13). In contrast to D�

0 , Q�
1 cannot directly decay into the S0 state, as this

would require the simultaneous tunneling of multiple electrons, see Figure 3.9b. Instead
Q�

1 could decay into D�
0 , either directly (although being spin forbidden, orange pathway in

Figure 3.9b), or via an excited doubly charged triplet state (blue pathway in Figure 3.9b).
The assignment of the observed feature at Vsweep = 3.2 V to T1 Ñ Q�

1 assumes that the rate
of populating Q�

1 is faster than its decay. In contrast to D�
0 , Q�

1 will likely be fully read-out
as D�

0 , since the pathways Q�
1 Ñ S0 and Q�

1 Ñ S1 are not possible via a single-electron
tunneling process (see Figure 3.9c).

Note that around the same voltage at which we observe this feature also another charg-
ing step is observed in a KPFS spectrum (not shown), which we assume to originate from
a D�

0 Ñ S�2
0 transition (see the approximate energetic alignment in Figure 3.9b). We do,

however, assume that the population of this state cannot be observed in the spectrum, since
S�2

0 will convert to D�
0 (possibly via the short-lived D�

1 ), and thus likely behave identical to
the D�

0 population, see Figure 3.9d. Following this argumentation, we tentatively assign the
feature at 3.2 V to D�

0 Ñ T1 Ñ Q�
1 . Since this assignment is tentative and is not considered

any further, we did not include this transition in the rate equations (Section 3.5).
There are two additional very small steps at (4) and (5) visible in Figure 3.8a for the

longer durations of the sweep pulse. These features appear at a Vsweep relatively close to
the S0-D�

0 charge-degeneracy point at 1.42 V, suggesting that these features might relate
to transitions between states with neutral and negative charge. As will become clear in
the following, the visibility of such charge transitions in the signal is low, if read out at the
charge degeneracy of a different pair of charge states (for this case at the neutral-positive
charge degeneracy). Instead, the visibility is large, if transitions between two charge states
are read out at the charge degeneracy corresponding to these two states (for this case at
the neutral-negative charge degeneracy). Therefore, we repeated the experiments with a
different read-out voltage, mapping the states onto the D�

0 and S0 state instead of the D�
0

and S0 state. The resulting spectra shown in Figure 3.8c exhibit pronounced steps at (4)
and (5).

To understand these steps at (4) and (5), it is easiest to analyze the spectrum in
Figure 3.8c starting at large positive voltages (from right to left). At the right end of the
spectrum, Vsweep is far beyond the negative-neutral charge degeneracy point at 1.42 V such
that every state decays to D�

0 at long tsweep, resulting in a read-out fraction in D�
0 of 1

(Figure 3.8c). We recall that the molecule is still initialized in D�
0 , such that for large Vsweep

it may cascade via the neutral S0 and T1 toward D�
0 . However, at a Vsweep below (5) but

above (4), the cascade via S0 becomes blocked, since S0 will not decay into D�
0 , explaining
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3.4. Excited-state spectroscopy on pentacene

Figure 3.9.: Hypothesized origin of the feature around 3.2 V in excited-state spec-
troscopy of pentacene. a, Many-body energy diagram of the hypothesized transition pathway
opening at 3.2 V: T1 Ñ Q�

1 as indicated by the red horizontal arrow. b, Many-body energy dia-
gram of the relevant states. Whereas the insets with two levels indicate the occupation of HOMO
and LUMO, the ones showing three levels include also the LUMO+1. Q�

1 is assumed to have a
significant contribution of a state with one electron in the HOMO, one in the LUMO and one in
a higher-lying orbital such as the LUMO+1. The hypothesized transition pathway that opens at
3.2 V is T1 Ñ Q�

1 (red arrow). Q�
1 cannot decay into S0 or S�2

0 via a single-electron tunneling
event (gray arrows) (also not in S�2

1 if energetically accessible, not shown). Q�
1 could decay to an

excited doubly charged triplet state T�2
1 (blue arrow), assuming it has a significant contribution

of a state with two electrons in the HOMO, one in the LUMO and one in the LUMO+1. This
T�2

1 could then decay into D�
0 . Alternatively, Q�

1 could directly decay into D�
0 (orange arrow),

despite being spin forbidden. Assuming that the rate of populating Q�
1 (red arrow) is faster than

the rate of its decay (orange and blue arrows), a detectable population in Q�
1 could be present

for short tsweep. Note that the energy difference between S�2
0 and T�2

1 is unknown, and is for
simplicity assumed to be the same as for S1 and T1 (in any case, it is very likely that T�2

1 is
energetically below Q�

1 at a gate voltage of 3.2 V). c, d, Many-body energy diagrams of the tran-
sitions taking place at the beginning of the read-out phase assuming the initial population is in
Q�

1 (c) or S�2
0 (d). Note that the transitions Q�

1 Ñ S0 and Q�
1 Ñ S1 in c are not possible via a

single-electron tunneling process. The remaining population in Q�
1 will thus likely be fully read

out as D�
0 (other possible pathways via excited triplet states will likely also be read-out as D�

0 ).
In case of d, S�2

0 Ñ Q�
1 is not possible via a single-electron tunneling process. Thus, S�2

0 will
likely be read-out in the same way as D�

0 (mainly as S0).
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3. Time-resolved excited-state spectroscopy of individual molecules

the decrease in the read-out fraction (in D�
0 ) in the direction of decreasing Vsweep at (5) in

Figure 3.8c. Decreasing Vsweep further to below (4), D�
0 (after its population from T1) can

decay into S0 such that all the population can transfer into S0, explaining the additional
decrease in the read-out in D�

0 in the direction of decreasing Vsweep at (4).
As mentioned above, the transitions assigned to (4) and (5) are also those that cause

the small steps at the voltages associated to (4) and (5) in Figure 3.8a. However, in
Figure 3.8a the population in the D�

0 state at the end of the sweep pulse is read-out at the
positive-neutral charge degeneracy, causing only a small fraction of D�

0 to be read-out as
D�

0 . Analogously, at the left end of the spectrum in Figure 3.8c, transitions between states
with positive and neutral charge are read out at the negative-neutral charge degeneracy,
explaining the reduction in read-out signal from Figure 3.8a to Figure 3.8c below the voltage
of feature (1). In both cases, the magnitude of the read-out signal depends on the rates of
the competing pathways that are indicated by the thickness of the arrows in the read-out
diagrams in Figure 3.8b and d.

There are two approaches to further substantiate the above interpretation of the data
shown in Figure 3.8. First, data can be taken at different tip positions above the molecule,
as will be shown in the next section. Second, as already indicated above, we can adapt the
set pulse to initialize the population in the neutral state, partly in S0 and partly in T1, as
will be demonstrated in Section 3.4.2.

3.4.1. Varying the lateral tip position

To further scrutinize the interpretation of the data shown in Figure 3.8a and c, we per-
formed experiments at three different lateral tip positions above the molecule. The results
for three tsweep are displayed in Figure 3.10a, b and c. The spectra were taken at the
positions indicated in the AC-STM images89 of the HOMO and LUMO densities shown
in Figure 3.11a and b. These images show that upon moving at constant height from
position I to III, the tunneling rates to the HOMO and LUMO are both reduced. This
explains the increase of the fraction in D�

0 during the read-out in Figure 3.10a from posi-
tion I to III between voltages associated to (1) and (2) and above (3): with a decreasing
tunneling probability from position I to III, a larger fraction remains in the initialized D�

0
state. However, the fraction that is read-out between voltages corresponding to (2) and (3)
seems much less affected by the lateral tip position, as can be seen in Figure 3.10b and c.
This supports our assignment that the plateau between voltages of (2) and (3) is governed
by two competing tunneling rates, namely those corresponding to the D�

0 Ñ S0 and the
D�

0 Ñ T1 transitions. Interestingly, for the long tsweep used in Figure 3.10c, the fraction
that is read-out in the D�

0 state at these voltages is - within uncertainty margins - the same
for the three different tip positions. For such long tsweep all population will end up at the
end of the sweep pulse (with a sweep voltage corresponding to the plateau between (2) and
(3)) in either the S0 or T1 state. Thus, the competing tunneling rates into these two states
are apparently suppressed to a similar extent by changing the tip position from I to III.

Figure 3.10b shows two additional peaks in the data: one just below the voltage corre-
sponding to (3) and another between the voltages corresponding to (5) and (6). A similar
peak is observed in data measured on PTCDA (at (9) in Figure 3.20). We assign it to
accessing an excited triplet state, which will be explained in Section 3.10. As the first
small peak for pentacene in Figure 3.10b is located in proximity to the Vsweep where the
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3.4. Excited-state spectroscopy on pentacene

Figure 3.10.: Excited-state spectroscopy of pentacene at different lateral tip posi-
tions. a-c, Measured read-out fraction in the D�

0 state versus the applied gate voltage during the
sweep pulse Vsweep, for three different tip positions and for three different sweep-pulse durations.
Measurements were performed above the same individual molecule as in Figures 3.8 and 3.12 with
a voltage pulse sequence similar to Figure 3.5b, using a set pulse to initialize the molecule in D�

0
(Vset = −3.8 V) and read-out at the D�

0 -S0 degeneracy (Vread-out = −2.8 V). d, Many-body energy
diagrams of the transitions taking place during the set pulse and at the beginning of the read-out
phase for the spectra shown in a-c. e, Many-body energy diagrams of the transitions taking place
at the sweep voltages indicated by the dotted lines. The arrows, crosses and dots are analogous
to Figure 3.8e. Panel b shows two additional features at 0.4 and 1.7 V, respectively, which are
not indicated in e but described in Section 3.4.1.
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3. Time-resolved excited-state spectroscopy of individual molecules

Figure 3.11.: Lateral tip positions used for the excited-state spectroscopy of pen-
tacene in Figure 3.10. a, b, AC-STM images89 of the same pentacene as in Figure 3.10a
to c indicating the three positions where the spectra shown in Figure 3.10a to c were measured
(oscillation amplitude A = 1 Å). a, S0 Ñ D�

0 (HOMO): ∆z = −2.6 Å, VG = −2.9 V, Va.c. = 1.2 V
peak-to-peak (Vpp). b, S0 Ñ D�

0 (LUMO): ∆z = −2.0 Å, VG = 1.43 V, Va.c. = 1.2 Vpp). The
tip-height offset ∆z is given with respect to the setpoint ∆f = −1.443 Hz at V = 0 V, A = 3 Å.

D�
0 Ñ S1 transition becomes accessible (3), it is assigned to a transition to T2, because

of the experimental evidence that a higher-lying triplet state lies close to the S1 state of
pentacene142,143.

We note that this D�
0 Ñ T2 transition might (partially) also proceed via S1 followed

by intersystem crossing to T2, hence as D�
0 Ñ S1 Ñ T2. The likelihood of such an in-

tersystem crossing pathway competing with a direct decay of S1 to S0 was found to be
strongly dependent on the exact energy level alignment of S1 and T2, which depends on
the environment142,143. For two different lattices sites of pentacene in a p-terphenyl host
crystal an intersystem crossing yield of 0.5% was found, while for the two other lattice sites
a yield of 60% was found144. It was determined that for the two lattice sites with the large
intersystem crossing rate, T2 has a slightly lower energy than S1, while for the two other
lattice sites T2 has a slightly higher energy142. This could explain the large difference in
intersystem crossing rates: if T2 is energetically below S1, rapid intersystem crossing to
T2 could be possible, while if it is energetically above S1, this process is blocked at low
temperatures.

The feature in Figure 3.10b at 1.7 V we assign to accessing a transition to a higher-
lying triplet excited state, here called T3, at which one electron occupies the HOMO and
another a higher-lying unoccupied orbital. Interestingly, these peaks only show up at spatial
positions laterally displaced from the HOMO and LUMO density maxima, indicating that
higher-lying orbitals with a different spatial distribution are involved, which is consistent
with the assignment as a transition to a higher-lying excited triplet state (see Section 3.10).

From the AC-STM images in Figure 3.11, it appears that for other lateral tip positions
the ratio of tunneling into the HOMO and LUMO can be significantly changed. However,
no tip positions could be found were such a clear change was observed. This can be
explained by the fact that these images were taken at a tip-sample distance 2.0 and 2.6 Å
smaller than used for the excited-state spectroscopy measurements, such as those shown in
Figure 3.10a to c. Therefore, the dependence of tunneling rates on the lateral tip position
is less pronounced than in the AC-STM images.

50



3.4. Excited-state spectroscopy on pentacene

3.4.2. Different initialization

The second approach to further substantiate the interpretation of the data shown in Fig-
ure 3.8 is to initialize the molecule in the neutral state, partly in the S0 state and partly
in the T1 state, instead of initialization in the positive charge state. This different starting
configuration modifies the weight of the different pathways and eliminates pathways that
start at D�

0 . It can thereby aid the assignment of spectral features to specific electronic
transitions.

To initialize the population partly in S0 and partly in T1, the set pulse is replaced by
a set pulse sequence consisting of two pulses: a pulse to bring the molecule to D�

0 and
another pulse to subsequently bring the molecule in the T1 state. For the second pulse, a
voltage of Vread-out + 2.5 V was chosen for pentacene (here, −0.3 V). This pulse sequence
has the same effect as the set and sweep pulse for the data at −0.3 V in Figure 3.8 and
thus allows the population of T1 and S0. The duration of the second pulse determines the
ratio of the populations of the T1 and S0 states, since the T1 state will decay during this
pulse to the S0 state according to its molecule-specific lifetime21. At the end of a 33.4 µs
long second pulse of the set pulse sequence with Vset = −0.3 V, the T1 and S0 population
was 0.51� 0.01 and 0.49� 0.01, respectively.

The results are shown in Figure 3.12a and c. In Figure 3.12a around Vsweep = 0 V,
the initialized population in the T1 state will stay in T1 during the sweep pulse (except
for the slow direct decay into S0) and will be detected as D�

0 during the read-out. Upon
increasing Vsweep, two downward steps are observed for the shortest tsweep, at (3B) and (6).
At the same Vsweep steps are present in Figure 3.8a. Since processes that start at D�

0 are
excluded in Figure 3.12, the observation of these steps in Figure 3.12a indicates that the
T1 state is involved, supporting the assignment of T1 Ñ D�

0 to (3B) and T1 Ñ D�
1 to (6).

Note, however, that the relative step sizes at (3) are quite different for Figure 3.8a and
Figure 3.12a (for the shortest tsweep the signal drops by roughly 2/5 and 1/4 of its preceding
value, respectively). This indicates that the step in Figure 3.8 cannot stem from T1 Ñ D�

0
alone but must contain another contribution (which we assigned to D�

0 Ñ S1 (3B)), not
contributing in Figure 3.12a.

For small enough Vsweep, T1 can decay into D�
0 , giving rise to feature (8). This experi-

ment also allows accessing the S0 Ñ D�
0 transition (7) at voltages more negative than the

positive-neutral charging hysteresis at around −2.8 V. These transitions are not accessible,
when initializing the molecule in D�

0 .

3.4.2.1. Controlling the initial population in the triplet state

The initial preparation of the molecule in the neutral state further allows us to vary the
initial population of the triplet state by slightly modifying the set pulse sequence. As
described in the previous section, the initial population in T1 is determined by the length
of the second pulse of the set pulse sequence. Here, pulse durations of 33.4 and 100.1 µs
were chosen to populate the T1 state with a 52% and 24% probability, respectively. The
resulting spectra are shown in Figure 3.13. Figure 3.13a shows that the steps at (3B) and
(6) scale with the initial T1 population, lending further support that (3B) and (6) involve
the T1 state. Figure 3.13b shows a similar scaling in the voltage region between (7) and
(5). This confirms that the T1 state is also involved in (1), (4) and (8). In contrast, the
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3. Time-resolved excited-state spectroscopy of individual molecules

Figure 3.12.: Excited-state spectroscopy of pentacene, initialized in the neutral charge
state. a, c, Plot of the measured read-out fraction in the D�

0 and D�
0 states, respectively, as a

function of Vsweep. Measurements were performed with a voltage pulse sequence similar to Fig-
ure 3.5b. A set pulse sequence was used to initialize the molecule in S0 or T1, with approximately
equal populations (see Section 3.4.2). The read-out was at the D�

0 -S0 (Vread-out = −2.795 V) or
S0-D�

0 (Vread-out = 1.416 V) degeneracies for a and c, respectively. Four different tsweep were used,
as indicated. Solid lines represent fits to the data (see Section 3.6). b, d, Many-body energy
diagrams of the transitions taking place during the second pulse of the set pulse sequence (see
Section 3.4.2) and at the beginning of the read-out phase for the spectra shown in a and c, respec-
tively. e, Many-body energy diagrams of the assigned transitions happening at the sweep voltages
indicated by the dotted lines. The transitions that correspond to those present in Figure 3.8 are
indicated with the same number. The arrows, crosses and dots are analogous to Figure 3.8e. Note
that if the sweep voltage is close to the set voltage (between (8) and (3B)) the population remains
in the T1 and S0 state (see diagram at Vsweep = Vset). Only upon reducing or increasing Vsweep
outside this range different transition channels open and/or close as indicated.
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Figure 3.13.: Excited-state spectroscopy of pentacene, initialized in the neutral charge
state with different S0 and T1 populations. a, c, Plot of the measured read-out fraction in
the D�

0 and D�
0 states, respectively, versus Vsweep. Measurements were performed with a voltage

pulse sequence similar to Figure 3.5b. Two different set pulse sequences were used to initialize the
molecule with different initial populations in S0 and T1, as indicated (see Section 3.4.2.1). The
read-out was at the D�

0 -S0 (Vread-out = −2.795 V) and S0-D�
0 (Vread-out = 1.416 V) degeneracy for

a and c, respectively. A tsweep of 0.14 µs for a and 2.8 µs for c was used. b, d, Many-body energy
diagrams of the transitions taking place during the set and at the beginning of the read-out phase
for the spectra shown in a and c, respectively. e, Many-body energy diagrams of the transitions
taking place at the sweep voltages indicated by the dotted lines. The arrows, crosses and dots are
analogous to Figure 3.8e. Note that if the sweep voltage is close to the set voltage (between (8)
and (3B)), the population remains in the T1 and S0 state (see diagram at Vsweep = Vset). Only
upon reducing or increasing Vsweep outside this range different transition channels open and/or
close as indicated.
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high and low voltage regions are not affected by the ratio of T1 and S0 population at the
beginning of the sweep pulse. This confirms the interpretation that at these high and low
voltages, all the initial population will end up in a single charge state (D�

0 at (5) and D�
0

at (7)). Therefore, it is not affected by changing the initial T1 population.

3.4.3. Assessment of the assignment

This section critically reviews the assignment of the transitions as explained in the previous
sections and provides a general strategy, how the different transitions can be assigned, for
example, in a future study of other molecules.

As a first step, KPFS provides the voltages at which the molecule changes its charge
state (see Section 2.3.3.3 and Figure 2.9), corresponding to a transition between the two
ground states of different charge. Which charge-state transition is observed can be con-
firmed by the AC-STM images (see Figure 3.11 for pentacene), which reflect the orbital
densities of the respective molecular orbital being tunneled into or out of. D�

0 Ñ S0 and
S0 Ñ D�

0 are associated to tunneling into the HOMO and the LUMO respectively, the
densities of which are observed in AC-STM, allowing us to identify the positive-neutral
and neutral-negative degeneracies. Note that for this assignment, AC-STM images of two
sequential transitions are required to be able to distinguish the tunneling of the first and
the second electron in or out of a certain orbital.

Transition (1) is the first transition which occurs upon increasing Vsweep from the
positive-neutral degeneracy and can therefore be assigned to the D�

0 Ñ S0 transition. The
assignment of (2) to accessing D�

0 Ñ T1 is confirmed by the fact that the accessed state is
long-lived and decays with a triple-exponential decay (see ref. [21] and Figure 4.4).

Based on this assignment the molecule can be prepared in T1, and the value of the
plateau between (8) and (3B) in Figure 3.12 reflects the relative T1 population. The first
transitions that will open upon decreasing or increasing Vsweep are those to the cationic and
anionic ground states, that is, forming D�

0 or D�
0 , respectively. Thus, (8) and (3B) can be

assigned to T1 Ñ D�
0 and T1 Ñ D�

0 , respectively. Assuming similar relaxation energies
for the different transitions, the T1-S0 energy difference can be derived from D�

0 Ñ S0 and
D�

0 Ñ T1 (see Section 3.8). Using this energy difference and the voltage of the T1 Ñ D�
0

transition, the voltage for accessing the S0 Ñ D�
0 transition (5) can be estimated precisely

enough to confirm the assignment of the feature corresponding to (5).
Furthermore, the reorganization energy (sum of the relaxation energies) can be obtained

from the difference between the D�
0 Ñ T1 and T1 Ñ D�

0 transition energies (see Section 3.8).
Assuming similar reorganization energies, the S0 Ñ D�

0 (7) and D�
0 Ñ S0 (4) transition

voltages can be estimated from the known D�
0 Ñ S0 and S0 Ñ D�

0 transition voltages,
respectively, to assign the respective features.

The energy of the S1 Ñ S0 transition is well known from luminescence experiments and
can therefore be assigned from literature values. Preferentially, values from experiments
in similar sample setups (environments) should be used, as the energy level alignment
depends on the environment of the molecule. The S1 Ñ S0 transition of pentacene has
been measured as 2.26 eV (ref. [145]) for a single molecule on 4 ML of NaCl on Ag(100),
using a Ag covered tip apex, and we use this value for comparison here. Using an estimate
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Figure 3.14.: Definition of the transitions and their rates. Many-body diagrams at
the largest positive (a) and largest negative (b) gate voltage used, indicating the labels of the
transitions by numbers attached to the arrows. The corresponding rates are indexed according
to these labels. Blue (red) arrows are used to indicate an electron tunneling process from the tip
(molecule) to the molecule (tip), while the gray arrows indicate the immediate decay processes
from a higher-lying excited state to the lowest state of the same multiplicity and charge. The
green arrow indicates the T1 Ñ S0 decay. Transition 14 is indicated in yellow, since this transition
is not taken into account in the final rate equations that describe the populations during the sweep
pulse, for reasons explained in Section 3.5. For similar reasons transitions from D�

0 to S1 or T2
during the sweep pulse are also not included.

of the lever arm (we typically find values around α = 0.7, see Section 3.7), the D�
0 Ñ S1

transition (3A) can be assigned.
This leaves the assignment of the T1 Ñ D�

1 transition (6). For a preparation of the
molecule in T1, the T1 Ñ D�

1 transition is the second transition toward more positive sweep
voltage, following the T1 Ñ D�

0 transition, being the first.

3.5. Rate equations and fitting procedure
Having assigned the transitions in Figures 3.8 and 3.12, the relative energies of the electronic
states can be derived by fitting these four sets of data. To this end, we formulated a set
of differential rate equations that describe the time-dependent populations of the different
states, S0, T1, S1, T2, D�

0 , D�
0 , and D�

1 , during the sweep period. In the following, we
use the italicized labels of the states to describe their populations. The transition rates
between these states are used as visualized in Figure 3.14, serving as a definition of the
corresponding indices. We assume that the relaxation between states of the same charge
and the same multiplicity is fast compared to all other time scales of the experiment. Hence,
for the rate equations we assume these relaxations to be immediate. Therefore, a transition
into S1 has the same effect as a transition into S0, for example. Most rates depend on the
applied voltage and the tunneling conditions, as described further below. The resulting set
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3. Time-resolved excited-state spectroscopy of individual molecules

of differential equations reads

d
dt

D�
0 ptq = −pk1a � k1b � k2a � k2bqD�

0 ptq � k12T1ptq � k11S0ptq, (3.3)

d
dt

T1ptq = −pk4a � k4b � k12 � kTqT1ptq � pk2a � k2bqD�
0 ptq � k14D

�
0 ptq, (3.4)

d
dt

S0ptq = −pk3 � k11qS0ptq � pk1a � k1bqD�
0 ptq � kTT1ptq � k13D

�
0 ptq, (3.5)

d
dt

D�
0 ptq = −pk13 � k14qD�

0 ptq � pk4a � k4bqT1ptq � k3S0ptq. (3.6)

For the differential equations, rates k1a and k1b have the same effect. The same holds
true for the pair k2a and k2b, as well as the pair k4a and k4b. These pairs are therefore
combined to the rates k1 = k1a + k1b, k2 = k2a + k2b and k4 = k4a + k4b, respectively,
leading to the slightly simplified version

d
dt

D�
0 ptq = −pk1 � k2qD�

0 ptq � k12T1ptq � k11S0ptq, (3.7)

d
dt

T1ptq = −pk4 � k12 � kTqT1ptq � k2D
�
0 ptq � k14D

�
0 ptq, (3.8)

d
dt

S0ptq = −pk3 � k11qS0ptq � k1D
�
0 ptq � kTT1ptq � k13D

�
0 ptq, (3.9)

d
dt

D�
0 ptq = −pk13 � k14qD�

0 ptq � k4T1ptq � k3S0ptq. (3.10)

This last step of combining rates kia and kib of transitions to states of the same charge
and the same multiplicity, illustrates that it is very easy to include further higher-lying
states at a later stage. Conversely, some transitions never occur in the actual experiments.
Transition 14, for example, does not occur during the sweep pulse, since the experiments
did not include initialization in D�

0 . Occupation of D�
0 can therefore only occur for voltages,

for which D�
0 is energetically below T1, such that transition 14 is energetically not accessible

during the sweep pulse.
Before discussing the rate equations further below, we will first consider in general which

transitions can occur during our pump-probe pulse sequence. Since for every transition
only one electron is tunneling, not all transitions will occur. For example, the transition
from D�

0 to a neutral excited triplet state, which has two electrons in the HOMO and
one electron in each LUMO and HOMO-1 (ref. [23]) would require concerted tunneling
of more than one electron. Such a process is very unlikely and therefore expected to be
invisible here. However, as indicated in Section 2.1, many of the states are expected to
have multi-reference character23–25. For example, the excited triplet state described above
is expected to strongly interact via pair-hopping with another neutral excited triplet state,
which has one electron in each the HOMO and the LUMO+1. This latter state will be
accessible from D�

0 by tunneling of a single electron. Likewise, the neutral excited singlet
state having two electrons in the LUMO and none in the HOMO is expected to have a
non-zero contribution of a configuration with two electrons in the HOMO and none in
the LUMO. If such multi-reference character is present, it is enough that one contributing
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3.5. Rate equations and fitting procedure

many-body state is accessible to be observed in our experiment. Nevertheless, we cannot
rule out that some excited states might be invisible in the spectra.

The above set of rate equations can be written in a compact form by bringing the
time-dependent populations in vector form as P = pD�

0 , T1, S0, D�
0 q, such that

d
dt

P ptq = KP ptq (3.11)

with

K =

�
���
�pk1 � k2q k12 k11 0

k2 �pk4 � k12 � kTq 0 k14
k1 kT �pk3 � k11q k13
0 k4 k3 �pk13 � k14q

�
��� (3.12)

having the solution
P ptsweepq = exppKtsweepqP pt = 0q. (3.13)

This solution has been used to calculate the final populations numerically and fit the data.
The initial populations P pt = 0q are those present at the beginning of the sweep pulse, that
is, after preparing the molecule with the set pulse (sequence). In case of the data shown
in Figure 3.8, the set pulse brings the molecule to D�

0 , such that it was assumed that the
molecule was always in D�

0 at the start of the sweep pulse, hence P pt = 0q = p1, 0, 0, 0q.
In contrast, in case of the data of Figure 3.12, the molecule was brought to either S0 or
T1 by a set pulse sequence. In this case, it was assumed that the molecule was in one of
these two states, and the initial fraction in T1 was used as a fitting parameter (note that
this parameter is directly reflected in the value of the plateau between voltages of (8) and
(3B), such that there is little ambiguity in fitting this parameter).

Fitting the data numerically, as described above, is relatively slow. To systematically
scrutinize the fitting procedure in many fit runs under varying conditions, approximate
analytical solutions of the above differential equations were used. However, the final fit
was performed numerically.

All rates except for kT (and except for the immediate transitions, see above) involve a
tunneling event between tip and molecule. Whether a given tunneling process is possible,
depends on the applied voltage. Tunneling of an electron into the molecule becomes possible
above a certain threshold voltage, while tunneling of an electron from the molecule into the
tip becomes possible below a threshold voltage. The phonon-broadened states are observed
in conventional STS as Gaussian peaks in the differential conductance70 (see Figure 2.5),
corresponding to an onset of the tunneling rate with voltage as an error function58, which is
also used here for the fitting. Finally, the tunneling probability is also a function of applied
voltage, as the latter affects the effective barrier height for tunneling. As the spectra
acquired here typically cover a range of several volts, the effective barrier height can vary
considerably. To include this effect in the fits, the WKB approximation of tunneling through
a trapezoidal barrier is used, as explained in Section 2.2. According to Equation (2.6), the
tunneling rates ki take the form:

ki = ki0 exp
�
�22

?
2m

3ℏ
φ

3
2
m � φ

3
2
t

φm � φt

d

��
1� erf

�
�VG � Vi

wi




{2. (3.14)
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3. Time-resolved excited-state spectroscopy of individual molecules

Figure 3.15.: Barrier height. Schematic illustration to deduce the tip-sided φt and molecule-
sided φm flank of the tip-molecule tunneling barrier for a given transition with threshold voltage
Vi. a, Taking the lever arm into account, tunneling processes occur at an energy eαVi above
the Fermi level of the tip EF in absence of gating. Hence, at VG = 0, φm and φt are given by
subtracting eαVi from the work function of the NaCl/Ag(111) substrate Φs and tip Φt, respectively.
b, For VG � 0, the molecular states will shift with respect to EF by eαVG (see also Figure 2.8a).
φm is not affected by the gate voltage, remaining φm � Φs � eαVi. In contrast, φt changes by
eαVG, such that we deduce φt � Φt � eαVi � eαVG. c, For large negative gate voltages, φt can
become negative, as illustrated, such that instead of the trapezoidal barrier a triangular barrier
of reduced width has to be considered, see Equation (3.15).

with the electron mass m, the reduced Planck constant ℏ, the tunneling distance d, the
applied gate voltage VG, the molecule-sided barrier height φm � Φs�αVi, and the tip-sided
barrier height ϕt � Φt � αpVi � VGq, with the lever arm α and the work functions of the
sample Φs and tip Φt (see Figure 3.15b). ki0, Vi, and wi are the three fit parameters for
every transition i, describing the reference rate, the voltage threshold and the width of
the phonon-broadened states, respectively. The full width at half maximum (FWHM) can
be derived from the wi values by multiplication with 2

a
lnp2q. On the sample side of the

junction, a derivation of the tunneling probability based on the specific molecular orbitals
would be more appropriate, but this would require an a-priori assignment of molecular
orbitals to each transition. The WKB approximation as presented above works without
such presumptions and was therefore preferred. Differences in tunneling rate of other
origins that do not depend on voltage, as e.g. the multiplicity of the states, their individual
spin-state overlap (see Section 3.4) and the lateral dependence of wave-function overlaps
are accounted for by different ki0, which serve as fitting parameters. For tunneling into the
molecule and out of the molecule the sign in front of the argument of the error function
(erf) is positive and negative, respectively.

For large negative voltages VG, the tip-sided barrier height φt � Φt � αpVi � VGq can
become negative (see Figure 3.15c)146. In this situation the above equation takes a different
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form147, i.e.,

ki = ki0 exp
�
�22

?
2m

3ℏ
φ

3
2
m

φm � φt

d

��
1� erf

�
�VG � Vi

wi




{2. (3.15)

The lever arm α, the work functions Φs and Φt and the tunneling distance d were not
used as fit parameters. α was set by gauging the S1-S0 energy difference of pentacene
against literature values as described in Section 3.7. The work functions of tip and sample
were both set to 4 eV. The tunneling distance d was found empirically to yield a good fit
for d = 9 Å.

At first glance, the fixed choices for these quantities might seem arbitrary and there-
fore require a discussion. First of all, the values are reasonable estimates: The substrate
Ag(111) has a work function of 4.74 eV (ref. [148]) and it is known that NaCl reduces the
work function by roughly 1 eV (ref. [149, 150]). KPFS data directly reveal the work func-
tion difference between tip and sample, which we measured to be small compared to 4 eV
(see local contact potential difference in Table 3.1). The experimental tunneling distance
d was estimated from the experimentally known difference between the tip height used
in the excited-state spectra and the tip height required for bond-resolved imaging with a
CO-functionalized tip. Bond-resolved images were used that were recorded using a CO-
functionalized tip for which also the decay from D�

0 into S0 was measured (the tip used for
the measurements shown in Figure 4.21). This decay rate was compared to the one mea-
sured at the tip-sample height used for the excited-state spectroscopy measurements (see
Section 3.3.1). Finally, the tunneling distance for the bond-resolved images was estimated
by comparison to density-functional calculations from ref. [4]. In this estimation, it was
assumed that the CO molecule itself is part of the barrier, because CO molecules on the
surface are imaged as a depression using a metal tip50. Using these considerations, a value
of approximately 9 Å was derived, which matches the one found empirically to yield a good
fit.

In Equations (3.14) and (3.15) one could simply omit the exponential term describing
the tunneling probability, while the error function would still provide a reasonable fit to the
step-like features in the spectra yielding the desired parameters, namely a set of Vi. The
exponential term is included to obtain the explicit voltage dependence of the tunneling
probability, which expresses itself in the slight voltage dependent populations between
the step-like features, see for example Figure 3.20. Including voltage dependence of the
tunneling probability improves the fit considerably. However, the precise choice of barrier
height and width (within reasonable bounds) is much less important for the quality of the
fit. Likewise, it is unimportant for the fit, whether the barrier is slightly larger at its left
flank than at the right, or the other way around. Therefore, we set the work functions
to reasonable values, neglect the difference in work functions between tip and sample, and
set the tunneling-barrier width such that the voltage-dependent populations between the
step-like features in the spectra are reproduced well.

Yet, a difference in work function of tip and sample, i.e. a non-zero contact potential
difference (CPD), has another effect. A non-zero CPD will result in an electric field in the
junction even at zero gate voltage, equivalent to a constant offset of the applied gate voltage.
The voltage of contact potential difference VCPD can be accessed by KPFS. This offset in
the gate voltage resulting from a non-zero CPD is omitted in the equations for simplicity,
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3. Time-resolved excited-state spectroscopy of individual molecules

since it does not affect the energy differences that we derive (because such differences are
always acquired with one individual tip). The effect of a non-zero CPD should be taken
into account when considering the absolute energies, at which the transitions happen. To
this end, the VCPD values for the tips used, with respect to the NaCl(>20 ML)/Ag(111)
surface, are provided in Table 3.1. Note that even with applied VCPD, the electric field is
not nullified everywhere in the junction, as the field is inhomogeneous76. However, also
this effect from the inhomogeneous field contribution is canceled in the energy differences
considered here.

Despite the triplet decay being a triple-exponential decay, it is treated in the fit as a
single-exponential decay with rate kT as a fitting parameter for simplicity. The rate kT is
low (corresponding to a long-lived T1) compared to all the considered tunneling rates ki

at the parameters of the experiment. Therefore, all sweep times used in the experiments
were relatively short compared to the triplet decay. In this limited sweep-time range, the
triplet decay is very well approximated by a single-exponential decay.

In principle, during the read-out period similar cascades of transitions as described for
the sweep pulse will occur, just at a different gate voltage, the read-out voltage. However,
since the read-out time is much longer than the involved tunneling rates, it can be assumed
that the molecule will always return to the ground state of one of the two charge states
that are brought in degeneracy by the read-out voltage. Thus, the read-out populations
represent the equilibrium limit and the fraction that is read-out in the charge state can
then be expressed in terms of the populations at the end of the sweep period. For the
read-out at the D�

0 -S0 degeneracy this is

D�
0,read-out = D�

0 � T1 � f�Ñ�D�
0 . (3.16)

D�
0,read-out, the read-out fraction in the D�

0 state, is a sum of the populations in D�
0 and

T1 as well as a fraction f�Ñ� of the population in D�
0 . Here, it is assumed that all the

population in T1 at the end of the sweep pulse will end up as D�
0 during the read-out, since

kT is negligible against k12 at the tip height used. f�Ñ� is used as a fitting parameter;
it is given by the ratio of rates k14 and k13, where k14 and k13 also include the tunneling
processes into the accessible higher-lying triplet and singlet states, respectively. Since
tunneling into S0 (k13) has the lowest tunneling barrier (see Figure 2.3), f�Ñ� is small. We
indeed obtained from the fitting that f�Ñ� lies in the range of 0.03 to 0.05 for pentacene.

Analogously, for the read-out at the S0-D�
0 degeneracy

D�
0,read-out = D�

0 � T1 � f�Ñ�D�
0 (3.17)

with f�Ñ� the fraction of the population in D�
0 that is read-out at D�

0 . This fraction is
given by the ratio of rates k1 and k2 (including the rates into the accessible higher-lying
excited singlet and triplet states). f�Ñ� is also used as fitting parameter and is found to
lie in the range of 0.5 to 0.65 for pentacene. This is much larger than the values found
for f�Ñ�, since the tunneling barrier is in this case lowest for the highest-lying states (see
Figure 2.3).
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Figure 3.16.: Intermediate result of fitting of the excited-state spectroscopy data
of pentacene. The data displayed is the same as in Figures 3.8 and 3.12 for a, b and c,
d, respectively. The data was fitted using the transitions that were assigned as explained in
Section 3.4; the solid lines represent the fits to the data. The fitted voltages of these transitions
are indicated by the dotted lines and numbered analogously to Figures 3.8 and 3.12. Three
substantial discrepancies are observed between the fit and the data, as elaborated in Section 3.6.
These discrepancies point toward other transitions that are taking place during the sweep time,
which need to be taken into account to improve the fit.

3.6. Fitting of the pentacene data
The pentacene datasets (Figures 3.8 and 3.12) were fitted simultaneously, including differ-
ent tsweep, using the equations described in Section 3.5, taking into account the assigned
transitions. Importantly, an initial guess should be made for the voltages at which the
transitions occur. We estimated these initial parameters based on the experimental data,
given the assignment of the transitions, as discussed in the Section 3.4.

Figure 3.16 shows the resulting fits (solid lines) of the pentacene data using one common
set of fitting parameters for all data. Although the fit resembles the data overall very
well, there are a few pronounced deviations between the fitted curves and the measured
data points. These deviations are neither surprising nor alarming, since not all possible
low-energy transitions have been accounted for. However, since such deviations can also
influence the voltage at which the transitions of interest are fitted, we added an additional
transition to improve the fit. To this end, we first identify the largest deviations, namely,

I. around (6) for the initialization in D�
0 for short tsweep (dark blue graph in Figure 3.16a

and b),
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3. Time-resolved excited-state spectroscopy of individual molecules

Figure 3.17.: Intermediate and final result of fitting the excited-state spectroscopy
data of pentacene. The experimental data displayed is the same as in Figures 3.8 and 3.16a
and b. This data (including the spectra with initialization in T1 and S0) was fitted using the
transitions that were assigned as explained in Section 3.4, and used in Figure 3.16, but including
one additional transition (green): D�

0 Ñ S2 (10) in case of a, b and D�
0 Ñ T2 (9) in case of c, d.

The fitted voltages of the transitions are indicated by the dotted lines and numbered analogously
to Figure 3.8. Clear discrepancies between the fit and data exist for a, b, which are not present
for c, d. Therefore, a D�

0 Ñ T2 transition (9) was included in the final fits.

II. between (2) and (3A) most pronounced for short tsweep (especially the dark blue graph
in Figure 3.16b) for initialization in D�

0 and read-out at the S0-D�
0 hysteresis, and

III. the plateau after (3B) for initialization in D�
0 and read-out at the S0-D�

0 hysteresis,
similarly pronounced for all tsweep (Figure 3.16b).

In comparison, the fit resembles the data for initialization in S0 and T1 (Figure 3.16c and
d) very well. This indicates that the deviations of the fit for initialization in D�

0 can likely
be solved by adding one or more transitions that start in D�

0 . As a first trial, we added the
D�

0 Ñ S2 transition, which is expected to improve at least deviation I. As can be seen in the
resulting fit in Figure 3.17a and b, adding this transition considerably improved the fit with
respect to deviations I and III, but did not remove deviation II. Moreover, it introduced
some new deviations. As a second trial, we added a D�

0 Ñ T2 transition instead of the
aforementioned D�

0 Ñ S2 transition, which results in the fit shown in Figure 3.17c and d.
Since this fit resembles the data very well, we concluded that the assignment as a D�

0 Ñ T2
transition is correct. Interestingly, at a different lateral tip position (see Figure 3.10b), we
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Pentacene 1 Pentacene 2 Pentacene 3 Pentacene 4
Transition
voltage (V)
D�

0 Ñ S0 −2.16� 0.05 −2.02� 0.05 −2.05� 0.05 −1.70� 0.05
D�

0 Ñ T1 −0.84� 0.05 −0.75� 0.05 −0.70� 0.05 −0.56� 0.05
D�

0 Ñ S1 1.05� 0.06 1.17� 0.05 1.30� 0.11 1.29� 0.07
D�

0 Ñ T2 1.05� 0.07 1.13� 0.06 1.35� 0.10 1.16� 0.07
T1 Ñ D�

0 0.89� 0.05 1.05� 0.05 0.92� 0.05 1.08� 0.05
T1 Ñ D�

1 2.29� 0.05 2.48� 0.05 2.37� 0.05 2.36� 0.10
D�

0 Ñ S0 0.87� 0.05 - 0.90� 0.20 -
S0 Ñ D�

0 2.21� 0.05 - 2.25� 0.05 -
T1 Ñ D�

0 −2.01� 0.05 −1.97� 0.13 −1.90� 0.05 −1.60� 0.09
S0 Ñ D�

0 −3.37� 0.05 −3.32� 0.05 −3.34� 0.07 −2.92� 0.05
Other
T1 decay rate (µs�1) 0.017� 0.001 0.015� 0.001 0.027� 0.002 0.020� 0.003
f�Ñ� 0.052� 0.003 0.030� 0.006 0.049� 0.006 0.055� 0.006
f�Ñ� 0.644� 0.004 - 0.526� 0.008 -
Initial T1 population 0.518� 0.002 0.514� 0.005 0.514� 0.004 0.510� 0.006
Lever arm α 0.70� 0.02 0.71� 0.02 0.67� 0.03 0.76� 0.03
VCPD (V) −0.47� 0.01 −0.42� 0.02 −0.46� 0.02 −0.57� 0.05

Table 3.1.: Fitting results for four pentacene molecules. The error bars are given by the
uncertainty on the fit, with a minimal error bar on the transition voltages set to 0.05 V. The
voltages of local contact potential difference (VCPD) were determined as the maximum of a KPFS
parabola measured above the molecule (see Section 2.3.3.3). The lever arm was determined as
discussed in Section 3.7.

also found a signature of such a D�
0 Ñ T2 transition - around the corresponding threshold

voltage.
We reiterate that this additional D�

0 Ñ T2 transition was only included to improve the
fitting of the main transitions. Further, we fitted the data using a minimal number of
transitions, but more transitions could be present that coincide with other transitions and
are therefore not clearly visible. For instance, additionally including a D�

0 Ñ T3 transition
as well as a D�

0 Ñ S2 transition in the fit for pentacene around the voltage where the
D�

0 Ñ T3 transition is observed at a different spatial location (see Figure 3.10) fits the data
similarly well.

The final fits are also indicated by the solid lines in the plots of Figures 3.8 and 3.12.
In general, the fit resembles the data very well which supports our interpretation of the
processes mentioned in Section 3.4. Table 3.1 lists the resulting fitting values for this fit
(listed as pentacene 1). The fitted voltages at which the transitions occur are displayed for
every transition, with error bars given by the uncertainty provided by the fitting algorithm.
In addition, we manually estimated the error bar on the fit of a well-resolved transition
(without any close-lying transitions) by varying the parameters, and find an uncertainty of
� 0.05 V, which was set as a lower limit of the uncertainties. Table 3.1 also lists the other
fitting parameters as well as the local contact potential difference for the used tip. From
the determined transition voltages and reorganization energies (see Table 3.2) one can also
infer the values of electron affinity and ionization potential.

63



3. Time-resolved excited-state spectroscopy of individual molecules

To account for potential influences of the environment (e.g. presence of nearby step
edges), as well as the possible influence of the metallic tip and its workfunction, the mea-
surements were repeated for three other pentacene molecules, all measured with another
metallic tip apex. The data measured for these pentacene molecules were similarly fitted
including the D�

0 Ñ T2 transition. The resulting values are also listed in Table 3.1. Note
that for two of these pentacene molecules, spectra were only measured for read-out at the
D�

0 -S0 degeneracy, not for read-out at the S0-D�
0 degeneracy. In these cases, the transitions

D�
0 Ñ S0 and S0 Ñ D�

0 only had a small influence on the spectra and could not be reliably
fitted. For the fitting to converge, the fitting parameters of these transitions had to be
fixed, and they were fixed to the parameters obtained for pentacene molecule 1, correcting
for the overall shifts of all transition voltages for these two molecules by comparing the
transition voltages of the D�

0 Ñ S0 transition.
The uncertainty on the fit of some of the transitions is much larger than on the others,

which we attribute to the presence of multiple transitions around the same voltage. Another
complication is that in some cases the fit could compensate a too large width of a transition
by using a larger rate. Since the widths of all the transitions that do not show this behavior
are similar and around 0.20 V for pentacene (FWHM 0.33 V), we set a slightly larger upper
limit for all widths wi of 0.25 V. To understand if such an upper limit might affect the
corresponding threshold voltages, we varied the upper limit by 0.05 V. While this did affect
some fitted threshold voltages, these shifts were within the uncertainty margins and hence
insignificant.

The provided values of pulse durations correspond to the ones set at the driving elec-
tronics. However, the wiring between the AWG and the sample acts as a low-pass filter,
effectively shortening the pulse durations by a fixed amount. Correspondingly, we found
that the fit is improved if we subtract 40 ns from all pulse durations for the fit; 40 ns seems
in reasonable agreement with the expected settling time of the circuit.

3.7. Determination of the lever arm
From the fitted transition voltages (see Table 3.1), a many-body energy diagram of pen-
tacene can be derived. To this end, the transition voltages have to be rescaled to energies
taking into account the partial voltage drop across NaCl, i.e., the lever arm58,93,94 α (see
Section 2.3.3.4). This voltage drop could be estimated from modeling the tip-sample geom-
etry as shown in literature58, but such simulations are subject to large uncertainty margins
due to the uncertainty on the tip-NaCl distance, the tip radius and the local thickness of
the NaCl film58.

Instead, we calibrate our energies using the S1-S0 energy difference determined as 2.26 eV
by STML for pentacene on NaCl(4 ML)/Ag(100) (ref. [145]). We believe that this value of
the S1-S0 energy difference is the most reliable to be taken as a reference value, due to the
similarity in the environment of the molecule (i.e. NaCl as a surface, presence of a Ag tip).
Since the lever arm α also affects the effective barrier heights (see Section 3.5), it was set
iteratively for the pentacene datasets such that the S1-S0 energy difference was derived as
2.26 eV. We, thereby, estimate a voltage drop of 30% in the NaCl film for the data shown
in Figures 3.8 and 3.12, corresponding to a lever arm α of 0.70.
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3.8. Energy differences, reorganization energies, rates and line widths

Pentacene 1 Pentacene 2 Pentacene 3 Pentacene 4 Average
Energy difference
(eV)
T1-S0 0.93� 0.06 0.90� 0.06 0.91� 0.06 0.86� 0.06 0.90� 0.06
S1-S0 2.26� 0.09 2.26� 0.09 2.26� 0.12 2.26� 0.10 2.26� 0.05
D�

1 -D�
0 0.99� 0.06 1.01� 0.06 0.98� 0.06 0.97� 0.09 0.99� 0.04

T2-S0 2.26� 0.09 2.23� 0.09 2.29� 0.12 2.17� 0.10 2.24� 0.12
Reorganization
energy (eV)
D�

0 -S0 0.85� 0.06 0.92� 0.06 0.87� 0.07 0.92� 0.06 0.89� 0.07
D�

0 -T1 0.83� 0.06 0.86� 0.10 0.81� 0.06 0.78� 0.08 0.82� 0.07
S0-D�

0 0.95� 0.06 - 0.91� 0.15 - 0.93� 0.06

Table 3.2.: Derived energies for pentacene. Energy differences and reorganization energies
determined for different transitions for four pentacene molecules. The uncertainties were deter-
mined as described in Section 3.8.

The uncertainty of this estimated voltage drop arises from the uncertainty on the fitting
of the S1-S0 energy difference, as well as the uncertainty on the comparison of the S1-S0
energy differences in slightly different environments. For instance, the different thicknesses
of the NaCl layer, and thus a different proximity of the metal underneath the NaCl can
cause shifts on the order of at least tens of meV (ref. [151]). Furthermore, the difference
in electric field in the tip-sample junction for the STML measurements compared to our
spectroscopic measurements of the D�

0 Ñ S0 and D�
0 Ñ S1 transitions will cause a slight

deviation between our determined value and the 2.26 eV obtained with STML. A change
in electric field during the STML measurements on pentacene caused a Stark shift of
the S1-S0 transition of less than 10 meV/V (ref. [145]). We estimated the uncertainty
due to differences in the environment including the applied electric field to be 50 meV.
Taking the sources of uncertainty on the lever arm together, we estimate that the resulting
uncertainty of the lever arm is � 0.02. Note that the uncertainty obtained this way is
only one third of the uncertainty on the lever arm that was obtained from modeling the
tip-sample geometry58, indicating that our approach gives a more reliable estimate of the
lever arm.

Since the lever arm depends on the local thickness of the salt, it was determined indi-
vidually for every pentacene molecule that was measured. Similar level arms were obtained
ranging from 0.67 to 0.76, as listed in Table 3.1.

3.8. Energy differences, reorganization energies, rates and
line widths

The many-body energy diagram can be derived from the fitted transition voltages (see Ta-
ble 3.1). To derive energy differences, we take the difference between two processes starting
at the same state and ending in the two states of interest (e.g. D�

0 Ñ S0 and D�
0 Ñ T1

for the T1-S0 energy difference), rescaling the result by the lever arm (Section 3.7). The
results for the four pentacene molecules are listed in Table 3.2. The uncertainty margins for
the individual molecules were derived from the uncertainties of the transition voltages and
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3. Time-resolved excited-state spectroscopy of individual molecules

Figure 3.18.: Many-body energy diagrams of pentacene. a, The energy diagram was
obtained from fitting of excited-state spectroscopy measurements for four individual pentacene
molecules, and is drawn for VG = 0 V. As in Figure 3.5b, the rotated Gaussians (gray) indicate the
broadening of the transitions due to electron-phonon coupling, although they are not a property
of the state, but of the transition being made. Here all relaxation energies and widths are set to
their averaged values derived from fitting the experimental data. The relaxation energies are set
to half of the reorganization energies. b, Many-body energy diagram of pentacene extrapolated
to thin films (see Section 3.9.1 for details) showing the pathway that leads to the STML signal
with 2.26 eV photon energy145. This many-body energy diagram is drawn with respect to the
chemical potential of the substrate for an applied bias voltage VB of −3 V. That way, tunneling
events to or from the substrate result in transitions that lower the energy. By tip-molecule
tunneling, charge transitions that increase the energy by maximally eVB become possible, such
as the S0 Ñ D�

0 transition (involving molecule-tip tunneling, blue arrow) shown here. On thin
films the molecule will revert back to its ground state (here S0) by molecule-substrate tunneling.
One possible pathway is via S1 (red). Here, the bias voltage also shifts (gates) the charged states
with �qp1 � αqVB, as explained in Section 2.3.3.4, which is taken into consideration in the level
alignment displayed.

the uncertainty on the lever arm (see Table 3.1). The uncertainties on the averaged values
were determined from the standard deviation on the four individual values, taking the un-
certainty on the comparison between the fitted S1-S0 energy difference and the literature
value145 (see Section 3.7) into account. We find a T1-S0 energy difference of (0.90� 0.06) eV
and a D�

1 -D�
0 energy difference of (0.99� 0.04) eV (see for the many-body diagram Fig-

ure 3.18). The obtained T1-S0 energy difference of pentacene matches within uncertainty
margins the value determined for pentacene in a tetracene crystal (0.86� 0.03) eV (ref.
[152]), despite the difference of environments.

Deriving energy differences as described above is subject to the implicit assumption that
the relaxation energies58 of the two involved transitions are similar. Because these transi-
tions occur between the same charge states (e.g. from positive to neutral), this assumption
seems reasonable. Moreover, the validity of this assumption can be scrutinized experimen-
tally by extracting the reorganization energies and the line widths from our spectroscopic
data.

The reorganization energies are given by the difference of energies, at which two op-
posing charge transitions occur, for example (1) and (7) for D�

0 Ø S0. From the fitting
of the four pentacene datasets, the reorganization energies of D�

0 Ø S0, D�
0 Ø T1 and
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3.9. Using AFM excited-state spectroscopy to interpret STM experiments

S0 Ø D�
0 were derived as (0.89� 0.07) eV, (0.82� 0.07) eV and (0.93� 0.06) eV, respec-

tively (see Table 3.2). The uncertainty margins were derived analogously as for the energy
differences (see above). The S0 Ø D�

0 value matches the value of (0.9� 0.1) eV as obtained
from density-functional theory calculations59. The similar reorganization energies for the
three different transitions found here, strongly support the assumption that the relaxation
energies are similar for the transitions under consideration.

Further support for the validity of this assumption can be derived from the similar
widths of the different transitions. These widths arise from the same strong electron-
phonon coupling that is also the cause of the large relaxation energies70 (see Section 2.3.3.2).
We find similar widths for the transitions that are involved in our derivation of the energy
differences, in the range of 0.15 to 0.18 eV (FWHM 0.24 to 0.30 eV), lending further support
that the relaxation energies are similar.

The assumption of similar relaxation energies is also justified by the similar confinement
of the orbitals involved in the transitions considered here for pentacene (for most transi-
tions, the HOMO and LUMO). However, if - for other molecules - the orbital confinement
greatly differs for different states, different relaxation energies should be considered. In
such cases the relaxation energies for injecting and removing an electron into and out of
one given orbital is still expected to be approximately the same. The relaxation energies
can, therefore, be estimated from the reorganization energy, being the sum of these two
relaxation energies. As mentioned above, the relaxation energies and the widths of the
involved transitions scale in a well-defined manner70 and provide another way to separately
extract relaxation energies for such cases.

The reorganization energies of the short-lived excited states cannot be accessed since
transitions from such a state into another state are not observed. The corresponding
relaxation energies for pentacene displayed in Figure 3.18 are shown as half of the mean
values of the reorganization energies listed above.

The relative rates (not listed) can be interpreted semi-quantitatively. While the fitted
threshold voltages vary only slightly when adding more possible transitions to the fitting
procedure, the fitted rates show a much larger dependence. Similarly, the relative rates
depend strongly on the tip position, reflecting different orbital density distributions. The
latter can aid the assignment of features to certain transitions.

The relative rate constants are also reflected in the f�Ñ� and f�Ñ� parameters, as well
as the initial T1 population listed in Table 3.1. For instance, the initial T1 population
(after the used set pulse sequence to initialize in T1 and S0) is determined by the ratio of
D�

0 Ñ T1 and D�
0 Ñ S0 as well as the triplet decay rate. The fitted initial T1 populations

are almost equal within their error margins for the four pentacene molecules. A slightly
larger spread is found for f�Ñ� and f�Ñ�, which we mainly attribute to the larger number
of transitions involved.

3.9. Using AFM excited-state spectroscopy to interpret
STM experiments

While our excited-state spectroscopy requires measuring on insulating NaCl films of suf-
ficient thickness to prevent tunneling to the substrate, our results can be extrapolated to
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3. Time-resolved excited-state spectroscopy of individual molecules

experiments performed on thin (few monolayer) films of NaCl, guiding the interpretation of
these experiments. Such an extrapolation can be made guided by the general considerations
that are listed in this section.

The voltage applied to the substrate drops also for thin films partially between molecule
and substrate, which has to be taken into account. Furthermore, not only tunneling between
the tip and the molecule is possible, but also between the molecule and the metal substrate
beneath the thin film. This substrate tunneling will always bring the molecule back to the
state(s) lowest in energy. It is therefore more convenient to choose the Fermi level of the
sample as the reference energy in the many-body diagram for thin films. Section 2.3.3.4
discusses the differences between the many-body energy diagrams drawn for thick and thin
films in more detail, including the effect of the lever arm.

When extrapolating from thick to thin films, in addition, the increased screening due to
polarization of the metal substrate has to be considered. This may slightly affect excitation
energies (e.g. T1-S0 and D�

1 -D�
0 energy differences). For example, a shift of a few tens of

meV was observed for the S1-S0 energy difference of zinc phthalocyanine from 2 to 5 ML
of NaCl, see ref. [151]. Similarly, the possible difference in electric field present in the
tip-sample junction by e.g. differences in the applied voltage can also cause slight shifts in
the excitation energies via the Stark effect. For example, a shift of less than 10 meV/V
was observed for the S1-S0 STML of pentacene on 4 ML NaCl/Ag(100) (ref. [145]) and
30 meV/V for the D�

1 -D�
0 STML of PTCDA attached to a Ag tip127. Since these shifts are

smaller than the uncertainty margins on our derived energy differences, these effects were
neglected.

There are three effects that change the relative energy of the different charge states.
First, the screening due to polarization of the metal substrate will reduce the energies
of the positively and negatively charged states with respect to the neutral ones. In other
words, upon reducing the thickness of a thin NaCl film, a reduction of the energy difference
between S0 Ñ D�

0 and S0 Ñ D�
0 was observed3,153,154. Although this reduction was also

partially attributed to the different lever arms, the effect due to polarization was found to
be on the order of 0.2 eV from 2 to 4 ML of NaCl (ref. [153]).

Second, changes in the work function would also affect the level alignment. Although
the work function changes strongly upon the addition of NaCl to a metal surface (around
1 eV (ref. [149, 150])) because of the formation of an interfacial dipole under the thin film153,
within uncertainty margins the same work function was found comparing 2 and 3 ML of
NaCl on Ag(111) (ref. [153]) (and also comparing 1, 2 and 3 ML on Ag(100) (ref. [150])).
We, therefore, expect that the work function does not change much from 3 to more than
20 ML of NaCl on Ag(111).

Third, in case of comparing two single molecule measurements, further variations be-
tween different individual molecules caused by other variations in their environment should
be taken into account. For instance, Table 3.1 shows that for four different pentacene
molecules measured with four different microtips, the voltage at which the D�

0 -S0 charge
degeneracy was observed varied by up to 0.45 V. Note that a part of these variations can
also be attributed to the different VCPD of the different tips. The tip will also contribute
to screening effects as mentioned above, which will then depend on the tip shape.
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3.10. Excited-state spectroscopy on PTCDA

3.9.1. Demonstrating the extrapolation to thin films for pentacene

As a demonstration of the extrapolation of our results from thick to thin insulating films,
the many-body energy diagram for pentacene on 4 ML NaCl/Ag(100) is determined to
comprehend how the molecule cycles through different states to yield the observed STML
signal at 2.26 eV (ref. [145]).

First, the lever arm was estimated from the STS measured for the same pentacene
molecule as for which the STML signal was observed145. Around −2.9 V a signal was
observed that was assigned to the S0 Ñ D�

0 transition, while around 1.45 V a signal was
observed that was assigned to the S0 Ñ D�

0 transition. Comparing this difference in voltage
to the energetic difference that we determined with our method yields a lever arm α of 0.89.
Note that the observed reduction of this difference for pentacene on 4 ML NaCl versus
>20 ML NaCl could also be partly due to screening from the polarization of the metal
substrate. Since the effect due to screening on 4 ML NaCl is expected to be small, and
since we cannot disentangle these two effects for this molecule from the existing data, it
was neglected here.

Second, the effects that can shift the alignment of the ground (and excited) states of
different charge (see previous section) were taken into account by comparing our energy of
the observed S0 Ñ D�

0 and S0 Ñ D�
0 transitions versus the energy derived from the above

mentioned STS using the estimated lever arm α of 0.89. This comparison yields a required
shift of q�0.25 eV, with q the net charge of D�

0 , D�
0 and D�

1 , for extrapolation from >20 ML
NaCl/Ag(111) to 4 ML NaCl/Ag(100). Note that one of the three effects that causes this
shift is the difference in work function. Indeed, a difference in work function is expected
for the two different surfaces, since different Ag faces are compared. In case of the pristine
surfaces, a work function of 4.74 eV for Ag(111) (ref. [148]) and 4.64 eV for Ag(100) (ref.
[155]) were reported. This difference in work function is in the right direction, and can
explain part of the observed shift by 0.25 eV.

Figure 3.18b shows the resulting many-body energy diagram on 4 ML NaCl/Ag(100)
taking the derived lever arm and shift of the energy levels into account. This diagram is
drawn at a bias voltage of −3 V, at which the STML signal was observed. At this voltage,
a tip-sample tunneling event allows accessing states that are up to 3 eV higher in energy,
in this case the D�

0 state (blue arrow in Figure 3.18b). From D�
0 , a substrate tunneling

event can bring the molecule back into one of the neutral states, among which the S1 state.
Energetically, this process is just opened at this bias voltage. From there, the short-lived
S1 state can decay under the emission of a photon back into S0. This extrapolated many-
body energy diagram thus confirms the assignment of S1-S0 to the observed STML signal
at 2.26 eV.

3.10. Excited-state spectroscopy on PTCDA
To demonstrate the wider applicability of our developed spectroscopic method, we chose
a system that is controversial in the literature. Specifically, the same STML signal mea-
sured for PTCDA on thin NaCl films has been interpreted differently, on the one side, as
phosphorescence of the neutral molecule128 and, on the other side, as fluorescence of the
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3. Time-resolved excited-state spectroscopy of individual molecules

Figure 3.19.: AFM images. b, AFM topography image of the NaCl-covered surface with
the pentacene and PTCDA molecules for which excited-state spectroscopy data was measured
(setpoint ∆f = −1.65 Hz at V = 0 V, A = 3 Å). In the lower-right corner of the image a descending
NaCl step edge is seen. The corresponding excited-state spectroscopy data is presented for the
PTCDA molecule in Figures 3.20 and 3.22. The resulting fitting parameters for pentacene and
PTCDA are listed in Table 3.1 (as pentacene 2) and Table 3.3, respectively. a, c, AC-STM
images89 of the S0 Ñ D�

0 transition (HOMO) of the two molecules in b (A = 1 Å, pentacene (a):
∆z = −3.0 Å, VG = −2.90 V, Va.c. = 1.2 Vpp, and PTCDA (c): ∆z = −2.3 Å, VG = −4.55 V,
Va.c. = 1.2 Vpp). ∆z is given with respect to the setpoint ∆f = −1.75 Hz at V = 0 V, A = 3 Å.

anion129, corresponding to the T1 Ñ S0 (ref. [128]) and D�
1 Ñ D�

0 (ref. [129])) transitions,
respectively.

To shed some light on these experiments, we measured excited-state spectra for PTCDA,
which we co-deposited on the same sample as used for pentacene. Images of the PTCDA
molecule on which we performed our measurements are shown in Figure 3.19. Figure 3.20
shows the resulting excited-state spectra for read-out of the signal at the D�

0 -S0 degen-
eracy. Although the data with a set pulse sequence that brings the molecule to the S0
or T1 state (Figure 3.20c) has a very similar qualitative appearance as the corresponding
pentacene data (Figure 3.12a), the data for initializing the molecule in the D�

0 state (Fig-
ure 3.20a) shows substantial differences with respect to the corresponding pentacene data
(Figure 3.8a).

The first difference is that there are two downward steps present at thresholds (3B)
and (3A) in Figure 3.20a, instead of a single step. From comparing to the data shown in
Figure 3.20c, for which transitions starting at D�

0 are excluded, the step at (3B) can be
assigned as the quenching of T1 via D�

0 , while the step at (3A) is caused by a transition
starting at D�

0 and is assigned to D�
0 Ñ S1. In other words, the same transitions happen for

PTCDA as for pentacene, but in contrast to pentacene, (3A) and (3B) are well separated
in voltage for PTCDA.

The second striking difference is that another step is visible at (9). Interestingly, this
step is upwards, indicating that the population in D�

0 is increased. No such step is ap-
preciable in the data for initialization in the neutral states (Figure 3.20), indicating that
a transition starting at D�

0 is involved. The upward step suggests that a long-lived state
is accessed. We hypothesize that an excited triplet state T2 is populated, in which one
electron is present in the HOMO and the other in a state higher in energy than the LUMO,
that is a higher-lying unoccupied orbital (T2 may also entail further contributions of other
configurations). This state is expected to decay to the T1 state with a fast decay rate
because this transition is spin conserving140 (see Figure 3.21a).

70



3.10. Excited-state spectroscopy on PTCDA

Figure 3.20.: Excited-state spectroscopy of PTCDA. a, c, Plot of the measured read-out
fraction in the D�

0 state versus the applied gate voltage during the sweep pulse Vsweep. Measure-
ments were performed with a voltage pulse sequence similar to Figure 3.5b. A set pulse (sequence)
was used to initialize the molecule in case of a in the cationic state D�

0 (Vset = −5.30 V) and in
case of c in the neutral charge state with 20% in S0 and 80% in T1 (the second pulse of the set
phase is at −1.8 V with tset = 33.4 µs, see Section 3.4.2). The read-out was at the D�

0 -S0 degen-
eracy (Vread-out = −4.30 V). Five different tsweep were used, as indicated. Solid lines represent fits
to the data (see Section 3.11). The transition voltages are indicated by dotted lines with numbers
indicating the assigned level alignment (see Figures 3.8, 3.12 and 3.21 for the many-body energy
diagrams). b, d, Many-body energy diagrams of the transitions taking place during the set pulse
and at the beginning of the read-out phase for the spectra shown in a and c, respectively. These
diagrams are not quantitative and for illustration purposes only.

With our spectroscopic method we can test this hypothesis experimentally. To this
end, we performed two experiments, similar to those in Figures 3.12 and 3.20b, but once
using a set pulse sequence that prepares the molecule in the state under investigation (that
we propose to be T2), and once using a set pulse with a voltage that is just too low to
allow a transition into this state. The results are shown in Figure 3.21. Interestingly, upon
populating this state, the read-out fraction in the charge state has increased, especially in
the voltage ranges where the read-out population directly reflects the T1 population (below
(1) and between (8) and (3B)). The related state seems, thus, to behave identical to the T1
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3. Time-resolved excited-state spectroscopy of individual molecules

Figure 3.21.: Excited-state spectroscopy to assess the origin of feature (9). a, Many-
body energy diagram of the assumed transition pathway opening at (9). b, To experimentally
test this hypothesized transition to T2, excited-state spectroscopy was performed with a modified
set pulse sequence. The first set pulse initializes the molecule in D�

0 . Two different voltages of
the second set pulse were used that allow or not allow the proposed D�

0 Ñ T2 transition, as is
illustrated by the many-body energy diagrams corresponding to these two voltages. The arrows
and dots are analogous to Figure 3.8e. c, Resulting plot of the measured read-out fraction in the
D�

0 state versus Vsweep for the two different set voltages used. This data was measured using a
duration of the second set pulse tset of 0.74 µs and a sweep pulse duration tsweep of 2.96 µs. d,
Many-body energy diagram at the voltage indicated by the dotted line in c, showing that if the
T2 population decayed to T1, it will stay in T1 at this voltage. In case a part of the population
would still be populating T2 at the end of the set pulse sequence, it would decay via D�

0 to S0 at
this voltage (dotted arrows), causing a reduction in read-out fraction in D�

0 , which is not observed
in c.

state, except that it is populated at higher voltages. If instead a long-lived neutral excited
state would be populated, which does not decay to T1 on the timescale of the sweep pulse (a
few microseconds), the resulting signal in Figure 3.21c is expected to clearly deviate around
the voltage for which the many-body diagram of Figure 3.21d is drawn. If the state decayed
to T1, this population would stay in T1 at this voltage (neglecting the much longer decay
time of T1 to S0), as shown in Figure 3.21d. If the populated state itself was long-lived,
the population in this state would decay back to D�

0 at this voltage, and from there to S0
(see dotted arrows in Figure 3.21d). In other words, the green curve in Figure 3.21c would
then be even lower than the red curve in a small range above (8), which is not observed
in Figure 3.21c. (This range is given by the reorganization energy; close to (3B) the green
curve is expected to be higher than the red curve, since the pathway T2 Ñ D�

0 Ñ T1 is
opened). We, therefore, assign feature (9) to the population of a higher excited triplet
state that directly decays to the T1 state (with a faster rate than the tunneling rates in
our experiment).

The assignment of the other transitions is analogous as for pentacene (see Section 3.4);
they can also be similarly assessed as for pentacene (see Section 3.4.3).
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3.11. Fitting of the PTCDA data

Figure 3.22.: Excited-state spectroscopy of PTCDA, read-out at the S0-D0
− degen-

eracy. Excited-state spectroscopy for the same individual PTCDA molecule as the one of the
spectra shown in Figure 3.20. Measurements were performed with a voltage pulse sequence similar
to Figure 3.5b, with a set pulse to initialize the molecule in D�

0 (Vset = −5.30 V) and read-out at
the S0-D�

0 degeneracy (Vread-out = 0.058 V). The voltage-pulse sequence was repeated 4 times per
second for 80 seconds. Every data point corresponds thus to 320 pump-probe cycles. The data
was fitted using the transitions that were assigned as explained in Section 3.10, the solid lines
represent the fits to the data. The fitted voltages of these transitions are indicated by the dotted
lines and numbered analogously to Figures 3.8, 3.12 and 3.21.

3.11. Fitting of the PTCDA data
The data for PTCDA was fitted analogously to the data of pentacene (see Section 3.6).
Next to the data shown in Figure 3.20, a dataset was included with initialization in D�

0
and read-out at the S0-D�

0 hysteresis, as shown in Figure 3.22. In case of PTCDA, the
D�

0 Ñ T2 transition was included in the fitting from the beginning, since this transition
was already assigned, as described in the previous section. The upper limit for the fitted
widths was set to wi = 0.20 V for PTCDA, since the average widths found for transitions
that could be reliably fitted was 0.17 V (FWHM 0.28 V), see Section 3.6 for more details.

The resulting fits are shown in Figure 3.20a and c and Figure 3.22. In general, the fits
resemble the data well. The deviation between the fit and the data shown in Figure 3.20
between voltage (1) and (2) for tsweep = 3.3 µs (yellow curve) is attributed to the effect of
the cantilever oscillation (see Section 3.3.1), which is not taken into account in the fit. The
fitting values are listed in Table 3.3. The large uncertainty of the S0 Ñ D�

0 transition is
likely a result of the limited amount of data that was included for read-out at the D�

0 state
(e.g. lack of data for initialization in T1 and S0).

The calibration of the lever arm was done at the S1-S0 transition of a pentacene molecule
that was co-adsorbed on the same NaCl terrace as the PTCDA molecule under study (see
Figure 3.19; pentacene 2 in Table 3.1), since the lever arm depends on the thickness of the
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PTCDA
Transition voltage (V)
D�

0 Ñ S0 −3.66� 0.05
D�

0 Ñ T1 −1.86� 0.05
D�

0 Ñ S1 −0.29� 0.05
D�

0 Ñ T2 0.00� 0.05
T1 Ñ D�

0 −1.13� 0.05
T1 Ñ D�

1 0.76� 0.05
D�

0 Ñ S0 −0.40� 0.05
S0 Ñ D�

0 0.65� 0.87
T1 Ñ D�

0 −3.05� 0.05
S0 Ñ D�

0 −4.97� 0.09
Other
T1 decay rate (µs�1) 0.0034� 0.0003
f�Ñ� 0.031� 0.006
f�Ñ� 0.79� 0.02
Initial T1 population 0.791� 0.006
Lever arm α 0.71� 0.03
VCPD (V) −0.42� 0.02

Table 3.3.: Fitting results for a PTCDA molecule. The error bars are given by the uncer-
tainty on the fit, with a minimal error bar on the transition voltages set to 0.05 V. The voltage
of local contact potential difference (VCPD) was determined as the maximum of a KPFS parabola
measured above the molecule (see Section 2.3.3.3). The lever arm was determined as discussed
in Sections 3.7 and 3.11.

NaCl layer. In this case, the uncertainty on α (see Section 3.7) was increased to account
for possible slight variations in the lever arm for the two measurements, which could result
from a slightly different tip height, or minor differences in the adsorption height of the
molecules58. This additional uncertainty was estimated to be � 0.02.

From the fits, the S1-S0, T1-S0, D�
1 -D�

0 and T2-S0 energy differences were determined as:
(2.39� 0.11) eV, (1.28� 0.07) eV, (1.34� 0.08) eV and (2.59� 0.12) eV, respectively. The
reorganization energies were extracted as (0.93� 0.08) eV for D�

0 Ø S0, (0.85� 0.06) eV for
D�

0 Ø T1 and (0.75� 0.62) eV for S0 Ø D�
0 . Thus, the reorganization energies are also

in case of PTCDA similar. The widths of the transitions involved in the derivation of
the energy differences are similar as well, in the range of 0.13 to 0.14 eV (FWHM 0.22 to
0.23 eV). These results are summarized in the many-body diagram shown in Figure 3.23a,
where the relaxation energies are shown as half of the mean values of the reorganization
energies listed above, excluding the value obtained for the S0-D�

0 transition because of its
large uncertainty.
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3.12. Origin of the STM-induced luminescence of PTCDA

Figure 3.23.: Many-body energy diagrams of PTCDA. a, Many-body energy diagram
of the electronic states of PTCDA in absence of gating, derived from fitting of excited-state
spectroscopy measurements for one PTCDA molecule. As in Figure 3.5b, the rotated Gaussians
(gray) indicate the broadening of the transitions due to electron-phonon coupling, although they
are not a property of the state, but of the transition being made. Here all relaxation energies and
widths are set to their averaged values derived from fitting the experimental data. The relaxation
energies are set to half of the reorganization energies. The excited triplet state T2 of PTCDA is
assumed to have one electron in the HOMO and the other in a state higher in energy than the
LUMO, that is, a higher-lying unoccupied orbital (T2 may also entail further contributions of
other configurations). b, Many-body energy diagram of PTCDA extrapolated to thin films (see
Section 3.12.1 for details) showing two possible pathways (orange and red) that could lead to the
STML signal with 1.33 eV photon energy for PTCDA128,129 (both starting with the transition
from the ground state D�

0 to T1, blue arrow). This many-body energy diagram is drawn with
respect to the chemical potential of the substrate and a bias voltage VB of −2.5 V applied. That
way, tunneling events to or from the substrate result in transitions that lower the energy. By
tip-molecule tunneling charge transitions that increase the energy by maximally eVB become
possible, such as the D�

0 Ñ T1 transition (involving molecule-tip tunneling, blue arrow) shown
here (note that at this voltage also the D�

0 Ñ S0 transition is possible (not shown)). On thin
films the molecule will revert back to its ground state (here D�

0 ) by molecule-substrate tunneling.
Next to the direct transition from T1 to D�

0 (not shown), pathways via S0 (orange) and D�
1 (red)

are possible. Here, the bias voltage also shifts (gates) the charged states with �qp1 � αqVB, as
explained in Section 2.3.3.4, which is taken into consideration in the level alignment displayed.

3.12. Origin of the STM-induced luminescence of PTCDA

3.12.1. Extrapolation to thin NaCl films

To compare our PTCDA results with the STML measurements on 3 ML NaCl/Ag(111), the
many-body energy diagram we determined for >20 ML NaCl/Ag(111) was extrapolated to
3 ML NaCl/Ag(111) guided by the general considerations listed in Section 3.9.

First, the lever arm was estimated based on the STS and S1-S0 STML measurements
from the work we compare with, ref. [128]. The lever arm was derived from the threshold
voltage for LUMO imaging (D�

0 Ñ S0) of −0.55 V and the threshold voltage for the observed
S1-S0 STML (corresponding to the threshold for D�

0 Ñ S1) of −3.3 V (ref. [128]). Comparing
this S1-S0 voltage difference of 2.75 V to the observed S1-S0 luminescence of 2.45 eV (ref.
[128]), a lever arm α of 0.89 results. In other words, 89% of the applied voltage drops
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3. Time-resolved excited-state spectroscopy of individual molecules

between molecule and tip, while p1�αq = 11% of the voltage drops between molecule and
substrate (see Figure 2.8a). Interestingly, this lever arm is the same as was found for 4 ML
NaCl/Ag(100). This is in line with the expected similarity between lever arms for 3 and
4 ML NaCl.

Second, the three effects that change the relative energy alignment of the charged states
with respect to the neutral states (screening due to polarization of the underlying metal
substrate, changes in the work function and environmental variations, see Section 3.9) were
taken into account for PTCDA by calibrating the S0-D�

0 energy-degeneracy point using the
measurements from the work we compare with, ref. [128]. From the conventional tunneling
spectroscopy data of this reference128, it follows that the maximum of the D�

0 Ñ S0 transi-
tion is at VB = -0.8 V. Taking the derived lever arm of 0.89 (see above) into account, this
maximum lies at 0.71 eV above the D�

0 state (for VB = 0 V). The relative energy alignment
of the vibrational ground states of the S0 and D�

0 states can then be derived by taking
the relaxation energy into account. We estimate the relaxation energy as 0.45 eV, which
corresponds to half of the average of the reorganization energies for PTCDA derived from
our data. Thus, for this molecule on 3 ML NaCl/Ag(111), the D�

0 state is estimated to be
0.27 eV lower in energy than the S0 state (for VB = 0 V). Since the STML experiments were
performed at VB = −2.5 V, the lever arm further shifts the singly negative charge states
down by 0.28 eV.

Taking this relative energy allignment and the shift due to the lever arm into account,
the many-body energy diagram on 3 ML NaCl/Ag(111) was derived from the many-body
diagram on >20 ML NaCl/Ag(111) (see Figure 3.23a), as shown in Figure 3.23b.

3.12.2. Interpretation of STM-induced luminescence

The PTCDA excited-state spectroscopy results obtained on thick insulating films (Sec-
tion 3.11) and their extrapolation to thin insulating films (Section 3.12.1) allows us to shed
some light on recent STML results128,129.

The energy differences that we derived for PTCDA match closely those reported in the
STML experiments. The S1-S0 STML signal was reported to have an energy of 2.45 eV,
matching our obtained value of (2.39� 0.11) eV. The second STML signal at 1.33 eV was
controversially assigned either as T1-S0 or D�

1 -D�
0 (ref. [128, 129]). Our results indicate

that both processes match in terms of energy the observed STML signal at 1.33 eV (the T1-
S0 and D�

1 -D�
0 energy differences were determined as (1.28� 0.07) eV and (1.34� 0.08) eV,

respectively). The previous assignment of the STML signal as phosphorescence and, hence,
to the T1-S0 transition was mainly based on comparing the photon energy to calculated
energy differences of the two possible transitions128. Our data suggests that these two
energies - extracted here experimentally - are too close to allow for an assignment of the
transitions based on their energies.

In case of PTCDA on 3 ML NaCl films on Ag(111), the negative charge state is the
ground state128,156. LUMO imaging at a threshold voltage of −0.55 V (ref. [128]) suggests
that at this voltage an electron tunnels out of the LUMO resulting in the S0 state. From
our results we can infer that T1 is (1.28� 0.07) eV higher in energy than S0, which matches
with the reported observation of a second peak in STS at a voltage of −2.05 V (ref. [128]),
if a lever arm α of 0.89 is taken into account, see Section 3.12.1. The threshold voltage
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3.12. Origin of the STM-induced luminescence of PTCDA

Figure 3.24.: Triplet decay of PTCDA. a, Plot of the measured read-out fraction in the
D�

0 state versus tsweep for a PTCDA molecule on >20 ML NaCl/Au(111). Measurements were
performed with a voltage pulse sequence similar to Figure 3.5b. At the end of the set pulse
(Vset = −4.54 V), the D�

0 state is populated. A sweep voltage of −1.04 V was chosen to populate
the T1 and S0 states. The read-out was at the D�

0 -S0 degeneracy (Vread-out = −3.54 V), mapping
the T1 state population onto the D�

0 state. The voltage-pulse sequence was repeated 8 times per
second for 160 seconds for every tsweep, and the error bars were derived as the standard deviation
of the binominal distribution21, see Section 3.3.3. The resulting decay with increasing tsweep
reflects the decay of the T1 state population, which can be well fitted with a triple-exponential
decay (black). Averaging over three measurements (on two individual molecules) yields decay
constants of (350� 43) µs, (170� 13) µs and (671� 62) µs. These three lifetimes are associated
with the zero-field-split substates of T1. This is confirmed by the zero-field triplet state ESR
spectra which were measured for individual PTCDA molecules on the same substrate via AFM,
see Section 4.10. b, Many-body energy diagrams of the transitions taking place during the set
and sweep pulse and at the beginning of the read-out phase for the T1-state lifetime measurement
shown in a. The arrows and dots are analogous to Figure 3.8e.

of this D�
0 Ñ T1 process corresponds to the threshold voltage for observing the STML

signal with a photon energy of 1.33 eV (ref. [128]). This implies that the population of T1
is important for the cycle leading to the luminescence signal. One interpretation of the
observed STML is that it is due to phosphorescence from T1 to S0 (orange, Figure 3.23b).
However, T1 being part of the STML cycle does not necessarily imply that the observed
luminescence occurs from this state. Alternatively, T1 can decay to D�

1 by an electron
tunneling from the substrate into the LUMO, opening the D�

1 ÑD�
0 luminescence transition

(red, Figure 3.23b). Note that both pathways become accessible at the voltage where T1
can be formed. Which pathway is dominating is given by the rates of the involved processes:
phosphorescence from T1 to S0 versus tunneling from T1 to D�

1 . Recently, the lifetimes
of out-of-equilibrium charge states on 3 ML of NaCl were found to be on the timescale of
100 ps (ref. [35]). In contrast, we find a T1 state lifetime on the order of 300 µs on >20 ML
NaCl (see Figure 3.24) pointing toward a faster rate of T1 decaying into D�

1 than into S0.
Note, however, that luminescence lifetimes can be strongly reduced on a few monolayers of
NaCl. Based on our results, we can therefore not rule out the phosphorescence pathway.
Note further that in case of a quinacridone molecule also both pathways were accessible,
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but in this case, STML mapping allows to disentangle the two pathways and assign the
signal to luminescence of the charged exciton instead of phosphoresence121.

3.13. Conclusion and outlook
In conclusion, we introduce a single-molecule excited-state spectroscopy method using
AFM. It relies on shuttling single-electrons between the tip of an AFM and a single
molecule, placed on an insulating surface. Different electronic states (excited and charged
states) can thereby be populated and subsequently read-out using the single-electron sen-
sitivity of AFM. The elegance of the pump-probe sequence used to steer the electron tun-
neling is that it provides access to the temporal evolution of the populated states, and
thereby allows discriminating short and long-lived excited states, giving access to the na-
ture of these states. Furthermore, the interpretation of the transitions can be guided by
repeating the experiments using different pump-probe pulses, which allows to assign the
net charge of the molecule at the beginning and end of the different electronic transitions.
From these insights into the individual electronic transitions of single molecules, the en-
ergy levels of the ground and excited states for different charges can be extracted. Further,
the reorganization energies of redox transitions, and the electron-phonon broadened width
of these transitions can be determined. Lastly, our method provides the relative rates of
competing transitions.

We applied our method to pentacene and PTCDA, and demonstrated that the results
obtained on thick insulating films can be used to interpret those on thin insulating films.
Our method can thereby shed light on STM experiments, for instance on STML exper-
iments. Since in such experiments only a small fraction of the involved transitions is
experimentally accessible, their interpretation is often difficult, which led to controversial
assignment of data in recent publications. Our spectroscopic method can not only directly
access the energies of such optical transitions, but also extract which pathways are possible.
Next to providing valuable insights regarding the interpretation of such data, we believe
that these insights can also steer the engineering of phosphorescence and fluorescence of
individual molecules.

As demonstrated for pentacene and PTCDA, our method can be used for the quantifica-
tion of excitation energies that are difficult to access otherwise, for example those of triplet
excitations. A review paper from this year, ref. [157], from the field of single-molecule
photon emitters stated that the energies of such triplet states have been detected in the
past but never from single molecules at low temperatures. Whereas the pioneering work
by Fatayer et al.20 paved the way to probe individual excited states of single molecules,
the approach presented here goes far beyond that as discussed in the introduction. In
particular, the unambiguous assignment of spectroscopic features to particular many-body
states marks an important new achievement. We believe, therefore, that our newly devel-
oped method can fill this gap in the field of single-molecule photon emitters, and allows
the determination of triplet energies of a variety of relevant molecules. The knowledge of
the triplet energy in the field of single-molecule photon emitters could potentially allow the
design of fast and high gain single-molecule all-optical transistors157.

Next to the energetical mapping of ground and excited states, our spectroscopic method
can also prepare the molecule in specific excited states and control the subsequent transi-
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tions from such states. We envision the future use of this method to steer single-molecule
chemical reactions and thereby guide the understanding and engineering of fundamen-
tal chemical reactions. For instance, reactions can be envisioned where dissociation of a
molecule is steered by the population of a specific molecular state.

Finally, we demonstrated that by varying the lateral tip position the ratio of tunneling
into different states can be modified, which revealed additional transitions in the excited-
state spectra measured for pentacene. We anticipate that this spatial dependence of excited-
state spectroscopy could be exploited for a spatial mapping of excited states.
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4. Single-molecule electron spin
resonance by means of atomic force
microscopy

Most of the work presented in this chapter has been published in ref. [22]. Parts of the
text and most of the figures in this chapter are reprinted and modified with permission
from Springer Nature (2023). The results presented in this chapter have been obtained
and interpreted in collaboration with Raffael Spachtholz within the framework of his master
thesis158, Sonja Bleher within the framework of her bachelor159 and master thesis, Franziska
Bruckmann160, Maximilian Stahl161, Jakob Eckrich162 and Stefan Brinster163 in the context
of their bachelor theses, and Tobias Preis, Philipp Scheuerer and Jascha Repp.

4.1. Introduction
Electron spin resonance (ESR) is an indispensable tool in chemistry, biology, medicine,
physics and material science. ESR is mainly used for the structural elucidation of radi-
cals (molecules with unpaired electrons), but is also a promising tool to control qubits in
quantum information processing. A drawback of conventional ESR is, however, that a large
number of spins, typically at least 1010, are required to get a detectable ESR signal103. This
means that the resulting ESR signal reflects an average over a large ensemble of molecules
and their environments.

Scaling ESR down to the sensitivity of a single molecule offers the prospect of truly
locally probing the environment of this molecule, and thereby using the molecule as a
quantum sensor164. Electron spins in single atoms165 or molecules166 can also act as qubits
in quantum computing167. Next to a direct usage as qubits, ESR of single electron spins
can be used to learn about properties key to quantum computers, such as the atomistic
origins of decoherence168.

In 1993, two groups succeeded simultaneously in the optical detection of an ESR signal
for a single molecule embedded in a host crystal169,170. The optical sensitivity to a single
molecule was demonstrated a few years earlier by Moerner and Orrit171,172. To this end, a
molecule is optically excited from its S0 ground state to its first excited singlet state S1. For
single molecules embedded in a host crystal, this S0 Ñ S1 transition is inhomogeneously
broadened because of the slightly different environments that the molecules experience due
to defects in the crystal169,172. Combining excitation in the wing of this inhomogeneously
broadened transition with a narrow laser focus (approximately 5 µm)169,172 on a thin crys-
tal flake (typical thickness of 10 µm)103 with a low concentration of embedded molecules
(10�7-10�9 mol/mol)103, enabled the optical excitation of only one molecule. Subsequently,
the emitted photon from the S1 Ñ S0 transition of this molecule can be detected. If the
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molecule is back in its ground state, it will be re-excited, and the photon intensity result-
ing from many of these cycles is detected. A reduction in this photon intensity is observed
when there is a significant probability to populate the dark T1 state via intersystem cross-
ing from S1. The longer the molecule remains in the dark state, the more the luminescence
signal is reduced. Since the three triplet substates have different lifetimes, driving transi-
tions between them modifies the time that the triplet state is populated, and thereby the
luminescence intensity169,170. Following this approach called optically-detected magnetic
resonance (ODMR), zero-field triplet state ESR spectra of a single pentacene molecule
could be measured169,170. This achievement was quickly followed by the demonstration of
coherent spin manipulations173 and nuclear spin detection174–178.

A long-standing goal is to combine such single-molecule sensitivity of (electron) spin
resonance with real-space spatial resolution on the atomic scale179–181. Here, we introduce
a novel method that achieves this goal: we detect ESR signals of single molecules by means
of AFM. To motivate the development of this method, the existing methods that combine
real-space spatial resolution with electron spin resonance are reviewed.

In 1991, magnetic resonance force microscopy (MRFM) was proposed179,182 with the
vision of directly imaging biomolecules to unravel their three-dimensional structure, which
is key to their function and possible roles in diseases179,181. Detecting them on the single-
molecule scale would not only remove the ensemble averaging, but also broaden the ap-
plicability. For instance, proteins are often studied using X-ray crystallography, but that
is typically only applicable if they can be crystallized180,181. In 1992, MRFM was demon-
strated for the first time183. Thereby, a very small magnetic force was detected between a
cantilever containing the spin-containing sample and a magnet183. Despite the tiny mag-
nitude of the force, an ESR signal of a single spin with a spatial resolution of 25 nm was
detected by Rugar et al. in 2004 (ref. [184]). Further developments pushed this resolu-
tion down to 4 nm to enable Magnetic Resonance Imaging (MRI) of tobacco mosaic virus
particles185, and even further to 0.9 nm (ref. [186]).

Another approach to measure ESR signals with nanometer spatial resolution relies on
the measurement of triplet state ESR signals of NV centers in diamond (a substitutional
nitrogen with an adjacent carbon atom vacancy) using ODMR187. Balasubramanian et
al.188 mounted diamond crystals with a single NV center to an AFM cantilever. They
were thereby able to detect a change in the ESR signal of the NV center due to magnetic
interactions with the surface with a 20 nm spatial resolution188. Although the coupling of
NV centers to single electron spins in diamond could be detected with a spatial resolution of
1 nm (ref. [189]), NV centers mounted to AFM cantilevers are typically limited to a spatial
resolution of 10 nm (ref. [190]). A better spatial resolution requires shallow NV centers
(below 10 nm depth), which suffer from charge instability and spin dephasing, deteriorating
their optical and spin properties190.

These two approaches have in common that ESR with atomic-scale spatial resolution
is (at least currently) out of reach. In 2015, Baumann et al. were the first to demonstrate
ESR with subångström spatial resolution using STM111,191. As in conventional ESR, a
large static magnetic field (typically 100 mT to a few T (ref. [111, 192])) was employed to
split the spin states in energy (see Section 2.4). Combined with very low temperatures
(typically sub-Kelvin), a significant population difference between the two spin-split states
was induced. An RF magnetic field was generated by applying an RF electric field to the
tip111 or a separate antenna192, which in combination with the used magnetic tip generated
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an RF magnetic field in the tip-sample junction193. The ESR signal was detected employing
the tunneling magnetoresistance effect111,193: the tunneling current depends on the relative
orientation of the electron spin on the tip and the electron spin of the measured atom on
the sample193,194. By driving RF transitions between the spin states of the electron spin of
the studied atom, the orientation of its spin will change with respect to the fixed spin on
the tip, generating a detectable ESR signal111,193 (see for more details ref. [193]).

Similarly as for ODMR on single molecules, a demonstration of coherent spin
oscillations195,196 and access to nuclear spins191 quickly followed this first demonstration
of ESR-STM. Since atomic manipulation is possible with STM5,8, the dipolar and ex-
change couplings could be tuned197, and artificial atomic-scale quantum devices could be
constructed198,199. Recently, it was shown that ESR-STM is applicable to a quickly growing
number of systems, varying from different atomic species111,197,200,201 to molecules202,203.

Although these achievements demonstrate the great potential of ESR-STM for quantum
sensing and computing applications, its energy resolution and the achievable coherence
times are strongly limited by the decoherence sources that are intrinsically present. First
of all, the sensing in ESR-STM is based on the tunneling current, which decoheres the spin
being measured193,195,198,204. Specifically, it was shown that nearly every tunneling electron
causes a decoherence event204. Secondly, the employed magnetic tip causes a fluctuating
magnetic field at the measured atom, due to unintended fluctuations of the tip-sample
distance111 or thermally induced changes of the tip’s magnetic moment193,198,204. Such
a varying magnetic field leads to a substantial line broadening111 and contributes to the
decay of coherent spin oscillations195,198. It was found that this effect strongly depends on
the used magnetic tip193. Third, decoherence is induced by scattering electrons from the
required conductive substrate and the nearby tip195,205. For example, the spin lifetime T1,
which gives an upper limit to the spin-coherence time T2 (T2 ¤ 2 � T1)198 was found to
almost increase by an order of magnitude upon increasing the thin decoupling layer used
from 2 to 3 ML and from 3 to 4 ML of thickness205.

If ESR is instead combined with AFM, a method could be developed that avoids these
decoherence sources. AFM allows measuring on thick insulating films such as 20 ML of
NaCl, and thereby allows to fully decouple the molecule from an underlying metal surface.
This means that scattering with the electron bath of a conducting substrate is absent as a
decoherence source. Note that there are also no electronic states available for scattering in
a thick NaCl film close to the Fermi level. Although scattering with conduction electrons
in the tip remains possible, decoherence owing to the latter is expected to be small because
of the weak tunnel coupling. Secondly, a 20 ML thick NaCl film suppresses any tunneling
to the underlying metal surface19. Tunneling processes between tip and molecule can
be fully controlled and thereby also suppressed during the ESR measurement, ruling out
decoherence owing to tunneling electrons. Lastly, an ESR-AFM method could be developed
that does not use a magnetic tip and thereby avoids interaction between the spin system
and the magnetic stray field of the tip.

Without a magnetic tip, a fundamentally different approach for the AFM detection of
ESR signals is required. Here, we propose to measure zero-field triplet state ESR signals,
which can be detected by a change in the T1 state lifetime, similar as for the single-molecule
ODMR mentioned above. Instead of optical detection, we propose to detect a change in
triplet lifetime via AFM, relying on a pump-probe scheme that was introduced by Peng et
al.21. Given this existing AFM technique, the main challenge to measure zero-field triplet
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state ESR with AFM is to bring an RF magnetic field into the tip-sample junction, and
preferably without the use of a magnetic tip.

We implement such an RF field and demonstrate for a single pentacene molecule that
it can indeed modify the T1 state lifetime. Upon sweeping the frequency of the RF field,
ESR-AFM spectra can be measured. These spectra feature a sub-nanoelectronvolt energy
resolution, allowing to distinguish molecules only differing in their isotopic configuration.
Next to pentacene, we demonstrate that ESR-AFM can be applied to other molecules.
Moreover, we show that the electron spins of pentacene can be coherently manipulated
over tens of microseconds, likely not limited by the detection method but by the molecular
properties. The signatures of these coherent manipulations depend on the orientation of
the individual molecules, illustrating the selection rules at play.

4.2. Experimental setup and sample preparation

4.2.1. Radio-frequency magnetic field

To drive transitions between spin states of single molecules, a radio-frequency magnetic
field BRF at their location is required. To detect these transitions with AFM, a BRF
should be brought into the AFM setup (we use the same AFM/STM setup as described in
Section 3.2.1). Importantly, the introduction of BRF should not impair the AFM measure-
ments by raising the vibrational noise floor, by increasing the temperature substantially
due to power dissipation or by affecting the electronic read-out of the AFM signals.

There are various approaches to bring a sufficiently strong BRF in a minimally perturb-
ing way into a scanning probe setup. In the ESR-STM method mentioned in the previous
section, a BRF was indirectly generated by applying an electric RF field to the tip-sample
junction. In combination with a magnetic tip, locally a strong RF magnetic field was
generated193. We choose to instead directly generate an RF magnetic field, to not rely on
a magnetic tip. Such a BRF was introduced into a SPM setup in the context of MRFM
via a microstrip206, a small coil183,207 or their combination208. We followed here a similar
approach and combine a coil with a microstrip.

Our design is based on a coil consisting of a single loop. As follows from the Biot-Savart
law, the magnetic field generated by running a current through a loop increases by reducing
the size of the loop and the distance to the sample209. We choose to position our coil in
the plane of the sample surface. A loop size of 10.5 mm was chosen such that the loop does
not interfere with STM/AFM measurements on single crystals having a diameter of 6 mm
(e.g. as used for the excited-state spectroscopy in Chapter 3).

To send an RF current through the coil, the generated RF current (see Section 4.2.1.1)
was fed via a semi-rigid coaxial high-frequency cable (SC-033/50-AuSS-SS, Coax Japan Co.
Ltd.) to the bottom of the liquid-helium bath cryostat. It was guided from there through
a home-designed transmission line which ends in the single loop coil. The transmission line
and coil were designed on a flexible kapton®/acrylic base material (Beta LAYOUT Ltd.).
The flexibility of the material and the design of the transmission line were chosen such
that mechanical perturbation of the free-hanging SPM scan head was avoided, in order to
minimize the introduction of vibrational noise.
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Furthermore, the capacitive coupling of the transmission line to metal parts of the
SPM scan head was minimized by differential signaling and avoiding that the transmission
line runs close to any metal parts of the scan head. The RF signal in the transmission
line and loop could either directly or via ground couple into the electronic circuit of the
AFM. This could, for example, lead to a modulation of the gate voltage of the sample,
which could steer undesired tunneling events between the tip and the molecule. To avoid
a significant modulation of the gate voltage, a frequency-dependent upper limit for the RF
power was determined. This limit was set such that at a DC voltage corresponding to the
charge degeneracy point no interconversion between the charge states was observed (at the
tip-sample height used for the ESR-AFM measurements).

Finally, the RF power dissipation and concomitant heating were minimized by pulsing
the RF field. Since our ESR-AFM method relies on measuring the T1 state lifetime of
a single molecule, which is performed in pump-probe cycles21 (see e.g. Figure 3.24), the
RF is only required during the time that the molecule is in its triplet state (the dwell
time, see Figure 4.3), and is therefore only applied during this time. For a given RF
pulse length and frequency the maximum used RF power was chosen such that the heating
induced drift was negligible on the scale of the piezo creep present. More details about the
design of the transmission line and its characterization can be found in the master thesis
of Raffael Spachtholz158 and the bachelor thesis of Franziska Bruckmann160; a manuscript
for publication is in preparation.

At first glance, a metal sample, covered by a thick (>20 ML) NaCl film, seems to be a
natural choice as a sample for measuring (the first) ESR-AFM signals. Such NaCl-covered
metal samples were also used by Peng et al. for the T1 state lifetime measurements21.
However, in MRFM, typically either bulk insulators184 or micrometer sized samples183,185

were used. This choice was likely partly motivated by the fact that RF magnetic fields
are suppressed by metallic samples because of the eddy currents that are generated. To
be more specific, the RF magnetic field penetrates a few micrometers into metals such
as gold, copper and silver at frequencies relevant to drive transitions between zero-field
split triplet substates210 (typically between 100 MHz and 4 GHz)106,211. In other words, for
metallic samples with thicknesses of a few millimeters, the RF magnetic field at the surface
is strongly suppressed.

Instead, we choose to deposit a thin gold film (300 nm thickness) in a loop structure onto
a cleaved mica disc. Mica was chosen as an insulating substrate, since large flat terraces
of gold in its (111) orientation can be grown onto mica212. The mica disc was glued onto a
non-conducting spacer material, which was clamped onto the button heater (see for more
details Section 4.2.2). Because of the 2.3 mm thickness of the spacer material, it is expected
that the RF magnetic field is not significantly screened by the button heater.

This gold loop structure was designed such that it acts as a pick-up coil, to enhance the
magnetic field at the surface, see Figure 4.1a. To this end, the diameter of the gold loop
was chosen the same as the diameter of the coil: 10.5 mm. According to Lenz’s law209, the
RF magnetic field in the coil induces an RF magnetic field in the pick-up coil which opposes
the field produced by the coil. The ESR-AFM measurements were performed on molecules
deposited on the gold pick-up coil, separated from it by a deposited thick (>20 ML) NaCl
film (the sample preparation is described in more detail in Section 4.2.2). The part of the
pick-up coil where we performed the ESR-AFM measurements was designed with a reduced
width to locally enhance the RF magnetic field. We call this part the microstrip. From
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Figure 4.1.: RF generation and sample for ESR-AFM. a, An RF magnetic field BRF is gen-
erated at the sample surface by sending an RF current through a transmission line Itransmission line
which ends in a coil. The RF current in the coil Icoil generates an RF magnetic field Bcoil. This
magnetic field induces a current in the pick-up coil Ipick-up coil such that the magnetic field of
the pick-up coil Bpick-up coil has the opposite direction as Bcoil. Part of the pick-up coil has a
constriction (see inset) where the magnetic field Bmicrostrip is locally enhanced. b, The pick-up
coil is made of gold deposited onto a cleaved mica surface. This mica sample is mounted onto the
button heater (not shown) of the sample holder (CreaTec Fischer & Co. GmbH) via a macor®

spacer. The mica disk is glued onto the macor® spacer using small dots of silver epoxy. One of
these dots serves as the contact to which a copper wire is attached such that a gate voltage VG can
be applied to the gold structure. The gold structure consists of a loop, which serves as the pick-up
coil (see a). In the center of the mica disk within reach of our qPlus AFM sensor (having a range
with a radius of approximately 4 mm from the center), the pick-up coil has a thin constriction to
locally enhance the magnetic field (called microstrip). Furthermore, an additional gold pad for tip
shaping is connected to the pick-up coil. On half of the sample a thick NaCl film (>20 ML) was
evaporated covering the microstrip, but not the pad for tip shaping, as schematically indicated.

Ampère’s law209, it follows that the magnetic field strength is inversely proportional to
the width of the microstrip (assuming that the thickness is small compared to the width).
We, therefore, reduced the width of the microstrip to 100 µm. This microstrip was located
within a distance of 4 mm from the center of the mica sample (see Figure 4.1b), which is
approximately the range in which our qPlus AFM sensor (see Section 3.2.1) can move.

The resulting RF field from the microstrip is associated to field lines looping around the
microstrip (Ampère’s law, see Figure 4.1a). At the position of a molecule placed above the
strip, the local magnetic field resulting from the microstrip is expected to be homogeneous,
in the surface plane and perpendicular to the direction of the microstrip. We indeed
find that the in-plane magnetic field component is perpendicular to the direction of the
microstrip, as discussed in Section 4.12. Irrespectively, the coil and the pick-up coil are in
the surface plane of the sample and add a vertical z component to the magnetic field.

The RF signal transmission of the cables including the attached coil was detected by a
magnetic field probe and can be well approximated to be constant over intervals of tens of
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megahertz around the TX-TZ transition, that is, wider than the spectral features observed
in the experiments. Although the pick-up coil and microstrip will contribute to the overall
transmission of the signal and thus affect the magnitude of the local magnetic field, they
are expected to not introduce any resonances in the frequency range of interest. Note
that the RF signal at a frequency of 1500 MHz (which is around the resonance frequency
of the TX-TZ transition for pentacene) has a wavelength roughly three times the entire
circumference of the loop of the pick-up coil.

4.2.1.1. RF generation

The RF signal was produced by a software-defined radio (bladeRF 2.0 micro xA4, Nuand)
and low-pass filtered to eliminate higher-frequency components. A low-pass filter from
the SLP series of Mini Circuits was chosen depending on the used frequency regime, such
as SLP-2950+. Subsequently, the RF signal was amplified in two steps (ZX60-P103LN+,
Mini Circuits; KU PA BB 005250-2 A, Kuhne electronic), with a maximum output power
of 2 W continuous wave. The RF was pulsed using an RF switch (HMC190BMS8, Analog
Devices), which was placed between the two amplifiers. This RF switch was gated by the
AWG to allow synchronization with VG and control over the pulse duration. To suppress
the switching transients of the RF switch213, the signal was high-pass filtered using a high-
pass filter from the SHP series of Mini Circuits (e.g. SHP-800+), its frequency depending
on the used frequency regime. The amplified RF signals were fed into the microscope head
as described in the previous section.

4.2.2. Sample and tip preparation

As a sample substrate, we used a mica disc (d = 12 mm, Micro to Nano), which was cleaved
using Scotch tape. On the mica disc, gold was deposited in a loop structure (Figure 4.1b;
diameter, d = 10.5 mm; thickness, t = 300 nm) by means of electron-beam physical vapour
deposition with a rate of 1.5 Å/s. This gold structure contained a 100-µm-wide constriction
called microstrip (see Figure 4.1b), on which the measurements were performed. The mica
disc was placed onto a macor® spacer and glued using small dots of silver epoxy adhesive
(EPO-TEK® H20E). The macor® spacer was designed such that it can be clamped onto
a button heater using three tungsten clamps (dimensions macor®: t = 2.3 mm, bottom
d = 8 mm, middle d = 6 mm and top d = 12 mm). To apply the gate voltage to the surface,
a copper wire was glued to the gold structure with another dot of the same silver epoxy
adhesive (see contact VG in Figure 4.1b).

To degas the glue and mica surface, the sample temperature was slowly increased to
600 °C (typically over a time interval of half an hour), holding the sample at this temper-
ature for approximately 5 min. Subsequently, a similar procedure for sample preparation
was followed for this gold on mica sample as for the Ag(111) sample (see Section 3.2.2).
Importantly, the duration of the sputtering cycles was reduced to 4 minutes, because of
the finite thickness of the Au film. The sample was sputtered and annealed in three cycles,
annealing to T = 600 °C for the first two cycles, and to T = 550 °C for the final cycle.
On half of the resulting Au(111) surface, a thick NaCl film (>20 ML) was grown at a
sample temperature of approximately 60 °C (covering the microstrip, see Figure 4.1b); the
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4. Single-molecule electron spin resonance by means of atomic force microscopy

other half of the sample (containing the tip-shaping pad) was used for tip preparation (see
Figure 4.1b), presumably resulting in the tip apex being covered with gold.

Part of the data was measured with a CO-functionalized tip. To this end, a sub-
monolayer coverage of NaCl was also deposited on the entire surface at a sample temper-
ature of approximately 35 °C, to grow two monolayer NaCl islands also on the half of the
sample used for tip preparation. CO molecules were deposited in situ onto the sample in
the scan head (T � 8 K), by opening the shutter in the radiation shields (that is used for
sample transfer) for approximately 5 s with a CO pressure of 1 � 10�7 mbar in the prepa-
ration chamber. After preparing a tip by indentation into the remaining gold surface, a
CO molecule was picked up from the two monolayer NaCl islands by scanning over a CO
molecule with a setpoint of I = 40 pA and V = 0.5 V.

The measured molecules (pentacene-h14 and PTCDA-h8, Sigma-Aldrich; pentacene-d14,
Toronto Research Chemicals) were deposited in situ onto the sample inside the scan head
at a temperature of approximately 8 K.

4.2.3. Voltage pulses

The AC voltage pulses were generated by either a TGA12104, Aim-TTi AWG or a Pulse
Streamer 8/2, Swabian Instruments. The rest of the setup was identical to the one described
in Section 3.2.3 except for the following modifications. If the Aim-TTi was used, the
pulses were not further amplified in contrast to the (tenfold) amplification required for
the pulses generated with the Pulse Streamer (see Section 3.2.3). During the read-out of
the charge states as described in Section 4.4, the voltage pulses were turned off using a
gating signal generated by the control electronics of the microscope. This gating signal
was outputted during the read-out of the charge states and fed from the control electronics
of the microscope to the AWG. The voltage pulse output of the Aim-TTi was amplitude
modulated using the gating signal to suppress the voltage pulses during the read-out of
the charge states. In case of the Pulse Streamer, the gating signal was used to disable the
used amplifier (ADA4870 evaluation board (Analog Devices, Inc), [a] in Figure 3.3) and,
thereby, turn off the voltage pulses.

4.3. Effect of a radio-frequency magnetic field on the
triplet-state lifetime

A schematic overview of the experimental set-up for ESR-AFM is shown in Figure 4.2. As
described in the previous section, pentacene molecules were deposited onto NaCl (>20 ML)
on a Au(111) microstrip on a mica disc such that RF magnetic fields can be applied. A
gate voltage VG was applied to the microstrip to control single-electron tunneling between
the molecule and the conductive tip of the AFM19. The thick NaCl film prevents electron
tunneling between the molecule and the microstrip19. The AFM was operated in frequency-
modulation mode43 with a cantilever oscillation amplitude of 0.55 Å (1.1 Å peak to peak),
except if specified otherwise.

The ESR-AFM experiments were performed with a similar voltage-pulse sequence as
used for the T1 lifetime measurements21 (as well as the excited-state spectroscopy measure-
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Figure 4.2.: Sketch of the experimental set-up for ESR-AFM. Individual pentacene
molecules were adsorbed on a Au(111) microstrip on a mica disc, covered by a NaCl film (>20 ML),
preventing electron tunneling between microstrip and molecule. A time-dependent gate voltage
VG was applied to the strip to repeatedly bring the molecule in the neutral triplet excited state
T1 (represented by the two arrows) by two subsequent tunneling events between molecule and
conductive tip. During an experimentally controlled dwell time tD, the neutral molecule can decay
to the S0 ground state. An RF current IRF was run through the microstrip to generate an RF
magnetic field. After tD, the final state of the molecule was read out as described in Section 4.4.

ments, see Chapter 3), which is shown in Figure 4.3a. To drive and probe ESR transitions,
we first bring the closed-shell pentacene molecule to the excited triplet state T1 by driving
two tunneling events with pulses of VG (ref. [21]). During a set pulse, an electron is ex-
tracted from the HOMO, positively charging the molecule. The voltage of the second pulse,
here called dwell pulse, was chosen such that it allows injecting an electron into the LUMO
of the positively charged molecule20,21. This voltage was determined from excited-state
spectroscopy measurements, see Figure 3.8. The two unpaired electrons in the HOMO
and LUMO form the triplet. Note that the positively charged state (D�

0 ) is only used to
create the triplet state and facilitate the readout, whereas the ESR spectroscopy and spin
manipulation described below occurs in the neutral triplet state.

The population in the T1 state will decay over time into the S0 state. This population
decay can be measured (at a suitable gate voltage) by transferring the remaining popula-
tion in T1 after a controlled dwell time tD to the positively charged state (D�

0 ), whereas
pentacene in S0 remains in S0 (see Figures 3.6 and 4.3)21. These two states have a different
net charge and can thus be discriminated in the AFM signal12 owing to their different
electrostatic force acting on the tip during a read-out period. Upon repeating the pump-
probe pulse sequence 8 times per second for typically 160 seconds, the population in the
two charge states and, therefore, in the T1 and S0 state can be determined (see Figure 3.7
for an example of a data trace and Section 3.3.2 for a description of the data analysis).
Varying the dwell pulse length tD, the population decay of the T1 state can be measured21.

The red curve in Figure 4.4 shows such a population decay. The decay can be well-
fitted with a triple-exponential decay. The three zero-field split triplet substates TX, TY
and TZ (see Section 2.4.1 for the spin Hamiltonian) have different lifetimes, which we
obtained from the fit as τX = 21 µs, τY = 67 µs and τZ = 136 µs. Driving an ESR transition
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Figure 4.3.: Schematic of the pump-probe pulse sequence for the ESR-AFM mea-
surements. a, Voltage-pulse sequence (black) containing the set pulse (typically Vset = Vread-out
− 1 V, tset = 33.4 µs) and dwell pulse (Vdwell = Vread-out + 2.5 V, tD = 100.2 µs for pentacene)
applied as VG to the sample. During the read-out interval, the voltage, Vread-out, was set to the
middle of the charging hysteresis (see Figure 2.9) of S0 and D�

0 (typically −1.5 to −2.1 V for
pentacene on NaCl(>20 ML)/Au(111)). An RF pulse (blue) was synchronized with the dwell
pulse, having the same duration as the dwell pulse for the measurements of the triplet decay
under resonant driving (Figure 4.4) and the ESR-AFM spectra. b, Many-body energy diagrams
showing the mutual energetic alignment of D�

0 , S0 and T1 during the pump-probe sequence of a
(the relaxation energies are not included for simplicity; the quantitative many-body energy dia-
gram for pentacene can be found in Figure 3.18a). The charge-transfer rates (k1-k5) were chosen
(by the tip height) to be much faster than the triplet decay, with 1/k4 set to around 4 µs for the
ESR-AFM experiments (see Section 4.4) and 0.2 µs for the T1 lifetime measurements. A closer
tip-sample height for the T1 lifetime measurements compared to the excited-state spectroscopy
(see Chapter 3) and ESR-AFM measurements was chosen to prevent any influence of the tunnel-
ing rates on the measured T1 lifetime decay21. During the set pulse, the molecule was brought
to D�

0 . The dwell voltage pulse lifted the D�
0 state above the T1 and S0 states; an electron can

tunnel into the molecule, forming either the T1 or the S0 state, preferentially populating T1 (see
Figures 2.3 and 3.8), with rates k3 and k4, respectively. During the dwell pulse, the molecule
in T1 can decay into S0. Two of the triplet substates (here TX and TZ) can be coupled during
this time by the RF pulse. If the molecule was still in the triplet state after the dwell pulse, an
electron can tunnel out of the molecule charging it, allowing a discrimination of the T1 and S0
states through the charged and neutral states, respectively (see Figure 3.6). c, Populations of the
involved states during the pump-probe sequence, with (black lines and colored areas) and without
(red line) RF. Note that, with RF, the TX and TZ substates both decay with the average decay
rate of TX and TZ, assuming a sufficiently strong RF pulse.
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4.3. Effect of a radio-frequency magnetic field on the triplet-state lifetime

Figure 4.4.: Triplet decay under resonant driving. Decay of the T1 state as measured
without RF (red) and with a broadband RF pulse (black). The broadband RF pulse corresponded
to a chirped pulse with a width of 12 MHz, a repetition time of 5 µs and a center frequency of
1544 MHz generated via I/Q (in-phase/quadrature-phase) modulation. T1 is zero-field-split into
three substates TX, TY and TZ having different lifetimes (inset), such that the RF pulse driving
the TX-TZ transition changes the resulting overall decay. Solid lines represent fits to triple-
exponential decays. Each data point corresponds to 1920 pump-probe cycles and the error bars
were derived from the s.d. of the binomial distribution21; see Section 3.3.3. The difference in
the fraction in the triplet state at tD = 0 is attributed to a different ratio of tunneling into the
HOMO and LUMO. Note that for a sharp metal tip (having an AC-STM contrast as shown in
Figure 3.11) this ratio was found to be constant over the molecule and around 0.8 instead of the
0.6 found here (see Figure 3.11), indicating that the tip used for the measurement shown here
was likely functionalized with an adsorbate.

between two of these substates by an RF magnetic field of matching frequency effectively
equilibrates their populations and thereby strongly affects the overall population decay of
the T1 state169,170,214. For example, if the populations between TX and TZ were equilibrated,
these substates would decay with the same (the average) decay rate: kX’ = kZ’ = (kX +
kZ)/2 (ref. [103]). Using our decay constants, it is expected that τX’ = τZ’ = 36 µs, while
the decay of TY is unaffected by driving with such an RF frequency (τY’ = τY = 67 µs).

This was experimentally tested by measuring a triplet decay while driving the TX-TZ
transition at 1540 MHz (see Section 4.5). The resulting decay is shown as the black curve
in Figure 4.4. Fitting this curve yields τX = 35 µs, τY = 76 µs and τZ = 35 µs. Importantly,
even with a tri-exponential fit, the fit yields two very similar decay constants. Furthermore,
these experimentally found values are close to the predicted values, the differences are
attributed to uncertainties on the experiments and fitting.

As seen in the data, there exist an optimal tD at which the population difference between
the two states (S0 and T1) is maximized: around 100 µs. This value can also be determined
theoretically by comparing the triple-exponential decay without resonant driving with a
decay where the two coupled substates (TX and TY) decay with an uniform decay rate.
This yields an optimal tD of 92 µs, close to the experimentally found value. Since we choose
the voltage pulses to be an integer multiple of cantilever periods (to prevent undesired
excitation or damping of the cantilever), tD was fixed to 100.2 µs. An ESR-AFM spectrum
can then be measured by recording the triplet population at this fixed tD as a function of
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frequency fRF of the driving field. This will be shown in Section 4.5; the next section will
discuss the details of the data acquisition of these ESR-AFM spectra.

4.4. ESR-AFM spectra data acquisition
ESR-AFM spectra can be measured using the pump-probe pulse sequence shown in Fig-
ure 4.3, as explained in the previous section. To reduce the statistical uncertainty (see Sec-
tion 4.6) for a given data-acquisition time, the pump-probe pulse sequence was repeated
160 or 320 times per second, instead of eight times per second used for the T1 lifetime
measurements (see previous section) and the excited-state spectroscopy (see Chapter 3).
This repetition rate is too large to resolve the charge states during the read-out period
individually for every pump-probe cycle. Instead, the frequency shift ∆f was averaged
over an interval of typically 20 s. This x∆fy is mainly determined by the read-out phases
because they make up for approximately 95% of the total time (in case of parameters
used for pentacene). x∆fy thus reflects the ratio of read-out in the charged and neutral
states, corresponding to the ratio of T1 and S0 populations at the end of the dwell time,
respectively.

Note that the change in ∆f related to the different charge-state populations is very
small. However, x∆fy is also sensitive to the tip-sample distance. These changes in the
tip-sample distance are mainly attributed to creep of the piezo-electric actuator used to
bring the tip in close contact to the sample. Creep is the time-dependent deformation of the
piezo-electric material after a sudden change in the applied voltage29. To be more specific,
the tip-sample height will reduce over time because of the extension of the piezo-electric
material after the sudden application of a large voltage to bring the tip in close contact to
the sample. Since the tip needs to be retracted from the surface before filling the cryogenics
every three days (to prevent the tip from crashing into the surface during the filling process),
there is always some residual creep of the piezo-electric actuators present. Next to creep,
there can be other contributions to the fluctuations in the tip-sample distance, such as
thermal drift. For simplification, the drift and piezo creep is abbreviated as drift in this
chapter (although in our case typically the piezo creep is dominant). To minimize the
effect of drift on the ESR-AFM spectra (which are measured in constant-height mode),
ESR-AFM spectra were taken after at least a waiting time of four hours after approaching
the sample. Secondly, the tip-sample distance was reset by shortly turning on the ∆f
feedback either after every sweep of the RF or after a fixed time (15 to 60 min). The
length of this time interval was chosen depending on the size of the drift present at the
start of the measurements.

Still, the remaining fluctuations due to the tip-sample height are very large; they are
comparable in size to the detected signal, see the red curve in Figure 4.5. To quantify how
small these remaining fluctuations should be to not dominate the uncertainty margins, we
compare them to the size of the statistical uncertainty. The uncertainty on the average
frequency shift due to the statistical uncertainty is typically around 0.2% for the parameters
used, see Section 4.6. Since the size of the charging step for pentacene is typically around
0.3 Hz, an uncertainty of 0.2% corresponds to a frequency shift of less than 1 mHz. For a
typical tip and a tip-sample distance at which our data is taken, a height change of only a
few hundreds of femtometers results already in such a frequency shift.
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Figure 4.5.: Raw data and signal extraction toward an ESR-AFM spectrum. a,
Voltage-pulse sequence for the acquisition of one data point. At the beginning and end, two
voltage pulses were given to neutralize (V 0

set = Vread-out � 0.3 V) and charge (V �
set = Vread-out −

0.3 V) the molecule, in between which the voltage was set to the center of the charging hysteresis
(Vread-out); here a typical value for pentacene is shown. During the middle 20 s of the data trace,
the pump-probe sequence shown in Figure 4.3 was repeated 320 times per second. b, One of
the recorded ∆f data traces with the pulse sequence shown in a. The frequency shifts of the
neutral (∆f0, black) and charged (∆f�, green) molecule were extracted as the average over the
1-s intervals at the beginning and end of the trace. The averaged frequency shift (x∆fy, red)
was extracted from the interval during which the pump-probe sequence was turned on. c, ESR
spectrum of pentacene-h14 without normalizing the frequency shift. The panel shows ∆f0, ∆f�

and x∆fy as a function of the RF (error bars are s.d. of seven repetitions). Owing to slight drift,
all three signals show a similar overall trend line (fit curves). Around 1540 MHz, x∆fy shows
clear deviations from this general trend, representing the ESR signal. Normalizing the frequency
shift from these three values as ∆fnorm = x∆fy�∆f0

∆f��∆f0 largely reduces the background trend owing
to drift.

To minimize the influence of the remaining fluctuations in the tip-sample height, x∆fy
was normalized using the frequency shifts of the positively charged ∆f� and neutral ∆f 0

molecule, as
∆fnorm = x∆fy �∆f 0

∆f� �∆f 0 . (4.1)

This removes most of the remaining fluctuations, since x∆fy has a similar dependence
on tip height as ∆f� and ∆f 0 (see Figure 4.5c) (x∆fy is mainly determined by the read-
out phases, and thus by ∆f� and ∆f 0). ∆f� and ∆f 0 were determined at the beginning
and end of every 20 s data trace (see Figure 4.5b). To this end, the charge state was
changed by applying small voltage pulses (V 0

set � Vread-out � 0.3 V, V �
set = Vread-out − 0.3 V).

Tunneling events during the readout of these frequency shifts were minimized by using a
tip-sample distance at which the decay constant for the decay of the D�

0 state into the
S0 state during a pulse of Vread-out � 1.2 V was around 4 µs (note that this requirement
restricts the possible distances to a small range, as the tip height should also be small
enough such that the tunneling processes are considerably faster than the triplet decay). If
still a charging event happened, the data trace was discarded. To maximize the rate of the
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tunneling processes during the voltage-pulse sequence, the beginning and end of the voltage
pulses were synchronized with the closest turnaround point of the cantilever movement. To
prevent the excitation of the cantilever, the durations of the voltage pulses were set to an
integer multiple of the cantilever period (33.4 µs).

The resulting ∆fnorm signal typically deviates from the triplet population, since it is
not only an average over the read-out periods, but also over the time during which the set
and dwell voltage pulses are turned on. During this time, the frequency shift corresponds
to the applied voltages and thus crucially depends on the exact shape of the KPFS12. In
other words, the baseline of the ∆fnorm signal (without RF or RF off-resonance) varies for
different measurements - even for those above the same molecule - owing to differences in
the position above the molecule. Still, for a given measurement, a linear relation exists
between the ∆fnorm signal and the triplet population. Quantitative results can be obtained
from a calibration measurement in which the population is determined by counting the
individual outcomes after each pulse sequence at a repetition rate of eight per second.
Thereby, absolute information about the spin population can be obtained.

4.5. ESR-AFM spectra
Following the approach described in the previous sections, an ESR-AFM signal was mea-
sured for a single pentacene molecule. The resulting ESR-AFM signal, displayed in Fig-
ure 4.6a, has an asymmetric shape, which closely resembles the signal shape obtained with
ODMR for single pentacene molecules169,170. This asymmetric shape entails information
about the nuclear spin system of the molecule; it arises from the hyperfine coupling between
the nuclei with non-zero spin and the electron spins. In case of protonated pentacene, these
are the 14 proton nuclear spins. A detailed explanation of the hyperfine interaction and
how it gives rise to the observed asymmetric lineshape at zero magnetic field can be found
in Section 2.4.2.

It should be noted that although only a single molecule is being measured, the resulting
asymmetric lineshape is very similar to those obtained for ensembles of molecules169. This
lineshape reflects the different nuclear spin configurations that the molecule experiences (see
Section 2.4.2). In an ensemble, this is a result of the different nuclear spin configurations
every individual molecule has. In our case, only a single molecule is being measured.
However, to obtain an ESR-AFM spectrum, the molecule is measured typically at least
20,000 times (the number of pump-probe cycles). Since the molecule can be in a different
nuclear spin configuration during every pump-probe cycle169, the large number of pump-
probe cycles performed allow the mapping of the full asymmetric lineshape. In other
words, instead of an ensemble average, we measure a time average, which is equivalent to
an ensemble average over identical molecules (ergodic theory).

Next to the TX-TZ transition, the TX-TY transition of pentacene can be probed with
ESR-AFM. The resulting signal, shown in Figure 4.6b, has also an asymmetric shape, and
resembles the shape of the TX-TY signal measured for pentacene in a p-terphenyl matrix103.

We can also compare the resonance frequencies of our ESR-AFM signals with those
obtained for pentacene in different matrices. The measured TX-TZ transition frequency is
shifted to higher frequencies by 60 to 120 MHz with respect to those measured for pentacene
molecules in p-terphenyl103,169,170, napthalene215 and benzoic216 host matrices. Although
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Figure 4.6.: ESR-AFM spectra of pentacene. a, b, ESR-AFM spectra of the TX-TZ and TX-
TY transitions of a single pentacene-h14 molecule, respectively. The RF was swept at a constant
tD = 100.2 µs. The AFM signal ∆f was normalized to ∆fnorm as described in Section 4.4. The
error bars were derived from the s.d. of seven and 38 measurements, respectively. ∆fnorm can be
calibrated against the triplet population21 at tD; see right axis. The calibration was performed
for an RF corresponding to the maximum of the ESR signal, as well as an RF that was off-
resonance. For this calibration, 7680 pump-probe cycles were recorded for both frequencies. Note
that, because of the similar decay constants of the TY and TZ substates, no ESR-AFM signal for
the TY-TZ transition of pentacene was detected.

our TX-TY resonance frequency corresponds to the one found for two of the four lattice
sites in p-terphenyl matrices103, the resonance frequency is different by up to 30 MHz for
pentacene in the two other lattice sites in p-terphenyl matrices103, and in napthalene215

and benzoic acid216 matrices. These observed shifts can be rationalized by the different en-
vironments: the environment will affect the orbital densities of the two unpaired electrons,
and thereby the zero-field splitting (see Section 2.4.1). The zero-field splitting is thus not
only a fingerprint of the molecule but also of its environment, as demonstrated further in
Section 4.8.

The ESR-AFM signal of the TX-TY transition has a reduced signal magnitude compared
to the one for the TX-TZ transition (see Figure 4.6). The magnitude of the ESR-AFM
signal depends on the ratio of the decay constants of the involved substates. Since this
ratio is for pentacene much smaller for the TX-TY transition than the TX-TZ transition, a
smaller signal is indeed expected for the TX-TY transition. Using the decay constants for
pentacene as determined in Section 4.3, a tD of 100.2 µs and an initial triplet population of
80%, a theoretical maximum signal magnitude (difference in fraction in triplet population)
of 0.1 and 0.04 results for the TX-TZ and TX-TY transitions, respectively. The magnitudes
of the measured signals are lower: 0.06 and 0.02, respectively. This discrepancy could
be explained as follows. For the theoretical signal it is assumed that the RF driving
constantly equilibrates the population of the two substates. However, relatively low RF
powers were used here to prevent power broadening (see for more information Section 4.7
and Figure 4.9). Furthermore, because of the hyperfine interaction, the molecule is not
always resonant with the RF radiation. Therefore, in our experiment, the populations are
not constantly equilibrated, and the observed ESR-AFM signal is lower than the theoretical
maximum.

The spatial resolution of the ESR-AFM signals is in first approximation determined by
the spatial resolution for the formation of the triplet; the spin resonance itself is driven by
an RF field, which is assumed to be constant over tens of micrometers (see Section 4.2.1).
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Figure 4.7.: Spectra above and next to a pentacene molecule. a, AFM topography
image of a surface area with adsorbed pentacene molecules measured with a CO-terminated tip
(setpoint: ∆f = −1.45 Hz at V = 0 V, A = 1.65 Å). The inset shows a constant-height AFM
image as a zoom-in (A = 0.3 Å, ∆z = −4.76 Å with respect to the setpoint ∆f = −1.45 Hz at
V = 0 V, A = 0.3 Å). b, ESR-AFM spectra above (blue) and next to (red) the pentacene-d14
molecule shown in a (error bars are s.d. of four repetitions). Although the former shows a clear
feature around 1540 MHz, this feature is absent for the spectrum acquired next to the molecule.
Note that the frequency shift was not normalized for these spectra.

The formation of the triplet relies on electron tunneling between the tip and the frontier
orbitals of the molecule21. Therefore, the spatial resolution of the ESR-AFM signals is
predominantly determined by the distance dependence of these tunneling processes89 (see
Section 3.4.1). Since the HOMO and LUMO are delocalized over the entire molecule for
pentacene (see Figure 3.11), the signal can be measured at any location above these orbitals
(typically the tip was positioned above the middle of the molecule). Outside the tunneling
range between tip and frontier orbitals, no ESR-AFM signal can be detected, as shown in
Figure 4.7. Therefore, ESR-AFM spectra can be unambiguously assigned to the individual
molecule beneath the tip, as will be demonstrated in Figure 4.8 and Figure 4.13.

4.6. Sources of uncertainty
To determine the uncertainty on the ESR-AFM data points, the 20-s data traces were
repeated several times and the error bars were extracted as the standard deviation of
the mean of these repetitions. This way, any type of non-systematic uncertainty will be
accounted for, irrespective of its source. To maximize the signal-to-noise ratio for a given
measurement time, the measurement parameters were chosen by considering the main
sources of uncertainty present, as will be discussed in this section.

The three main sources of uncertainty of ∆fnorm are the statistical uncertainty from
the finite number of repeats, the remaining drift of the tip height and the noise on the fre-
quency shift ∆f . The statistical uncertainty can be calculated with the formula presented
in Section 3.3.3. We typically choose the number of repeats per data point such that the
statistical uncertainty becomes comparable with the other two sources of uncertainty; de-
pending on the exact experimental conditions, any of these three sources can dominate. For
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example, the standard deviation on the datapoints in Figure 4.6a and b equals 0.20% and
0.16%, respectively (determined by taking the average of the standard deviation for every
frequency). In case of Figure 4.6a, this standard deviation is dominated by the statistical
uncertainty, which is 0.19% (seven repeats of the 20-s data trace were measured). In con-
trast, other uncertainty sources dominate in Figure 4.6b, since the statistical uncertainty
was only 0.08% (38 repeats of the 20-s data trace were measured).

One of these sources is the remaining influence of the drift of the tip height and position.
Although most of this drift is eliminated by our normalization process (see Section 4.4), in
some cases a remaining minor influence of this drift was observed. For example, in case of
the data shown in Figure 4.8c, the error bars appear to be larger than the noise that seems
to be present given the distribution of the datapoints. Indeed the statistical uncertainty
is around 0.18%, while the average standard deviation on the experimental data is 0.28%.
In this case, the uncertainty due to drift is significantly increasing the error bars, since the
∆fnorm changes by more than 0.01 from the first to the last repeat. Similarly, in the case
of the data shown in Figure 4.21c (bottom) and Figure 4.21d (top), the drift was clearly
dominating the uncertainty margins (not shown). Since this drift is on a slow timescale
compared to one full frequency sweep, most of its effect can be easily removed from the
data by adding an offset to every repetition, as we did for these three cases.

Since for most measurement we did not correct for lateral tip drift, as was done for
the excited-state spectroscopy measurements (see Section 3.3.1), we believe that the minor
drift observed in ∆fnorm is, therefore, predominantly caused by lateral drift of the tip with
respect to the molecule. To further minimize this lateral drift we implemented a lateral drift
correction similar as for the excited-state spectroscopy measurements (see Section 3.3.1),
which was used for the measurements of the Rabi oscillations in the context of the electric
field dependence (see Section 4.9) and will be employed for future measurements.

The third factor that could dominate the error bars is the noise on the frequency shift
∆f . ∆f averaged over 1 s exhibits a typical uncertainty of 1 mHz for our used AFM/STM
microscope (see Section 3.2.1). As ∆fnorm is derived using the difference in ∆f of the
charged and neutral molecule, the size of the charging step will determine how much the
∆f noise contributes to the uncertainty of ∆fnorm. In other words, probe tips that give a
strong response to charging (a large charging step in the KPFS) provide a better signal-to-
noise ratio and, therefore, a smaller relative uncertainty. To minimize this contribution to
the uncertainty, we only used tips for which the charging step was large compared with the
noise in ∆f (size of charging step typically 0.2-0.4 Hz for tips with a ∆f setpoint around
−1.5 Hz at zero bias). Note that the uncertainty due to the noise on the frequency shift can
be reduced by increasing the intervals for determining the frequency shifts of the charged
and neutral state, since these charge states were typically read-out for only 2 s, while x∆fy
was typically measured for 20 s (see Figure 4.5a).

4.7. Isotope selective fingerprinting of molecules
As experimentally demonstrated in the previous section, the ESR-AFM signals of pentacene
have an asymmetric lineshape due to the hyperfine interaction with the 14 proton nuclear
spins. This hyperfine interaction strongly depends on the identity of the nuclear isotopes
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(see Section 2.4.2) and thus allows us to distinguish molecules only differing in their isotopic
composition.

To demonstrate the sensitivity to the nuclear isotopes, we measured an ESR-AFM spec-
trum for pentacene-d14, which is shown in Figure 4.8a. Comparing with pentacene-h14,
the peak shape is similar but its high-frequency tail is reduced in width by a factor of ap-
proximately 14 (see Appendix A.1.1 for the fitting function). We attribute this reduction to
the smaller hyperfine interaction of deuterium. As indicated in Section 2.4.2, the hyperfine
interaction scales with the nuclear g-factor, which is 6.5 times smaller for 2H compared
to 1H. The reported hyperfine coupling tensor elements for 2H are indeed smaller by this
factor103. Since the line broadening of the zero-field ESR spectra depends quadratically on
the hyperfine interaction (see Equation (2.25)), the linewidth is expected to be reduced by
a factor of 42 because of this difference in nuclear g-factor. Note that the possible magnetic
quantum numbers mI also differ for 2H and 1H (mI = −1,0,+1 for 2H, while it is 1/2,−1/2
for 1H). This will affect the resulting lineshape and linewidth according to Equation (2.25).
ODMR measurements of pentacene-d14 embedded in a p-terphenyl matrix demonstrated
a reduction in linewidth (FWHM of the signal) by a factor of 30. However, they only
observed this large reduction for very low RF amplitudes103,176; for higher RF amplitudes
broader ESR spectra were measured, which is in line with the ESR-AFM spectrum that
we obtained for pentacene-d14.

This additional broadening was attributed to the nuclear electric quadrupole
interaction103, which arises if nuclei are present that have a spin quantum number larger
than 1/2, in this case 2H, which has a spin quantum number of 1. Such nuclei have a non-
spherical symmetric charge distribution and, therefore, a non-zero electric quadrupole mo-
ment, which interacts with the electric field gradients present in the molecular
environment217. This interaction, called quadrupole interaction, causes an additional split-
ting of the spin states, in our case the triplet substates. In contrast to the hyperfine
interaction, the first order quadrupole interaction does not vanish at zero-magnetic field
and it splits every of the three triplet substates in the same way218. For example, for a spin-
1 nucleus every triplet substate will be split in three substates, giving a total of 9 triplet
substates (if the hyperfine interaction is neglected). In first approximation, this additional
equal splitting does not affect the resulting zero-field ESR spectra, since transitions are
being driven between the electronic spin states. However, because of the combination of
the quadrupole and hyperfine interaction, there is a small probability to flip the nuclear
spin in the process of driving the electron spin218–220: the hyperfine interaction mixes into
electron-nuclear spin states small components of electron-nuclear spin states that differ
in both their electronic and nuclear spin218,219. Since these components are small, the
probability to drive electronic transitions in which also the nuclear spin flips is low, and,
therefore, they are not observed at very low RF powers103,218. Upon increasing the RF
power, all transitions are driven more strongly. While the allowed transitions are saturated
already at relative low RF powers, these “forbidden” transitions are still increasing, leading
to a change in lineshape with increasing RF power218.

Depending on the size of the quadrupole interaction compared to the other interac-
tions present (e.g. hyperfine interaction, lifetime broadening), the quadrupole interaction
in zero-field ESR spectra was reported as an additional splitting of the lines218,221 or as
a broadening103,220. Given the expected magnitude of the quadrupole interaction of deu-
terium, we indeed expect an additional broadening of the zero-field ESR signals for pen-
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Figure 4.8.: ESR-AFM signals of different isotopomers of pentacene. a, ESR-AFM
spectrum of pentacene-d14 (blue), exhibiting a much narrower resonance in comparison with
pentacene-h14 (gray). The decreased hyperfine interaction leads to a reduced width of the high-
frequency tail. The left flank of the signal corresponds to a width of only 0.12 MHz. The error bars
result from the s.d. of eight (pentacene-d14) and seven (pentacene-h14) repetitions. b, ESR-AFM
spectra of three individual deuterated pentacene molecules. Although the ESR-AFM spectra of
two pentacene-d14 (red (denoted ‘2’) and gray (denoted ‘3’)) molecules are very similar, that
of another isotopologue, pentacene-h-d13 (blue (denoted ‘1’)) differs clearly (note that the gray
dataset is offset by 0.19 with respect to the right (red) y-axis) (error bars are s.d. of four repeti-
tions). AFM permits imaging these isotopologues in their unique environment (inset, AFM image
with a CO-terminated tip at constant ∆f = −1.45 Hz and VG = 0 V, A = 1.65 Å) c, ESR-AFM
spectra of two different isotopologues of pentacene (blue: pentacene-d14 containing a 13C; gray:
pentacene-d14 (same data as the pentacene-d14 data shown in a)). The error bars are s.d. of
eight repetitions. The inset shows an AFM image at constant ∆f = −1.4 Hz and VG = 0 V,
A = 1.65 Å, the red dashed lines mark the NaCl step edges (the limited spatial resolution of the
image is attributed to tip imperfections). The different isotopomers were assigned by comparing
their respective ESR spectra to measurements performed for pentacene molecules embedded in a
p-terphenyl matrix176,178. Colors of the left/right ∆fnorm scale correspond to data of the same
respective color.
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Figure 4.9.: Power broadening of ESR spectra. a, b, Spectra acquired at different RF
amplitudes demonstrating the role of power broadening for pentacene-d14 and pentacene-h-d13,
respectively. For the spectra at medium and large amplitudes, the amplitude of the RF pulse
was doubled and octuplicated, respectively. In case of a, the right axis corresponds to both gray
datasets. In case of b, the (black) ∆fnorm scale is for all datasets. The error bars were derived
from the s.d. of 12 repetitions for the lowest power of pentacene-d14 and six repetitions for the
other datasets.

tacene. In addition to the quadrupole moment, which depends on the nuclear isotope,
the quadrupole interaction depends on the molecular environment. It has been shown for
deuterocarbons that the quadrupole interaction depends predominantly on the nature of
the deuterium-carbon bond. In case of deuteriums bound to sp2 hybridized carbon atoms,
the quadrupole interaction was found to be around 0.2 MHz (ref. [222]). This value is
roughly twice as large as the broadening expected from the hyperfine interaction. We,
therefore, expect for pentacene-d14 an additional broadening of the zero-field ESR signals
due to the quadrupole interaction.

To experimentally test this hypothesized origin of the broadened ESR-AFM signals,
ESR-AFM signals were recorded for different RF amplitudes. The resulting spectra in
Figure 4.9a show that the signals broaden if a larger RF amplitude is used. Upon in-
creasing the RF amplitude, the lifetimes of the involved substates reduce causing a power
broadening. This effect alone would lead to a symmetric broadening; the resonance fre-
quency for every nuclear spin configuration would broaden (see Section 3.6). However, the
observed ESR-AFM signals broaden asymmetrically: the lineshape at the high-frequency
side changes from a fast initial decay followed by a slow decay for the lowest RF amplitude
to a more gradual intermediate decay for the higher RF amplitudes. We attribute this
additional broadening to the effect of the quadrupole interaction. Note that in general
for the measurements of ESR-AFM signals we adapted the RF amplitude such that power
broadening was minimized.

As a next step, we measured ESR-AFM spectra for different deuterated pentacene
molecules. Figure 4.8b shows the spectra measured for the three deuterated pentacene
molecules indicated in the image in the inset. Molecules 2 and 3 show a very similar
ESR-AFM signal, both in shape as well as resonance frequency, demonstrating the very
high reproducibility of ESR-AFM (for a more detailed discussion of the reproducibility see
Section 4.8). In contrast, molecule 1 shows a completely different ESR-AFM signal, which
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4.7. Isotope selective fingerprinting of molecules

Figure 4.10.: Triplet spin density for pentacene. The spin density of the T1 state of
pentacene is shown at the carbon positions by the blue circles (for the bottom left quarter of the
molecule). The diameter of the circles indicates the magnitude of the triplet spin density at the
respective carbon positions, as based on data taken from ref. [223]. The carbons are labeled by
Greek letters as indicated. At the equivalent carbons the spin density is the same. This figure is
based on a figure from ref. [103].

is shifted to higher frequencies and strongly broadened. Comparing the width and shape
of this signal to those for different isotopomers of pentacene embedded in p-terphenyl178,
we assign this signal to a pentacene-h-d13 molecule, where a proton replaces one of the six
deuteriums bound to the inner three benzene rings of pentacene (bound to a γ or ϵ carbon,
as defined in Figure 4.10). This comparison assumes that the hyperfine interaction is not
significantly different for pentacene on a NaCl surface compared to pentacene embedded in a
p-terphenyl matrix; an assumption well justified by the similar linewidths observed for both
pentacene-h14 and pentacene-d14 on NaCl (Figure 4.8a) and in p-terphenyl matrices103,178.

To understand how a single 1H nucleus can cause such an extensive line broadening,
we use Equation (2.25). The leading terms of the hyperfine interaction are proportional to
p°i miρiA

i
zzq2, assuming that the quantization axis of the nuclear spins is along the z axis.
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Because the hyperfine interaction enters as a second-order term, the mere presence of one
nucleus (here a proton) with strong hyperfine interaction also influences how strongly all
the other nuclei (here deuterons) affect the line, thereby changing its overall shape, as
expressed by the second term on the right hand side of Equation (4.2). Furthermore, this
hyperfine interaction gives rise to a shift of the resonance frequency, as expressed by the
last term in Equation (4.2) (although mH = 1/2 or −1/2, the − sign drops out due to the
square dependence).

The assignment of our ESR-AFM signal to a pentacene molecule where a single proton
is bound to a γ or ϵ carbon of pentacene results from the much smaller linewidth observed
with ODMR for a proton bound to the α or β carbon178. This is a direct consequence of
the reduced spin density (ρH) at these carbons223, as indicated in Figure 4.10.

In the assignment of zero-field ESR spectra to isotopomers, it is very important to
rule out that an increased broadening is simply due to power broadening178,224 instead of
the presence of nuclei with a larger hyperfine coupling. To this end, we measured ESR-
AFM spectra for pentacene-h-d13 at different RF amplitudes. The results are shown in
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Figure 4.9b. Even at the lowest RF amplitude used, where the signal magnitude is signifi-
cantly reduced, the ESR-AFM signal for pentacene-h-d13 is strongly broadened compared
to the signals for pentacene-d14. This confirms that the broadening is intrinsic, i.e. caused
by the hyperfine interaction, and not induced by power broadening.

As a further demonstration of the combination of single-spin sensitivity and atomic-scale
local information, we also locally identified a single pentacene-d14 molecule that contains
a single 13C nucleus, as shown in Figure 4.8c. Our observed signal matches both in terms
of width and shape the signal reported for a pentacene-d14 molecule with a 13C replacing
one of the two 12C atoms in the γ position178. Also in this case, the ESR-AFM signal was
measured at different RF amplitudes (not shown, see the bachelor thesis of Sonja Bleher159),
ruling out that the broadening is simply due to power broadening. Because of the natural
abundance of 1.11% 13C (ref. [106]), there is a very small likelihood (2.2%) of encountering
a molecule with a 13C in one of these two γ positions. Indeed, we observed only one
molecule with a 13C in a γ position out of the total number of 40 measured molecules (see
Section 4.8). Note that the hyperfine interaction from a 13C replacing one of the other
carbons will be reduced in strength due to the lower spin density223 (see Figure 4.10).
For instance, a detectable broadening of the ESR signal of a pentacene-h14 molecule in a
p-terphenyl matrix was only reported for a 13C in the γ and ϵ positions107.

The ESR-AFM spectrum for this pentacene-d14 with a single 13C is even broader than
the one for the molecule with a single 1H, see Figure 4.8b and c. This is because of the
approximately five times larger hyperfine tensor element Azz for 13C than for 1H in case
of pentacene107,177. At first glance, this seems counterintuitive, since the g-factor for 13C
is four times smaller than for 1H (ref. [106]). However, both the Fermi contact and the
dipole-dipole coupling term of the hyperfine interaction are observed to be larger for a 13C
than for a 1H (bound to this carbon) in case of pentacene (see for a general discussion of
these terms Section 2.4.2). The larger dipole-dipole interaction in the z direction arises
from the closer distance of the 13C to the π electrons and the different relative alignments
of the spins106. In particular in case of pentacene, the relative spin alignment leads to an
almost vanishing dipole-dipole interaction in the z direction for the 1H nuclear spin, while
it is maximized for the 13C nuclear spin103,106. The explanation for the larger Fermi contact
term is less straightforward. The Fermi contact term for 13C has multiple contributions
because of polarization of the electron spins in the C-H and C-C σ bonds and 1s inner
shell orbital, which can have opposite signs106. In contrast, the Fermi contact term for 1H
arises only from the polarization of the electron spin in the C-H σ bond of 1H (ref. [106]).
The resulting Fermi contact term for 13C is typically larger than for a 1H bound to this
carbon, as is observed for pentacene, although this is not always the case106. Thus, the
Fermi contact and dipole-dipole coupling terms for 13C are larger than for 1H (bound to
this carbon), explaining the broader ESR-AFM spectrum observed for a molecule with a
single 13C than the one for a molecule with a single 1H.

The demonstrated ability to distinguish molecules only differing in a single nuclear
isotope is provided by the very high energy resolution of ESR-AFM. We define our spectral
resolution using the left flank of the signal, since the right flank is dominated by broadening
because of the hyperfine interaction. The left flank of the pentacene-d14 ESR-AFM signal
exhibits a width of 0.12 MHz (FWHM; see Appendix A.1.1), corresponding to less than a
nanoelectronvolt in spectral resolution.
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Tip Pentacene-d14 TX-TY transition TX-TZ transition Vread-out
a (metal tip) 1 118.1 MHz 1538.2 MHz −2.07 V

2 118.2 MHz 1538.5 MHz −2.01 V
3 118.0 MHz 1539.1 MHz −1.91 V
4 117.4 MHz 1539.9 MHz −1.63 V
5 116.4 MHz 1540.2 MHz −1.72 V

b (CO tip) 6 116.9 MHz 1540.1 MHz −1.52 V
7 116.8 MHz 1540.0 MHz −1.70 V
8 118.6 MHz 1539.6 MHz −1.77 V
9 117.1 MHz 1540.1 MHz −1.92 V
10 117.0 MHz 1539.9 MHz −1.65 V
11 116.6 MHz 1540.3 MHz −2.04 V

Table 4.1.: Molecule-to-molecule variations of the resonance frequencies. List of the
TX-TY and TX-TZ transition frequencies for 11 different individual molecules including the read-
out voltage used for these ESR-AFM measurements, showing small but appreciable molecule-to-
molecule variations. For data acquisition, two different tips were used, as indicated, one of which
was terminated with a CO molecule. Note that the atomic structure of the tip apex was not
altered between the different datasets corresponding to the same tip.

4.8. Reproducibility of the ESR-AFM signals
To demonstrate the reproducibility of ESR-AFM, we repeated the ESR-AFM measurements
for many individual pentacene molecules using many different microtips. Specifically, the
TX-TZ transition was measured for 19 individual pentacene-h14 molecules, 20 pentacene-d14
(of which one contained a 13C) and 1 pentacene-h-d13; for 18 of these molecules, we also
measured the TX-TY transition. In total, 16 different tips were used for these measurements.

We find that the observed ESR-AFM signals for a certain isotopologue are very repro-
ducible both in shape as well as resonance frequency, as is demonstrated in Figure 4.8b
and Table 4.1. The measurement technique itself seems thus to not strongly influence the
measurements. Even upon chemically changing the tip apex from metallic to terminated
by a CO molecule, no strong changes in the observed resonance frequencies are observed,
see Table 4.1.

Still, we observe some variations in the resonance frequencies of the measured molecules.
We attribute these small differences to variations of the local environment. Note that the
voltage applied during the spin manipulations also varies from molecule to molecule. This
dwell voltage was always set to Vread-out + 2.5 V. Variations of up to 0.5 V were observed
for the degeneracy point of the neutral and positively charged state, the voltage to which
Vread-out was set. Although the TX-TZ transition frequency for the metal tip in Table 4.1
seems to reduce with increasing voltages, no clear trends are observed for the TX-TY
transition and the transition frequencies measured using the CO tip (see Table 4.1). The
change in dwell voltage, attributed to a change in environment, could thus contribute to the
observed shifts (see next section), but other effects also seem to play a role. The atomistic
environment can, for instance, influence the triplet state density and thereby change the
zero-field splitting and thus the ESR transition frequencies.
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Figure 4.11.: ESR-AFM spectra for different applied electric fields. ESR-AFM spectra
measured of the TX-TZ transition of a pentacene-d14 molecule for four different voltages Veff in the
tip-sample junction (error bars are s.d. of six repetitions). A shift of the resonance frequency of
the ESR-AFM signals of around −0.4 MHz/V is observed with increasing Veff. The datasets were
offset in ∆fnorm by 0.038 (red), 0.143 (gray) and 0.29 (green) with respect to the blue dataset.

4.9. Effect of the electric field on ESR-AFM
As noted in the previous section, the dwell voltage used might cause shifts in the observed
resonance frequency. Varying the dwell voltage means a change in electric field present
during the spin manipulations. Shifts of zero-field triplet state ESR signals were reported
when an electric field was applied to p-benzoquinone embedded in a 1,4-dibromobenzene
host crystal225. Therefore, we investigated the influence of the applied electric field on the
ESR-AFM signals of pentacene-d14 by varying Vdwell for single pentacene-d14 molecules.

The range in which Vdwell can be chosen for the molecule under study can be determined
by measuring an excited-state spectrum (see e.g. Figure 3.8a). The lower boundary is given
by the voltage required to form the T1 state, while the upper boundary is determined by the
voltage at which the T1 state can decay via D�

0 into S0 (see Figure 3.8e, (3B)). Importantly,
the electric field in the junction scales with Vdwell as Veff = (Vdwell − VCPD)α. Here, VCPD
is the voltage of local contact potential difference, which is the constant offset of the gate
voltage due to the difference in work function of the tip and sample and can be derived
from KPFS (see Section 2.3.3.3). Vdwell is further scaled by the lever arm α, since the
electric field is proportional to the voltage dropping in the vacuum between the tip and the
molecule (see Figure 2.8b). For the data reported in this section, VCPD was determined for
the used microtip above the measured molecule and α was set to a reasonable estimate of
0.70 (see Table 3.1) (α can in principle be derived from a full excited-state spectroscopy
dataset (see Section 3.7), however, such datasets were not measured for the molecules under
investigation in this section).

The ESR-AFM spectra of the TX-TZ transition of pentacene-d14 measured for four
different electric field strengths are shown in Figure 4.11a. The spectra show that the
ESR-AFM resonance frequency shifts to lower frequencies with increasing Veff by approxi-
mately −0.4 MHz/V. For two different microtips and pentacene-d14 molecules, we observe
similar shifts on the order of −0.4 and −0.6 MHz/V. The difference in the observed shifts is
attributed to different tip geometries, such that for the same Veff, a different electric field is
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present in the tip-sample junction (the tip-sample junction acts like a capacitor and can be
roughly modeled as a plate capacitor58,93, the latter is justified by the tip curvature being
typically very large compared to the size of a molecule). Using a plate capacitor model,
we can roughly estimate the size of the electric field present in the tip-sample junction:
E � Veff{d, which gives an electric field on the order of 1 GV/m for a Veff of around 1 V and
a tip-sample distance d of around 9 Å. More details about the dependence of the resonance
frequency on the applied voltage can be found in the bachelor thesis of Stefan Brinster163.

Note further that the spin manipulations occur over multiple cantilever periods. Thus,
the tip-sample distance and, therefore, the electric field in the tip-sample junction varies
during the spin manipulations. The resulting ESR-AFM signal is a weighted average of
the ESR-AFM signals sampled at the different electric field strengths present during a
cantilever period. We thus expect a finite broadening of the ESR-AFM signal due to this
mechanism. However, this effect is expected to be small, because of the relatively small
shifts observed with varying electric field. As a rough estimate, assuming a change in
electric field of approximately 10% (the cantilever oscillates over approximately 10% of
the tip-sample height), a Veff of 1 V and a shift of −0.5 MHz/V, an additional broadening
on the order of 25 kHz is expected. Since we found a width of the left flank of the ESR-
AFM signals of pentacene-d14 of around 120 kHz (if power broadening was minimized), the
width is likely dominated by the finite lifetimes of the states and hardly broadened by the
fluctuating electric field. Indeed, no appreciable broadening is observed upon increasing
the electric field, see Figure 4.11.

4.10. Applicability of ESR-AFM
So far, we demonstrated ESR-AFM by applying it on single pentacene molecules. The
applicability of ESR-AFM is certainly not restricted to pentacene, as demonstrated in this
section.

To be suitable for ESR-AFM, three requirements need to be met. First, the molecule
needs to be stably adsorbed onto an insulating film (here NaCl), both in its neutral as well
as in its cationic charge state and under the application of a few volts voltage pulses. This
means that the molecule should not change its adsorption site, adsorption geometry or
conformation in the time during which the ESR-AFM spectra are measured (the charged
and neutral molecule can have a difference in adsorption site, adsorption geometry227 or
conformation228, as long as the molecule in a certain charge state does not change its
adsorption site, adsorption geometry or conformation). Such changes were, for instance,
observed for acridine, phenazine and acridine orange (see for more details the bachelor
thesis of Jakob Eckrich162). The second requirement is that at least two of the three triplet
substates should have sufficiently different lifetimes. To be more quantitative, the decay
constants of the connected states should differ by approximately (at least) a factor 2. This
factor depends on the RF power used (here assumed to be large such that the signal is
saturated), on the T1 state population at tD = 0 (here assumed to be 0.8) and on the
detection limit, which is estimated to be around 1% of the total population. The third
requirement for ESR-AFM is that the fundamental gap of the molecule needs to be larger
than twice the S0-T1 energy difference (see Figure 4.12). Otherwise, the molecule can decay
to the D�

0 state via a tunneling event, as is shown in Figure 4.12a. At the used tip-sample
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Figure 4.12.: Energy level alignment requirement for ESR-AFM. One condition for
ESR-AFM is that during the dwell time both D�

0 and D�
0 must be higher in energy than the

T1 state (D�
0 is necessarily higher than T1 at the used gate voltage to be able to form T1; D�

0
should also be higher than T1 to prevent a decay of T1 into D�

0 (here we neglect for simplicity
the relaxation energies)). a, Many-body energy diagram showing an example of a hypothetical
molecule for which the energetic alignment of the states is such that an ESR-AFM spectrum
cannot be measured. In this case, the fundamental gap226 (ED0� + ED0�) is smaller than twice
the T1-S0 energy difference (ET1S0). The fundamental gap is given by ED0� + ED0� (green
arrows): at a bias voltage where the D�

0 state is lower in energy than S0, an electron can be
tunneled out of the HOMO, while at a bias voltage where D�

0 is lower in energy than S0 an electron
can tunnel into the LUMO (note that although ED0� and ED0� depend on the bias voltage, ED0�
+ ED0� stays constant). Because of this energetic allignment, the T1 state can decay via the D�

0
state into the S0 state during the dwell time. b, An example in which ED0� + ED0� > 2ET1S0
and thus ESR-AFM can be performed. If the fundamental gap is larger than twice the T1-S0
energy difference, the T1 state cannot decay via tunneling events back to the S0 state. Note that
for simplicity the relaxation energies are not drawn in this figure; if the relaxation energies are
assumed to be equal for the different transitions, the same requirement for ESR-AFM results
(fundamental gap > twice T1-S0 energy difference).

distance, this tunneling process is much faster than the triplet decay, and the same for the
three triplet substates (since no magnetic tip is used). In other words, the lifetime of the
three triplet substates will be the same, such that according to the second requirement, the
ESR-AFM signal will not be detectable. It was found that this requirement is, for instance,
not met for p-sexiphenyl.

Perylenetetracarboxylic dianhydride (PTCDA) is one of the molecules that fulfills all
three requirements. It stably adsorbs on NaCl (ref. [137, 229]), and its fundamental gap is
2.5 times the T1-S0 energy difference, as derived from the excited-state spectroscopy mea-
surements presented in Section 3.10 (see Table 3.3). Furthermore, the lifetimes of the three
triplet substates were determined by us as (350� 43) µs, (170� 13) µs and (671� 62) µs, see
Figure 3.24 (error bars on the lifetimes are derived from the s.d. of three measurements).

The pulse sequence presented in Figure 4.3 works in general for any molecule fulfilling
the requirements for ESR-AFM, provided that the parameters of the pulses are adapted
according to the molecular properties. Specifically, next to the Vread-out, which differs for
every molecule because of its individual environment, Vdwell and tD should be determined.
The dwell voltage should be chosen high enough such that the T1 state can be accessed,
but low enough to prevent the decay of the T1 state by a tunneling event (forming D�

0 ,
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see Figure 3.8e, (3B)). According to the excited-state spectroscopy data (Figure 3.20a),
a Vdwell set to Vread-out � 2.35 V fulfills these requirements. tD can be determined from
the T1 lifetimes, and depends on the transition being probed. The largest ESR-AFM
signal is expected for the two substates differing most in their lifetimes, in case of PTCDA:
(170� 13) µs and (671� 62) µs. The optimal tD can be theoretically derived by comparing
the triple-exponential decay with a decay where the two coupled substates decay with an
uniform decay rate (the average of the two rates). This results in a tD of 501 µs for coupling
the shortest- and longest-lived substates of PTCDA.

Using these pulse parameters, the RF frequency was swept over a large frequency range.
One of such measurements is shown in Figure 4.13b. Around a frequency of 1252 MHz,
a clear reduction in ∆fnorm is observed. In comparison, a pentacene-d14 molecule on the
same island (Figure 4.13a) shows a reduction around 1540 MHz. Figure 4.13c shows a
spectral zoom-in around 1252 MHz, which shows that there is an asymmetric ESR-AFM
signal at this frequency. Analogously to pentacene, the hyperfine interaction of the eight
proton nuclear spins in PTCDA gives rise to its asymmetric lineshape. Note that the flank
with the larger width appears here at the low-frequency side. Such a lineshape is expected
for a TY-TZ signal103, as becomes clear from Figure 2.12b (when considering the TY-TZ
transition instead of the TX-TZ transition that is explicitly illustrated).

The magnitude of the TY-TZ ESR-AFM signal indicates that the TY and TZ substates
are the shortest- and longest-lived substates. Assuming that the change in triplet popu-
lation is similar to the observed change in ∆fnorm, a drop of signal of approximately 0.06
is found. Assuming an initial triplet population of 90% (see Figures 3.20 and 3.24), the
triplet lifetimes of PTCDA as derived above and a tD of 501 µs, signal magnitudes of 0.01,
0.02 and 0.06 are expected, where the 0.06 is between the substates with the shortest and
longest lifetime. We attribute the observed signal, thus, to the shortest- and longest-lived
substates. The longest-lived substate is assigned to the TZ substate, as it is typically
found to have the longest lifetime211, such that the lifetimes of PTCDA can be assigned
as: τX = (350� 43) µs, τY = (170� 13) µs and τZ = (671� 62) µs.

Next to the TY-TZ transition, also the TX-TZ and TX-TY transitions of PTCDA can
be observed. The TX-TZ transition is - per definition104 - at higher resonance frequencies
(see Section 2.4.1). Given the above-mentioned τX and τZ, a tD of 801.6 µs was chosen for a
sensitive detection of the TX-TZ transition. Sweeping the RF frequency at this tD resulted
in the ESR-AFM signal at 1501 MHz shown in Figure 4.13d. The flank with the larger
width appears here at the high-frequency side, as expected for the TX-TZ transition (see
Figure 2.12). Similarly, a small signal was detected for the TX-TY transition at 252 MHz at
a tD of 501 µs (not shown, see the bachelor thesis of Jakob Eckrich162). The smaller signals
observed for these two transitions compared to the TY-TZ transition reflect the smaller
ratio of the lifetimes of the involved substates.

The width of the asymmetric shoulder of the TX-TZ signal of PTCDA was found to be
approximately three times smaller than the one for the TX-TZ signal of pentacene-h14 (from
fitting the signals shown in Figure 4.13d and Figure 4.6a, respectively, as explained in Ap-
pendix A.1.1). The difference in energy splitting of the TX-TY transition contributes to this
difference in observed width; the dominating contribution to the asymmetric broadening is
inversely proportional to the energy splitting of TX-TY (see Equation (2.25)). With only
this contribution, the width of the ESR-AFM signal of PTCDA is expected to be slightly
more than a factor of two smaller than for pentacene-h14. An intuitive explanation of the
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4. Single-molecule electron spin resonance by means of atomic force microscopy

Figure 4.13.: ESR-AFM spectra of PTCDA. a, Constant-height AFM image atomically
resolving two PTCDA and a pentacene molecule, measured with a CO-functionalized tip (z-offset
∆z = −3.1 Å with respect to the setpoint: ∆f = −1.05 Hz at V = 0 V, oscillation amplitude
A = 0.55 Å). The two molecules, above which the spectra were taken, are labelled with pentacene-
d14 and PTCDA. The weaker features seen around the molecules are due to tip imperfections. b,
ESR-AFM spectra of pentacene-d14 and PTCDA over a broad frequency range. Each molecule
shows a sharp line at a characteristic frequency corresponding to its intrinsic zero-field splitting.
Note that, for PTCDA, there is a very small signal at 1501 MHz (see d) that is too small to be
observed at the parameters used for the spectrum shown in b. The molecules were measured under
identical parameters (error bars are s.d. of twelve repetitions for PTCDA and seven repetitions for
pentacene-d14), except for the read-out voltage (which is specific to the molecule) and the dwell
pulse parameters: Vdwell = Vread-out + 2.50 V, tD = 100.2 µs, Vread-out = −1.907 V for pentacene-
d14, Vdwell = Vread-out + 2.35 V, tD = 501 µs, Vread-out = −3.19 V for PTCDA. c, Spectral zoom-in
of the feature around 1250 MHz of the PTCDA molecule, revealing its asymmetric lineshape (error
bars are s.d. of eight repetitions). Note that the flank with the larger width appears here at the
low-frequency side, indicative of the TY-TZ transition. d, ESR-AFM spectrum of the TX-TZ
transition of PTCDA, measured using a repetition rate of the pump-probe pulse sequence of eight
per s. The dwell time was set to be 801.6 µs.
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larger observed reduction in width is the lower number of contributing protons (8 instead
of 14). However, the spin density at the carbon to which these protons are bound should
also be taken into account (see Section 2.4.2 and Equation (2.25)); a lower spin density at
these carbons in case of PTCDA compared to pentacene would also explain the observed
reduction in linewidth.

4.11. Coherent spin manipulations
If instead of the RF frequency, the RF pulse length is swept, Rabi oscillations can be
measured173,230. In general, Rabi oscillations are the oscillations of population between
two energy levels driven by an oscillatory driving field. The frequency of the driving field,
in our case the frequency of the RF field, should be chosen resonant with the transition
between the two states, in our case two spin substates. If a population difference between
the two substates exists, this population difference can be coherently driven from the most
populated substate to the other and back. In case of ESR-AFM, the three triplet substates
are initially populated equally, since the probability to tunnel in the three substates is equal
(same spatial distribution and tunneling barrier, as their energy differences are negligibly
small). After initialization with equal populations, a population difference will naturally
develop over time, since the triplet substates have different decay times. The RF pulse can
then drive this population difference between two of the triplet substates. To be able to
differentiate how this population difference is divided over the two triplet substrates at the
end of the RF pulse, the triplet substates are again let to decay independently during the
rest of the dwell voltage pulse. This allows to distinguish the population in the longer and
shorter-lived triplet states. There exists thus an optimal delay time tS between the start
of the dwell voltage pulse (when the triplet is formed) and the start of the RF pulse.

To experimentally determine the optimal delay time to measure Rabi oscillations of the
TX-TZ transition of pentacene, the timing of a π RF pulse resonant with this transition was
swept over the range of the dwell pulse, as shown in Figure 4.14. A π RF pulse drives the
population difference of the TX and TZ substates from the (more populated) TZ to the (less
populated) TX substate. Figure 4.14 shows that if tS = 0 (meaning the pulse starts at the
start of the dwell pulse), the observed ∆fnorm is within uncertainty margins equal to the
measurement without RF pulse, confirming the expectation that these two triplet substates
are initially equally populated in our experiment. For larger tS, the triplet substates will
decay during tS with their corresponding decay times, building up a population difference
between the TX and the TZ substate. The π pulse subsequently transfers this population
difference from TZ to TX, after which it decays with the fast decay constant of TX during
the rest of the dwell pulse, reducing the fraction in the triplet state and thus ∆fnorm. If
the RF pulse gets close to the end of the dwell pulse, ∆fnorm increases again because the
remaining time in the triplet state is too short for the population in the TX substate to
decay.

The optimal delay time for the Rabi oscillations is, therefore, shortly before the middle
of the dwell voltage pulse, such that the initial population difference is maximized, while
simultaneously after the end of the RF pulse still enough time is left to differentiate between
the TX and TZ substates. Furthermore, it is important that, on increasing the duration
of the RF pulse, the sensitivity for differentiating TX and TZ does not greatly reduce,
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4. Single-molecule electron spin resonance by means of atomic force microscopy

Figure 4.14.: The effect of the delay time of a π RF pulse. A π RF pulse (duration:
0.29 µs, determined from the measured Rabi oscillations on the same pentacene-d14 molecule, as
shown in Figure 4.16c) resonant with the TX-TZ transition is applied after a variable delay time
(tS) with respect to the start of the dwell voltage pulse (duration: tD = 100.2 µs), see inset for
the used pump-probe scheme. This π RF pulse drives the population difference of the TX and
TZ substates from the (more populated) TZ to the (less populated) TX substate, after which
this population can decay with the fast decay rate of the TX substate. At short delay times,
only a small signal (difference between with RF and without RF) is observed, due to the equal
initial population of the three triplet substates. The population difference increases with delay
time, initially increasing the detected signal. In case of long delay times, the signal reduces again
(∆fnorm rises), because the remaining time during the dwell voltage pulse becomes too short for
the additional TX population to decay. Error bars are s.d. of six repetitions.

otherwise a decay of the observed Rabi oscillations is induced by the readout. This is
easiest to understand from an example: suppose we would like to measure the TX-TZ Rabi
oscillations for a pentacene-d14 molecule using a pump-probe sequence with a dwell time of
100.2 µs and a delay time tS of either 40 or 60 µs. The initial population difference will be
slightly larger for tS = 60 than 40 µs, while the sensitivity for read-out of the population
difference after an RF pulse with a duration of a few µs would be slightly larger for tS = 40
than 60 µs. Thus, the amplitude of the observed Rabi oscillations will be similar for both
cases (which is in agreement with the observation that a π RF pulse at tS = 40 or 60 µs
gives a similarly large signal, see Figure 4.14). However, if a long RF pulse is used, e.g.
30 µs, the observed Rabi oscillation signal would be much smaller for tS = 60 µs than 40 µs,
since the time to differentiate the TX and TZ population at the end of the pulse is too short
for tS = 60 µs (only 10 µs). This is also apparent from the data in Figure 4.14, where the
π RF pulse results in a much smaller signal (larger ∆fnorm) when the time after the RF
pulse is only 10 µs, compared to the case where this time is 30 µs.

To this end, a delay time of tS = 45.1 µs was chosen for the measurements of the Rabi
oscillations of pentacene. After this time, the longest-lived TZ substate is predominantly
populated. Subsequently, an RF pulse of variable duration (tRF = 0 to 7 µs) at resonance
with the TX-TZ transition was applied, driving the population to oscillate between TZ and
TX. During the remaining roughly 50 µs of a fixed total tD = 100.2 µs, the triplet substates
again decayed independently from each other, such that - after each pulse sequence - pre-
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Figure 4.15.: Maxwell-Bloch simulations of two data points of the Rabi oscillations.
The populations of the three triplet substates and the S0 state during the dwell voltage pulse
(tD = 100.2 µs) are shown. The simulation parameters were chosen similar to those of the measured
Rabi oscillations for pentacene-h14 (see Figure 4.16a). At time zero, the beginning of the dwell
voltage pulse, it is assumed that the three triplet substates are equally populated; their population
summing to 80% of the total population (see Figure 3.8). During the dwell time, the three triplet
substates decay with τX = 21 µs, τY = 67 µs and τZ = 136 µs back to S0. At the starting time
tS, an RF pulse is turned on with a frequency matching the TX-TZ energy splitting. This RF
pulse causes coherent oscillations between these two triplet substates, as clearly visible in the
inset. The populations in the TX and TZ substates at the end of the RF pulse depend, thus, on
the duration of the RF pulse. The larger the population in the fastest-decaying TX substate, the
lower the triplet population at the end of the dwell pulse. This is exemplified by the simulations
shown in a and b with RF pulse durations corresponding to 4 and 4.5 Rabi oscillation periods,
respectively (Rabi frequency: 1.33 MHz, decay constant of the oscillations: 2.2 µs).

dominantly the TZ population remained and was detected. This is visualized in Figure 4.15
by Maxwell-Bloch simulations (see Appendix A.1.2) for two different durations of the RF
pulse.

The measured Rabi oscillations are shown in Figure 4.16. Multiple oscillations of the
population between TZ and TX can be observed, spanning a timescale of multiple microsec-
onds. The data can be fitted with an exponentially decaying sinusoidal on top of a decaying
baseline. The decay of the baseline arises from the decay of the TX and TZ substates into
the S0 state during the RF pulse, as discussed in more detail in Appendix A.1.3. Other
effects (for example, RF-induced heating) may also add to the temporal evolution of the
baseline. These contributions were not separately accounted for but they were fitted as
part of the decay of the baseline.

A decay constant of the oscillation amplitude of (2.2� 0.3) µs was extracted from the
fit in Figure 4.16a (error bar 95% CI on the fit). Our results can be compared with those
obtained with ODMR for a single pentacene molecule embedded in a p-terphenyl matrix,
where a decay constant of 5 µs was obtained173. They attributed their decay to fluctua-
tions of the nuclear spin configuration for every measurement cycle, which gives rise to
the peculiar lineshape reflecting all different nuclear spin configurations (as explained in
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Figure 4.16.: Rabi oscillations of a protonated and perdeuterated pentacene molecule.
a, Rabi oscillations from driving the TX-TZ transition (fRF = 1540.5 MHz) showing coherent spin
manipulation. The pump-probe pulse scheme is shown in the inset (tD = 100.2 µs, tS = 45.1 µs, tRF
variable) and described in Section 4.11 (error bars are s.d. of four repetitions). The predominant
contribution to T1 is TZ at tRF = 0, then starting to oscillate toward a predominant contribution
of TX and back, as indicated for the first oscillation. A fit (gray line) yields a decay constant
of the Rabi oscillations of (2.2� 0.3) µs (see Appendix A.1.3 for details on the fit of the baseline
(blue line)). b, The Rabi oscillations of pentacene-d14 have a longer decay time of (16� 4) µs.
The pump-probe pulse scheme was the same as that used for a (error bars are s.d. of eight
repetitions) but with tS = 30 µs. c, For reference the ESR-AFM spectrum of pentacene-d14 (red)
and pentacene-h14 (gray) are shown. This subfigure displays the same data as Figure 4.8a.

Section 2.4.2). The measured oscillations represent thus an average over finding the single
pentacene molecule in different nuclear spin configurations and, consequently, of a resonance
frequency differing for every individual measurement cycle. Since the Rabi frequency de-
pends on the resonance frequency with respect to the fixed driving frequency195, the Rabi
frequency will also differ for every measurement cycle. Hence, they attributed the decay
of their Rabi oscillations solely to the dephasing from the fluctuating Rabi frequency231.
Similarly, we expect our observed decay to be dominated by this effect.

Interestingly, the decay constant we observe is two times lower than the one mea-
sured with ODMR170. In contrast, our observed ESR-AFM linewidth (FWHM 2.7 MHz
(sum of the FWHM of the asymmetric shoulder and the Lorentzian broadening, see Ap-
pendix A.1.1)) is quite similar to what was reported with ODMR (FWHM 3.7 MHz (ref.
[103])) (Note that the RF power induced broadening (see Figure 4.9) is likely slightly dif-
ferent for both cases due to the likely different RF powers used). Therefore, at first glance
more similar decay constants would be expected. However, the RF power and thus Rabi
frequency is different for the ODMR measurements compared to our measurements: a
Rabi frequency of 4.6 MHz compared to 1.3 MHz, respectively. A fast driving of the spins
at their resonance frequency can indeed enhance the coherence time232, as discussed in
Section 4.11.2. It is, therefore, likely that a large part of the difference in coherence time
is due to the difference in Rabi frequencies.
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Figure 4.17.: Triplet decay of pentacene-d14. Decay of the T1 state of pentacene-d14.
The data can be well-fitted with a triple-exponential decay (solid line). Each data point corre-
sponds to 1920 pump-probe cycles and the error bars were derived from the s.d. of the binomial
distribution21; see Section 3.3.3.

4.11.1. Rabi oscillations on pentacene-d14

The explanation of the decay of the Rabi oscillation amplitude due to the hyperfine coupling
to the nuclear spins inside the molecule mentioned in the previous section can be tested
by measuring Rabi oscillations for a molecule with a reduced hyperfine interaction (see
Section 4.7, Figure 4.16c), such as pentacene-d14. The Rabi oscillations on pentacene-d14
are shown in Figure 4.16b and exhibit a much longer decay time of (16� 4) µs. This shows
that, in the experiments on protonated pentacene, the coherence was indeed limited by the
molecule itself and not by the detection method.

In the study of excited triplet states, there is a limit on the attainable coherence time
due to the lifetimes of the involved triplet substates. To be more exact, during the RF
pulse the population difference between the triplet substates decays with the average decay
rate of the two involved triplet substates. The triplet state decay of pentacene-d14 is shown
in Figure 4.17. The decay times found from three measurements are τX = (33.6� 0.8) µs,
τY = (118� 8) µs and τZ = (158� 9) µs.

Note that this decay of the T1 state is slower than the decay for pentacene-h14 (from
ref. [21]: τX = (11� 5) µs, τX = (75� 12) µs, τX = (135� 11) µs). Similarly, an increase of
the triplet lifetimes was found for pentacene-d14 compared to pentacene-h14 embedded in
p-terphenyl matrices216,233. Since the radiative decay rate was found to be independent of
deuteration, it was concluded that the non-radiative decay rate was increased216,233. This
non-radiative decay caused by spin-orbit coupling depends apart from the electronic also on
the nuclear wavefunction overlap between the ground state of T1 and vibrationally excited
states of S0 with similar energies as the T1 ground state233–235. This Franck-Condon overlap
factor is expected to be smaller for the deuterated molecule, since the vibrational quanta
of C-D modes are smaller than that of C-H modes233,235. Thus, the non-radiative decay
constant and therefore the lifetime of the T1 state is expected to be longer for deuterated
pentacene, as we also observe here.
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From the pentacene-d14 decay constants, the decay constant of the TX-TZ coherence due
to the finite lifetimes can be derived as (28� 1) µs. This is slower than the observed decay
of the coherences ((16� 4) µs). Thus, other mechanisms are dominating the decay. The
decay of the Rabi oscillations of pentacene-d14 can be (partly) due to the same mechanism
as the decay for pentacene-h14: dephasing due to the fluctuating Rabi frequency by the
fluctuating nuclear spin configurations. Since the linewidth of the pentacene-d14 ESR-AFM
signal is much smaller than the one of pentacene-h14 (see Figure 4.16b), the dephasing due
to this effect is expected on a slower timescale. It is challenging to make more quantitative
predictions about the decay of the Rabi oscillations of pentacene-d14 and pentacene-h14 from
the existing data, since the Rabi oscillations for these two molecules have a different Rabi
frequency and the decay of the Rabi oscillations is also dependent on the Rabi frequency
(see next section). Instead, we could compare the Rabi oscillations measured for pentacene-
d14 molecules (Figure 4.21c) with those measured for a pentacene-h-d13 molecule (Rabi
oscillations not shown). The observed decay constant for pentacene-h-d13 is approximately
three times smaller than those of pentacene-d14 molecules, while the Rabi frequencies are
very similar. Interestingly, the line widths of the ESR-AFM signals for these different
isotopologues also differ by approximately a factor of 3 (see Figure 4.8b). This observation
indicates that the coherence time for deuterated pentacene is likely still limited by the
smaller but nonzero interaction with the nuclear spins and the resulting fluctuating Rabi
frequency.

The observed decay could also have other origins, due to the different interactions the
electron spins can have with their environment. Importantly, such interactions do not all
necessarily lead to additional decoherence. Next to the interaction, a fluctuation of this
interaction from pump-probe cycle to pump-probe cycle or on the timescale of the measured
Rabi oscillations (tens of µs) is required. Note that fluctuations on both of these timescales
can lead to a decay of the Rabi oscillations, while only the latter would contribute to the
decay measured via a spin echo, see e.g. ref. [236] for more details.

A second expected decoherence source of the Rabi oscillations measured via ESR-AFM
is due to the flip flops of the nuclear spins in the environment, which couple through the
hyperfine interaction with the electron spins231,236,237. In case of molecules embedded in
a matrix, it was found that the hyperfine coupling to the proton spins of the neigboring
molecules causes a substantial dephasing. This was confirmed by the increased coherence
time found upon deuteration of the host matrix237,238. In contrast to these measurements
performed in host matrices, we typically studied molecules for which no other molecules
were lying close-by (further away than 30 Å), such that the hyperfine coupling to nuclear
spins in neighboring molecules is typically negligibly small. Instead the electron spins could
be dephased by coupling to the nuclei of the NaCl film, which all have a spin quantum
number of 3/2 (23Na (100% natural abundance), 35Cl (76% natural abundance) and 37Cl
(24% natural abundance))106.

We believe that ESR-AFM can give access to such interactions of the electron spins
with the environment. To this end, it is important to rule out dephasing induced by the
intramolecular hyperfine interaction. This can be achieved by choosing a molecule with an
even further reduced hyperfine interaction, preferably a molecule without any nuclear spins.
Furthermore, decoherence due to the ESR-AFM measurement technique itself should be
ruled out. For instance, in case of ESR-STM, the technique itself gives rise to a strong
decoherence, limiting the coherence times (typically on the 100 ns timescale198,204,239). As
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Figure 4.18.: Rabi oscillations for different applied electric fields. a, b, Rabi oscillations
of the TX-TZ transition of one pentacene-d14 molecule for two different voltages Veff in the tip-
sample junction (error bars are s.d. of two repetitions for a and six repetitions for b, averaging for
every repetition 30 s over x∆fy instead of 20 s (see Section 4.4)). A cantilever oscillation amplitude
of 1 Å (2 Å peak to peak) was used. A delay time of tS = 50 µs was chosen, such that the Rabi
oscillations start at the top turnaround point and end for the longest RF pulse durations at the
bottom turnaround point. For this molecule and microtip, a shift of the resonance frequency due
to the electric field of −0.4 MHz/V was observed. Because of the varying phase of the oscillations,
the data could not be adequately fitted by an exponentially decaying sinusoidal of fixed frequency.
Since only the decay of the envelope function of the oscillations is relevant for the determination
of the coherence time, the Rabi oscillations were fit manually to reproduce the decaying envelope
function. This resulted in a decay constant of (18� 4) µs for both datasets.

discussed in the introduction (Section 4.1), decoherence due to tunneling electrons, scatter-
ing electrons from the surface and a varying stray magnetic field are present in ESR-STM.
These decoherence sources are eliminated for ESR-AFM. Although scattering with conduc-
tion electrons in the tip remains possible, decoherence owing to the latter is expected to
be small because of the weak tunnel coupling.

To further confirm that the ESR-AFM technique itself is minimally invasive (on the
timescale of tens of µs), we studied the effect of the measurement technique on the coherence
times of pentacene-d14. First, we investigated the effect of the electric field present in the
tip-sample junction, which shifts the resonance frequency of the ESR-AFM signals (see
Section 4.9). Since this electric field will vary during a cantilever oscillation period (the
tip-sample junction can be described as a capacitor, and the tip-sample distance is varying),
the effect of this varying electric field on the Rabi oscillations was studied. To this end,
Rabi oscillations were measured for a pentacene-d14 molecule for two different electric field
strengths, by using two different dwell voltages. The resulting oscillations are shown in
Figure 4.18 and show no appreciable difference in their coherence times ((18� 4) µs).

The influence of the oscillating tip was in addition tested by measuring Rabi oscillations
for different tip heights and cantilever oscillation amplitudes. The results are shown in
Figure 4.19. Very similar fitting parameters were obtained for these three datasets with
decay constants of 10.6 µs (a), 10.9 µs (b) and 11.1 µs (c), equal within uncertainty margins
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Figure 4.19.: Role of tip height and cantilever oscillation amplitude on Rabi oscilla-
tions. a-c, Rabi oscillations acquired on pentacene-d14 with a CO-terminated tip for different
relative tip heights ∆z (referring to the zero crossing from the setpoint of the cantilever: ∆f =
−1.42 Hz at V = 0 V, A = 1.65 Å; positive ∆z values are further away from the surface) and
cantilever oscillation amplitudes A, as indicated in the panels (error bars are s.d. of eight repeti-
tions). The Rabi oscillations show no appreciable differences.

of � 3 (95% CI). We, therefore, conclude that the presence of the tip as well as its oscillation
were not limiting the coherence times.

4.11.2. RF amplitude dependence

The RF amplitude dependence of the Rabi oscillations is a basic control and characteri-
zation test, since it is very characteristic of Rabi oscillations that their frequency depends
linearly on the driving amplitude. Figure 4.20a to c shows the Rabi oscillations measured
for three different RF amplitudes. From a fitting of these Rabi oscillations (see previous
section and Appendix A.1.3 for details), the Rabi frequencies and decay constants can be
extracted. These are plotted versus the RF amplitude in Figure 4.20d and e, respectively.

The Rabi frequency increases linearly with the RF amplitude, as expected. This proofs
that the observed oscillations can indeed be attributed to Rabi oscillations, instead of
some other oscillatory property, such as an electronic oscillation or mechanical mode of the
cantilever.
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Figure 4.20.: Power dependence of Rabi oscillations. a-c, Rabi oscillations acquired on
pentacene-d14 with a CO-terminated tip for different RF amplitudes demonstrating the increase
of Rabi frequency with increasing RF amplitude (error bars are s.d. of eight repetitions). d,
Rabi frequency versus the RF amplitude, determined before entering the microscope. The Rabi
frequency increases linearly with the amplitude, which is characteristic for Rabi oscillations. e,
Fitted decay constants of the Rabi oscillations plotted versus the frequencies of the Rabi oscilla-
tions.

The fitted decay constants of the Rabi oscillations, Figure 4.20e, show that the Rabi
oscillations decay faster for lower RF amplitudes. In other words, the decay of the Rabi
oscillations is suppressed if a stronger RF field is applied at the resonance frequency. This
behavior was described already in 1955 by Redfield232. He showed that the decay of trans-
verse magnetization (given by the spin-spin relaxation time T2) is partially forbidden by
energy and entropy considerations when a large resonant RF field is applied232. The ef-
fective dephasing time becomes power dependent with limiting values of T2 at weak RF
fields and spin-lattice relaxation time T1 at strong RF fields232,240. Translated to our sit-
uation: if the Rabi frequency is larger than the frequency of the fluctuations of the reso-
nance frequency (fluctuations caused by for example flip flops of the nuclear spins in the
environment231,237), the decay of the Rabi oscillations is partially forbidden232, and the
Rabi oscillations decay slower than predicted from the T2 that enters in the Bloch equa-
tions (see Appendix A.1.2)231. This suppression of dephasing due to strong driving, often
called spin locking, not only (partly) decouples the electron spins from fluctuations from
the environment, but also reduces the decay due to the fluctuations of the nuclear spin
configuration of the molecule itself241.

As mentioned in the previous section, in our case the decay of the Rabi oscillations is
ultimately limited by the lifetimes of the involved substates. The spin-lattice relaxation

117



4. Single-molecule electron spin resonance by means of atomic force microscopy

time is likely longer than this lifetime limit of 28 µs (ref. [215, 216]). We thus expect that
in the limit of infinite RF amplitudes the coherence time will be limited by this lifetime
limit. Note that for other molecules, e.g. PTCDA, this lifetime is longer (see Figure 3.24),
possibly allowing access to even longer coherence times.

4.12. Selection rules and the orientation of the RF field
As already eluded to in the introduction, the main advantage that ESR-AFM brings is to
combine the atomic-scale local information provided by AFM with the capabilities offered
by ESR. As a proof of principle, we studied the interplay of the ESR selection rules and
the molecular orientation.

In 1964, Brandon et al. experimentally demonstrated the selection rules for zero-field
triplet state ESR for phenanthrene molecules oriented in diphenyl host crystals. To this
end, they rotated the crystal with respect to the direction of the RF field242. It was found
that any two of the three zero-field split substates are coupled by means of the magnetic
field component pointing in the remaining third real-space dimension. For example, TX and
TZ are only coupled through By, such that only the latter can drive the TX-TZ transition.
These selection rules also follow from the Hamiltonian in Equation (2.23).

These selection rules can be demonstrated with ESR-AFM by measuring the frequency
of the Rabi oscillations for different orientations of the molecules with respect to the RF
field. The Rabi frequency depends linearly on the RF amplitude, see Figure 4.20d. As
explained in Section 4.2.1, the RF field will have a component in the z direction, as well
as an in-plane component perpendicular to the microstrip.

The pentacene-d14 molecules under study adsorb on NaCl in two different orientations,
as shown in Figure 4.21a. The two orientations differ from each other by 90°, in line
with the reported observation that pentacene adsorbs centered above a Cl� with the long
molecular axis aligned with one of the two x001y polar directions of the NaCl (ref. [3]).
Because the x, y and z axes are in case of pentacene along the high-symmetry axes of the
molecule (see Figure 2.11), the direction of the x and y axes for molecules in these two
orientations differ, but their z axes coincide.

Figure 4.21b shows the Rabi oscillations of the TX-TZ transition for two molecules with
the same orientation. As expected, their Rabi frequencies are equal within their uncer-
tainty margins. The average of the Rabi frequencies of four molecules is (1.90� 0.02) MHz
(error bars represent s.d.). In contrast, the Rabi frequency found for three molecules in the
90° rotated adsorption geometry is (0.60� 0.02) MHz, as shown for two molecules in Fig-
ure 4.21c. Apparently, the RF magnetic field component that drives the TX-TZ transition
(the component along the short molecular axis of the molecule)242, is smaller for the 90°
rotated molecules.

Next to the TX-TZ transition, also the Rabi oscillations of the TX-TY transition can be
measured. To this end, the RF frequency was set to the maximum of the ESR signal of
this transition. The TX-TY transition is driven only by the RF-field component perpen-
dicular to the molecular plane. As the latter always coincides with the surface plane, the
corresponding Rabi frequency should be the same for all molecules. Indeed, very similar
Rabi frequencies were found for the TX-TY transition for molecules with different orienta-
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Figure 4.21.: Demonstration of the orientational dependence of Rabi oscillations. a,
AFM topography image of the NaCl-covered surface with several individual pentacene molecules
measured with a CO-functionalized tip (setpoint: ∆f = −1.45 Hz at V = 0 V, A = 1.65 Å). The
length of the white arrows indicates the strength of the RF field in that direction, with their
sum indicated by the pink arrows. Note that this overview image is rotated by −8° and flipped
along the y axis compared to the real-space directions. The inset shows a constant-height AFM
image as a close-up of molecule 2 resolving its structure (A = 0.3 Å, ∆z = −5.08 Å with respect
to the set point ∆f = −1.45 Hz at V = 0 V, A = 0.3 Å). b, c, Rabi oscillations of the TX-TZ
transition of four pentacene-d14 molecules, two per orientation, to demonstrate the orientational
dependence of the Rabi frequencies (error bars are s.d. of eight repetitions). The averaged values
of the Rabi frequencies are (1.90� 0.02) MHz and (0.60� 0.02) MHz, derived for four and three
molecules, respectively (error bars represent s.d.). d, Rabi oscillations of the TX-TY transition
of the two individual molecules 2 and 3 (error bars are s.d. of ten repetitions). For the same RF
power the Rabi frequency of the TX-TY transition for the two molecules is comparable.

tions (see Figure 4.21d). Together with the different Rabi frequencies found for the TX-TZ
transition, this experimentally demonstrates the selection rules at play.

Still, there is a small but notable difference observed between the Rabi frequencies of the
TX-TY transition for the two different orientations (see Figure 4.21d). Rabi oscillations of
this transition were measured for three molecules, of which two have the same orientation.
For the molecules with the same orientation, a Rabi frequency of 0.72 MHz was determined,
while for the molecule with the other orientation, the Rabi frequency equals 0.62 MHz. We
hypothesize that this difference in driving by the z component of the RF magnetic field is
due to the asymmetry of the metal tip. The metal tip is believed to influence the RF field
in its proximity because of induced eddy currents in the tip, which likely depend crucially
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on the exact shape of the metal tip. To test this hypothesis, the measurements could be
repeated with another tip.

Next to a demonstration of the selection rules, these measurements allow us to exper-
imentally derive the direction of the in-plane magnetic field based on the selection rules.
To this end, bond-resolved AFM images were taken of the molecules for which the Rabi
oscillations were measured. Thereby, the exact orientation of these molecules could be de-
termined. From the orientations of the molecules and their corresponding Rabi frequencies,
it follows that the magnetic RF field could either be orientated with a real-space angle of
(1� 2)° or (36� 2)° with respect to the axis of the sample holder (error bars represent s.d.),
as shown in the inset in Figure 4.21a. The expected orientation of the in-plane RF field is
perpendicular to the long axis of the microstrip, which was for the used sample (37� 1)°.
This is in excellent agreement with the determined angle of (36� 2)°.

4.13. Conclusion and outlook
In conclusion, we introduced a novel approach to detect single-molecule electron spin res-
onance, making use - for the first time - of an atomic force microscope. This ESR-AFM
method relies on driving electron spin transitions between the non-equilibrium triplet sub-
states of a single molecule. First, the molecule is brought to its triplet excited state. Since
the triplet substates are split up in energy by the zero-field splitting, transitions between
these substates can be driven at zero magnetic field. Driving such transitions modifies the
decay of the triplet state, because of the different lifetimes of the triplet substates. The
triplet decay and thus the ESR signal can be read-out using spin-to-charge conversion and
single-electron charge detection by AFM.

We demonstrated our ESR-AFM method by applying it on single pentacene molecules.
The resulting ESR-AFM signals exhibit sub-nanoelectronvolt energy resolution - unprece-
dented in scanning probe microscopy. Because of this very high energy resolution and the
absence of a static magnetic field, the signals can provide a fingerprint of the molecule and
its surroundings. On the one hand, minor differences in the zero-field splitting could be
observed for different individual pentacene molecules, which we attributed to differences in
the environment. On the other hand, some molecules showed a completely different line-
shape, attributed to the presence of a single 1H or 13C nuclear spin, which couples via the
hyperfine interaction to the electron spins being measured. ESR-AFM can thus serve as a
tool to straightforwardly identify the isotopic composition of individual molecules adsorbed
on an insulating surface. Whereas different STM-based approaches have been developed
with which molecules differing in their isotopic composition can be distinguished114,243–245,
we are not aware of any AFM-based approach with which isotopomers can be identified.

The broader applicability of ESR-AFM was illustrated by the ESR-AFM signals that
were measured for a second molecule, PTCDA. Comparing the ESR-AFM signals for pen-
tacene and PTCDA demonstrates that the ESR-AFM signals provide a clear fingerprint,
since the zero-field splitting depends crucially on the spatial distribution of the unpaired
electrons, and thus on the molecular species under study. In general, ESR-AFM can be
applied to molecules that stably adsorb on an insulating surface, can be brought to a
long-lived triplet state (that does not decay via a charged state), and have a difference in
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lifetimes of the triplet substates. We believe that these requirements are fulfilled for a large
class of molecules.

Furthermore, we demonstrated that ESR-AFM can be used to coherently manipu-
late the spins in a single molecule. We reported coherent manipulations on a few mi-
crosconds timescale for a pentacene-h14 and tens of microseconds timescale for a pentacene-
d14 molecule. Differing only in their isotopic composition, we attributed the difference in
observed coherence time to the intramolecular hyperfine interaction, which is strongly re-
duced upon deuteration. The much longer coherence time found for pentacene-d14 indicates
that the detection method did not limit the observed coherence for pentacene-h14. This is
in contrast to existing methods such as ESR-STM, for which the coherence time is typi-
cally limited by decoherence caused by tunneling electrons, the presence of a magnetic tip
and the conductive substrate. Eliminating these decoherence sources by using ESR-AFM
gives, therefore, access to tens of microseconds coherence time for pentacene-d14, two or-
ders of magnitude longer than typically observed for atoms and molecules measured with
ESR-STM198,204,239. The decay of the coherence for pentacene-d14 may also be limited by
the residual hyperfine interaction, but could also have a different origin. We excluded
that the varying electric field in the tip-sample junction limits the observed coherence,
although we observed that the electric field can induce shifts of the resonance frequency of
the ESR-AFM signals.

The strength of ESR-AFM lies in its ability to directly resolve the atomic-scale geom-
etry in relation to minute differences in observed ESR properties, such as the zero-field
splitting, hyperfine coupling, spin decoherence and spin-spin coupling. We believe that
such measurements will boost our atomistic understanding of the underlying mechanisms,
such as the origins of decoherence, relevant for applications in quantum computing. As an
example of combining spatial information with ESR, we measured the Rabi oscillations for
molecules in different orientations. The frequency of these oscillations is directly related to
the molecular orientation, because of the selection rules that are at play. These measure-
ments also allowed us to experimentally derive the orientation of the in-plane magnetic RF
field, which exactly matched the expected orientation from the experimental setup.

Furthermore, ESR-AFM could also be combined with the toolset of atomic and molec-
ular manipulation. For instance, new directions for fundamental studies can be opened
by combining it with spin246 and charge-state12 control and with controlled positioning of
atoms6,247.

Finally, we plan to use the SPM tip to locally perturb the molecule under study and
measure this perturbance using ESR-AFM. Spatial resolution due to a perturbing tip is
called scanning-gate microscopy248 and was used in ESR-STM to measure MRI images249.
Combined with our high-energy resolution and, therefore, sensitivity to individual isotopes
in molecules, we envision to localize these isotopes inside molecules. The ability to local-
ize isotopes could potentially be used to further enhance the understanding of on-surface
chemical reactions, by following such reactions using isotopic labeling.
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5.1. Summary
In this thesis, two novel single-molecule AFM spectroscopic methods were introduced.
These methods allow studying non-equilibrium electronic and spin states of individual
molecules, and can be combined with the atomic-scale spatial resolution and manipulation
capabilities offered by AFM.

Essential to these methods is the use of a thick insulating film (>20 ML NaCl), which
electronically decouples the molecules from the underlying metal substrate. In other words,
no electron tunneling is taking place between the molecules and the underlying metal sub-
strate, thereby stabilizing non-equilibrium charges and excited states. Electron tunneling
can be steered between the conductive tip of the AFM cantilever and the molecule, by
applying a voltage to the sample. Common to both developed methods is that a pump-
probe voltage pulse scheme is used: The molecule is first initialized in a specific state, after
which it is brought to a variety of states. As a third and last step, the population of the
states is read-out by mapping the populated states onto two states differing in their net
charge. Because of the single-electron charge sensitivity of AFM, these charge states can
be distinguished in the AFM signal (the frequency shift) during a read-out interval.

In Chapter 3, we demonstrated that such an electronic pump-probe pulse scheme pro-
vides access to many transitions of different types, including radiative, non-radiative and
redox (charge-related) transitions. In other words, we introduced an excited-state spec-
troscopy method by applying it on the well-studied pentacene molecule. Many features
were resolved in the resulting spectra, which we could assign to specific transitions be-
tween different electronic states. The use of different pulse durations allows even to access
the temporal evolution of the populations. This way, transitions into (and out of) long-
lived states could be discriminated from those into short-lived states. Furthermore, the
pump-probe pulse scheme allows to prepare the molecule in different initial states and read
it out in different pairs of final states, providing additional information about the nature of
the populated states. Further control over the possible transitions and their relative rates
was obtained by varying the lateral position of the AFM tip above the molecule. Taking all
these variations of the pump-probe voltage pulse scheme together, an unambiguous assign-
ment of the observed spectral features to transitions between electronic states of pentacene
could be made. From a fit of the excited-state spectra, we obtained the energy levels of
ground and excited states for different charges of the molecule, as well as the reorganization
energies of redox transitions. These results can complement other scanning probe exper-
iments, as we demonstrated for STM-induced luminescence results found in literature. A
controversy exists for such STML experiments performed for PTCDA. That is why we also
applied our excited-state spectroscopy on PTCDA. The resulting spectral features were
qualitatively similar as for pentacene, and a straightforward assignment was possible. The
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quantitative energy level alignment of the low-lying electronic states could be obtained
from a fit of the data, allowing us to shed light on the possible transition pathways in the
reported STML experiments on PTCDA.

In Chapter 4, we used a similar electronic pump-probe scheme to access the spin prop-
erties of the first excited triplet state of single molecules. Importantly, this triplet state
consists of three substates, which differ in their spin state, their energy (because of the
zero-field splitting) as well as their decay times into the ground state. Because of the dif-
ferent lifetimes of the triplet substates, the overall triplet state lifetime will be modified
upon driving transitions between the substates, using a sufficiently strong resonant radio-
frequency magnetic field, generated here via a microstrip that was prepared as part of
the sample structure. We could, thereby, drive transitions between the triplet substates of
pentacene molecules and detect the resulting reduction in triplet lifetime with an electronic
pump-probe scheme.

ESR-AFM spectra were measured for individual molecules by sweeping the frequency
of the RF field. The asymmetric shape of the resulting signals was attributed to the
hyperfine interaction: the coupling of the electron spins to the nuclear spins in the molecule.
Because of the strong dependence of the hyperfine interaction on the identity of the nuclear
spins, we could distinguish protonated and deuterated pentacene molecules, as well as
locally identify deuterated pentacene molecules that contained a single 1H or 13C nucleus.
Comparing different individual fully deuterated pentacene molecules against each other,
small differences in the ESR resonance frequency were observed, which could be detected
because of the very high spectral resolution (less than a nanoelectronvolt). These changes
were attributed to variations in the local environment, partly due to the resulting difference
in applied voltage during the ESR-AFM measurements. Because of the latter a different
electric field is present in the tip-sample junction, causing a shift of the resonance frequency
via the Stark effect. Next to pentacene, we believe that ESR-AFM can be applied to a wide
class of molecules, as we demonstrated by applying it to PTCDA. In general, ESR-AFM is
applicable to molecules that stably adsorb on an insulating film, have a long-lived excited
triplet state (which cannot decay via a charged state) and have different lifetimes of the
triplet substates.

We could coherently manipulate the spins by sweeping the RF pulse duration, at a fixed
RF frequency. We measured the resulting Rabi oscillations for protonated and deuterated
pentacene molecules. While a coherence time of a few µs was found for protonated pen-
tacene, a coherence time of tens of µs was found for deuterated pentacene. We, therefore,
concluded that the decay of the Rabi oscillations for protonated pentacene is dominated
by the dephasing due to the fluctuating proton nuclear spins in pentacene. For deuter-
ated pentacene, the decay could similarly be dominated by the (smaller) dephasing caused
by the deuterium nuclear spins in the molecule. Other possible decoherence sources are
the nuclear spins in the surface, and interference from the measurement technique itself.
For the latter we ruled out that the presence of the tip and its oscillation (including the
resulting varying electric field) had a strong effect on the decay of the Rabi oscillations.
On the other hand, the decay of the Rabi oscillations was found to strongly depend on
the RF amplitude, which we attributed to the well-known suppression of dephasing due to
strong resonant driving. Finally, we demonstrated the selection rules in triplet-state ESR
in real-space by measuring Rabi oscillations for molecules with different orientations. From
these measurements, the orientation of the RF magnetic field in the surface plane could
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be derived, which was found to match the expected orientation of the RF field due to our
microstrip design.

5.2. Outlook
The novel AFM spectroscopic methods introduced in the context of this thesis, excited-
state spectroscopy and ESR-AFM, have a wide range of applications, of which some are
mentioned here.

One exciting application is to combine these methods with on-surface chemical reactions.
First, the use of an electronic pump-probe sequence may expand the so far limited number
of chemical reactions that can be performed on thick insulating films. To be more specific,
chemical reactions could be induced by selective population of different excited states.
Thereby, valuable insights into reaction mechanisms may be obtained. Second, we hope to
expand ESR-AFM to be able to localize single isotopes inside single molecules. Such an
extension might be used to follow isotopes during an on-surface chemical reaction.

The combination of ESR-AFM and excited-state spectroscopy with the already existing
AC-STM method offers a toolbox to characterize individual molecules on thick insulating
films. We, for instance, recently applied excited-state spectroscopy to copper phthalocya-
nine molecules, which have a much more complex electronic structure, including a localized
unpaired electron and a long-lived quadruplet state. As demonstrated for PTCDA, excited-
state spectroscopy can also be applied to molecules studied with other SPM methods, for
which an understanding of the energy level alignment is crucial for the interpretation of the
data (e.g. in STML). Excited-state spectroscopy can further be applied to molecules for
which information on the excited states (such as the first excited triplet state) is lacking
and crucial for applications, for instance in the field of single-molecule photon emitters.
Spin properties can be accessed via ESR-AFM, such as zero-field splitting, hyperfine cou-
pling, spin decoherence and spin-spin coupling. Next to molecular characterization, we
believe that studying these properties could give atomistic insights into the underlying
mechanisms, relevant for applications such as quantum computing.

Finally, we hope to extend both excited-state spectroscopy and ESR-AFM to generate
intramolecular spatial resolution. Spatially mapping the excited-state spectroscopy signals
could provide maps of excited states, analogously to the mapping of the charge transitions
in AC-STM. In ESR-AFM, we could potentially use the tip to locally perturb the triplet-
state spin density, which may allow the above-mentioned localization of individual isotopes
inside individual molecules.
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A.1. Fitting and simulations of ESR-AFM
Most of the text and equations presented in this appendix have been published in ref. [22].

A.1.1. Fitting of the ESR-AFM lineshapes

A formula to fit the ESR-AFM lineshapes can be derived considering the hyperfine inter-
action as well as lifetime broadening.

As explained in Section 2.4.2, the hyperfine interaction is the origin of the asymmetric
lineshape of the ESR signals. The lineshape of the TX-TZ transition can be well approxi-
mated by a sudden onset at a frequency fonset followed by an exponential decay of width
fdecay (FWHM: fdecay � lnp2q) (ref. [224]) as

θpf � fonsetq expp�f � fonset

fdecay
q, (A.1)

in which θpxq denotes the Heaviside function.
A second contribution to the overall lineshape results from the finite lifetimes of the

involved substates. This leads to a lifetime broadening, resulting in a Lorentzian of the
form

π�1Γ
pf � fresq2 � Γ2 (A.2)

centred around each resonance frequency fres with a FWHM of 2Γ.
Accordingly, the experimental resonances are fit to a convolution of the above two

functions, allowing us to extract the broadening owing to the hyperfine interaction and
the finite lifetimes separately. We note that non-Markovian processes224,231 may lead to
a deviation from the idealized Lorentzian and that power broadening was avoided in the
measurements of the ESR-AFM signals. The effect of power broadening is illustrated in
Figure 4.9.

A.1.2. Maxwell-Bloch simulations of the Rabi oscillations

To guide the understanding of the Rabi oscillations measured using ESR-AFM (see Sec-
tion 4.11), we performed simulations using the Maxwell-Bloch equations250, analogous to
the model used for ODMR251. The Rabi oscillation data are a temporal average of a single
molecule, which - according to the ergodic assumption - is the same as an ensemble average.
Therefore, we can use the density-matrix formalism252 to simulate our data.
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To illustrate the effect of an RF pulse with a frequency corresponding to the maximum
of the TX-TZ ESR signal, the evolution of the populations of the three triplet substates and
the singlet state during the dwell voltage pulse were simulated, as shown in Figure 4.15.
Note that, on driving the TX-TZ transition, TY is decoupled from the TX and TZ dynamics
and simply decays independently. The Bloch equations in the density-matrix formalism
can therefore be restricted to the two coupled substates253, here TX and TZ, whereas the
population of the third triplet substate is treated separately as a simple exponential decay
function. With respect to the two coupled substates, the system is described by the density
matrix252

ρ =
�

ρZZ ρZX
ρXZ ρXX



(A.3)

and evolves according to the Liouville equation252

dρ

dt
= � i

ℏ
rH, ρs. (A.4)

The Hamiltonian of the molecule interacting with the RF field (with Rabi rate Ω) at
resonance with the TX-TZ transition (with resonance frequency ωZ − ωX) can be written
as251

H =
�

ℏωX �ℏΩ cos pωZ � ωXq
�ℏΩ cos pωZ � ωXq ℏωZ



. (A.5)

According to this Hamiltonian, the time evolution of the density operator in the rotating-
frame approximation (see for more details e.g. ref. [217, 251]), with phenomenologically
added relaxation and dephasing terms, can be described as251

dρXX

dt
= iΩ

2 pρZX � ρXZq � ρXX

τX
, (A.6)

dρZZ

dt
= iΩ

2 pρXZ � ρZXq � ρZZ

τZ
, (A.7)

dρXZ

dt
= iΩ

2 pρZZ � ρXXq � ρXZp 1
T2

� 1
2τX

� 1
2τZ

q, (A.8)

dρZX

dt
= iΩ

2 pρXX � ρZZq � ρZXp 1
T2

� 1
2τX

� 1
2τZ

q, (A.9)

while the time evolution of TY is simply given by

dρYY

dt
= � ρYY

τY
. (A.10)

These last five equations were used for the simulation for Figure 4.15. As input pa-
rameters for the simulation, we used the parameters that were experimentally derived for
pentacene-h14: the decay constants of the triplet substates: τX = 20.8 µs, τY = 66.6 µs and
τZ = 136.1 µs; the decay constant of the Rabi oscillations: T2 = 2.2 µs; the initial popula-
tions ρXX = ρYY = ρZZ = 0.8/3 and coherences ρXZ = ρZX = 0; the starting time of the
RF pulse tS = 45.1 µs and its duration of 4 and 4.5 Rabi-oscillation periods, respectively.
Note that interconversion between TX and TZ resulting from spin-lattice relaxation is as-
sumed to be negligible compared with τX and τZ. Here the initial populations of the TX,
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TY and TZ substates are assumed to be all equal to 0.8/3. The data in Figure 3.8 and
ref. [21] show that the triplet state is initially approximately 80% populated. We assume
that the probability to tunnel in the three substates is equal (same spatial distribution and
tunneling barrier, as their energy differences are negligibly small).

The Maxwell-Bloch simulations were performed to guide the understanding of our Rabi-
oscillation measurements. For this purpose, we disregarded non-Markovian effects224,231

and modelled the relaxation with a single phenomenological time constant T2. In other
words, we neglected the RF power dependence of the relaxation time that we observed (see
Figure 4.20e).

A.1.3. Fitting of the Rabi oscillations

As discussed in Section 4.11, the Rabi oscillations were fitted using an exponentially de-
caying sinusoidal with a decaying baseline. In this section, the decay of the baseline of the
Rabi oscillations between the TX and TZ substates is described (analogous for the mea-
sured Rabi oscillations between the TX and TY substates). This baseline represents the
situation of equal populations in the coupled substates TX and TZ during the pulse; even
if the Rabi signal is not yet decayed, it is oscillating around the baseline. The decay of the
baseline arises from the decay of the (on average) equally populated TX and TZ substates
into the singlet state during the RF pulse. As the final population of TY is independent
of the RF signal, it will only give rise to a constant background and will be disregarded in
the following.

Hence, the baseline is defined by the following: in the initial phase 0 < t < tS, all three
triplet substates decay independently from each other. At the beginning of the RF pulse,
that is, at t = tS, the sum of populations in TX and TZ is

PXZptSq = P0

3 pexpp�kXtSq � expp�kZtSqq, (A.11)

in which kX = τ�1
X and kZ = τ�1

Z are the decay rates of TX and TZ, respectively, and P0
is the initial total population in the triplet state, such that P0/3 is the initial population
in each TX, TY and TZ. During the RF pulse, that is, for tS < t < tE (with tE being the
end of the RF pulse), the RF signal equilibrates (on average) the populations of two of the
substates, thus at the end of the RF pulse

PXZptEq = PXZptSq exp
�
�pkX � kZqptE � tSq

2



. (A.12)

Finally, for tE < t < tD, the substates decay again independently, giving at the end of
the dwell time

PXZptDq = PXZptSq exp
�
�pkX � kZqptE � tSq

2



expp�kXptD � tEqq � expp�kZptD � tEqq

2 ,

(A.13)
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which can be rearranged to

PXZptDq = PXZptSq
2

�
expp�pkXptD � tSqq exp

�
tRF

kX � kZ

2



�

expp�kZptD � tSqq exp
�
�tRF

kX � kZ

2


�
. (A.14)

Note that PXZptSq does not depend on tRF = tE − tS and therefore just represents
a constant prefactor. The two terms provide contributions to the baseline that rise and
fall exponentially with tRF, respectively. For the specific case and parameters considered
here, the prefactor of the rising term is much smaller than that of the falling term and
is therefore neglected. Because the decay rates were determined (see Figure 4.4) for the
pentacene-h14 molecule, for which the Rabi oscillations were measured, these rates were
used for the fitting of the Rabi oscillations of the pentacene-h14 molecule (Figure 4.16a).
In case of pentacene-d14 (Figure 4.16c), we set (kX − kZ)/2 = 0.012 µs�1 based on the
measured decay rates of other individual pentacene-d14 molecules (see Figure 4.17). The
experimental data show a variation in the slope of the baseline (see e.g. Figure 4.21d). Next
to the decay of the baseline due to the decay of the populations, other effects may add to
the temporal evolution of the baseline, such as a thermal expansion owing to RF-induced
heating. These contributions were not separately accounted for; they were fitted as part of
the falling term described above.
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Acronyms

AC Alternating current
AC-STM Alternate-charging scanning tunneling microscopy
AFM Atomic force microscopy/microscope
AWG Arbitrary waveform generator
CI Confidence interval
CPD Contact potential difference
CW Continuous wave
DC Direct current
ESR Electron spin/paramagnetic resonance
FM-AFM Frequency-modulated atomic force microscopy
FWHM Full width at half maximum
HFI Hyperfine interaction
HOMO Highest occupied molecular orbital
I/Q modulation In-phase/quadrature-phase modulation
KPFS Kelvin probe force spectroscopy/spectrum
LUMO Lowest unoccupied molecular orbital
ML Monolayers
MRFM Magnetic resonance force microscopy
MRI Magnetic resonance imaging
NV Nitrogen vacancy
ODMR Optically-detected magnetic resonance
OpAmp Operational amplifier
pp peak-to-peak
PTCDA Perylenetetracarboxylic dianhydride
Q-factor Quality factor
RF Radio frequency
s.d. standard deviation
SOMO Singly occupied molecular orbital
SPM Scanning probe microscopy/microscope
STM Scanning tunneling microscopy/microscope
STML Scanning tunneling microscopy-induced luminescence
STS Scanning tunneling spectroscopy
UHV Ultra-high vacuum
WKB Wentzel–Kramers–Brillouin
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