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Abstract: Wir diskutieren den möglichen Einsatz großer Sprachmodelle und generativer KI im Rechts-

wesen und erörtern, wie sich dieser evaluieren lässt. Dazu gehen wir auf bisherige Ansätze 
zur Evaluierung von großen Sprachmodellen, insbesondere am Beispiel des HELM-Projektes 
(holistic evaluation of large language models) ein und stellen erste explorative Versuche aus 
dem deutschsprachigen Raum, die Leistungsfähigkeit großer Sprachmodelle zu bewerten, vor. 
Auf dieser Basis entwickeln wir Anforderungen an eine systematische Methodik für künftige 
Evaluierungsstudien.

1. Einführung
Neben den bekannten und viel diskutierten großen Sprachmodellen wie der GPT-Modellfamilie existiert eine 
eindrucksvolle Vielfalt kleiner und großer Sprachmodelle, einen guten Überblick dazu geben Minaee et al. 
2024. Die Plattform HuggingFace (Jones et al. 2024) ist dabei in den letzten Jahren zu einer unverzichtbaren 
Sammlung von Programmen, Materialien und Daten rund um große Sprachmodelle geworden. Die Anzahl 
dort gehosteter Ressourcen ist mittlerweile nahezu unübersehbar. Sie lassen sich nach unterschiedlichen Kri-
terien fi ltern, unter anderem auch nach Modellen für den juristischen Bereich. Allein zum Stichwort „legal“ 
fi nden sich (Stand Anfang Januar 2025) 2.621 models und 457 datasets. Darunter sind derzeit 18 Modelle, 
die die Merkmale „german“ und „legal“ erfüllen, alle weisen allerdings vergleichsweise geringe Download-
zahlen auf.1 
Das deutlich gewachsene Interesse an der KI-Nutzung im Recht zeigt auch der seit 2021 im Rahmen der inter-
nationalen Fachtagung zu empirischen Methoden in der automatischen Sprachverarbeitung (ACL Conference 
on Empirical Methods in Natural Language Processing, EMNLP) etablierte Workshop zu Natural Legal 
Language Processing, bei dem bisher 117 Aufsätze erschienen sind, die die ganze Bandbreite der Nutzung 
großer Sprachmodelle für juristische Anwendungen illustrieren.

2. Große Sprachmodelle im Rechtswesen – internationale Perspektive
Soweit erkennbar, sind bislang nur wenige spezifi sch für den rechtlichen Bereich trainierte Modelle öff entlich 
verfügbar. SaulLM (Colombo et al. 2024), das Anfang 2024 veröff entlicht wurde, dürfte eines der ersten sein. 
Allerdings liegt hier der Fokus auf Rechtsquellen aus dem angelsächsischen Bereich. Gleichzeitig ist klar, 

1 Vgl. https://huggingface.co/models?language=de&sort=trending&search=Legal.
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dass künftig fokussierte und mit hochwertigen Dokumenten aus dem Rechtswesen trainierte Modelle neue 
Anwendungsmöglichkeiten eröff nen, Fachverlage und Informationsdienstleister haben erste Angebote ent-
wickelt. Lai et al. 2024 geben einen kurzen Überblick zur Entwicklung aktueller Konzepte der künstlichen 
Intelligenz und deren Anwendung im Rechtswesen. Sie zeigen auf, welche juristischen Anwendungen durch 
Finetuning großer Sprachmodelle in China seit 2023 entstanden sind und ordnen sie unterschiedlichen Auf-
gabenbereichen zu. In einem weiteren Überblicksaufsatz nehmen Yang et al. 2024 eine Systematisierung der 
Nutzung großer Sprachmodelle im Rechtswesen vor, wobei sie zwischen den verwendeten Daten (Sprache, 
Qualität), den Algorithmen (adapter tuning, soft prompt tuning, LoRA – low rank adaptation), unterschied-
lichen Aufgaben (frameworks for resolving diff erent legal tasks) und Annahmen zur weiteren Entwicklung 
(legal document research, case prediction analysis, legal Q & A) und den damit verbundenen Herausforde-
rungen (Datenqualität, Sicherheit und Datenschutz, Genauigkeit) unterscheiden. Ihre Betrachtung bleibt auf 
den asiatischen (koreanisch, chinesisch) bzw. den englischsprachigen Raum beschränkt. In einem weiteren 
Überblicksartikel zur legal judgement prediction (LJP) systematisieren Cui/Shen/Wen 2023 LJP-Anwendun-
gen mit 43 Datenkorpora und neun Sprachen, wobei sie neben der Unterscheidung zwischen Zivil-, Straf- 
und Menschenrechtssachen auch das zugrundeliegende Rechtssystem (kontinentales Recht vs. common law) 
als wesentliches Unterscheidungsmerkmal heranziehen. Die Nutzung existierender generischer LLMs wie 
ChatGPT z. B. als ChatBot für eine Rechtsberatungsfi rma diskutieren Homoki/Ződi 2024 im Rahmen einer 
Fallstudie.

3. Große Sprachmodelle im Rechtswesen – deutschsprachige Perspektive
Die im deutschsprachigen Raum geführte Diskussion nennt als Einsatzmöglichkeiten generativer KI im 
Rechtswesen die Klassifi kation und die Zusammenfassung von Rechtstexten, die verbesserte Extraktion von 
Informationen sowie den Bereich der Legal Prediction (vgl. etwa die Zusammenstellungen bei Mielke/Wolff  
2023, Rdnr. 584ff ; 2024a). Eine Kombination dieser typischen Aufgaben haben Engel/Kruse 2024 im Blick, 
die einen Prototyp eines KI-generierten Kommentars  zu Art. 8 GG auf der Basis eines Korpus mit Entschei-
dungen des Bundesverfassungsgerichts durch Zusammenfassung der wichtigsten Passagen zu entwickeln ver-
suchen. Dabei kam u.a. ein Prompt mit mehreren Seiten Länge zum Einsatz.
In Niedersachsen nutzt das Projekt MAKI (für Massenverfahrensassistenz mithilfe von KI) verschiedene gro-
ße Sprachmodelle, etwa das französische System Mistral (Zander 2024), insbesondere um relevante Informa-
tionen aus den Akten zu extrahieren. In ähnlicher Weise sollen LLMs bei der Bearbeitung von Asylverfahren 
am Verwaltungsgericht Hannover Unterstützung leisten (Irskens/Stock 2024). Beim Erkenntnismittelassis-
tent EMIL wertet ein großes Sprachmodell eine Datenbank mit relevanten Datenquellen zu den Verhältnis-
sen in verschiedenen Ländern aus. TABEA (Tatbestandsassistent für Asylverfahren) soll zu einer schnelle-
ren Durchdringung der Akten des Bundesamts für Migration und Flüchtlinge führen, indem u.a. Daten wie 
Staatsangehörigkeit, Asylantrag, Einreisezeitpunkt und -modalität aufbereitet werden und eine Übersicht der 
Ausreisegründe bzw. der vorgetragenen Verfolgungshandlungen erstellt werden kann, wobei derzeit kleinere 
LLMs verwendet werden, um Ressourcen zu schonen (Irskens/Stock 2024, S. 316).
Der Anfang Dezember 2024 publizierte KI-Assistent „Frag den Grüneberg“, den der Verlag C.H. Beck auf der 
Basis des bekannten BGB-Kommentars entwickelt hat, löste ein starkes Echo in den Medien aus.2 Beurskens 

2 Vgl. https://presse.beck.de/pressemitteilungen-archiv/2024/frag-den-gruneberg-das-neue-chat-book-von-chbeck/, Zugriff  12 / 2024. 
Die Reaktionen, die in der Regel auf Einzelbeobachtungen beruhen, variieren stark, vgl. etwa Jochen Zenthöfer in FAZ vom 9. De-
zember 2024, der zu einem positiven Fazit kommt. Andere Erfahrungen sind eher negativ, z. B. von Michael Selk (LinkedIn-Beitrag 
vom 15. Dezember 2024), der sich eine (wirksame) Schönheitsreparaturklausel entwerfen lässt, die nach ganz h. M. als unwirksam 
einzustufen ist, ähnlich Matthias Kraft (LinkedIn-Beitrag vom 21. Dezember 2024). Diff erenzierend anhand einzelner Beispiele 
Stärken und Schwächen herausarbeitend Kay E. Winkler, Markt&Recht vom 12. Dezember 2024. Zu weiteren KI-Tools bei der 
juristischen Recherche siehe (wenn auch ohne diese kritisch zu hinterfragen) Verena Schillmöller, Schneller, intelligenter, präziser: 
So verändert Künstliche Intelligenz die juristische Recherche, Fünf neue KI-Tools im Überblick, legal-tech.de vom 4. Juni 2024.
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2024 unterzieht ihn einer heuristisch-explorativen Analyse und bewertet anhand einzelner Fragen Kriterien 
wie Halluzinieren, die Korrektheit und den Umfang der Antworten sowie die diff erenzierte Darstellung unter-
schiedlicher rechtlicher Meinungen.

4. Typisierung von Arbeitsaufgaben
In ihrem Überblicksaufsatz zur Nutzung großer Sprachmodelle in „kritischen“ Domänen (Finanz-, Gesund-
heits- und Rechtswesen) entwickeln Chen et al. (2024) eine Taxonomie von typischen Aufgaben, die mit Hilfe 
großer Sprachmodelle bewältigt werden können (und geben dazu jeweils Beispiele aus der Literatur):
Legal Question Answering (LQA), also das Beantworten rechtlicher Fragen, wird in einer Reihe von Projek-
ten untersucht; dafür werden spezifi sche Frage-Antwort-Korpora entwickelt.
Legal Judgment Prediction (LJP) versucht, für spezifi sche Fälle eine Urteilsvorhersage zu leisten, wobei 
auch Ansätze für das europäische Recht existieren, wie die Arbeiten von Niklaus zeigen (Niklaus et al. 2023; 
Niklaus/Chalkidis/Stürmer 2021).
Legal Event Detection (LED) umfasst das Erkennen einschlägiger Hinweise auf Urteile, Normen etc. in Tex-
ten, wenngleich hier fraglich ist, ob nicht eine allgemeinere Kategorie (Legal) Information Extraction oder 
(Legal) Named Entity Extraction sinnvoller wäre.
Legal Text Classifi cation (LTC) bedeutet die Klassifi kation von Rechtstexten, um z. B. Sachvortrag von recht-
licher Argumentation und Urteilsgründen unterscheiden zu können.
Legal Document Summarization (LDS) beschreibt Systeme, die in der Lage sind, Rechtstexte sinnvoll zu-
sammenzufassen. Eine aktuelle Studie, die sowohl domänenspezifi sch trainierte als auch generische gro-
ße Sprachmodelle auf britische und indische höchstrichterliche Entscheidungen anwenden, stellen Deroy/
Ghosh/Ghosh 2024 vor.
Weitere Aufgaben werden als Other Legal NLP Tasks zusammengefasst. Homoki/Ződi 2024, S. 447ff  weisen 
darauf hin, dass neben juristischen Kernaufgaben bei der Interaktion mit Fachtext weitere „katalytische“ Ein-
satzfelder für große Sprachmodelle z. B. im Bereich der Ausbildung entstehen könnten.

5. Große Sprachmodelle und ihre Evaluierung
Spektakuläre Erfolge von ChatGPT und den dahinterstehenden großen Sprachmodellen wurden gefeiert und 
u. a. mit dem Bestehen des Bar Exam in den USA, wo das neueste getestete Modell, GPT-4, im Schnitt bessere 
Leistungen erreichte als ein durchschnittlicher Prüfl ing (Katz/Bommarito/Gao/Arredondo 2024, S. 6), oder 
mit dem Bestehen des Turing-Tests (imitation game, Turing 1950) begründet. Bei letzterem geht es darum, 
ob Menschen bei der Kommunikation merken, ob sie es mit einer Maschine oder einem Menschen zu tun 
haben. Der Mensch führt dabei mittels Tastatur und Bildschirm eine Konversation mit zwei verschiedenen 
Gesprächsteilnehmern, einer Maschine und einem Menschen, und muss anschließend entscheiden, ob er mit 
einem Menschen oder einer Maschine kommuniziert hat. Nach einer Studie aus dem Jahr 2024 schätzten 
54 % der knapp 500 Teilnehmer (Jones/Bergen 2024) das hinter ChatGPT stehende Modell als menschlich 
ein, 67 % erkannte ihre menschlichen Gesprächspartner (zutreff end) als Menschen, was darauf hindeutet, dass 
die KI als zunehmend leistungsstark erachtet wird. Der Test betriff t die Fähigkeit, menschliche Gespräche 
nachzuahmen. Damit wird nichts darüber ausgesagt, ob der Einsatz im Rechtswesen tatsächlich hilfreich ist 
und zu einer Zeitersparnis oder einer Qualitätssteigerung führt. Dies ist aber entscheidend, gerade angesichts 
einer aktuellen Umfrage, nach der drei von vier Arbeitnehmern fi nden, dass KI-Tools ihre Produktivität ein-
schränken und ihre Arbeitsbelastung erhöhen, etwa durch die notwendige Überprüfung von KI-generierten 
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Inhalten, während gleichzeitig 96 % des leitenden Managements von Produktivitätsgewinnen ausgehen.3 
Auch im Hinblick auf das Bestehen von juristischen Examina ist der Aussagegehalt zu hinterfragen. Vielmehr 
muss der tatsächliche Nutzen solcher Modelle beim Einsatz im Rechtswesen bewertet werden.

5.1. Holistic Evaluation of Language Models (HELM)
Zur automatischen Evaluierung großer Sprachmodelle sind bereits zahlreiche Ansätze veröff entlicht wor-
den, einer der prominentesten dürfte der in Stanford entwickelte Ansatz HELM (holistische Evaluierung gro-
ßer Sprachmodelle, holistic evaluation of language models) sein (Bommasani/Liang/Lee 2023; Liang et al. 
2022): Im Kern besteht die Struktur von HELM aus einer Sammlung von Szenarien für den Einsatz großer 
Sprachmodelle und Metriken zu ihrer Bewertung. Die Szenarien kombinieren je eine Aufgabe (task) mit der 
Domäne bzw. Datengrundlage (what), der betrachteten Autorenschaft der Texte, mit denen trainiert wur-
de (who), ihrem Entstehungszeitraum (when) und der untersuchten Sprache. Damit ergibt sich ein fl exibler 
Beschreibungsrahmen. Für die wesentlichen Kernszenarien wurden jeweils die sieben Metriken accuracy, 
calibration, robustness, fairness, bias, toxicity und effi  ciency bewertet (Bommasani/Liang/Lee 2023, S. 141). 
So konnten insgesamt 4.900 Evaluierungen von 30 Modellen für 16 Szenarien vorgenommen werden. Durch 
die Standardisierung von Szenarien und Metriken soll die Bewertung der vielfältigen Modelllandschaft ver-
einheitlicht werden. Aus der Vielzahl der Einzelversuche lassen sich eine Reihe allgemeiner Erkenntnisse 
ableiten, z. B. eine grundsätzlich starke Korrelation zwischen accuracy und fairness und accuracy und robust-
ness der Modelle (Liang et al. 2022, S. 48, Abb. 24). Mit wenigen Ausnahmen, bei denen eine intellektuelle 
Bewertung zum Einsatz kann, wurden die Evaluierungen automatisiert durchgeführt. Dass andere Sprachen 
als Englisch kaum Berücksichtigung fi nden, ist den Autoren bewusst: “Given this stated taxonomy, we make 
deliberate decisions on what subset we implement and evaluate, which makes explicit what we miss (e.g. 
coverage of languages beyond English)” (Liang et al. 2022, S. 3).

5.2. Überblicksstudien zur Evaluierung großer Sprachmodelle
Neben dem umfassenden Ansatz von HELM liegt mittlerweile eine Reihe von Review-Artikeln zur Evaluie-
rung großer Sprachmodelle vor:
Laskar et al. 2024 geben einen Überblick bisheriger Studien, klassifi zieren unterschiedliche Herangehens-
weisen an die Evaluation und schlagen ein dreistufi ges Analysemodell für die Bewertung von Evaluationen 
vor (evaluation setup, response generation, evaluation methodology).
Einen ähnlichen Ansatz verfolgen Chang et al. 2024, die zwischen dem ‚what‘, dem ‚where‘ und dem 
‚how‘ der Evaluierung unterscheiden. In der Kategorie des ‚what‘ werden sowohl funktionale Fragen der 
automatischen Sprachverarbeitung als auch konkrete Anwendungsfelder wie Social Science (wozu auch das 
Rechtswesen zählt) zusammengefasst. Hinsichtlich des ‚how‘ unterscheiden sie zwischen automatischer und 
menschlicher Evaluierung.
Guo et al. 2023 stellen eine weitere Metastudie zur Evaluierung großer Sprachmodelle vor und entwickeln 
dafür eine Taxonomie mit den Dimensionen Wissen und Fähigkeiten, die Bewertung von Störfaktoren wie 
Bias oder Toxizität (alignment evaluation), die Organisation der Evaluierung (unterschiedliche Typen von 
Messverfahren) sowie den Aspekt spezialisierter großer Sprachmodelle für spezifi sche Anwendungsfelder 
(u.a. „Legislation“).

3 Studie des Dienstleisters Upwork Ltd. auf der Basis einer Umfrage unter 2500 Beschäftigten im April / Mai 2024 in Australien, Groß-
britannien, Kanada und den USA, vgl. https://investors.upwork.com/news-releases/news-release-details/upwork-study-fi nds-emp-
loyee-workloads-rising-despite-increased-c.
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Kenthapadi/Sameki/Taly 2024 stellen ein Tutorial zur Evaluierung von LLMs vor, in dem sie die folgenden 
Dimensionen unterscheiden: Wahrheitstreue, Sicherheit und Anpassung, Bias und Fairness, Robustheit und 
(technische) Sicherheit, Datenschutz, Vergessen und Urheberrecht, Kalibrierung und Konfi denz / Unsicher-
heit, Transparenz und kausale Interventionen.

5.3. Einzelstudien zur Evaluierung im Rechtswesen
Neben der Berücksichtigung von Anwendungen im Rechtswesen in den oben vorgestellten Überblicksstudien 
liegen international bereits zahlreiche Einzelstudien zur Evaluierung des Einsatzes großer Sprachmodelle im 
Rechtswesen vor, nachfolgend sei eine Auswahl kurz vorgestellt:
Guha et al. 2024 stellen die LegalBench vor, die 162 unterschiedliche Aufgaben aus sechs Bereichen ju-
ristischer Argumentation (issue spotting, rule-recall, rule-application, rule-conclusion, interpretation und 
rhetorical-understanding) umfasst und mit der sie 20 LLM-Anwendungen im Rechtswesen evaluiert haben. 
Pipitone/Alami 2024 entwickeln diesen Ansatz weiter, um die Technik des Retrieval Augmented Generation 
(RAG) berücksichtigen zu können. Im Ergebnis wird deutlich, dass die größten kommerziellen Modelle wie 
GPT-4 die besten Ergebnisse erzielen.
Während sich der Ansatz von Guha et al. 2024 am US-amerikanischen Recht orientiert, präsentieren Li et al. 
2024 mit LexEval ein umfassendes Bewertungssystem für LLMs im Kontext des chinesischen Rechtswesens, 
das 23 Aufgaben und 14.150 konkrete Fragen umfasst. Sie bauen dabei auf einer Taxonomie der im Recht be-
nötigten kognitiven Fähigkeiten auf (legal cognitive ability taxonomy: memorization – understanding – logic 
inference – discrimination – generation – ethics, Li et al. 2024, S. 3)
Eine weitere Fallstudie zum US-amerikanischen Steuerrecht stellen Nay et al. 2024 vor, in der sie Multi-
ple-Choice-Fragen mit je einer korrekten Antwort als Evaluationsinstrument zur Bewertung des Outputs gro-
ßer Sprachmodelle (GPT-3, GPT-3.5, GPT-4) einsetzen. In unterschiedlichen Szenarien und mit / ohne Chain-
of-Thought-Prompting kommen die Akkuratheitswerte der Antworten über 60 % nicht hinaus und liegen in 
der Mehrzahl der Settings deutlich niedriger (Nay et al. 2024, S. 6, 8). Eine aktuelle Studie aus Neuseeland 
(„Better Call GPT“, Martin et al. 2024) vergleicht verschiedene LLMs mit unterschiedlichen Rechtsexperten 
(junior / senior lawyer, legal process outsourcer) hinsichtlich der Fähigkeit, Rechtsprobleme bei der Ver-
tragsdurchsicht zu identifi zieren bzw. zu entscheiden, wobei die besten Modelle etwas besser abschneiden als 
junior lawyers, bei allerdings erheblich geringeren Kosten (Kostenreduktion > 99%) bzw. erheblich weniger 
benötigter Zeit. Als Metriken kommen dabei recall, precision und der F1-Score als Kombinationsmaß zum 
Einsatz.
In ihrer aktuellen Studie zur Halluzinationstendenz kommerzieller LLMs für das (amerikanische) Rechtswe-
sen wie Lexis+ AI oder Westlaw AI-Assisted Research und Ask Practical Law AI kommen Magesh et al. 2024 
zu dem Ergebnis, dass diese Modelle bei 17 % bis 33 % der Anfragen halluzinieren. Ähnliche Werte ergeben 
sich dabei für den Grad der Unvollständigkeit der Antworten. In einer weiteren Studie mit großen Standard-
modellen wie GPT-4 werden noch deutlich höhere Werte (75 % und mehr) beobachtet (Dahl/Magesh/Suzgun/
Ho 2024).

6. Evaluation großer Sprachmodelle im deutschsprachigen Rechtswesen
Im Kontext der Auseinandersetzung mit den Nutzungsmöglichkeiten im deutschsprachigen Rechtswesen ver-
bleiben Aufsätze, die sich mit den Möglichkeiten, Chancen und Risiken der Anwendung großer Sprachmodelle 
befassen, selbst wenn sie das Thema Bewertung ansprechen, vielfach auf einer recht allgemeinen Ebene und 
stellen etwa die Frage, ob es sich bei der Nutzung von KI-Systemen um Rechtsfi ndung oder Rechtsanwendung 
handelt (Birkholz 2024), ordnen die Nutzung großer Sprachmodelle aus der Perspektive anwaltlicher Tätigkeit 
oder des anwaltlichen Berufsrechts ein (Salz/Wiedemann 2024), erörtern den möglichen Einsatz generativer 
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Modelle in der Justiz (Yuan 2023) oder diskutieren allgemeine rechtliche Rahmenbedingungen der Nutzung 
großer Sprachmodelle sowie ihre Einsatzfähigkeit in Hochschulen und Verwaltung (Brockmann 2023). Rechtli-
che Rahmenbedingungen des LLM-Einsatzes mit einem arbeitsrechtlichen Schwerpunkt (menschliche Aufsicht, 
Rolle von KI-Verordnung und DSGVO) stehen bei Kätscher/Pesch 2024 im Mittelpunkt.
Auch technische Aspekte der LLM-Nutzung werden betrachtet: Das Problem der Halluzinationen wird ver-
sucht, durch Anpassung der Prompts in den Griff  zu bekommen (Ketteler 2024; Monschau 2024). Die Lite-
ratur zur Prompt-Erstellung wird dabei aber nicht oder wenigstens nicht explizit refl ektiert (eine umfassende 
Übersicht zur Prompting-Forschung fi ndet sich bei Schulhoff  et al. 2024).
In die Grauzone zwischen Einzelstudie und Wissenschaftssatire fallen Arbeiten wie Bachgrund/Nesum/Bernstein/
Burchard 2023, in denen versucht wird, aus ChatGPT wissenschaftlichen Text zum „Pro und Contra für Chatbots 
in Rechtspraxis und Rechtsdogmatik“ zu gewinnen, wozu auch fi ktive Autoren wie Lonk Nesum (ein Anagramm 
zu Elon Musk) eingeführt werden (ähnlich Kraft 2023, aber mit Fokus im pharmazeutischen Bereich).
Anhand eines einzelnen Dialogs mit ChatGPT zur Frage, ob man per Fax fristwahrend Rechtsmittel einlegen 
kann, arbeitet Herberger 2023 knapp das Problemspektrum (sachlich falsche Auskünfte, Halluzinieren von 
Gesetzen, mangelnde Aktualität) des Einsatzes generativer KI heraus, dabei handelt es sich aber eher um ein 
prägnantes Schlaglicht als eine systematische Studie.
Lange 2023 setzt sich inhaltlich sehr detailliert mit der Ausgabe von ChatGPT 3.5 zu einer Anfrage auf dem 
Gebiet der Testamentsvollstreckung auseinander und kommt dabei zu dem Ergebnis, dass die Antworten 
„zumeist nicht präzise genug und vereinzelt sogar besorgniserregend falsch“ seien, zudem sei das „Erfi nden 
einzelner Normen“ zu konstatieren (Lange 2023, S. 570).
Herrlein/Gelück 2023 analysieren Antworten von Bing AI (Stand Juni 2023) zum Mietrecht auf ihre Richtig-
keit und folgern, dass ChatGPT in der Bing-AI-Fassung „im mietrechtlichen Praxistest – der Autoren – ge-
scheitert“ sei. Besonders auff ällig seien „Widersprüche innerhalb einer Antwort und starke Abweichungen auf 
Nachfragen“, sowie eine eher zufällig anmutende Quellenauswahl. Ihre abschließende Einschätzung lautet: 
„ChatGPT ist für die mietrechtliche, insbesondere die anwaltliche Praxis derzeit unbrauchbar, jede ungeprüfte 
Übernahme verbietet sich“ (Herrlein/Gelück 2023, S. 519, siehe auch Neuhaus 2023 zum Versicherungsrecht, 
der Schulnoten auf verschiedene Attribute von 1 bis 6 vergibt und letztlich zu einem unbefriedigenden Ge-
samtergebnis kommt.).
Die Möglichkeit, Rechtstexte mit generativer KI in einfache Sprache umzuwandeln, untersuchen Mielke/
Wolff  2024b und bewerten das mit quantitativen Metriken (Wortanzahl, Textmenge), mit linguistischen Kate-
gorien (syntaktische und lexikalische Unterschiede) und mit Hilfe von Metriken zur Textverständlichkeit.
Für den Anwendungsfall der Anonymisierung diskutieren Adrian/Evert/Heinrich/Keuchen 2024 die Anwend-
barkeit klassischer Evaluationsmetriken wie recall und precision (letztlich accuracy im Metrik-Modell von 
HELM, vgl. auch Adrian 2024, S. 205ff ), fordern gleichzeitig aber spezifi sch fachlich-juristische Bewertungs-
kriterien. Der Hinweis, dass nicht von vornherein klar ist, welcher recall-Wert angemessen ist, dürfte für viele 
Evaluierungsszenarien gelten.
Dietrich 2024 entwickelt ein eigenes Testszenario, um mit Hilfe unterschiedlicher Prompt-Strategien anhand 
von je 30 Auslegungs- und zehn Subsumtionsaufgaben für die Rechtsgebiete Zivil-, Straf- und Verwaltungs-
recht untersuchen zu können, welche Qualität die von ChatGPT erzeugten Antworten aufweisen. Als Bewer-
tungskriterien verwendet der Autor „Präzision“ und „Argumentationstiefe“, die er intellektuell auf einer Skala 
von eins bis fünf Punkten bewertet. Auf die einschlägige Literatur zur Evaluation großer Sprachmodelle und 
zum Prompting wird dabei nicht Bezug genommen. Nachvollziehen lässt sich in dieser Studie nur der relative 
Vergleich zwischen den vier Prompting-Strategien, da weder die Methode der Auswahl der Fragestellungen 
diskutiert wird noch die Metriken defi niert und erläutert werden. Insgesamt kommt der Autor zu einem eher 
zurückhaltenden Fazit. Es handelt sich ungeachtet der benannten Schwächen um eine der systematischeren 
Studien im deutschsprachigen Bereich.
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Engel/Kruse 2024 nehmen eine Bewertung ihres KI-generierten Kommentars zu Art. 8 GG vor und stellen als 
„enttäuschendste Erfahrung“ fest, dass das Sprachmodell „die Rechtspraxis zwar recht ordentlich erfassen“ 
könne, sich aber nicht dazu eigne, „die juristischen Nutzer auf Veränderungen in der Auslegung einer Norm 
hinzuweisen“ (Engel/Kruse 2024, S. 1006). Dies machten die Verfasser daran fest, dass fi ktive Entscheidun-
gen zu ebenfalls fi ktiven Änderungen der Grundrechtsdogmatik, die sie eingebaut hatten, zwar zitiert würden, 
aber ohne deutlich zu machen, zu welchen Rechtsänderungen sie geführt haben (Engel/Kruse 2024, S. 1006). 
Sie vergleichen ihren Prototyp zudem mit verfügbaren Kommentaren zur selben Rechtsmaterie, indem sie die 
Zahl der Zitate, die Zahl der zitierten Randnummern und den Aktualisierungszyklus auswerten (Engel/Kruse 
2024, S. 1006), also auf einer formalen Ebene, die zur Güte nur wenig aussagen kann, da beispielsweise nicht 
untersucht wird, ob die Zitate zutreff end sind.

7. Anforderungen an die systematische Evaluierung
Nachfolgend machen wir Vorschläge für eine systematische Evaluierung großer Sprachmodelle, die über die 
generische Bestimmung allgemeiner quantitativer Qualitätsparameter einerseits und die häufi g anzutreff ende 
Einzelfallbetrachtung („ich habe Folgendes in ChatGPT ausprobiert“, „Tipps für das Prompten im juristi-
schen Bereich“ (etwa Braegelmann 2023)) andererseits hinausgehen.
Die voranstehende Übersicht zur Evaluierung großer Sprachmodelle zeigt ein zwiespältiges Bild: Auf der 
einen Seite fi nden sich einfache quantitative Metriken, die sich (teil-)automatisiert erheben lassen. Diese 
lassen zwar allgemeine Aussagen zur Ausgabequalität zu, können aber keine inhaltliche Bewertung einer 
juristischen Auskunft leisten. Auf der anderen Seite sind, insbesondere im deutschsprachigen Bereich, bishe-
rige Analysen an einzelnen Fragestellungen orientiert und gehen, was angesichts der Neuheit der betrachteten 
Systeme gut nachvollziehbar ist, zunächst explorativ vor.
Wenn man davon ausgeht, dass sich Prozesse und Interaktionsformen im Bereich der juristischen Fachinfor-
mation durch dialogfähige KI-Assistenten weiterentwickeln werden, ist die Frage zu stellen, welche Evalua-
tionsmethoden künftig angewandt werden können, um beispielsweise Vergleichsstudien durchzuführen. Das 
bisherige Evaluationsparadigma für Informationssysteme bzw. im Information Retrieval hat den Relevanzbe-
griff  (Cooper 1971) in den Mittelpunkt gestellt und auf seiner Basis Metriken wie recall und precision genutzt 
(Manning/Raghavan/Schütze 2008, S. 137ff ). Dabei wurde davon ausgegangen, dass ein Informationssystem 
als Antwort auf eine Frage eine Reihe von Dokumenten als Treff ermenge liefert, die jeweils als relevant oder 
nicht relevant eingeordnet werden können.
Durch den Einsatz generativer KI-Verfahren ändert sich dieses Szenario grundsätzlich, unbeschadet der Tatsache, 
dass Information Retrieval-Systeme im Kontext der Retrieval Augmented Generation (RAG, vgl. Gao et al. 2023) 
auch künftig eine wichtige Zulieferfunktion für KI-Modelle innehaben dürften: Künftig steht nicht mehr die zu be-
wertende Treff erliste als wesentliche Systemausgabe im Mittelpunkt der Evaluierung, sondern die auf die Anfrage 
(prompt) als Text generierte Systemausgabe. Damit erfolgt ein Paradigmenwechsel weg von der Relevanzbewer-
tung für Dokumentmengen hin zur Bewertung von generiertem Text. Auch dies hat als Bewertung von Frage-Ant-
wort-Systemen in der Forschung zu Informationssystemen eine lange Tradition (Liang et al 2022, S. 16f).
Eine künftige Evaluationsmethodik könnte folgende Komponenten enthalten:
1. Nutzung der bei HELM eingeführten Metriken für wesentliche Textmerkmale als Basis.
2. Erfassung und Systematisierung der im juristischen Kontext auftretenden Informationsbedürfnisse, Auf-

gabenstellungen und Frageformen. Sinnvoll wäre beispielsweise, im Rahmen empirischer Studien die 
tatsächlich an KI-basierte Dialogsysteme gestellten Fragen zu analysieren, auszuwerten und daraus eine 
konkrete Typologie zu entwickeln. Erkenntnisse aus der Forschung zu juristischem Informationsverhalten 
können aufgegriff en werden.4

4 Eine umfangreiche Studie dazu stammt schon aus dem Jahr 1973: Jඎඇ඀ඃඈඁൺඇඇ/Sൾංൽൾඅ/Sදඋ඀ൾඅ/Uඁඅං඀ 1973.



144

Bettina Mielke/Christian Wolff 

3. Auf dieser Basis erscheint es sinnvoll, ähnlich wie von Dietrich 2024 beschrieben (siehe oben), für unter-
schiedliche Rechtsgebiete standardisierte Evaluationskataloge aus einschlägigen Fragen zu entwickeln, 
die die wesentlichen Fragetypen und unterschiedliche Teilgebiete eines Rechtsgebiets abdecken. Mit der-
artigen Fragekatalogen ließen sich vergleichende Studien besser realisieren.

4. Auch wenn auf eine intellektuelle Bewertung der Ausgaben nicht verzichtet werden kann, könnten die 
Ausgaben unterschiedlicher Systeme zum selben Rechtsgebiet anhand formaler Kriterien automatisiert 
verglichen werden (welche Begriff e kommen vor, welche Normen werden zitiert, auf welche Quellen 
wird zurückgegriff en).

5. Möglich erscheint dabei auch, große Sprachmodelle nicht nur für die eigentliche Aufgabenbearbeitung 
einzusetzen, sondern als unterstützendes Instrument für den Forschungsprozess, also für die Evaluation zu 
verwenden: Die unterschiedlichen Ausgaben der verschiedenen juristischen KI-Assistenten könnten mit 
gezielten Auswertungsaufgaben an ein weiteres KI-System übergeben werden, das eine Auswertung und 
einen Vergleich vornimmt.

Mit der Einführung einer EU-weiten Regulierung des Einsatzes von Künstlicher Intelligenz durch die euro-
päische KI-Verordnung, die 2024 verabschiedet wurde und die in den kommenden Jahren schrittweise in 
Kraft treten wird, ergeben sich neue Herausforderungen für die Evaluierung solcher Systeme. Im Hochrisiko-
bereich der KI-Verordnung, worunter bestimmte Bereiche der Rechtspfl ege und der Strafverfolgung fallen, ist 
eine Bewertung und Testung erforderlich. Die in den Erwägungsgründen (u. a. in Nr. 59, 60, 66, 74) genann-
ten Dimensionen wie Robustheit und Genauigkeit dürften auch im Sinne der hier betrachteten inhaltlichen 
Qualitätsbewertung zu verstehen sein und können Bemühungen um die systematische Evaluierung großer 
Sprachmodelle im Rechtswesen weiteren Vorschub leisten.
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