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1. Einleitung

In den vergangenen Jahrzehnten machte die Entwicklung auf dem Gebiet der
Mikro- und Nanostrukturen enorme Fortschritte. Transistoren und andere Bau-
elemente aus dem Baukasten der Mikroelektronik ermdglichten moderne Endge-
riate wie Computer und Smartphones. Wahrend Computer im Anfangsstadium
unter anderem aufgrund ihrer Grofie nur fiir Forschung und Industrie zugéng-
lich waren, so ist der Computer heute auch im Privathaushalt nicht mehr weg-
zudenken. Dies wurde dadurch ermoglicht, dass zugrundeliegende Elektronik in
den vergangenen Jahren immer kleiner, kompakter und leistungsfahiger wurde,
wodurch Massenproduktion moglich war und die Anschaffungskosten erheblich
gesenkt werden konnten.

Mit zunehmender Digitalisierung gehen aber auch einige Probleme einher. Durch
die zunehmende Datenmenge, die die Systeme verarbeiten miissen, werden schnel-
lere und leistungsfahigere Bauelemente der Mikroelektronik notwendig. Dadurch
steigt wiederum auch der Energieverbrauch. Da die Energiekosten nicht uner-
heblich sind, sollte man gerade auch in Zeiten der Energiewende versuchen, den
Energieverbrauch gering zu halten. Aus diesem Grund sollen neuartige Bauele-
mente nicht nur schneller und leistungsfahiger, sondern auch energieeffizienter
sein.

Aktuell zeigt sich zunehmend, dass moderne Mikrochips immer haufiger an ihre
physikalische Leistungsgrenze stoflen, wahrend die Anforderungen an diese im-
mer hoher werden. Von daher ist es notwendig, nach Losungen zu suchen, die die
steigenden Anforderungen erfiillen konnen.

Eine vielversprechende Losung konnte der vermehrte Einsatz von Spintronik sein.
Wiahrend bei herkommlicher Elektronik zur Informationsiibertragung lediglich
der Freiheitsgrad der elektrischen Ladung genutzt wird, wird in der Spintronik
auch der Elektronenspin als zusétzlicher Freiheitsgrad genutzt. Gerade fiir Da-
teniibertragung und Datenspeicherung bringt dies erhebliche Vorteile mit sich.
Beispielsweise verspricht man sich neuartige Speicherchips, die im Betrieb we-
sentlich weniger Strom benotigen, aber gleichzeitig vielfach schnellere Schreib-
und Lesegeschwindigkeiten erlauben. Wéhrend man in Form von nichtfliichti-
gen Speichern, dem Magnetoresistive Random Access Memory (MRAM), bereits
Chips mit spintronischer Technik nutzt, so sind andere Bauelemente noch Ge-
genstand aktueller Grundlagenforschung [1]. Die wesentliche Voraussetzung fiir
viele spintronische Bauelemente ist die Erzeugung und Erhaltung von robusten
und kontrollierbaren Spinstromen. Hierzu wird allerdings ein geeignetes Mate-
rial benotigt, welches diese Anforderungen erfiillen kann. Aufgrund seiner sehr
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groflen Spindiffusionsléngen und hervorragenden elektronischen Eigenschaften,
wére Graphen grundsétzlich ein ideales Basismaterial zur Leitung von robusten
Spinstromen [2]. Um aber Spinstrome direkt im Graphen erzeugen zu kénnen,
ist eine grofie Spin-Bahn-Kopplung (engl.: ., Spin-Orbit Coupling*(SOC)) im Sys-
tem notwendig, die bei Graphen, aufgrund der relativ niedrigen Atommasse von
Kohlenstoff, aber nur sehr klein ist [3]. Daher begaben sich in den letzten Jahren
viele Forscher auf die Suche nach einer Losung fiir dieses Problem.

Bisherige Arbeiten zeigten, dass die Anlagerung von schweren Atomen auf Gra-
phen eine Steigerung der SOC des Graphens mit sich bringt [4]. Die einzelnen
Atome wirken am Graphen jedoch wie Verunreinigungen und haben daher logi-
scherweise einen negativen Einfluss auf die Ladungstragerbeweglichkeit und damit
auf die Qualitat des Graphens.

Man weif} seit einiger Zeit auch, dass die Anlagerung von Wasserstoff auf Gra-
phen die SOC im Graphen erhéht, aber auch hier gibt es je nach Methode noch
einige Hiirden zu tiberwinden [5, 6].

Eine weitere Methode zur Erhohung der SOC in Graphen ist die Bildung einer He-
terostruktur von Graphen mit Ubergangsmetall-Dichalkogeniden (TMDCs). Bei
diesen Kristallen handelt es sich um eine hexagonale Kristallstruktur mit schwe-
ren Ubergangsmetallatomen, die bei Bildung einer Heterostruktur eine starke
SOC in das Graphen induziert, aber gleichzeitig hohe Ladungstragerbeweglich-
keiten gewéhrleistet. Dies wurde bereits theoretisch in mehreren Arbeiten gezeigt
und spéter auch in einigen Arbeiten nachgewiesen [7—10]. Auch Spinstrome lielen
sich direkt in Graphen erzeugen [11, 12].

Es ist allerdings auch bekannt, dass sich die hohe SOC wiederum negativ auf die
Spindiffusionsldngen in Graphen auswirkt [13]. Deshalb wére es praktisch, wenn
man diese induzierte SOC in Graphen ein- und ausschalten bzw. einstellen konn-
te.

Fir zweilagiges Graphen unter Verwendung zweier Gateelektroden wurde dies
bereits in [14-19] gezeigt.

Im Rahmen dieser Arbeit wurden dazu weitere Methoden zur Kontrolle der
proximity-induzierten SOC untersucht. So herrscht schon seit einiger Zeit eine
gewisse Unklarheit dariiber, ob die Schichtdicke des TMDCs in einer Heterostruk-
tur mit Monolagen-Graphen (ML-G) auf TDMC einen Einfluss auf die Stérke
der proximity-induzierten SOC hat. Um diesen Sachverhalt zu klaren, wurden im
Rahmen dieser Arbeit entsprechende Untersuchungen durchgefiihrt. Sollte sich
namlich die Schichtdicke des TDMCs auf die proximity-induzierte SOC auswir-
ken, so wire es grundsétzlich moglich, die proximity-induzierte SOC durch die
Wahl eines TDMCs mit bestimmter Schichtdicke einzustellen.

Es wurde auferdem in mehreren Arbeiten [20-23] bereits theoretisch gezeigt, dass
der Drehwinkel zwischen einer Graphen und einer TDMC-Schicht einen erheb-
lichen Einfluss auf die proximity-induzierte SOC hat, wodurch eine Einstellung
der SOC durch Variation des Drehwinkels méglich sein sollte. Auch dazu wurden
im Rahmen dieser Arbeit entsprechende Untersuchungen durchgefiihrt.



Abschlieflend wurde noch in Zusammenarbeit mit einer Gruppe um P. Makk
(BME Budapest) untersucht, inwiefern sich mechanischer Druck auf die proximity-
induzierte SOC von Graphen auf WSe, auswirkt. Hierbei erwartet man, dass sich
die proximity-induzierte SOC durch Variation des mechanischen Drucks veran-
dern lasst. Dies wurde zwar bereits in [24] anhand einer Probe gezeigt, allerdings
wurden diese Messergebnisse bisher von keiner anderen Forschungsgruppe bestéa-
tigt. Dies sollte demnach im Rahmen dieser Arbeit geschehen.






2. Wichtige 2D-Materialien und
ihre Eigenschaften

2.1. Graphen

Elementarer Kohlenstoff kann als Verbund vieler Atome unterschiedliche kris-
talline Erscheinungsformen annehmen [25]. Obwohl sich die jeweiligen Allotrope
lediglich durch die kristalline Anordnung ihrer Kohlenstoffatome unterscheiden,
weisen ihre Materialeigenschaften dennoch gravierende Unterschiede auf. Die in
der Natur vorkommenden, dreidimensionalen (3D) Vertreter, Diamant und Gra-
phit, sind bereits seit langer Zeit bekannt. Die eindimensionale (1D) Nanoroh-
re und das nulldimensionale (0D) Buckminster-Fulleren konnten bereits in den
1990er Jahren synthetisiert und erforscht werden [25-27]. Das zweidimensionale
(2D) Graphen sollte nach urspriinglichen Berechnungen von Peierls et al. thermo-
dynamisch instabil sein [25, 28-32]. Daher ist es nicht ungewohnlich, dass erste
Versuche zur Synthese von Graphen im Wesentlichen scheiterten [25, 33]. Etwas
spater, im Jahr 2004, konnte das zweidimensionale Graphen trotzdem von einer
Gruppe um K. Novoselov und A. Geim erstmals in stabiler Form hergestellt und
elektronische Messungen daran durchgefithrt werden [25, 34, 35]. Im Fokus dieser
Arbeit steht die Untersuchung von zweidimensionalem Graphen in Heterostruktu-
ren mit Ubergangsmetall-Dichalkogeniden. Fiir die Bildung von Heterostrukturen
spielt der kristalline Aufbau und die davon abhéangige Bandstruktur der einzelnen
Komponenten eine groie Rolle. Im folgenden Abschnitt wird daher zunéchst der
kristalline Aufbau von Graphen genauer betrachtet.

2.1.1. Kiristallstruktur von Monolagen-Graphen

Monolagen-Graphen (ML-G) stellt eine zweidimensionale, in z-Richtung atomar
diinne Lage aus Kohlenstoffatomen, die in der z-y-Ebene ein hexagonales Kristall-
gitter bilden, dar [25]. Dieses hexagonale Gitter besteht dabei wiederum aus zwei
trigonalen Untergittern, welche jeweils durch die Basisatome A oder B gebildet
werden [36]. Damit entspricht ML-G einer einzelnen Basalebene eines Graphit-
kristalls [36]. Diese Graphitkristalle wiederum bestehen aus vielen aufeinander-
liegenden Basalebenen [36]. Die Stapelfolge von Graphit folgt dabei gewohnlich
einem bestimmtem Muster, dem sogenannten bernal stacking, was einer ABA-
Stapelfolge entspricht [36]. Das bedeutet nun konkret, dass die einzelnen Lagen

11
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versetzt aufeinanderliegen, sodass sich immer jeweils ein Teil der Kohlenstoffato-
me des einen Untergitters der unteren Lage unterhalb des Zentrums der Sechsecke
der oberen Lagen befindet (s. Abb. 2.1 a)) [36], wéhrend sich der andere Teil der
Kohlenstoffatome des anderen Untergitters der unteren Lage direkt unterhalb
von Atomen der oberen Lage befindet [36]. Die Kohlenstoffatome innerhalb eines

(b)

Abbildung 2.1.: a) Typische ABA-Stapelfolge von Graphit. b) Atomorbitale
der Kohlenstoffatome. In horizontaler Richtung bildet der Uberlapp der sp?-
Hybridorbitale (blau) starke kovalente o-Bindungen. Die p,-Orbitale (grau) da-
gegen bilden 7-Bindungen aus. ¢) Hexagonale Kristallstruktur von ML-G, beste-
hend aus zwei trigonalen Untergittern. Diese beiden Untergitter setzen sich aus
den jeweiligen Basisatomen A (schwarz) und B (grau) zusammen und kénnen mit
Gittervektoren d; und ds konstruiert werden. Rot umrahmt ist die primitive Ein-
heitszelle. d) Erste Brillouin-Zone im k-Raum mit den Punkten hoher Symmetrie
(I', K, K', M) und den beiden reziproken Gittervektoren b, und by. Entnommen
aus [36, 37] und grafisch nachbearbeitet.

Kristalls sind nicht frei beweglich, sondern fest gebunden [36]. Die Ursache dafiir
ist, dass zwischen den Atomen in der x-y-Ebene sehr starke kovalente Krafte wir-
ken [38]. In z-Richtung wirken dagegen relativ schwache Van-der-Waals-Kréfte
[36]. Die Ursache dieses Kréftesystems erkennt man bei genauerer Betrachtung
der Atomorbitale der einzelnen Kohlenstoffatome [36]. Das Element Kohlenstoff
besitzt bekanntlich sechs Elektronen. Zwei davon liegen im 1s%-Orbital und be-
teiligen sich nicht an chemischen Bindungen, wodurch dieses Orbital grundsatz-
lich chemisch inert ist [39]. Die anderen vier Elektronen liegen in den 2s2-2p,-
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und 2p,-Orbitalen [37, 39]. Diese Orbitale bilden durch Hybridisierung drei so-
genannte sp?>-Hybridorbitale in horizontaler Richtung und in vertikaler Richtung
das p.-Orbital [36, 37]. In der z-y-Ebene muss der Winkel zwischen den sp?-
Hybridorbitalen als Folge des Kraftegleichgewichts nun 120° betragen (s. Abb.
2.1 b)). Daraus resultiert unmittelbar die hexagonale Kristallstruktur von ML-
G [37]. Innerhalb der z-y-Ebene einer Kohlenstofflage entstehen durch Uberlapp
der sp*-Hybridorbitale sogenannte o-Bindungen, welche zu starken kovalenten
Bindungen fithren [36, 37]. In z-Richtung dagegen bilden sich zwischen den p,-
Orbitalen m-Bindungen aus, wodurch in vertikaler Richtung nur relativ schwache
Van-der-Waals-Krifte wirken kénnen [36]. Dieses System von schwach gebun-
denen aufeinanderliegenden Schichten ermoéglicht nun auch, durch mikromecha-
nische Exfoliation, die Herstellung von dinnen Schichten [34]. Diese Schichten
konnen aus vielen Lagen oder auch nur aus wenigen Lagen von ML-G bestehen
[34]. Fiir diese Arbeit wurden sowohl einzelne Lagen, also ML-G, als auch zweila-
gige Schichten, also Bilagen-Graphen (BL-G), hergestellt und untersucht [34, 36].
In diesem delokalisierten 7-Bindungssystem konnen sich Elektronen frei bewegen
[36, 40], wodurch man Graphen aufgrund der zweidimensionalen Form nun als
ideales, zweidimensionales Elektronengas (2DEG) bezeichnen kann [41].

ML-G besitzt ein hexagonales Kristallgitter [36]. Dieses hexagonale Kristallgitter
setzt sich, wie bereits erwéhnt, aus zwei trigonalen Untergittern zusammen, die
jeweils aus den Basisatomen A oder B gebildet werden [36]. Der interatomare
Abstand zwischen diesen zwei Basisatomen ist gegeben durch ace = 1,42 A [36].
Die Gitterkonstante ay dagegen, also der Abstand zweier nichster Nachbaratome
innerhalb eines Untergitters, kann aus dem Betrag eines Gittervektors berechnet
werden und betrigt ap = v/3acc = 2,46 A [36]. Mit Hilfe der beiden Gittervek-
toren @; und d@; (s. Abb. 2.1 ¢)) kann man die beiden Untergitter und damit das
hexagonale Kristallgitter mathematisch beschreiben [36]. Fiir @; und d, gilt [36]:

i = “% (\%) = a% (_%) . (2.1)

Durch Konstruktion der Wigner-Seitz-Zelle erhalt man die erste Brillouin-Zone
des k-Raums (s. Abb. 2.1 d)) [36]. Diese ist wiederum hexagonal und kann durch
die reziproken Gittervektoren b; und by, die gegeben sind durch [36]:

- 27 1 - 2 1
b1_3acc<\/§>’ b2_3acc<—\/§>’ (2.2)

beschrieben werden. Es gibt dort auflerdem noch die Punkte hoher Symmetrie.
Dazu gehéren die Punkte I', K, K’ und M [36]. Von diesen Punkten sind vor
allem die Punkte K und K’ an den Ecken der ersten Brillouin-Zone fir ML-G von
besonderer Bedeutung. Darauf wird in Abschnitt 2.1.2 noch genauer eingegangen.
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Ausgehend vom I'-Punkt in Abb. 2.1 d) kénnen den Punkten K und K’ die
folgenden Vektoren zugeordnet werden [36]:

2 2
- (3‘;?) , l?/:( oo ) . (2.3)
3aco ENTTE

Damit kann nun das hexagonale Kristallgitter von ML-G beschrieben werden.
Um auch etwas iiber die elektronischen Eigenschaften von ML-G zu erfahren, ist
ein Blick auf die Bandstruktur von ML-G erforderlich. Der folgende Abschnitt
beschéftigt sich daher nun mit der Bandstruktur von ML-G.

2.1.2. Bandstruktur von Monolagen-Graphen

Durch Anwendung des Tight-Binding-Modells konnte von P. R. Wallace im Jahr
1947 erstmals die Bandstruktur von ML-G berechnet werden [36, 42]. Da man
elektronische Zustédnde nahe der Fermi-Energie gut mit einem Modell beschreiben
kann, das lediglich die p.-Orbitale berticksichtigt, lasst sich der Tight-Binding-
Ansatz vereinfachen [43]. Zur Berechnung der Bandstruktur wurde beim Tight-
Binding-Ansatz aulerdem lediglich die Wechselwirkung der Kohlenstoffatome mit
ihren nachsten Nachbarn betrachtet, nicht aber die Wechselwirkung mit weiter
entfernten Atomen, wodurch sich das Problem nochmals erheblich vereinfacht
[36, 42]. Unter Berticksichtigung der zweiatomigen Basis von ML-G folgt eine
Entwicklung nach Bloch-Wellen [36, 42, 44]. Mit der nearest neighbor hopping
energy t ergibt sich nun mit dem Tight-Binding-Modell der allgemeine Hamilto-
nian fir ML-G zu [36, 42, 43, 45]:

(0 tS(k)
Hiyr—c = (tS*(l:;) 0 ) . (2.4)

Dabei ist S(k) eine Summe iiber die drei nichsten Nachbaratome &; [45]. Mit dem
interatogllaren Abstand acc von ML-G ist mit dem zweikompo_r}entigen Wellen-
vektor k = (k;, ky) der Wellenfunktion die Summenfunktion S(k) gegeben durch
43, 45]:

=, .S : k Gcc\/g .
S k, _ (ik-0;) 9 (ikzacc/2) Yy (—ikzacc) ) 25
(k) = EZ e =2e cos | ———— +e (2.5)

Damit kann man nun die Energiedispersion £ (E) bestimmen. Man erhélt [36, 42,
43, 45]:

E(k) = +t|S(k)| = itJ 3 + 2 cos(V/3kyao) + 4 cos (égk:yao> Cos (;k‘xao) :
(2.6)
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In Gleichung (2.6) ergeben sich hinsichtlich der beiden méglichen Vorzeichen zwei
Falle. Zur Berechnung des oberen m-Bands und damit des Leitungsbands gilt das
positive Vorzeichen [36]. Zur Berechnung des unteren m-Bands und damit des Va-
lenzbandes gilt hingegen das negative Vorzeichen [36]. In Abb. 2.2 kann man nun
den dreidimensionalen Verlauf der Energiedispersion aus (2.6) und damit die drei-
dimensionale Bandstruktur sehen [36]. Bei genauer Betrachtung sieht man, dass

Abbildung 2.2.: Energiedispersion aus (2.6) bzw. Bandstruktur von ML-G in drei-
dimensionaler Form mit den K- und K’-Punkten. An diesen Punkten nehmen
Valenz- und Leitungsband jeweils die Form eines Kegels an [36].

sich Valenz- und Leitungsband an den nicht-dquivalenten K- und K’-Punkten
beriihren [36]. Deshalb wird ML-G gerne als Halbleiter ohne Bandliicke bezeich-
net. Am absoluten Temperatur-Nullpunkt (7" = 0K) liegt die Fermi-Energie Ep
bei undotiertem ML-G exakt an den Beriithrpunkten der Doppelkegel und damit
genau zwischen dem Valenz- und dem Leitungsband [36, 42].

2.1.3. Relativistische Betrachtung der Bandstruktur

Durch Verwendung der Schrodinger-Gleichung kann man im Allgemeinen die
elektronischen Eigenschaften von Halbleitern beschreiben. Bei diesem Verfah-
ren werden typischerweise massive Ladungstriager mit einer effektiven Masse m*
betrachtet, die sich im periodischen Potential eines Kristallgitters bewegen. Be-
trachtet man in Abb. 2.2 den Verlauf der Bander nahe den Beriithrpunkten, also
an den K- und K’-Punkten (auch K- ,K’-Valleys genannt) genauer, so fallt fir
E < 1€V besonders die kegelférmige Form der Bandstruktur auf, welche bei
zweidimensionaler Betrachtung eine lineare Abhéngigkeit von |q] = |k — K| zeigt
[36, 46]. Der lineare bzw. kegelformige Verlauf der Bandstruktur (vgl. 2.2 rechts)
nahe den K- und K’-Punkten stellt dabei einen Sonderfall fiir ML-G dar [36, 46].
Durch diese besondere Bandstruktur verhalten sich die Ladungstréger fiir kleine
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Energien wie relativistische Teilchen ohne Ruhemasse [36, 46]. Deshalb wird die
Anwendung einer Dirac-Gleichung notwendig, um dort Aussagen iiber elektroni-
sche Eigenschaften des ML-Gs treffen zu konnen [36, 46]. Die K- und K’-Punkte
werden deshalb auch als Dirac-Punkte bezeichnet [36, 46]. Das Ergebnis dieser
Vorgehensweise ist, dass man die Ladungstrager als masselose Quasiteilchen mit
einer konstanten Fermi-Geschwindigkeit vr ~ 10°m/s betrachten kann, weshalb
die Ladungstriager auch als masselose Dirac-Fermionen bezeichnet werden [36,
46]. Fir kleine Energien (E < 1eV) liefert die Dirac-Gleichung den folgenden
Hamiltonian [43, 46, 47]:

0

=h .
H VR (qux 1 ig,

iz 5 qu’) = hvp(KQwoz — q,0y) - (2.7)

Die beiden Komponenten o, und o, sind die bekannten Pauli-Matrizen und A
ist das reduzierte Plancksche Wirkungsquantum [46]. Der Vektor ¢ ist hier der
Wellenvektor der Dirac-Fermionen und x = 41 berticksichtigt als sogenannter
Valley-Index die nicht-dquivalenten K- und K’-Punkte [43, 46]. Daraus ergibt
sich wiederum fiir kleine Energien die Nédherung einer linearen Energiedispersion
zu [36, 46]:

BE(§) = +hvr|q] . (2.8)

2.1.4. Kiristallstruktur von Bilagen-Graphen

BL-G besteht aus zwei iibereinanderliegenden Schichten aus ML-G. Dabei liegt
eine AB-Stapelfolge vor, wie sie bereits in Abschnitt 2.1.1 beschrieben wurde. Es
gibt in diesem Fall vier nicht-dquivalente Gitterpunkte bzw. Untergitter A, By,
A, und Bs, die entweder in der unteren Lage (A;, By) oder in der oberen Lage
(Ay, By) zu finden sind (vgl. Abb. 2.3) [43, 45].

2.1.5. Bandstruktur von Bilagen-Graphen

Betrachtet man Abb. 2.3 a), so erkennt man, dass alle Gitterpunkte By genau
tiber den Punkten A; liegen [50]. Dadurch ergibt sich ein dominanter hopping
parameter t, zwischen den beiden Lagen [50]. Analog zum Fall fiir ML-G erhélt
man fiir BL-G mit Gleichung (2.5) nun einen allgemeinen Hamiltonian folgender
Form [43, 45]:

Hpr-c =
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Abbildung 2.3.: a) Kristallstruktur von BL-G mit den vier nicht-dquivalenten
Gitterpunkten Aj, By, Ay und By (nach [48]). b) Bandstruktur von BL-G nahe
dem Dirac-Punkt. Es gibt dabei zwei Bander (blau) oberhalb der Fermi-Energie
Er und zwei Bander (orange) unterhalb der Fermi-Energie Er. Die Bandstruktur
auf der linken Seite zeigt den Fall ohne und die Bandstruktur auf der rechten Seite

zeigt den Fall mit angelegtem dufleren elektrischen Feld. Entnommen aus [49] und
grafisch nachbearbeitet.

Damit erhélt man wiederum die folgende Dispersionsrelation fir BL-G [43]:

2
B(R) = it; + 2 +2IS(R)| (2.10)

Dabei ist ¢ bereits aus Abschnitt 2.1.2 bekannt. Aus der Beziehung (2.10) folgen
vier Losungen und damit vier unterschiedliche Energiebénder [43, 48, 49]. Nahe
dem Dirac-Punkt sind diese Bander in Abb. 2.3 b) auf der linken Seite dargestellt
[49]. Dabei gibt es je zwei Bénder unterhalb der Fermi-Energie Er (orange) und
zwei Béander oberhalb Ep (blau) [49]. Die beiden Bénder (Valenzband (orange)
und Leitungsband (blau)) nahe Ep resultieren aus den p,-Zustédnden der beiden
schwach gekoppelten Gitterpunkte As und B [48]. Die anderen beiden Béander,
die weiter von E entfernt liegen, resultieren dagegen aus Zustanden der stark
gekoppelten Gitterpunkte A; und B, [48]. Da diese Bénder weit von Er entfernt
sind, kann man diese Béander vernachlassigen, wenn man sich lediglich fiir Zu-
sténde nahe Ef interessiert [48]. Es reicht daher aus, lediglich die beiden Béander
nahe Ep zu betrachten [48]. Der Hamiltonian nahe dem Dirac-Punkt ist dann
gegeben durch [48, 51]:

_ 0 (Kqe — iqy)2
H = hvp <(/€qm i iqy)2 0 . (2.11)
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Daraus folgt abschlieBend nun die fiir BL-G typische parabolische Energiedisper-
sion nahe der Fermi-Energie Er [48, 51]:
i
q
E(@) =+ 2.12
@ =+l (212

wobei m* die effektive Masse ist, die gegeben ist durch m* = ¢, /(2v%) & 0,054 m,
[50]. Dabei ist m, die Ruhemasse des Elektrons.
Durch Anlegen eines elektrischen Feldes, senkrecht zur Ebene des Graphens,
kommt es zur Bildung einer Bandliicke der Grofie 2A [15, 49, 51]. Damit erhéalt
der Hamiltonian aus Gleichung (2.11) die folgende Form [15, 51]:

_ A (ke — iqy)2

In Abb. 2.3 b) ist auf der rechten Seite die Verbiegung der Bénder und eben diese
Bandliicke erkennbar [49].

2.2. Hexagonales Bornitrid

In fritheren Arbeiten wurde Graphen haufig direkt auf ein SiOo-Substrat gelegt,
um es anschliefend mit verschiedenen Verfahren zu untersuchen. Der direkte Kon-
takt von Graphen mit der SiO,-Oberfliche hat jedoch einen erheblichen Einfluss
auf die Transporteigenschaften des Graphens [52, 53|. Beispielsweise fithren die
relativ hohe Oberflachenrauigkeit und optische Phononen bei SiOj-Substraten
dazu, dass die Ladungstragerbeweglichkeit von Graphen erheblich reduziert wird
[52, 53]. Dadurch kann es schwierig bis unmoglich werden, bestimmte Effekte
in Graphen, die eine hohe Ladungstriagerbeweglichkeit voraussetzen, auf solchen
Substraten zu untersuchen. Das dielektrische, hexagonale Bornitrid (hBN) kann
ebenfalls als Substrat verwendet werden und erlaubt dagegen aufgrund seiner be-
sonderen Materialeigenschaften wesentlich hohere Ladungstragerbeweglichkeiten
[52, 53]. Unter anderem deshalb wurde auch fiir diese Arbeit hBN als Substrat
fiir Heterostrukturen mit Graphen verwendet. Im Anschluss folgt nun eine Ein-
fithrung in die kristallinen Eigenschaften von hBN.

2.2.1. Kiristallstruktur von hBN

Bornitrid kann, ahnlich wie reiner Kohlenstoff, unterschiedliche kristalline Er-
scheinungsformen annehmen [54]. Darunter gibt es Bornitridkristalle in kubischer
Kristallstruktur, vergleichbar mit Diamant, aber auch hexagonales Bornitrid als
Analogon zu Graphit [54]. Fur Arbeiten mit Graphen wird prinzipiell hexago-
nales Bornitrid (hBN) verwendet [54]. Ein hBN-Kristall besteht, &hnlich wie ein
Graphitkristall, aus einzelnen in z-Richtung aufeinanderliegenden, atomar diin-
nen Lagen (s. Abb. 2.4 a)) [52, 54]. hBN-Kristalle sind sowohl in Form einer AA’-
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Abbildung 2.4.: a) AA’-Stapelfolge eines hBN-Kristalls. In vertikaler Richtung
liegt eine alternierende Folge von Bor- und Stickstoffatomen vor. Dabei liegen
die einzelnen Sechsecke genau tibereinander. b) Hexagonale Kristallstruktur von
hBN. Die Basisatome Bor (A) und Stickstoff (B) bilden mit den Gittervektoren
a; und d, die jeweiligen Untergitter A und B. Rot umrahmt ist die primitive
Einheitszelle. Entnommen aus [54-56] und grafisch nachbearbeitet.

Stapelfolge, nach [55] aber auch in einer ABA-Stapelfolge, also im bernal stacking,
stabil. Die AA’-Stapelfolge ist dabei aber die am weitesten verbreitete Variante,
in welcher hBN synthetisiert wird [54-56]. Bei diesen hBN-Kristallen liegen die
einzelnen Sechsecke in z-Richtung direkt tibereinander [54]. Dabei fallt besonders
eine alternierende Folge aus iibereinanderliegenden Bor- und Stickstoffatomen
auf (s. Abb. 2.4 a)) [54]. In z-y-Ebene bilden die einzelnen Lagen ein hexagonales
Kristallgitter, welches sich wieder in zwei Untergitter A und B zerlegen lésst (s.
Abb. 2.4 b)) [52, 54]. Die zweiatomige Basis wird dabei von einem Bor- (A) und
einem Stickstoffatom (B) gebildet [52]. Mathematisch beschreiben lédsst sich das
hexagonale Gitter des hBN-Kristalls analog zu ML-G mit Hilfe der Gittervekto-
ren aus Gleichung (2.1) [57]. Anstelle der atomaren Bindungslinge ace = 1,42 A
fiir ML-G ist hier jedoch ag_y = 1,446 A fiir hBN zu verwenden [36, 58]. Daraus
folgt mit appy = V3ap_y die Gitterkonstante apgy = 2,5 A fiir hBN [36]. Wie
man sieht, weichen die Gitterkonstanten von ML-G und hBN nur geringfiigig um
ca. 1,7% voneinander ab, was in Heterostrukturen mit ML-G nur zu geringen
Gitterverspannungen fithrt [52]. Zwischen den Bor- und Stickstoffatomen sorgt
die sp?>-Hybridisierung innerhalb der z-y-Ebene fiir starke kovalente o-Bindungen
[52, 54]. Das wiederum erschwert die Bildung von Oberflichenladungen und un-
gesattigten Bindungen, wodurch anzunehmen ist, dass die Oberflaiche von hBN
chemisch nahezu inert ist [52]. Senkrecht zur Schichtebene bilden die p,-Orbitale
m-Bindungen aus [59]. Dadurch wirken in vertikaler Richtung lediglich vergleichs-
weise schwache Van-der-Waals-Krafte [54, 59]. Als Konsequenz lassen sich auch
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aus hBN-Kristallen durch mikromechanische Exfoliation diinne Lagen aus hBN
herstellen, wodurch auch die Bildung von Heterostrukturen mit Graphen und
anderen 2D-Materialien moglich ist. Die starken kovalenten Bindungen innerhalb
der z-y-Ebene und die schwachen Van-der-Waals-Krafte zwischen den einzelnen
hBN-Lagen machen es moglich Bornitrid-Flocken mit atomar glatten Oberflachen
und damit geringer Oberflichenrauigkeit herzustellen [52, 53]. In Heterostruktu-
ren mit Graphen auf hBN werden dadurch viel hohere Ladungstréagerbeweglich-
keiten, eine reduzierte Ladungstriagerinhomogenitat und eine geringere Dotierung
moglich, als zum Beispiel bei Graphen auf SiOs [52]. Hinsichtlich der kristallinen
Eigenschaften von hBN eignet sich dieses daher besonders gut zur Herstellung
von Heterostrukturen mit Graphen. Auch die elektronischen Eigenschaften von
hBN sind dafiir besonders giinstig, wie man anschliefend bei Betrachtung der
Bandstruktur genauer sehen wird.

2.2.2. Bandstruktur von hBN

Die Bandstruktur liefert wesentliche Informationen tiiber die elektronischen Ei-
genschaften von hBN und kann beispielsweise wie in [54] berechnet werden. Es
ergibt sich eine Bandstruktur wie in Abb. 2.5 [54]. Demnach ist hBN als Dielektri-

h-BN

Energie (eV)

-10

T M K T

Abbildung 2.5.: Bandstruktur von hBN. Zwischen Valenzband (blau) und Lei-
tungsband (rot) weist hBN eine direkte Bandliicke am K-Punkt auf. Entnommen
aus [54] und grafisch nachbearbeitet.

kum einzustufen, da es am K-Punkt eine relativ grofie, direkte Bandliicke besitzt
[54]. Quantitativ werden fir die Grofie der Bandliicke in verschiedenen Quellen
unterschiedliche Werte berichtet. So wurde in [54] eine Bandliicke von 4,69 eV be-
rechnet, wéhrend in [52, 60] eine experimentell ermittelte Bandliicke von 5,97 eV
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angegeben wurde. In beiden Fallen ist die Bandliicke relativ grofl, wodurch die
Einstufung von hBN als Dielektrikum in beiden Féllen erhalten bleibt. Die Di-
elektrizitatskonstante ist gegeben durch €, ,p5nv ~ 3 — 4 (fiir diese Arbeit wurde
ein Wert von €, 5y = 3 verwendet) [61]. Unter Vernachldssigung von Ubergit-
tereffekten diirfte hBN daher aufgrund der grofien Bandliicke und der besonders
glatten Oberflichenstruktur den Stromfluss in Graphen kaum beeinflussen.
Aufgrund dieser Eigenschaften eignet sich hBN als Probensubstrat hervorragend
fir die Durchfithrung von Transportmessungen an Heterostrukturen mit Gra-
phen. In der Praxis wird hBN héufig nicht nur als Substrat unterhalb des Gra-
phens verwendet. Oftmals wird das Graphen auch zwischen zwei diinne hBN-
Schichten eingekapselt, was nicht nur die Transporteigenschaften des Graphens
erheblich verbessert, sondern erfahrungsgemafl auch wéahrend und nach der Pro-
benherstellung einen gewissen Schutz des Graphens vor d&ufleren Einfliissen bietet
(62].

2.3. Ubergangsmetall-Dichalkogenide

Neben Graphen und hBN bilden Ubergangsmetall-Dichalkogenide (engl.: ,tran-
sition metal dichalcogenides “(TMDCs)) eine weitere Klasse von 2D-Materialien.
Aufgrund ihrer vielversprechenden Materialeigenschaften sind TMDCs zuneh-
mend Gegenstand in Forschung und Entwicklung, wie sich durch die Vielzahl
an Studien der vergangenen Jahre zeigt. Unter anderem wurde bereits mehr-
fach theoretisch und experimentell gezeigt, dass die Induktion von Spin-Bahn-
Kopplung (SOC) in Graphen mit Hilfe dieser Materialien moglich ist [8-10, 63,
64], was besonders fiir die Herstellung spintronischer Bauelemente von Bedeutung
ist. Zu diesem Thema wurden auch in dieser Arbeit Untersuchungen durchgefiihrt,
wofiir ein wesentliches Verstédndnis iiber die Materialeigenschaften dieser TMD-
Cs erforderlich ist. Deshalb befasst sich dieser Teil der Arbeit nun auch mit den
kristallinen und anschlieBend mit den elektronischen Eigenschaften von TMDCs.

2.3.1. Kiristallstruktur von TMDCs

TMDCs (MXjy) sind Materialverbindungen aus Ubergangsmetallatomen (M) in
Kombination mit zwei Chalkogenatomen (Xj3) [54]. Im Periodensystem der Ele-
mente finden sich diese Ubergangsmetalle in den Nebengruppen IV, V und VI und
die Chalkogene in der 6. Hauptgruppe [65, 66]. Es ergeben sich damit Gruppe-I1V-,
Gruppe-V- und Gruppe-VI-TMDCs [66]. TMDCs bilden damit in ihrer Gesamt-
heit eine grofie Ansammlung unterschiedlicher Materialverbindungen [66].

Eine einzelne Monolage dieser TMDCs besteht nun aus drei atomaren Schichten
[54, 66]. Sie setzt sich aus zwei Lagen von Chalkogenatomen mit einer dazwi-
schenliegenden Lage aus Ubergangsmetallatomen zusammen [54, 66]. Ein einzel-
nes Ubergangsmetallatom geht im Kristall mit insgesamt sechs Chalkogenatomen
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Abbildung 2.6.: a) Trigonal prismatische Geometrie. b) Trigonal antiprismatische
bzw. oktaedrische Geometrie. ¢) Hexagonale Kristallstruktur von ML-TMDC in
der 1H-Phase mit den beiden Gittervektoren a@; und @, und der primitiven Ein-
heitszelle in rot. d) Hexagonale Kristallstruktur von ML-TMDC in der 1T-Phase
mit den beiden Gittervektoren a@; und d@s und der primitiven Einheitszelle in rot.
Die groflen gelben Chalkogen-Atome bilden dabei die obere Chalkogen-Lage. Die
kleinen gelben Chalkogen-Atome bilden die untere Chalkogen-Lage. e) Hexago-
nale Kristallstruktur von TMDCs mit mindestens zwei Lagen in der 2H-Phase
mit den beiden Gittervektoren d@; und dy und der primitiven Einheitszelle in rot.
f) Seitenansicht der 1H-Phase mit einlagiger Einheitszelle. g) Seitenansicht der
2H-Phase mit zweilagiger Einheitszelle (rot umrahmt). Entnommen aus [54, 57,
66-69] und grafisch nachbearbeitet.

kovalente Bindungen ein, wodurch sich eine trigonal prismatische Geometrie (s.
Abb. 2.6 a)) oder auch eine trigonal antiprismatische bzw. oktaedrische Geometrie
(s. Abb. 2.6 b)) bildet [66]. Dieses System setzt sich innerhalb einer Ebene fort,
wodurch eine TMDC-Monolage entsteht [54, 66]. Abhdngig davon, ob eine tri-
gonal prismatische oder oktaedrische Geometrie vorliegt, findet man die gesamte
TMDC-Monolage in der sogenannten 1H-Phase (einlagige Einheitszelle, hexago-
nale Kristallstruktur) oder in der 1T-Phase (einlagige Einheitszelle, tetragonale
Kristallstruktur) vor [66, 68, 69]. Blickt man von oben auf die Kristallstruktur von
1H-Phase TMDCs so erkennt man ein typisches hexagonales Gitter (s. Abb. 2.6
c)), &hnlich dem von hBN oder Graphen, wahrend sich die Struktur von 1T-Phase
TMDCs (s. Abb. 2.6 d)) im Wesentlichen dadurch unterscheidet, dass im Zentrum
der einzelnen Sechsecke immer ein Ubergangsmetall- bzw. Chalkogenatom liegt
[54, 66, 68]. Gruppe-VI-TMDCs neigen aus energetischen Griinden (fiir Details
siehe [66]) dazu, hauptsichlich in hexagonaler Form zu kristallisieren [66]. Deshalb
wird in dieser Arbeit auf TMDCs in der 1T-Phase auch nicht weiter eingegan-
gen. Das hexagonale Kristallgitter dieser 1H-Phase TMDCs kann man nun in zwei
trigonale Untergitter zerlegen [54, 66]. Die trigonal prismatische Kristallstruktur
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wiederum besitzt eine dreiatomige Basis, bestehend aus zwei Chalkogenatomen
und einem Ubergangsmetallatom (s. Abb. 2.6 f)) [66]. Mathematisch kann man
dieses hexagonale Kristallgitter wieder durch die beiden Gittervektoren aus Glei-
chung (2.1) beschreiben [57]. Anstelle von acc wird dagegen der interatomare
Parameter ap;x verwendet [57]. Der interatomare Abstand aysx lasst sich bestim-

men mit ayx = +/7/12arype [70]. Hier ist arype die Gitterkonstante des je-
weiligen TMDCs. Die Gitterkonstanten der beiden Gruppe-VI-TMDCs WS, und
WSe, (hier MEW, X=8 Se) betragen ayg, = 3,153 A und aywse, = 3,260 A [70].
Betrachtet man nun mehrlagiges TMDC, so sind bei TMDCs mit trigonal prisma-
tischer Kristallstruktur zwei verschiedene Stapelfolgen maoglich [66]. Es gibt zum
einen die fiir diese Arbeit relevante 2H-Phase (zweilagige Einheitszelle, hexago-
nale Symmetrie) und zum anderen gibt es die 3R-Phase (dreilagige Einheitszelle,
rhomboedrische Symmetrie), auf die hier aber ebenfalls nicht genauer eingegan-
gen wird, da sie fiir diese Arbeit nicht relevant ist [66, 67]. Bei der 2H-Phase
liegen demnach immer alle Atome aufeinander und nicht innerhalb der Sechse-
cke (s. Abb. 2.6 e) und g)), wodurch die hexagonale Struktur auch iiber mehrere
Lagen hinweg erhalten bleibt [66, 67]. Zwischen den einzelnen Lagen wirken die
relativ schwachen Van-der-Waals-Kréfte [66]. Es gibt zwischen den Lagen also
eine sogenannte Van-der-Waals-Gap [66]. Dadurch wird die Herstellung diinner
Schichten mit Hilfe der mikromechanischen Exfoliation ermoglicht [71]. TMD-
Cs besitzen auflerdem, dhnlich wie hBN, keine dangling bonds und damit eine
sehr niedrige Oberflichenrauigkeit, wodurch in Heterostrukturen mit Graphen
hohe Ladungstragerbeweglichkeiten im Graphen zu erwarten sind [72, 73]. Die
Tatsache, dass Gruppe-VI-TMDCs wie WS, oder WSe, schwere Wolframatome,
d-Orbitale und auflerdem eine fehlende Zeitumkehrsymmetrie aufweisen, fiihrt
auBerdem zu einer besonders starken SOC in diesen Materialien [74]. Hinsichtlich
spintronischer Bauelemente macht gerade diese Eigenschaft und die besondere
Kristallstruktur die Gruppe-VI-TMDCs besonders attraktiv fiir die Bildung von
Heterostrukturen mit Graphen [71, 72].

2.3.2. Bandstruktur von TMDCs

Abhéangig von der jeweiligen atomaren Zusammensetzung kénnen TMDCs ver-
schiedene elektronische Eigenschaften besitzen [66]. Fir diese Arbeit wurden le-
diglich die beiden halbleitenden Gruppe-VI-TMDCs, WSey; und WS,, verwendet.
Deshalb beschranken sich die folgenden Ausfiihrungen auf diese beiden Materia-
lien. Fir TMDCs wie WSes und WS, muss man hinsichtlich der Bandstruktur
grundlegend zwischen Monolagen-TMDC (ML-TMDC) und mehrlagigem TMDC
(Bulk-TMDC) unterscheiden [70]. Wahrend mehrlagiges WSes (Bulk-WSes) und
mehrlagiges WSy (Bulk-WS,) eine Bandliicke mit indirektem Bandiibergang be-
sitzen, so findet man fiir Monolagen-WSe; (ML-WSey) und Monolagen-WS, (ML-
WS;) eine Bandliicke mit direktem Bandiibergang [70]. Die Fermi-Energie Er
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Abbildung 2.7.: Bandstrukturen von ML-WSsy, ML-WSe,, Bulk-WS, und Bulk-
WSes. Blau eingezeichnet sind die jeweiligen (minimalen) Bandiibergéinge. Ent-
nommen aus [70] und grafisch nachbearbeitet.

liegt dabei fiir jeden der vier Félle aus Abb. 2.7 nahezu in der Mitte der Bandliicke
[70]. Berechnungen zeigen nun, dass die indirekten Bandliicken mit Ep, w2 &~
0,917eV und Epur-wse2 =~ 0,910eV fir Bulk-WSes und Bulk-WS, (vgl. Abb.
2.7) wesentlich kleiner sind als die Bandliicken fiir ML-WSey; und ML-WS, mit
Werten von Eyp weo = 1,659V und Eypwse ~ 1,444 €V (vgl. Abb. 2.7) [70].
Damit ist klar, dass man fir diese ML-TMDCs mehr Energie aufwenden muss,
um die Fermi-Energie Fr vom Valenzband in das Leitungsband schieben zu kon-
nen, als es fiir die beiden Bulk-TMDCs notwendig ist. In allen vier Féllen zeigt
sich aber der halbleitende Charakter dieser TMDCs, da hier die Bandliicken im
fur Halbleiter typischen Bereich liegen [70, 75].



3. Theoretische Grundlagen zum
Quantentransport in Graphen

Dieses Kapitel stellt einen Auszug aus der Theorie des Quantentransports in
Graphen dar. Der Fokus liegt dabei auf messbaren Effekten, die zur Evaluation
und Interpretation der Ergebnisse dieser Arbeit besonders wichtig sind.

3.1. Elektrischer Transport ohne auBBerem
Magnetfeld

In diesem Abschnitt werden die theoretischen Grundlagen von wesentlichen Ef-
fekten beschrieben, die beim elektrischen Transport ohne duflerem Magnetfeld
auftreten.

3.1.1. Elektrischer Transport in Graphen

Nach dem klassischen Drude-Modell sind die Ladungstrager in Graphen, die zum
Stromtransport beitragen, frei beweglich und stellen damit ein sogenanntes zwei-
dimensionales Elektronengas (2DEG) dar [41, 65, 76, 77]. Durch Anlegen einer
Spannung Up.s und damit eines elektrischen Feldes E;t, zwischen zwei Kontak-
ten, z.B. von einer Graphen-Hallbar, wirkt auf die Ladungstrager mit der Ladung
¢ eine Kraft F., gemaB [65, 76, 77]:

ﬁEZZQ'g;tt . (31)

Als Konsequenz davon bewegen sich die jeweiligen Ladungstrager zwischen den
beiden Kontakten einer Hallbar abhangig vom angelegten elektrischen Feld in die
entsprechende Richtung [65, 76, 77]. Dies hat den Fluss eines gewissen Stroms [
zur Folge.

3.1.2. Der elektrische Feldeffekt in Graphen

Der elektrische Feldeffekt in einer Graphen-Hallbar lésst sich nun herbeifiihren,
indem man unter- (Backgate) oder oberhalb (Topgate) dieser Hallbar eine Gate-
elektrode anbringt, welche elektrisch durch einen Isolator von der Hallbar getrennt
ist [78]. Es bildet sich damit prinzipiell ein Plattenkondensator mit Dielektrikum,

25
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bei dem die eine Platte die Graphen-Hallbar darstellt und die andere Platte die
Gateelektrode ist [78]. Mit Hilfe dieser Gateelektrode lésst sich durch Anlegen
einer Gatespannung U, die Ladungstragerdichte n im Graphen regulieren [78].
Der Grund dafiir ist, dass sich damit die Fermi-Energie Fr relativ zu Valenz-
und Leitungsband verschieben lésst, wodurch sich aufgrund der Form (konisch
fir ML-G, parabolisch fiir BL-G) der Bandstruktur die Zahl der freien Ladungs-
trager im Graphen andert [35, 46, 78]. Diese Ladungstragerdichte n kann man
nun berechnen mit [78]:
Ugeoe,  U,C

n=—_— == (3.2)
Hier ist e = 1,6021764 x 107! C die Elementarladung, ¢y = 8,8542 x 1072 F/m
die Vakuumpermittivitat, €, die relative, materialspezifische Permittivitat, d die
Dicke des verwendeten Dielektrikums und C, die Kapazitat [78, 79]. Fur den
Fall einer dotierten Probe ist U, in Gleichung (3.2) durch (U, —Upp) zu ersetzen,
wobei Upp dem Wert der Gatespannung entspricht, bei dem die Fermi-Energie am
Dirac-Punkt liegt. Fiir den Fall, dass mehrere Dielektrika zwischen dem Graphen
und der Gateelektrode liegen, ergibt sich €y gemafl dem Kondensatormodell aus
[79]:

-1

c;:(fjé) :<§: % )1 mit 4, N € N . (3.3)

i=1 Vi i=1 €0€ri

Hier wird prinzipiell der Kehrwert einer Summe gebildet, deren einzelne Sum-
manden vom jeweiligen Dielektrikum mit dem zugewiesenen Index ¢ abhéngig
sind. Die Zahl N gibt dabei die Anzahl der Summanden und damit die Anzahl
der verwendeten Dielektrika zwischen den beiden Platten des Kondensators an.
Legt man nun an dieser Graphen-Hallbar eine Spannung U, an, so flieit zwi-

1 w 4
O
Ubias L L
O X

Abbildung 3.1.: Hallbar mit der Breite W und der Lénge L zwischen den Kon-
taktabgriffen mit den eingezeichneten Kontakten 1 bis 6.

schen den Kontakten 1 (Source) und 4 (Drain) ein gewisser Strom I (vgl. Abb.
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3.1) [78]. Durch Anderung der Gatespannung U, und damit der Ladungstri-
gerdichte n kann man diesen Stromfluss regulieren, da der Stromfluss abhéngig
von der Zahl der freien Ladungstrager im Graphen ist [78]. Aus dem Ohmschen
Gesetz Ry_y = Uyas/I folgt, dass sich dann bei konstanter Spannung Uy;,s der
Zweipunktwiderstand des Graphens R;_4 zwischen den Kontakten 1 und 4 aus
Abb. 3.1 d4ndern muss [78]. Durch Messung des Stroms / und Messung des Span-
nungsabfalls U,, kann der gateabhéngige Lingswiderstand R,,, auch Vierpunkt-
widerstand genannt, zwischen den Kontakten 2 und 3 (bzw. 5 und 6) aus Abb.
3.1 bestimmt werden. Da in idealem Graphen bei U, = 0V und 7" = 0K die
Fermi-Energie Er genau zwischen Valenz- und Leitungsband liegt und damit die
Zahl der freien Ladungstréager im Graphen minimal wird, wird dort der Wider-
stand R,, maximal. Diesen Punkt, an dem in idealem Graphen sowohl die Loch-
als auch die Elektronenleitung minimal wird, bezeichnet man als Ladungsneu-
tralitdtspunkt (LNP) oder Dirac-Punkt (DP) [35, 46, 78]. Durch Anlegen einer
positiven bzw. negativen Gatespannung verschiebt sich die Fermi-Energie Er in
das Leitungs- bzw. in das Valenzband [35, 46, 78]. Dadurch wird die Zahl der frei-
en Ladungstrager erhoht, wobei im ersten Fall zunehmend Elektronenleitung und
im zweiten Fall zunehmend Lochleitung stattfindet [35, 46, 78]. Damit kann also
der Ladungstrégertyp abhangig von der Polaritat der Gatespannung U, geschal-
tet werden. Dieser Effekt wird auch als ambipolarer Feldeffekt bezeichnet [35,
46, 78]. Auf diese Weise entsteht ein elektrischer Schalter, den man Feldeffekt-
Transistor (FET) nennt, da man durch Variation der Gatespannung nicht nur
die Polaritét, sondern auch den elektrischen Widerstand schalten kann [78]. Die
Messung aus Abb. 3.2 zeigt, dass der Widerstand am LNP nicht unendlich ist.
Dies liegt an den sogenannten electron-hole-puddles, die in realem Graphen vor-
handen sind und fiir eine nicht verschwindende Leitféhigkeit sorgen [80]. Hierbei
handelt es sich um Bereiche im Graphen, an denen sich Ladungstrager spontan
sammeln konnen [80]. Dort ist die Zahl der freien Ladungstriager bzw. die La-
dungstrigerdichte lokal ungleich null [80]. Daher ist auch am Dirac-Punkt wei-
terhin ein gewisser Ladungstransport moglich, wodurch der Langswiderstand R,
im Graphen endlich werden muss [80]. Berticksichtigt man auch Verunreinigun-
gen, so sind Proben héufig positiv bzw. negativ dotiert, wodurch der LNP relativ
zu U, = 0V in den positiven bzw. negativen Spannungsbereich verschoben sein
kann [46]. Auch sind Proben haufig nicht homogen dotiert, was sich an einer
entsprechenden Verbreiterung des LNPs zeigt [80, 81]. Misst man nun den Wi-
derstand R,, in einer Graphen-Hallbar der Breite W zwischen zwei Kontakten
im Abstand L, so berechnet sich der spezifische Widerstand p,, aus [82]:

UuW W

= = — A4
und dadurch ergibt sich die spezifische Leitfahigkeit o,, zu [35, 82]:
1 4 L 1
gy = — & (3.5)
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Abbildung 3.2.: Ambipolarer Feldeffekt in Graphen. Am Dirac-Punkt, hier nahe
U, = 0V, ist der Widerstand maximal. Dieser Widerstand nimmt fiir hohere bzw.
niedrigere Werte von U, ab. Die Doppelkegel zeigen dabei die jeweilige Lage von
FEr in der Bandstruktur von ML-G am Dirac-Punkt und links bzw. rechts davon.
Abhéngig von U,, dominiert entweder Elektronenleitung oder Lochleitung. Am
Dirac-Punkt selbst liegt ein Gleichgewichtszustand vor. Entnommen aus [46] und
grafisch nachbearbeitet.

Mit Blick auf das Modell eines Kondensators lasst sich die Leitfahigkeit mit der
folgenden Gleichung beschreiben [35, 78, 82]:

O =enp = U,Cyp . (3.6)

Dabei ist p die Ladungstragerbeweglichkeit, welche vor allem durch Storstellen
und Verunreinigungen des Graphens, aber auch von der Beschaffenheit der Sub-
stratoberfliche beeinflusst wird [46, 72, 81, 82]. Die Ladungstrégerbeweglichkeit
stellt somit ein MaB fiir die Probenqualitét dar [81, 82]. Zur Ermittlung dieser
Ladungstragerbeweglichkeit geht man folgendermaflen vor [35]. Die Leitfahigkeit
04, als Funktion der Gatespannung U, ist durch Gleichung (3.6) gegeben [35, 78,
82]. Dabei entspricht das Produkt aus der Ladungstriagerbeweglichkeit p und der
Kapazitat Cy, die auch Gate-Kopplungskonstante genannt wird, der Steigung m
dieser Kurve. Aus Gleichung (3.6) folgt deshalb [35, 78, 82]:

Opz = UyCypp = mU, . (3.7)

Durch Umformung erhélt man dann die folgende Geradengleichung mit konstan-
ter Steigung m:

m
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Da die Steigung m der 1. Ableitung von o,, nach U, entspricht, kann man Glei-
chung (3.8) alternativ schreiben als [82]:

_ 0oy 1
U, C,

p (3.9)

Damit kann man nun die Ladungstragerbeweglichkeiten fiir fast alle Ladungs-
tragerdichten bestimmen. Zu erwahnen ist, dass in der Néhe des Dirac-Punkts
wegen den electron-hole-puddles sowohl Elektronen- als auch Lochleitung statt-
findet [80]. Deshalb macht die Ermittlung der Steigung m zur Bestimmung der
Ladungstriagerbeweglichkeit erst etwas weiter weg vom Dirac-Punkt einen Sinn.
Héaufig nimmt dort die Leitfdhigkeit o,, in Abhdngigkeit von der Gatespannung
U, einen nahezu linearen Verlauf an. Alternativ kann man die Ladungstréigerbe-
weglichkeit aus den Hall-Messungen und damit die sogenannte Hall-Beweglichkeit
bestimmen. Dazu wird fiir den jeweiligen Ladungstragertyp mit der Ladung ¢ die
umgestellte Gleichung (3.25) p = 1/(ngp..(B. = 0T)), verwendet [83]. Diese
Gleichung wird weiter unten in Abschnitt 3.2.1 noch eingefiihrt. Mit Hilfe der
bestimmten Ladungstragerbeweglichkeiten lassen sich nun Aussagen tiber Pro-
benqualitdt und unter Einbeziehung der mittleren freien Weglange auch zum
entsprechenden Transportregime machen [81, 82, 84]. Darauf wird im folgenden
Abschnitt nun genauer eingegangen.

3.1.3. Transportregime in Graphen

Der Transport der Ladungstrager innerhalb einer Probe hingt stark vom Streu-
verhalten der Ladungstrager ab. Die mittlere freie Weglénge (engl.: ,mean free
path “(mfp)) l,.sp stellt dabei die mittlere Wegstrecke dar, die ein Ladungstré-
ger in einem Kristall ohne Streuung zuriicklegen kann [65, 77, 84]. Mit der Ge-
schwindigkeit der Ladungstrager vy und der Impulsrelaxationszeit 7, folgt dann
unmittelbar die Beziehung [77, 81, 84]:

lmfp = TpUF . (310)

Durch Bestimmung der Ladungstragerbeweglichkeit p und der Ladungstréger-
dichte n mit den Gleichungen (3.3) und (3.8) ldsst sich die mittlere freie Wegldnge
lmgp fiir Graphen berechnen mit [81, 84]:

hp/nm

(&

lnfp = (3.11)
Vergleicht man die mittlere freie Weglange [,,,¢, mit der Lange L und der Breite
W eines leitfahigen Kanals, so kann man den Quantentransport innerhalb die-
ses Kanals einem bestimmten Transportregime zuordnen [85]. Es gibt dazu drei
mogliche Falle:
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Ballistischer Transport

Quasi-Ballistischer Transport
N\ o

Diffusiver Transport

>
<
< L ”

Abbildung 3.3.: Transportregime: Oben, ballistischer Transport mit l,,,7, > L >
W; Mitte, quasi-ballistischer Transport mit /,,, > W; Unten, diffusiver Trans-
port mit L > W > l,,,r,. Entnommen aus [85] und grafisch nachbearbeitet.

« Ballistisches Transportregime mit [,,,5, > L > W
In diesem Fall konnen sich Ladungstrager frei von Streuung an Defekten
und Storstellen durch einen leitfahigen Kanal mit den Dimensionen L und
W bewegen (vgl. Abb. 3.3 oben) [85].

« Quasi-Ballistisches Transportregime mit L > [,,,5, > W
In diesem Fall findet Streuung an Defekten und Storstellen innerhalb des
Kanals statt, allerdings in geringerem Mafle, da hier wegen l,,7, > W die
Streuzentren im Mittel weiter auseinander liegen (vgl. Abb. 3.3 mitte) [85].

« Diffusives Transportregime mit L > W > [, ¢,:
In diesem Fall ist der Quantentransport stark von Streuereignissen an De-
fekten und Storstellen innerhalb des Kanals gepragt (vgl. Abb. 3.3 unten)
85].

Da sich manche Effekte nur dann gut messen lassen, wenn der Transport in-
nerhalb einer Probe entweder ballistisch, quasi-ballistisch oder diffusiv ist, sollte
man bei der Probenherstellung bereits eine entsprechende Probengeometrie wah-
len. Auch hinsichtlich der Ladungstragerbeweglichkeit i der jeweiligen Probe, die
nach Gleichung (3.11) proportional zu l,,y, ist, sollte man bei der Probenherstel-
lung versuchen, die Probe so herzustellen, dass sich diese spater im gewiinschten
Transportregime befindet.

3.1.4. Der Diffusionskoeffizient

Wie man im Verlauf dieser Arbeit noch sehen wird, spielt der Diffusionskoeffizient
eine grofle Rolle, wenn es um die Auswertung der Messdaten und Bestimmung
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der induzierten SOC in Graphen geht. Aus den Messungen zum elektrischen Feld-
effekt lasst sich auch der zweidimensionale Diffusionskoeffizient D bestimmen.
Dafiir gibt es nun mindestens zwei Moglichkeiten. Die eine Moglichkeit ist die
Bestimmung von D mit l,,,f, und vp tiber die Beziehung [77, 86]:

VETy (3.10) VRl
2 2

D =

(3.12)

Die andere Moglichkeit besteht darin, D mit Hilfe der sogenannten Einstein-
Relation zu bestimmen, diese lautet [86, 87]:
O-[EZE

D= GiE (3.13)

Dabei ist v(FE) die Zustandsdichte fir ML-G, die wiederum gegeben ist durch
86, 87]:

gsgv |E|
)= . 3.14
v(E) 21 h2v% (3.14)
Hier sind g, = 2 und g, = 2 die Faktoren fiir die jeweils zweifache Spin- und Val-
ley-Entartung [86, 87]. Durch Integration von Gleichung (3.13) und Substitution
der Energie F durch Er erhdlt man die Ladungstriagerdichte n(Er) und es gilt
87]:
_ 9s90E%

n(Ep) = o (3.15)

Die Fermi-Energie Er ist fiir ML-G wiederum gegeben durch [87]:

EF = UFh\/ nm (3:6) ’UFh\/m . (316)
He

Mit der Einstein-Gleichung (3.12) und den Gleichungen (3.13), (3.14) und (3.15)
erhilt man dann die folgende Relation fiir den Diffusionskoeffizienten D [87]:

OgerhUp | m 1
D = ) 3.17
e 9sGv n(E ) ( )

Nun hat man mit den Gleichungen (3.12) und (3.17) bereits zwei Moglichkeiten
zur Bestimmung von D [87]. In beiden Féllen geht man jedoch davon aus, dass
sowohl die Ladungstragerdichte als auch die Zustandsdichte am Dirac-Punkt ver-
schwinden [87]. Diese Annahme ist fiir reale Proben allerdings unrealistisch und
gilt deshalb nur fiir ideale Proben [87]. Aus diesem Grund ist die Bestimmung von
D durch Anwendung der Gleichungen (3.12) und (3.17) fiir kleine Ladungstréger-
dichten von |n| < 0,5 - 10" cm™ eher ungeeignet [87]. Geht man von nicht ver-
schwindenden Ladungstragerdichten bzw. von einem endlichen Widerstand am
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Dirac-Punkten aus, so sollte man unter anderem electron-hole-puddles beriick-
sichtigen [87]. Um den Diffusionskoeffizienten D nun universell fiir alle Ladungs-
tragerdichten n bestimmen zu koénnen, ist also eine verbreiterte Zustandsdichte
v*(EF) anstelle von Gleichung (3.14) zu verwenden [87]. Diese ist gegeben durch
87]:

* Guls 20b EIQ«“ EF
Ep) = —— Ep erf : 1
v (Er) 2rh2vs, L/QW P ( 207 e opV 2 (3.18)

Dabei steht erf fiir die Gaufische Fehlerfunktion und o, ~ 75 meV fir die Gauf3-
sche Verbreiterung [87]. Durch Berechnung von Gleichung (3.18) und Einset-
zen in Gleichung (3.13) lasst sich der Diffusionskoeffizient nun auch fiir |n| <
0,5 - 102 cm~2 moglichst genau bestimmen [87].

3.2. Elektrischer Transport mit dauBerem
Magnetfeld
In diesem Abschnitt werden die theoretischen Grundlagen von wesentlichen Effek-

ten beschrieben, die auftreten, wenn man zuséatzlich zum elektrischen Transport
ein aufleres Magnetfeld B, senkrecht zur Probenebene anlegt.

3.2.1. Klassischer Magnetotransport und Hall-Effekt

Zur Beschreibung des klassischen Magnetotransports betrachte man zunachst ein
2DEG in diffusivem Regime in Form einer Hallbar-Struktur wie in Abb. 3.4 ge-
zeigt. Legt man zwischen den Kontakten 1 und 4 eine Spannung Uy;,s und damit

@BZ

1 w 41—
O W W |
I L

Abbildung 3.4.: Hallbar mit der Breite W und der Lénge L zwischen den Kon-
takten 1 bis 6.
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ein aufleres elektrisches Feld @xt = (&:,0,0) an, so fliefit ein gewisser Strom I von
Kontakt 1 nach Kontakt 4 [65, 76, 77, 88]. Durch Anlegen eines dufleren Magnet-
feldes B;;t = (0,0, B.) senkrecht zum 2DEG wirkt auf die Ladungstriger mit der
Ladung ¢ = +e einerseits die Lorentz-Kraft Fr = quU X B..; und andererseits die
Kraft des elektrischen Feldes F., = qéixt [65, 76, 77, 88]. Die gesamte Kraft, die
dann auf einen Ladungstréger wirkt, ist gegeben durch [65, 76, 77, 88|:

F=F,+Fp=q(Eu+7X Bey) - (3.19)
Mit Hilfe der Newtonschen Bewegungsgleichung [65, 76, 77, 88]:
- dv v
F=m"—+ - 3.20
" (dt * 7‘) ( )
lasst sich nun die Bewegung der Ladungstrager zwischen zwei Streuereignissen
beschreiben [65, 76, 77, 88]. Hierbei zwingt die Lorentzkraft die Ladungstrager

auf kreisformige Trajektorien mit dem zugehorigen Zyklotronradius R., den man
bestimmen kann aus [65, 76, 77, 88]:

R, = : (3.21)

wobei die Wiederholungsrate dieser kreisformigen Bewegung durch die Zyklotron-
frequenz w, gegeben ist [65, 76, 77, 88]. Die Zyklotronfrequenz lésst sich wiederum
tiber die Beziehung [65, 76, 77, 88]:

qB.

vem 12 (3.22)

berechnen. Aus der Losung der Bewegungsgleichung (3.20) folgt, dass sich diese
Kreisbewegung nun mit einer Driftbewegung v, der Ladungstrager in y-Richtung,
tiberlagert [65, 76, 77, 88]. Die Driftbewegung ist dabei gegeben durch [65, 76,
77, 88]:

geart X Bemt

= (3.23)

U=
Aufgrund der Lorentz-Kraft lagern sich deshalb Ladungstrager in y-Richtung
und damit senkrecht zur Strom- und Magnetfeldrichtung an [65, 76, 77, 88|.
Dadurch bildet sich ein elektrisches Feld in y-Richtung, wodurch der Vektor des
elektrischen Feldes £ = (&, &y, 0) eine weitere Komponente ungleich null erhalt
65, 76, 77, 88]. Die Komponente &, wirkt der Lorentz-Kraft entgegen und es
stellt sich nach einer gewissen Zeit ein Gleichgewichtszustand ein [65, 76, 77, 88|.
Mit der Stromdichte j = (Jz,0,0), die gegeben ist durch [65, 76, 77, 88]:

j=qnv, (3.24)
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erhalt man den longitudinalen spezifischen Widerstand p,., der fiir den jeweiligen
Ladungstriagertyp mit der Ladung ¢ etwas weiter weg vom Dirac-Punkt gegeben
ist durch [65, 76, 77, 88]:

1

S 3.25
— (3.25)

pxw

und damit unabhéngig vom dufleren Magnetfeld By = (0,0, B,) ist [65, 76, 77,
88]. Der transversale Widerstand p,,, den man weiter weg vom Dirac-Punkte fiir
den jeweiligen Ladungstriagertyp mit der Ladung ¢ mit Hilfe von [65, 76, 77, 88|:

B.

b (3.26)

Pay =

berechnen kann, ist dagegen direkt proportional zum dufleren Magnetfeld Boy =
(0,0, B,) [65, 76, 77, 88]. Tragt man also p,, gegen B, auf, so erhalt man aufgrund
der linearen Abhéangigkeit der beiden Groen eine typische Hall-Gerade [65, 76,
77, 88]. Man misst somit den klassischen Hall-Effekt [65, 76, 77, 88]. Dieser tritt
allgemein auch in gewohnlichen Leitern und Halbleitern auf und dominiert iibli-
cherweise das Verhalten des transversalen Widerstands bei kleinen Magnetfeldern
oder hohen Temperaturen [65, 76, 77, 88].

3.2.2. Quanten-Hall-Effekt in gewohnlichen Halbleitern

Klaus von Klitzing erhielt im Jahr 1985 fiir die Entdeckung des Quanten-Hall-
Effekts (QHE) den Nobelpreis, nachdem er zusammen mit M. Pepper und G.
Dorda den Hall-Effekt in 2DEGs untersuchte [89]. Ein solches 2DEG wurde in
Form eines Si-MOSFETs mit Hallbar-Geometrie hergestellt, womit schliefSlich
gezeigt werden konnte, dass der Hall-Widerstand Ry in einem 2DEG bei tiefen
Temperaturen T und hohen dufleren Magnetfeldern B, senkrecht zur Probene-
bene regelmaBig quantisierte Werte annimmt [89]. Es gibt somit Bereiche in der
Hall-Gerade, an denen die Steigung des Hall-Widerstands gleich null wird, wes-
halb man diese Bereiche auch als sogenannte Hall-Plateaus bezeichnet (vgl. Abb.
3.5) [65, 77, 88, 89]. Grundséatzlich ist der Hall-Widerstand Ry bereits aus Glei-
chung (3.26) bekannt, denn es gilt [65, 90]:

B,
Ry = pay = R (3.27)
Die Lage dieser Hall-Plateaus folgt nun einer festen GesetzméaBigkeit [65, 90]. Die
Hall-Plateaus erscheinen namlich immer genau dann, wenn die Bedingung [65,

90]:

Ry = RVK mit v € N (3.28)
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erfiillt ist, wobei die sogenannte von-Klitzing-Konstante Rx als Naturkonstante
gegeben ist durch [65, 90]:

Rk = ef; ~ 25812,811Q) . (3.29)
Mit Blick auf Gleichung (3.28) erkennt man unmittelbar, dass die Widerstands-
werte dieser Hall-Plateaus quantisiert sind und auflerdem nicht von bestimm-
ten Probeneigenschaften abhéngen [65, 77, 90]. Bei Betrachtung des Langswider-
stands p,, gegen ein zunehmendes dufleres Magnetfeld B,, beobachtet man, dass
der Langswiderstand oszilliert, wobei die Amplitude des Langswiderstands mit
steigendem Magnetfeld zunimmt (vgl. Abb. 3.5) [65, 77, 90]. Diese Oszillationen
werden auch Shubnikov-de-Haas-Oszillationen (SdH-Oszillationen) genannt [65,
77, 90]. Man beobachtet auflerdem, dass p,, immer dann ein Minimum besitzt,
wenn Ry ein Plateau aufweist (vgl. Abb. 3.5) [65, 77, 90]. Sobald Ry nach einem
Plateau eine Stufe bildet, wachst p,, zu einem Maximum an, welches erreicht
wird, sobald Ry die Stufe auf halber Hohe erreicht hat (vgl. Abb. 3.5) [65, 77,
90]. Steigt Ry weiter an, so féllt p,, wieder bis zum Minimalwert ab (vgl. Abb.
3.5) [65, 77, 90]. Die Ursache fiir dieses Wechselspiel ist die Bildung von diskreten

—
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Abbildung 3.5.: Messung von Léngs- p,, und Querwiderstand p,, bei einem senk-

recht zur Probenebene geschalteten, ansteigenden aufleren Magnetfeld an einem
Si-MOSFET. Zu sehen sind SdH-Oszillationen und Quanten-Hall-Effekt. [90]

Energieniveaus, den sogenannten Landau-Niveaus, mit zunehmenden Werten von
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B, [65, 77, 90]. Auf diesen Landau-Niveaus konzentrieren sich nun die Ladungs-
trager [65, 77, 90]. Der energetische Abstand hw, zwischen diesen Landau-Niveaus
wird mit steigendem Magnetfeld B, grofler, wodurch sich die energetische Lage
dieser Niveaus relativ zueinander, aber auch relativ zur Fermi-Energie Er an-
dert [65, 77, 90]. Geht man von der Situation aus, dass Fr genau zwischen zwei
Landau-Niveaus liegt, so sind alle Landau-Niveaus unterhalb Er voll gefiillt. Bei
kleinen Magnetfeldern, bei denen die nicht deltaférmigen Landau-Niveaus auf-
grund von Defekten und Verunreinigungen usw. noch iiberlappen, fiithrt dies le-
diglich zu weniger Streuung und dadurch zu Minima im Langswiderstand und
zu Plateaus im Hall-Widerstand. Bei grofieren Magnetfeldern ist dann prinzipiell
gar keine Leitung mehr moglich ist, da zwischen den diskreten Landau-Niveaus
keine freien Zustédnde mehr vorhanden sind, in welche die Ladungstréger streuen
kénnen [65, 77, 90]. Man erwartet daher einen verschwindenden Langswiderstand
und ein Plateau im Hall-Widerstand [65, 77, 90]. In diesem Fall kann lediglich an
den Probenrdndern ein Ladungstransport stattfinden, was mit Hilfe des Rand-
kanalmodells erklart werden kann [65, 77]. Darauf wird an dieser Stelle jedoch
nicht genauer eingegangen. Mehr dazu findet man in [65, 76, 77, 88]. Liegt Er nun
stattdessen auf einem Landau-Niveau, so ist Leitung innerhalb der Hallbar mog-
lich, da es freie Zustande gibt, in die gestreut werden kann [65, 77]. Man erwartet
beispielsweise bei einem halb gefiilltem obersten Landau-Niveau ein Maximum
im Lingswiderstand und im Hall-Widerstand einen stufenférmigen Ubergang von
einem Plateau zum néachsten [65, 77]. Die Energien der diskreten Landau-Niveaus
kénnen dabei berechnet werden durch [65, 77]:

1

In jedem Landau-Niveau finden sich pro Einheitsfliche auflerdem N Zustande
(65, 77]. Ny, ist dabei gegeben durch [65, 77]:

2eB
NL:T .

(3.31)
Die Zahl der besetzten Landau-Niveaus berechnet sich anschlieend aus [65, 77

v=n/Np . (3.32)
Dieser Wert wird auch als Fullfaktor bezeichnet [65, 77]. In Abbildung 3.6 ist

schematisch dargestellt wie die parabolische Dispersion bzw. wie die Zustands-
dichte D(FE) diskrete Landau-Niveaus bildet.
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E)

Abbildung 3.6.: Links: Urspriinglich parabolische Verteilung der Zustédnde im k-
Raum formt sich zu dquidistanten Landau-Niveaus um. Mitte: Landau-Niveaus
bilden im zweidimensionalen k-Raum konzentrische Kreise. Rechts: Zustands-
dichte bildet eine Reihe von dquidistanten Peaks entlang der Energieachse. [65]

3.2.3. Quanten-Hall-Effekt in Graphen

Da Graphen prinzipiell ein 2DEG darstellt, kann man den QHE auch in Graphen
messen [46, 91]. Der QHE fiir Graphen stellt jedoch einen Sonderfall dar [46]. Des
Weiteren muss dabei auch zwischen ML-G und BL-G unterschieden werden [46,
48, 92, 93].

QHE in ML-G

Im Falle von ML-G muss man fiir den QHE die lineare Dispersion nahe dem Dirac-
Punkt beriicksichtigen [46, 91]. Fiir die Energien der einzelnen Landau-Niveaus
gilt anstelle von Gleichung (3.30) nun [46, 91, 93]:

Ey = +1/2ehv2|N|B, mit N € Ny . (3.33)

Das bedeutet, dass die Aufspaltung der Landau-Niveaus nicht mehr aquidistant
ist, sondern von einer Wurzel abhéngig ist [46, 91, 93]. AuBerdem muss man hier
hinsichtlich der Art der Ladungstrager unterscheiden, was in Gleichung (3.33)
durch die beiden unterschiedlichen Vorzeichen beriicksichtigt wird [46, 91, 93].
Fir den Fall, dass N = 0 gilt, siecht man an Gleichung (3.33) sofort, dass ein
Landau-Niveau am energetischen Nullpunkt existieren muss [46, 92]. Unter Be-
riicksichtigung der Spin- g, und Valley-Entartung g, ergibt sich fiir ML-G mit
dem Chiralitétsgrad J = 1 (fiir eine Kohlenstofflage) aulerdem der Fillfaktor zu
[46, 92, 93]:

J
VML-G = sy (N + 2) mit N € Ny . (334)

Solange die Entartung nicht aufgehoben wird, folgen die Fillfaktoren fiir ML-
G damit einer Sequenz vy ¢ = +2,46,+£10,4+14, ... [46, 92, 93]. Bei diesen
Fillfaktoren zeigen sich Hall-Plateaus im Hall-Widerstand Ry bzw. Minima im
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Langswiderstand p,, [46, 92, 93]. Im Hall-Widerstand Ry treten Hall-Plateaus
immer dann auf, wenn die Bedingung;:
Ry 1 A

Ry = - - (3.35)
VML-G VML-G €

erfiillt ist [46, 90, 92]. Durch Umrechnung von Ry in o,, folgt, dass zwischen den
einzelnen Hall-Plateaus immer ein aquidistanter Abstand Ao, = 4e*/h vorliegt
48, 93].

QHE in BL-G
Bei BL-G gilt fiir die Energien der Landau-Niveaus nun [46, 48]:

Ey = +hwe/N(N — 1) mit N € N, . (3.36)

Dabei ist w, mit der effektiven Masse m, ~ 0,05m, bereits aus Gleichung (3.22)
bekannt [46, 48]. Aus Gleichung (3.36) folgt nun, dass Ey = 0 hw, und E; = 0w,
[46, 48, 94]. Das bedeutet, dass die Zustdnde bei E = 0 achtfach entartet sind
[46, 48, 93]. Fiir N >> 1 wird die Aufspaltung mit Abstdnden von ungefihr
fuww. zwischen den einzelnen Landau-Niveaus nahezu dquidistant [46, 48, 93]. Die
beiden Vorzeichen in Gleichung (3.36) stehen hier wieder fiir die unterschiedlichen
Ladungstragertypen [46, 48, 93|. Unter Beriicksichtigung der Spin-Entartung g
und Valley-Entartung g, ergibt sich fiir BL-G mit dem Chiralitatsgrad J = 2
(zwei Kohlenstofflagen) fiir den Fiillfaktor [48, 92]:

J
VBrL—-G = 9s9v (N + 2> . (337)

Solange die Entartung nicht aufgehoben wird, folgen die Fiillfaktoren fiir BL-G
einer Sequenz vg; ¢ = +4, £8, £12, +16 ... [46, 92, 93]. Bei diesen Fullfaktoren
zeigen sich also Hall-Plateaus im Hall-Widerstand Ry bzw. Minima im Langs-
widerstand p,, [46, 92, 93]. Im Hall-Widerstand Ry treten Hall-Plateaus immer
dann auf, wenn die Bedingung;:

Ry = e 1 % (3.38)

VBL-G VprL-g €

erfiillt ist [46, 90, 92]. Durch Umrechnung von Ry in oy, folgt auch fiir BL-
G, dass zwischen den einzelnen Hall-Plateaus immer ein dquidistanter Abstand
Aoy, = 4€*/h vorliegt [48, 93].

3.3. Interferenzeffekte

Gemafl dem Welle-Teilchen-Dualismus, der vor ungefahr einhundert Jahren von
Louis de Broglie postuliert wurde, haben auch Teilchen wie Elektronen einen Wel-
lencharakter [65]. Da Wellen bekanntlich miteinander interferieren konnen, gilt
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dies somit auch fir Elektronenwellen (gilt analog auch fiir Wellen der Elektro-
nenlocher) [65]. In leitfahigen Materialien wie z.B. Graphen treten aufgrund der
Interferenz von Ladungstragern besondere Effekte auf. Im Fokus dieser Arbeit ste-
hen dabei schwache Lokalisierung und schwache Antilokalisierung. Aber auch auf
die universalen Leitwertfluktuationen (engl.: ,universal conductance fluctuations
“(UCF)) wird genauer eingegangen, da man mit deren Hilfe wichtige Informa-
tionen tiber die Phasenkohérenz einer Probe erhalten kann [95]. Durch Messung
dieser Effekte kann man im Allgemeinen das Verhalten der Ladungstriger in-
nerhalb einer Probe untersuchen, wodurch man anschlieBend auch wesentliche
Informationen iiber die Probeneigenschaften gewinnen kann [95-97]. Insbeson-
dere liefern diese Effekte fiir diese Arbeit besonders wichtige Parameter, die zur
Bestimmung und Beurteilung von induzierter SOC notwendig sind [8, 10, 97].
Deshalb behandelt der folgende Abschnitt nun die wesentlichen theoretischen
Grundlagen der Interferenz von Ladungstragern.

3.3.1. Interferenz von Ladungstriagern

Betrachtet man einen leitfihigen Kanal mit einzelnen Punktdefekten, so konnen
sich Ladungstrager ausgehend von einem Startpunkt A mit Hilfe von Streuung
von einem Defekt zum nachsten entlang der Wege [, und /g hin zum Endpunkt
B bewegen (vgl. Abb. 3.7) [77, 88]. Fiir diese Elektronen gilt dann die klassische

by

Abbildung 3.7.: Leitfahiger Kanal mit den Wegen [, (rot) und /s (blau) zwischen
den Punkten A und B. Dabei sind die schwarzen Punkte Defekte, an denen die
Ladungstrager streuen konnen. [77, 88]

Gesamttransmissionswahrscheinlichkeit [77, 88]:
Ta_p = |ta +tg]* = [ta]® + |t5]* . (3.39)

Aus den beiden Wahrscheinlichkeitsamplituden ¢, und ¢g erhélt man die Wahr-
scheinlichkeiten, mit der ein Ladungstrager den jeweiligen Weg [, oder lg zuriick-
legt [77, 88]. Quantenmechanisch betrachtet, muss zu Gleichung (3.39) jedoch
noch ein weiterer Term hinzugefiigt werden, da hier im klassischem Drude-Bild
noch die Welleneigenschaft der Ladungstrager berticksichtigt werden muss [77,



3. Theoretische Grundlagen zum Quantentransport in Graphen 40

88]. Dieser Term berticksichtigt zusétzlich die Phasenverschiebung zwischen den
beiden Wellen t, und tz [77, 88]. Es folgt daher mit Gleichung (3.39) fiir ein
quantenmechanisches System [77, 88]:

Tap = |ta +ts]* = [tal® +|ts]> + 2|tal|ts] cos (o1 — ¢2) . (3.40)

Abhéngig von der Phasenverschiebung A¢ = (¢ — ¢o) folgt nun entweder de-
struktive oder konstruktive Elektroneninterferenz [77, 88].

3.3.2. Phasenkoharenz

Fir das Auftreten von Interferenzeffekten miissen die beteiligten Wellen eine fes-
te Phasenbezichung aufweisen, also phasenkohérent sein [77, 88]. Als rdumliches
MaS fiir die Phasenkohérenz zweier Wellen dient die Phasenkoharenzlange [ [77,
88]. Damit nun zwei Wellen als phasenkohérent gelten und somit miteinander in-
terferieren konnen, muss [, groBer als die Differenz der zuriickgelegten Weglangen
der einzelnen Wellen sein [77, 88]. Fiir Interferenz muss deshalb 1y > |l, — l3] er-
fallt sein [77, 88]. Die Phasenkohérenzlange I, ist mit der Phasenstreuzeit 7, und
dem bereits aus Abschnitt 3.1.4 bekannten Diffusionskoeffizienten D verkniipft
und es gilt [77, 88]:

ly = /Dy . (3.41)

Es gibt nun wesentliche Faktoren, die die Phasenkoharenz der Ladungstragerwel-
len beeinflussen konnen. Diese werden nun genauer betrachtet.

Die Phasenkohérenz hangt im Allgemeinen stark von der Art der auftretenden
Streuung im Festkorper ab [77, 88]. Wahrend elastische Streuung im Allgemei-
nen keinen wesentlichen Einfluss auf die Phasenkohérenz hat, wird die Pha-
senkohdrenzlange stark durch inelastische Streuung verkirzt [77, 88]. Da Elek-
tronen nach jedem inelastischem Streuereignis kinetische Energie verlieren, &n-
dert sich auch deren Wellenlédnge [77, 88]. Dadurch andert sich wiederum auch
die Phasenbeziehung zwischen den einzelnen Ladungstrigerwellen |77, 88]. Folg-
lich wird die Phasenkohérenz zerstort, wodurch keine Interferenz der Ladungs-
trager mehr auftreten kann [77, 88]. Zu den inelastischen Streuprozessen ge-
hort vor allem die Elektron-Phonon-Wechselwirkung und die Elektron-Elektron-
Wechselwirkung, wobei bei tiefen Temperaturen aufgrund fehlender Gitterschwin-
gungen, die Elektron-Elektron-Wechselwirkung dominiert [77, 88].

Bei Temperaturen um 7" = 0 K tragen nur Ladungstrager mit Energien nahe Er
zum Stromfluss bei [77, 88]. Bei hoheren Temperaturen beteiligen sich geméaf der
Fermi-Dirac-Verteilung jedoch auch Ladungstréager mit Energien £ = Er + kT,
wobei kp die Boltzmann-Konstante ist, am Stromfluss [77, 88]. Aufgrund dieser
unterschiedlichen Energien haben die einzelnen Ladungstrédgerwellen auch un-
terschiedliche Wellenlangen, was wiederum zur Zerstorung der Phasenkoharenz
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fihrt [77, 88]. Eine ansteigende Temperatur fithrt damit zunehmend zur Zersto-
rung der Phasenkohérenz, weshalb es bei hohen Temperaturen immer schwieriger
wird Interferenzeffekte nachzuweisen [77, 88]. Bei tiefen Temperaturen und ho-
her Phasenkohérenz ist es jedoch grundséatzlich moglich Interferenzeffekte wie die
schwache Lokalisierung zu messen (77, 88]. Grundsatzlich gilt 74 oc 1/7" fiir die
Beziehung zwischen der Phasenstreuzeit 7, und der Temperatur 7' [98, 99]. Der
folgende Abschnitt beschéaftigt sich nun genauer mit der schwachen Lokalisierung.

3.3.3. Schwache Lokalisierung

Unter der Voraussetzung, dass die Phasenkoharenzlénge 4 in einem System grof3
genug ist, die Probe grofi genug ist damit die UCF durch Mittelung weitge-
hend verschwinden, gentigend Storstellen im System vorhanden sind und die
SOC im System vernachlédssigbar klein ist, kann die schwache Lokalisierung in
Magnetotransport-Messungen auftreten [77, 88, 96]. Um den Effekt der schwa-
chen Lokalisierung besser zu verstehen, betrachtet man zunachst einen elektrisch
leitfahigen Kanal (vgl. Abb. 3.8). Dort kénnen, durch Anlegen einer Spannung
Uss, Ladungstriger zwischen den Punkten A und B flieen [77, 88]. Besitzt dieser
Kanal eine gewisse Menge an Storstellen, so findet Streuung der Ladungstrager
an diesen Storstellen statt [77, 88]. Es gibt eine gewisse Wahrscheinlichkeit R4~ 4
dafiir, dass Ladungstréiger, die sich entlang eines Pfads [, zwischen den Punk-
ten A und B bewegen, in Form einer schleifenféormigen Bewegung riickstreuen
und damit sozusagen im System reflektiert werden [77, 88]. Daraus folgt, dass
die Leitfdhigkeit o,, zwischen den Punkten A und B proportional zur Transmis-
sionswahrscheinlichkeit Ty~ p ist [77, 88]. Es gilt fir einen einzelnen Pfad [77,
88]:

Tasp = [ta—sp|* = [ta] =1 Ra_sa . (3.42)

Berticksichtigt man fiir die Transmissionswahrscheinlichkeit sowohl alle klassisch
erlaubten Pfade als auch alle quantenmechanisch moglichen Pfade (I, und lg), so
gilt [77, 88]:

2

=3 tal D ta (3.43)

o =y

Ty_op=

2_ta

«

Fiir die Riickstreuwahrscheinlichkeit R4 4 gilt mit der Riickstreuamplitude ¢,,(A)
dann analog [77, 88:

2

> ta(4)

«

= > (A + Y talA) - t5(A) . (3.44)

o a#f

RA7>A =

Durch Mittelung tiber alle moglichen Pfade verschwindet in ausreichend groflen
Proben der rein quantenmechanische, zweite Term in Gleichung (3.44) aufgrund
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unterschiedlicher Phasenldngen der einzelnen Pfade [77, 88]. Lediglich der zeit-
umgekehrte Pfad [; von [, bleibt iibrig, da beide Wege tiber die gleiche Phasen-
verschiebung verfiigen [77, 88].

A

o

Abbildung 3.8.: Leitfdhiger Kanal mit zufillig verteilten Punktdefekten zwischen
den Punkten A und B. Ladungstrager bewegen sich entlang der zueinander zeit-
umgekehrten Pfade [, und [5 und ermoglichen durch Interferenz das Auftreten
der schwachen Lokalisierung. [77, 88|

Es folgt damit aus Gleichung (3.44) [77, 88]:

Ra-sa =D [ta(AF + 3 ta(A) - t5(A) = 2- 3 [ta(A)] . (3.45)

aFa e’

Das bedeutet nun, dass die Riickstreuwahrscheinlichkeit unter Beriicksichtigung
des quantenmechanischen Terms, aufgrund konstruktiver Interferenz der beiden
zeitumgekehrten Pfade, dem Doppelten der klassischen Riickstreuwahrscheinlich-
keit entspricht [77, 88]. Dieser quantenmechanische Effekt, der im klassischen
Drude-Bild nicht beriicksichtigt wird, hat daher eine Reduktion (Erhéhung) der
(des) klassisch zu erwartenden Leitfahigkeit (Widerstands) zur Folge [77, 88].
Aufgrund der schleifenféormigen Bewegung der Ladungstrager, spricht man da-
von, dass die Ladungstrager lokalisiert sind, weshalb man den Effekt schliefllich
als schwache Lokalisierung bezeichnet [77, 88]. Legt man nun vertikal zur Probe-
nebene ein magnetisches Feld B, an, so kommt es aufgrund des Aharonov-Bohm-
Effekts zu einer zusétzlichen Phasenverschiebung der interferierenden Wellen [77,
88]. Diese Phasenverschiebung ist grundsatzlich abhéngig von der Grofie der Fla-
che, die von den beiden Pfaden eingeschlossen wird [77, 88]. Auflerdem wird die
Phasenverschiebung umso grofler, je hoher das duflere Magnetfeld B, ist [77, 88|.
Dadurch zerstort die Phasenverschiebung mit zunehmendem aufleren Magnetfeld
B, die Phasenkohérenz und damit auch die Zeitumkehrsymmetrie der Pfade [77,
88]. Der Effekt der schwachen Lokalisierung ist daher bei B, = 0T maximal und
nimmt mit zunehmendem Magnetfeld B, ab [77, 8§].
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3.3.4. Schwache Lokalisierung und Antilokalisierung in ML-G

Interferenzeffekte wie die schwache Lokalisierung kénnen auch in Messungen an
ML-G auftreten. Anhand dieser Messungen lassen sich nun Informationen tiber
das Streuverhalten der Ladungstréger in ML-G gewinnen. Grundsétzlich gilt dies
auch fiir BL-G, allerdings waren derartige Messungen an BL-G fiir diese Arbeit
nicht relevant. Von daher wird hier auf Interferenzphénomene in BL-G nicht
genauer eingegangen. Im Gegensatz zu herkommlichen Halbleitern mit parabo-
lischer Bandstruktur muss fiir ML-G die Chiralitdt der Ladungstriager beriick-
sichtigt werden, wodurch die schwache Lokalisierung fiir ML-G einen Sonderfall
darstellt. Darauf wird in den nédchsten Abschnitten nun genauer eingegangen.

Einfluss elastischer Streuprozesse auf Elektroneninterferenz in ML-G

Anhand theoretischer Arbeiten zum Effekt der schwachen Lokalisierung in ML-G
zeigte sich, dass hier die schwache Lokalisierung nicht nur von inelastischen, pha-
senbrechenden Streuprozessen abhéngig ist, sondern auch von elastischen Streu-
prozessen beeinflusst wird [100-102]. Die Ursache dafir ist die Chiralitdt der
Ladungstrager in ML-G [100, 103]. Aufgrund der Chiralitdt der Ladungstrager
erhalten diese mit dem Pseudospin eine weitere Quantenzahl [100, 103]. Es ist nun
so, dass elastische Streuung nicht nur die Chiralitdt brechen kann, sondern auch
die Interferenz innerhalb der jeweiligen K- und K’-Valleys zerstéren kann [100,
102]. Diese sogenannte Intravalley-Streuung kann in Form von Streuung an Fal-
ten, Gitterversetzungen und atomar scharfen Defekten auftreten und wird durch
die Streuzeit 7 beschrieben [100, 102]. Des Weiteren kann innerhalb der jeweili-
gen K- und K'-Valleys sogenanntes trigonal warping auftreten [100-102]. Dieser
Effekt tritt bei hoheren Energien weiter entfernt vom Dirac-Punkt auf und fiihrt
zu Anisotropie in der Dispersionsrelation, wodurch die Zeitumkehrsymmetrie und
damit die schwache Lokalisierung innerhalb einer Valley zerstort wird [100-102].
Dieses trigonal warping wird durch die Streuzeit 7, beschrieben [100-102]. Die
gesamte Intravalley-Streuung kann dann durch die Streurate 7,,;,, = 7. + 75!
charakterisiert werden [100]. Nun gibt es jedoch auch andere elastische Streu-
prozesse, die der Unterdriickung der Interferenz entgegenwirken [100]. Hierbei
handelt es sich um die sogenannte Intervalley-Streuung, welche an Defekten von
der Grofle der Gitterkonstante auftritt und durch die Streuzeit 7, beschrieben
wird [100]. Da die beiden K- und K'-Valleys gegensétzliche Chiralitdt und war-
ping aufweisen, wird erwartet, dass Intervalley-Streuung den Bruch der Chiralitat
und den Effekt des trigonal warpings aufgrund Interferenz von Ladungstragern
aus unterschiedlichen Valleys aufhebt [100]. Da Intervalley-Streuung und Intra-
valley-Streuung quasi miteinander konkurrieren, wird das Auftreten von schwa-
cher Lokalisierung in ML-G damit auch wesentlich von der Art der elastischen
Streukorper in Graphen beeinflusst.



3. Theoretische Grundlagen zum Quantentransport in Graphen 44

Berry-Phase

Weiterhin muss fiir ML-G das Auftreten einer sogenannten Berry-Phase bertick-
sichtigt werden [104]. In ML-G sind die Ladungstrager aufgrund der linearen
Bandstruktur bekanntlich chiral [100, 103]. Mit dem Helizitéitsoperator h =
1/2 - &p/|p] und den Eigenwerten +1 folgt nun, dass die Ausrichtung des Pseu-
dospinvektors & relativ zum Impulsvektor p" entweder parallel oder antiparallel
sein muss [36]. Bewegen sich Ladungstrager nun entlang einer schleifenférmigen
Trajektorie zu ihrem Ausgangspunkt zuriick, so fithrt diese effektive Riickstreu-
ung im k-Raum zu einem Vorzeichenwechsel des Impulsvektors von kzu —k (103,
105]. Damit geht nun wegen der Chiralitdt der Ladungstrager auch eine Rotation
des Pseudospinvektors & einher [103, 105]. Konkret bedeutet das nun, dass fiir die
Wellenbewegung eine sogenannte geometrische Phase A¢ = +7/2 berticksichtigt
werden muss, wobei hier das Vorzeichen fiir die jeweilige Ausbreitungsrichtung
steht [103, 105]. Fiir zwei zueinander zeitumgekehrte Pfade folgt hiermit eine
Phasendifferenz von A¢ = = [103, 105]. Die Folge dieser sogenannten Berry-
Phase ist, dass es nun anstelle von konstruktiver zu destruktiver Interferenz der
Ladungstragerwellen kommt [103, 105, 106]. Dadurch wiirde man nun fiir ML-
G grundsétzlich schwache Antilokalisierung anstelle von schwacher Lokalisierung
erwarten [101, 102, 107]. Dies ist jedoch nur dann der Fall, wenn Streuereignisse
nicht den Valley-Index der Ladungstriager d&ndern [101, 102, 107]. Da die Chira-
litdt unterschiedlich fiir die jeweiligen Valleys ist, hangt die geometrische Phase
namlich auch vom Valley-Index ab [101, 102, 106, 107]. Demnach kann durch
Auftreten von Intervalley-Streuung die Berry-Phase wieder verschwinden [101,
102, 106, 107]. Aufgrund starker Intervalley-Streuung kann es deshalb wieder zu
konstruktiver Interferenz kommen, wodurch die schwache Lokalisierung wieder-
hergestellt werden kann [101, 102, 106, 107]. Grundsétzlich kann man nun sagen,
dass das Auftreten der schwachen Lokalisierung bzw. der schwachen Antiloka-
lisierung wesentlich durch das Zusammenspiel der einzelnen Streuparameter 7,
Ty, Tiw charakterisiert wird [100-102, 104, 106, 107]. Um zu sehen inwieweit sich
die einzelnen Parameter nun auf den Kurvenverlauf auswirken, ist es sinnvoll
den Kurvenverlauf der schwachen Lokalisierung und schwachen Antilokalisierung
mathematisch anhand einer Formel beschreiben zu konnen.

Mathematische Beschreibung von schwacher Lokalisierung und schwacher
Antilokalisierung

Mathematisch kann die schwache Lokalisierung und die schwache Antilokalisie-
rung in ML-G mit Hilfe der folgenden Formel beschrieben werden [101]:

2 —1 -1 -1
Aoy, (B.) = — F 7—1%1 —F % —2F | — T—Blz 1
mh T To + 27_1'1, T + T T Tintra

(3.46)
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Dabei gilt 75! = 4eDB./h und F(z) = In(z) + ¢(0.5 + z7'), wobei 1 die so-
genannte Digammafunktion ist [101]. In der Formel treten nun auch die drei
wesentlichen Streuparameter auf 7,, 7;, und 7T, auf [101]. Betrachtet man nun
Gleichung (3.46), so gibt es grundsétzlich zwei wesentliche Falle [104]:

e Im ersten Fall, wenn relativ viel Streuung stattfindet und die Streuzeiten
Tiv UNd T dadurch vergleichsweise klein sind, dominiert der erste Term
in Gleichung (3.46), da der zweite und der dritte Term hier aufgrund der
kleinen Streuzeiten 7;, und 7,4, unterdriickt wird [104]. In diesem Fall ist
die Korrektur der Magnetoleitfahigkeit Ao, (B,) positiv. Das heifit, dass
die Leitfadhigkeit mit zunehmendem Magnetfeld B, zunimmt, bei B, =0T
minimal ist und schwache Lokalisierung auftritt [104].

o Im zweiten Fall ist die Korrektur der Magnetoleitfahigkeit Ac,.(B,) aus
Gleichung (3.46) negativ. Das heifit, dass die Leitfahigkeit mit zunehmen-
dem Magnetfeld B, abnimmt, bei B, = 0T maximal ist und schwache
Antilokalisierung auftritt [104]. Dieser Fall tritt genau dann ein, wenn der
zweite und dritte Term in Gleichung (3.46) dominierend sind, also wenn 7;,
und Ty relativ grof sind und die Probe wenig Defekte aufweist [104]. In
idealem defektfreien ML-G, wenn 7;,, Tintra — 00 sehr grofl werden, domi-
niert grundsatzlich der dritte Term und man erwartet ebenfalls schwache
Antilokalisierung [104].

Messung von schwacher Lokalisierung und Antilokalisierung

Der Effekt der schwachen Lokalisierung kann mit Hilfe von Magnetotransport-
Messungen an ML-G untersucht werden [100, 104]. Zur Messung der schwachen
Lokalisierung wird ein variables &ufleres Magnetfeld B, senkrecht zur Probene-
bene angelegt und bei fester Ladungstragerdichte n (bzw. Gatespannung U,) die
Langsspannung U,, gemessen [100, 104]. Da sich der Effekt der schwachen Lo-
kalisierung in vergleichsweise kleinen Proben mit den dichteabhangigen UCF,
auf die spéater noch genauer eingegangen wird, iiberlagern kann, fithrt man die
Magnetotransport-Messungen mehrmals fiir unterschiedliche Ladungstragerdich-
ten durch und bildet anschliefend den Mittelwert dieser Kurven, wodurch sich die
UCF weitgehend herausfiltern lassen, wenn iiber ein gentigend grofles Intervall An
(AU,) gemittelt wurde [100, 104]. Anschlieend kann man mit Gleichung (3.4)
und (3.5) die Leitfahigkeit o,, der Probe in Abhéingigkeit des Magnetfelds B,
bestimmen und graphisch darstellen [100, 104]. Man erhélt vergleichbare Kurven
wie in Abb. 3.9 [100, 104]. Gemaf} Gleichung (3.46) gibt es zwei wesentliche Falle
[100, 104]. Beim ersten Fall dominiert der erste Term in Gleichung (3.46) und
man erwartet schwache Lokalisierung [100, 104]. In diesem Fall findet viel Streu-
ung von Ladungstriagern im System statt und die beiden Streuzeiten 7;, und 7,410
werden deshalb in Bezug auf die Phasenstreuzeit 7, als relativ klein angenommen
[100, 104]. Mogliche Kurven fiir eine derartige Situation werden in Abb. 3.9 a)
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Abbildung 3.9.: a) Simulierte Kurven fiir schwache Lokalisierung mit relativ klei-
nen Streuparametern 7;, = 5 ps und 7, = 0, 1 ps fiir verschiedene Phasenstreu-
zeiten 7,4. b) Simulierte Kurven, die den Ubergang von schwacher Lokalisierung
zu schwacher Antilokalisierung zeigen. Dabei sind die Streuparameter 7;, = 15 ps
und Tinere = O ps, im Vergleich zu den unterschiedlichen Phasenstreuzeiten 7, der
einzelnen Kurven, relativ groff. In beiden Féllen wurde fiir den Diffusionskoeffi-
zienten D = 0,03 m?s~! gewdhlt.

gezeigt [100, 104]. Die einzelnen Kurven unterscheiden sich durch die Gréfie der
Phasenstreuzeit 7,. Man sieht unmittelbar, dass die Korrektur der Leitfahigkeit
Ao, (B,) abnimmt, wenn die Phasenstreuzeit 7, kleiner wird [100, 104]. Dies
ist z.B. dann der Fall, wenn die Temperatur 7" des Systems erhoht wird [100,
104]. Auch ist klar erkennbar, dass die Korrektur der Leitfdhigkeit Ao, (B,) mit
zunehmendem Magnetfeld B, erwartungsgemifl abnimmt [100, 104]. Im zweiten
Fall dominiert der zweite und dritte Term von Gleichung (3.46) und man erwar-
tet schwache Antilokalisierung [100, 104]. In diesem Fall sind die Streuzeiten 7,
und T4 im Vergleich zur Phasenstreuzeit 7, relativ grof§ und es gilt die Annah-
me, dass relativ wenig Streuung der Ladungstrager im System stattfindet [100,
104]. Dies kann z.B. in breiteren Proben, bei denen die Streuung am Probenrand
weniger ins Gewicht fillt, oder in sehr sauberen Proben der Fall sein. In die-
sem Fall erhédlt man Kurven wie in Abb. 3.9 b) gezeigt [100, 104]. Man erkennt
hier, dass die Kurve fiir groie Phasenstreuzeiten 74 zuerst noch schwache Loka-
lisierung zeigt und dann fiir kleiner werdende Phasenstreuzeiten 7, in schwache
Antilokalisierung tibergeht [100, 104]. Die Korrektur der Leitfahigkeit Ao, (B.,)
geht hier von negativen Werten in positive Werte tiber [100, 104]. Aufféllig ist
zudem, dass die schwache Lokalisierung mit sinkender Phasenstreuzeit 7, wesent-
lich schneller verschwindet als die schwache Antilokalisierung [100, 104]. Damit
die schwache Antilokalisierung verschwindet, muss die Phasenstreuzeit namlich
viel weiter abfallen, als es fiir die schwache Lokalisierung notwendig ist [100, 104].
Das bedeutet nun, dass diese schwache Antilokalisierung im Allgemeinen weniger



47 3.3. Interferenzeffekte

stark mit steigender Temperatur 7" abfallt [100, 104].

3.3.5. Universale Leitwertfluktuationen und
Autokorrelationsfunktion in Graphen

Misst man die elektrische Leitfahigkeit o,,(B,) von Graphen in Abhéngigkeit ei-
nes externen Magnetfeldes B., so konnen bei tiefen Temperaturen Fluktuationen
in der Leitfahigkeit, die sogenannten Leitwertfluktuationen, auftreten [77]. Solche
Leitwertfluktuationen kénnen sowohl im ballistischen (engl.: , ballistic conductan-
ce fluctuations “(BCF)) als auch im diffusiven (UCF) Regime auftreten [77]. Fur
diese Arbeit sind vor allem die UCF relevant, daher wird auf die BCF hier nicht
genauer eingegangen. Die UCF, die gewohnlich bei Messungen zur schwachen Lo-
kalisierung und Antilokalisierung auftreten, sind bei solchen Messungen meistens
eher unerwiinscht, da sie sich mit diesen Effekten tiberlagern und dadurch die
Auswertung dieser Messungen erschweren [77, 96]. Man kann sich allerdings die
UCF zunutze machen und durch Anwendung einer Autokorrelationsfunktion die
Phasenstreuzeit 7, des Systems ermitteln [95]. Dies erweist sich wiahrend der Kur-
venanpassung von schwacher Lokalisierung und Antilokalisierung als vorteilhaft,
da sich dadurch die Zahl der zu ermittelnden unbekannten Fit-Parameter in For-
mel (3.46) von drei auf zwei unbekannte Parameter reduzieren lasst [10, 95, 108].
Dieses Verfahren wird spater noch genauer erklart. Zum besseren Verstandnis
wird an dieser Stelle jedoch zuerst auf die UCF genauer eingegangen.

Universale Leitwertfluktuationen

Im diffusivem Regime wird die Bewegung der Ladungstrager stark durch elasti-
sche Streuprozesse beeinflusst [77]. Bei tiefen Temperaturen fiihrt der kohérente
Quantentransport in Graphen bekanntlich zu Quanteninterferenzkorrekturen der
Leitfahigkeit [77, 96]. Elektronenwellen konnen sich, aufgrund von Streuereignis-
sen, entlang vieler unterschiedlicher Wege im Graphen ausbreiten, wobei manche
dieser Wellen zufillig miteinander interferieren kénnen [77, 96]. Wegen dieser
zufélligen Interferenz, kommt es nun zu quantenmechanischen Korrekturen der
elektrischen Leitfahigkeit [77]. Die Amplituden dieser Korrekturen liegen grund-
sétzlich im Bereich von 6G = e?/h und sind unabhéngig von der Probengréfie und
von der Unordnung innerhalb der Probe solange [4(T") >> W gilt [77]. Deshalb
gelten diese Leitwertfluktuationen als universal [77]. Tragt man nun die gemes-
sene Leitfahigkeit 0,,(B,) in Abhingigkeit zum duBeren Magnetfeld B, auf, so
erhélt man eine Kurve, die von periodischem Rauschen, den UCF, tiberlagert
wird [77, 95, 108]. Die UCF sind abhingig vom Magnetfeld B,, da das dufle-
re Magnetfeld die Zyklotronbewegung der Ladungstriager beeinflusst und damit
auch die Pfade der Ladungstriger und so die Quanteninterferenz dndert [77, 95,
108]. Die UCF héngen neben dem Magnetfeld B, auch von der Gatespannung
U, und damit von der Ladungstrégerdichte n des Systems ab [96]. Tragt man
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also fiir viele verschiedene Ladungstrigerdichten n die Leitfahigkeit o,,(B,) ge-
gen das duflere Magnetfeld B, auf, so kann man die UCF, durch Mitteln der
einzelnen Messkurven, herausfiltern [96]. Da die Phasenkoharenz und somit die
Elektroneninterferenz temperaturabhiangig sind, miissen auch die UCF von der
Temperatur 7" abhéngig sein [77]. Es ist daher zu erwarten, dass die Amplitude
0G der UCF mit steigender Temperatur 7" abnimmt und bei hohen Temperaturen
T verschwinden [77]. Abschliefend wird beschrieben, wie man Informationen zur
Phasenkoharenz des Systems aus den UCF gewinnen kann.

Autokorrelationsfunktion und Bestimmung der Phasenkoharenz

Wie bereits erwdhnt, gibt es ein Verfahren, mit dem man die Phasenstreuzeit 7,
aus den UCF extrahieren kann, um Informationen iiber die Phasenkohérenz des
Systems zu erhalten [10, 95, 108]. Dazu wird die Leitfahigkeit o,,(B.) bei einem
variablen Magnetfeld B, fiir eine bestimmte Gatespannung U, (bzw. Ladungstra-
gerdichte n) gemessen [95]. Diese Messungen werden fiir weitere Gatespannungen
U, wiederholt, wobei alle Gatespannungen U, innerhalb eines schmalen Bereichs
AU, liegen sollen [95]. Im néchsten Schritt, werden diese Messkurven gemittelt,
wodurch man eine Kurve ahnlich der Kurve aus Abb. 3.10 a) erhalten sollte
[95]. Durch das Mitteln der Messkurven lediglich iiber einen schmalen Bereich
AU, erhélt man viele Fluktuationen und damit viel Information zu den UCF im
Messsignal, ohne jedoch die UCF komplett aus dem Messsignal herauszumitteln.
Die Kurve aus Abb. 3.10 a) zeigt nun die typischen UCF [95]. Durch Anwen-
dung der sogenannten Autokorrelationsfunktion auf diese Messkurve erhilt man
eine Kurve wie in Abb. 3.10 b) (durchgehende Linie). Im Allgemeinen ist die
Autokorrelationsfunktion eine Funktion, die die Korrelation mit sich selbst zu
einem fritherem Zeitpunkt beschreibt [95]. In Abb. 3.10 b) sieht man nun zwei
Kurven. Die obere Kurve stellt die Autokorrelationsfunktion f(dB,) in Abhén-
gigkeit vom Magnetfeld 6B, dar [95]. Wobei hier das Magnetfeld §B, ein Maf}
fir die Verzogerung der Signale darstellt [109]. Die untere Kurve stellt die diffe-
renzierte Autokorrelationsfunktion dar [95]. Diese Kurve weist ein Minimum am
sogenannten inflection point (IP) nahe 6B, = 0mT auf [95]. Man ermittelt nun
den Magnetfeldwert Byp an diesem Minimum und durch Einsetzen von B;p in

[95]:

3h

TUCF =~ - =5
26DBIP

(3.47)
kann man mit dem bereits bekannten Diffusionskoeffizienten D und den beiden
Naturkonstanten e und % die Streuzeit 7ycp berechnen [95]. Wegen mycp = 7,
erhélt man damit auch die gesuchte Phasenstreuzeit 7, [95].
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Abbildung 3.10.: In a) wird die Kurve der Magnetoleitfiahigkeit o,,(B,) als Funk-
tion des senkrechten Magnetfelds B, gezeigt. Die einzelnen Schwingungen kann
man dabei im Wesentlichen den UCF zuordnen. Die Messungen wurden bei einer
Temperatur von 7" = 310 mK und einem verschwindenden horizontalen Magnet-
feld B, = B, = 0mT durchgefiihrt. Die Kurve stellt dabei einen Mittelwert meh-
rerer Messkurven, die in einem Bereich um U, = 0V gemessen wurden, dar. In
b) ist sowohl die Autokorrelationsfunktion der Kurve aus a) dargestellt (durch-
gehende Linie), als auch die differenzierte Kurve der Autokorrelationsfunktion
(gepunktete Kurve). Der Wert des Magnetfelds Brp am inflection point (IP), an
dem die differenzierte Kurve ein Minimum besitzt, wird benutzt, um die Phasen-
streuzeit zu berechnen. Entnommen aus [95] und grafisch nachbearbeitet.






4. Spin-Bahn-Kopplung

Betrachtet man ein Wasserstoffatom mit einem einfach positiv geladenen Atom-
kern im Ruhesystem eines Elektrons, so erzeugt der Atomkern als bewegte La-
dung (mit Bahndrehimpuls) ein magnetisches Feld, welches auf das Elektron wirkt
und dessen Eigendrehimpuls (Elektronenspin) beeinflusst. Dadurch entsteht ei-
ne Kopplung zwischen Bahndrehimpuls und Elektronenspin, was man als Spin-
Bahn-Kopplung (SOC) bezeichnet. Die klassische Schrodinger-Gleichung muss
daher allgemein um den folgenden relativistischen Hamiltonian von der Form
[110]:

h = N -
Hso = W (VV X p) - S (41)
erweitert werden. Wie man im Folgenden sehen wird, kommen fiir Systeme mit
Graphen aufgrund der SOC bestimmte Korrekturen zum klassischen Hamiltonian

hinzu. Auf diese wird nun genauer eingegangen.

4.1. Spin-Bahn-Kopplung in Monolagen-Graphen

Hamiltonian von ML-G mit SOC

Die elektronische Bandstruktur von reinem ML-G ohne SOC kann nahe den K-
bzw. K’-Punkten grundsétzlich durch Gleichung (2.7) beschrieben werden [7].
Schreibt man Gleichung (2.7) etwas um, so erhilt man fir intrinsisches ML-G
ohne SOC den Hamiltonian [7]:

Ho = hop(koyk, + oyky) (4.2)

Hier ist vr die Fermi-Geschwindigkeit, &, und k, sind die Komponenten des Elek-
tronenwellenvektors bzgl. K (K'), kK = 1(—1) der Parameter fir den jeweiligen K-
bzw. K'-Punkt, o, und o, sind die Pauli-Spin-Matrizen, die auf den sogenann-
ten Raum des Pseudospins wirken, der von den zwei dreieckigen Untergittern des
ML-Gs geformt wird [7]. Der Hamiltonian H, beschreibt die liickenlosen Zustande
der konischen Bandstruktur des ML-Gs [7]. Zu diesem Term muss nun der Term
fir die intrinsische SOC des ML-Gs addiert werden [7]. Diese wird beschrieben
durch den effektiven Hamiltonian H; und ist gegeben durch [7]:

Hr = \iKkoS, . (4.3)

o1
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Hier ist s, die Spin-Pauli-Matrix [7]. Die Folge dieser SOC ist nun, dass die ko-
nische Bandstruktur von ML-G eine kleine Bandlicke von 2|\;| erhélt, wobei
Ar = 12 ueV betragt [7]. Die Spinentartung, die durch die Rauminversions- und
Zeitumkehrsymmetrie gewéhrleistet wird, bleibt jedoch erhalten [7]. Genauer be-
trachtet, ist es also nicht richtig, ML-G als Halbleiter ohne Bandliicke zu bezeich-
nen, da intrinsisches ML-G tatsachlich eine kleine Bandliicke besitzt, allerdings ist
diese Bandliicke vergleichsweise klein, wodurch diese bei vielen Experimenten ver-
nachlassigt werden kann. Man kann nun durch Anlegen eines dufleren elektrischen
Feldes, senkrecht zur Graphen-Ebene, die z/-z-Symmetrie zerstéren, wodurch ein
extrinsischer Hamiltonian Hpr vom Rashba-Typ im Gesamt- Hamiltonian beriick-
sichtigt werden muss [7]. Dieser Term ist gegeben durch [7]:

Hr = Ag(koySy — 0yss) . (4.4)

Dabei ist Ag der sogenannte Rashba-Parameter [7]. Aufgrund der gebrochenen z/-
z-Symmetrie muss neben dem Rashba-SOC-Term noch ein weiterer SOC-Term,
der Pseudospin-Inversions-Asymmetrie-Term (PIA-Term), beriicksichtigt werden
(63, 97]. Hpra ist gegeben durch [97]:

Hpra = Apracs(kysy — kysz)ao (4.5)

wobei ag die bereits bekannte Gitterkonstante von ML-G ist. Damit folgt nach [7]
fiir intrinsisches ML-G mit externem elektrischem Feld (senkrecht zur Graphen-
Ebene) der Gesamt- Hamiltonian:

H=Ho+Hr+Hr+Hpra . (4.6)

Bandstruktur von ML-G mit SOC

Die Beriicksichtigung der Rashba-SOC hat auch fiir die Bandstruktur von ML-G
eine wesentliche Anderung zu Folge [7]. So wird in der Bandstruktur die zweifache
Spinentartung der Bander aufgehoben [7]. In Abb. 4.1 sind dazu die einzelnen
Falle dargestellt [7]. Im ersten Fall (siche Abb. 4.1 (a)), wenn Ag = 0eV ist, sind
Valenz- und Leitungsband entartet und die Bandstruktur weist wegen H; nur eine
Bandliicke von 2); auf [7]. Sobald Ag ansteigt und Ag < A; gilt, liegt zwar noch
eine Bandliicke vor, allerdings schlieBt diese sich mit zunehmendem Ag [7]. Die
Spinpolarisation nimmt jedoch vor allem fiir die Lochbénder zu, wodurch dort die
Spinentartung aufgehoben wird [7]. Sobald Ag = A; gilt, formen die beiden Spin-
Up-Béander einen typischen Doppelkegel fiir masselose Dirac-Fermionen, wahrend
die beiden Spin-Down-Béander eine Bandliicke aufweisen, parabolisch sind und
damit massiv bleiben [7]. Fiir Ag > A; sind alle Bénder wieder parabolisch und
weisen Bandliicken zwischen den jeweiligen Spin-Up- und Spin-Down-Bandern auf
[7]. Es kommt jedoch bei |k| = 0A~! zu einer Entartung von einem Elektronen-
und einem Lochband mit unterschiedlicher Spinpolarisation [7]. Somit héngt die
Bandstruktur bei intrinsischem ML-G stark von der Stérke der Rashba-SOC ab.
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Abbildung 4.1.: Anderung der Bandstruktur von ML-G nahe |k| = 0 A~ auf-
grund transversaler duBlerer elektrischer Felder. a) Zeigt die Bandstruktur ohne
auBerem elektrischen Feld. Die schwarzen Bénder sind dabei spinentartet b) Elek-
trisches Feld bei £ = 1,0V /nm mit Ag < A;. ¢) € = 2.44V/nm mit \g = A\; und
€ =4,0V/nm mit Ag > A;. In allen Plots ist die Fermi-Energie bei £ = 0¢V. In
b)-d) resultieren die roten Kurven auflerdem aus Spin-Up-Zustanden, wéhrend
die blauen Kurven den Spin-Down-Zustanden zuzuordnen sind. [7]

4.2. Spin-Bahn-Kopplung in Graphen auf TMDCs

Im vorherigen Abschnitt wurde die SOC von intrinsischem ML-G mit und oh-
ne auBlerem elektrischen Feld betrachtet. Dieser Abschnitt behandelt nun die
proximity-induzierte SOC von Graphen in Heterostrukturen mit TMDCs wie
W862 und WSQ

4.2.1. Monolagen-Graphen auf TMDCs
Hamiltonian von ML-G auf TMDCs

Durch den Kontakt von ML-G mit TDMCs kommt eine sogenannte Proximity-
Kopplung zustande [3]. Aufgrund dieser Kopplung wirken auf die Kohlenstoffa-
tome des ML-Gs gewisse Potentiale der TMDC-Schicht [3]. Da die beiden Ma-
terialien nun unterschiedliche Gitterkonstanten aufweisen, spiiren die einzelnen
Atome der Untergitter A und B des ML-Gs unterschiedliche Potentiale [3]. Im
Gesamt- Hamiltonian muss also ein weiterer Term H,; beriicksichtigt werden, der
aus diesem sogenannten staggered potential folgt [3]. Der Hamiltonian Hg ist

gegeben durch [3]:
Hst = Astazso . (47)

Dabei ist o, die Pseudospin-Matrix und sy die Spin-Einheitsmatrix [3]. In der
Bandstruktur fithrt diese Proximity-Kopplung unmittelbar zu einer Bandliicke
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von der Grofie Ay [3].

Eine weitere Folge dieser Proximity-Kopplung ist, dass die Rauminversionssym-
metrie (z/-z-Symmetrie) gebrochen wird [3]. Auerdem vermischen sich die p.-
Orbitale des ML-Gs mit den d-Orbitalen der Wolframatome [3]. Dadurch ist eine
starke Erhohung der SOC im ML-G zu erwarten, wodurch die Béander stark spin-
aufgespalten sind [3]. Diese Aufspaltung liegt nun im Bereich mehrerer Millielek-
tronenvolt und ist im Vergleich zur intrinsischen SOC von ML-G (= 24 peV) sehr
viel grofer [3]. Da nun wegen der gebrochenen Pseudospin-Symmetrie \{ # \P
gilt, wird H; aus Gleichung (4.3) nun zu [3]:

M =0+ 07 (4.8)

Damit geht mit der gebrochenen Pseudospin-Symmetrie auch eine Anderung von
Hpra hin zu H ) cinher [3]. Der Hamiltonian A% ist nun gegeben durch [3]:

A
Hpﬁ = Apra+ Apia - (4.9)

Auf den Rashba-Term wirkt sich die Proximity-Kopplung nur insofern aus, dass
der Rashba-Parameter A\g durch den Bruch der raumlichen Spiegelsymmetrie gro-
Ber wird [3]. Da die Rashba~-SOC jedoch keine sogenannte nezt-nearest-neighbor-
hopping wie die beiden anderen Terme aus (4.8) und (4.9) darstellt, sondern
ein nearest-neighbor spin-flip hopping ist, tragt der Rashba-Term erheblich zur
Spinaufspaltung bei [3]. Es muss hier jedoch nicht zwischen den beiden Untergit-
tern A und B unterschieden werden [3]. Von daher bleibt der Rashba-Term aus
(4.4) unveréndert [3]. Unter Berticksichtigung aller Terme, erhélt man nun den
Gesamt- Hamiltonian [3]:

H=Ho+Ha+Hr+HP +HpE (4.10)

Cummings et al. liefern in [97] eine alternative, analytische Schreibweise. Diese
ist gegeben durch [97]:

H=Ho+Hs+H;+Hvz+Hr+ Hpra+ Haria - (4.11)

Die Terme Hg, Hs und Hp sind dabei bereits bekannt. Die anderen Terme H;,
Hvz, Hpra und Hapra sind gegeben durch die folgenden Formeln [97]:

MNP

Hr 5

KO .S, = A\[KO,S, , (4.12)

A = AT

Hyz = 5

KS, = A\yzKS, , (4.13)

Apra+ ABra

5 0. (kysy — kySy) = aoAprao.(kysy — kysz) , (4.14)

Hpra = ap
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Npra = Mia

2
Der Term Hy z steht hier fur die Valley-Zeeman-SOC [10, 97]. Dieser Term kop-
pelt die K- und K'-Valleys mit dem Elektronenspin [10, 97]. Der Term fiihrt
zu einer Zeeman-Aufspaltung, welche fiir die beiden Valleys ein unterschiedliches
Vorzeichen besitzt [10, 97]. Dies fithrt zu sogenannten out-of-plane Spins, die fiir
die beiden Valleys gegeneinander polarisiert sind [10, 97]. Erst fur grofiere Energi-
en der Ladungstrager gewinnen die beiden PIA-Terme zunehmend an Bedeutung,
da diese Terme vom Impuls der Ladungstrager abhingig sind [3, 97]. Der Term
Hpra fihrt zur Renormalisierung der Fermi-Geschwindigkeit, wihrend Hapra
fir \l; | #0A~" auch zu einer Spinaufspaltung fithren kann [97, 111].

Hapra = ag oo(kssy — kysy) = apApraoco(kysy — kysy) . (4.15)

Bandstruktur von ML-G auf TMDCs

Dieser Abschnitt widmet sich nun der Bandstruktur von ML-G auf TMDCs (hier
WS, und WSe,). Betrachtet man hierzu Abbildung 4.2 a) und b) [63]), so ist
Folgendes zu erkennen.

Wenn die Energie E' nahe der Fermi-Energie Fp liegt, nimmt die Bandstruktur
die Form eines Doppelkegels an, was grundsatzlich auf die konische Bandstruktur
von ML-G zurtickzufiithren ist [63]. Dieser Teil der Bandstruktur liegt innerhalb
der Bandlicke der TMDCs [63]. Unter- und oberhalb dieser konischen Band-
struktur liegen daher die Valenz- und Leitungsbander von WS, (vgl. Abb. 4.2 a))
bzw. WSey (vgl. Abb. 4.2 b)) [63]. Fiir niedrige Temperaturen und relativ kleine
Ladungstragerdichten ist zu erwarten, dass in den TMDCs nur ein sehr geringer
Ladungstransport moglich ist und der Ladungstransport stattdessen ausschlief3-
lich im ML-G stattfindet [63]. Es fillt auflerdem auf, dass der Teil der konischen
Bandstruktur und damit Er fiir WS, ndher am Leitungsband und fiir WSe, dage-
gen naher am Valenzband liegt. Deshalb ist es von der Wahl des TMDCs abhén-
gig, welche Form des Ladungstransports (Loch- oder Elektronenleitung) durch
Anderung der Fermi-Energie Er in den TMDCs bevorzugt auftreten wiirde [63].
Im Rahmen dieser Arbeit sollte jedoch vermieden werden, dass die TMDCs in
den leitfihigen Zustand tbergehen, da lediglich der Ladungstransport in ML-G
untersucht werden sollte. Wahrend der Experimente kann dieser Zustand erhal-
ten bleiben, indem man die Ladungstragerdichten n des Systems durch die Wahl
von relativ kleinen Gatespannungen U, klein halt.

VergroBert man nun den Bereich nahe der konischen Bandstruktur der jeweiligen
Heterostruktur, so erhilt man die beiden Abbildungen 4.2 ¢) und d) [63]. In c)
sieht man vier Bander. Zwei blaue Bander fiir Spin-Down-Zustdnde und zwei rote
Béander fir Spin-Up-Zustande [63]. Damit sind die Bander spinpolarisiert, wobei
hier die Spinpolarisation mit wenigen Millielektronenvolt im Vergleich zu der von
intrinsischem ML-G sehr grof ist [63]. Die Béander mit £ > Er entsprechen hier
nun dem Leitungsband von ML-G [63]. Die Bénder mit £ < Ef entsprechen da-
gegen dem Valenzband von ML-G [63]. Man erkennt nun, dass zwischen den Béan-
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Abbildung 4.2.: Die beiden Grafiken a) und b) zeigen die Bandstruktur von ML-
G auf WSy bzw. WSes. Bei F — EFr = 0eV erkennt man klar die typische koni-
sche Bandstruktur von ML-G. Die Béander ober- und unterhalb davon zeigen die
Leitungs- und Valenzbénder von WS, bzw. WSe,. Vergroflert man nun die beiden
griun umrahmten Bereiche in a) und b) an den K-Punkten bei £ — Er = 0¢eV, so
erhélt man die Grafiken ¢) und d). Hier sicht man dann die spinaufgespaltenen
Spin-Up- (rot) und Spin-Down-Bénder (blau). In d) erkennt man auerdem, dass
die beiden Bénder nahe F — Er = 0eV invertiert sind.[63]

dern mit gleicher Spinpolarisation eine Bandliicke im Bereich weniger Millielek-
tronenvolt vorliegt [63]. Wéhrend diese Bandliicke lediglich durch die Proximity-
Kopplung zustande kommt, wird die Spinpolarisation durch die starke SOC des
TMDCs hervorgerufen [63]. In d) ist zu erkennen, dass fiir WSe, ein ahnliches
Verhalten auftritt [63]. Allerdings tritt hier nahe F— Er = 0¢eV ein Sonderfall auf
[63]. Hier zeigen die Berechnungen eine invertierte Bandstruktur [63]. Das heifit,
dass nahe |E | = 0A~! die Spin-Up-Zustéinde im Leitungsband energetisch niedri-
ger liegen als die Spin-Down-Zusténde des Valenzbandes [63]. Demnach gilt, dass
fiir sehr kleine Ladungstriagerdichten n sowohl Loch- als auch Elektronenleitung
stattfindet, wobei die Lochleitung lediglich von Spin-Down-Zustidnden und die
Elektronenleitung nur von Spin-Up-Zustédnden erméglicht wird [63]. Auf die Mes-
sergebnisse dieser Arbeit sollte dieser Umstand aber keinen erheblichen Einfluss
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haben, da die Messungen bei relativ groflen Ladungstriagerdichten durchgefiihrt
wurden.

4.2.2. Bilagen-Graphen auf TMDCs

Im vorherigen Abschnitt wurde bereits erklart, welchen Einfluss die Kopplung
von TMDCs auf ML-G hat. In diesem Abschnitt soll erlautert werden, inwiefern
sich diese Kopplung auf BL-G auswirkt. Konkret wird hier eine Heterostruktur,
mit BL-G auf WSe, liegend, betrachtet, da es fiir diesen Fall bereits konkrete
theoretische Vorhersagen gibt [16]. In diesem Fall liegen die Gitterpunkte A1 und
B1 aus Abb. 2.3 damit direkt auf dem WSe,, die Gitterpunkte A2 und B2 haben
dagegen keinen unmittelbaren Kontakt mit dem WSey; und liegen oberhalb der
ersten Graphen-Lage [16].

In Abschnitt 2.1.5 wurde bereits die Bandstruktur von intrinsischem BL-G ge-
nauer erklart. Wie dort bereits erwahnt wurde, resultieren die niederenergetischen
Bander nahe den Dirac-Punkten aus den p,-Zustianden, die sich auf den Gitter-
platzen A2 (blau) und B1 (rot) befinden [16]. Es handelt sich daher genau um die-
se Punkte, die nicht direkt durch interlayer hopping miteinander verbunden sind
(vgl. Abb. 2.3) [16]. Die beiden Graphen-Lagen in einer solchen Heterostruktur
spiiren nun eine unterschiedliche Potentialumgebung, da die eine Lage direkt mit
dem WSes, in Kontakt ist, die andere Lage dagegen nicht [16]. Aus diesem Grund
wirkt auch auf die Atome an den Gitterplatzen A2 und Bl eine unterschiedli-
che Potentialumgebung [16]. Konkret bedeutet das, dass dieser Unterschied der
potentiellen Energie zwischen den beiden Schichten zu einem internen, transver-
salen elektrischen Feld von der GroBe || &~ 0,27 V/nm fithrt [16]. Der Vektor
des elektrischen Feldes ént zeigt dabei fiir positive Feldstdrken von der WSe,-
Schicht zur BL-G-Schicht [16]. Dieses interne elektrische Feld &, fithrt nun zu
unterschiedlichen Ladungstragerpopulationen in den beiden Graphen-Schichten
[16]. In diesem Fall werden die B1-Zustdnde energetisch nach unten verschoben,
wodurch diese das Valenzband bilden [16]. Die A2-Zusténde werden dagegen ener-
getisch nach oben verschoben und bilden damit das Leitungsband [16]. Es kommt
aulerdem zu einer Bandliicke zwischen Valenz- und Leitungsband. Diesen Um-
stand erkennt man, wenn man sich Abb. 4.3 d) ansieht [16]. Dabei sind die roten
Kurven den B1-Zustdnden und die blauen Kurven den A2-Zusténden zuzuordnen
[16].

In Abb. 4.3 d) kann man nun erkennen, dass das Valenzband in der Néhe des
K-Punktes in zwei Bénder aufgespalten ist, wihrend dies beim Leitungsband
nicht zu erkennen ist. Das zeigt nun, dass die Spinaufspaltung (AE ~ 2,2meV)
fir die B1-Zustdnde wesentlich grofier sein muss, als es fir die A2-Zustdnde des
Leitungsbands der Fall ist [16]. Dies entspricht auch den Erwartungen, da auf die
B1-Zustande, aufgrund der Néhe zur WSe,-Schicht, eine sehr starke SOC wirken
muss. Auf die A2-Zustdnde kann dagegen aufgrund der groBeren Entfernung zur
WSey-Schicht nur eine vielfach kleinere SOC (AE =~ 24 pueV) wirken [16].
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Abbildung 4.3.: In a)-e) sind die berechneten Bandstrukturen fiir BL-G bei ver-
schiedenen elektrischen Feldern abgebildet. Die blauen Linien stehen dabei fiir
Zustande der A2-Gitterplatze. Die roten Linien stehen dagegen fiir Zustdnde der
B1-Gitterplatze. d) zeigt den Fall, ohne dufleres elektrisches Feld. Hier ist das
Valenzband aufgrund starker SOC spinaufgespalten. Das Leitungsband dagegen
nicht. In e) erkennt man, dass das Anlegen eines positiven aueren elektrischen
Feldes die Bandliicke vergroflert und die Spinaufspaltung im Valenzband leicht
verkleinert. c) zeigt, dass sich durch Anlegen eines negativen elektrischen Feldes
die Bandliicke stark verkleinert und die Ladungstrager der B1- und A2-Atome
sich nun sowohl im Valenz- als auch im Leitungsband befinden kénnen. In b) wird
gezeigt, dass sich durch weitere Verstédrkung des negativen dufleren elektrischen
Feldes nun erneut eine Bandliicke bildet, das Leitungsband spinaufgespalten ist
und die Ladungstriager der A2-Gitterpléitze nun die Zustande im Valenzband und
die der B1-Gitterplitze die Zustéinde des Leitungsbandes bevolkern. Verstérkt
man das negative duflere elektrische Feld nochmal, so ergibt sich eine Bandstruk-
tur wie in a). Hier stellt a) prinzipiell den umgekehrten Fall von d) dar. [16]

Legt man nun ein aufleres elektrisches Feld (‘lxt an, so wirkt dieses Feld dem
inneren elektrischen Feld ént entweder entgegen oder verstarkt dieses [16]. Ist
|6_';xt| > 0Vm~! und damit positiv, so wird das elektrische Gesamtfeld 6_';50,5 ver-
starkt und es gilt Erot = Et +Eont [16]. Wie in Abb. 4.3 e) gezeigt, vergroert sich
dadurch die Bandliicke, wie man es auch fiir intrinsisches BL-G erwarten wiirde
[16].

Legt man nun ein negatives externes elektrisches Feld |é?ext| < 0Vm™! an, so ver-
kleinert sich die Bandliicke solange noch || > 0Vm™" erfiillt ist [16]. Sobald
|§tot] = 0Vm~! gilt, wird das innere elektrische Feld ént kompensiert und die
Ladungstréger der B1- und A2-Atome konnen sich sowohl im Leitungs- als auch
im Valenzband befinden [16]. Die Bandliicke ist in diesem Zustand grundsétzlich
minimal und fiir das A2-Gitter sogar ganz geschlossen (vgl. Abb. 4.3 ¢)) [16].
Ist |ge:m\ groB und negativ so gilt ]éot| < 0Vm™! und die Bandliicke wird wie-
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der grofler [16]. In Abb. 4.3 a) und b) beobachtet man auflerdem, dass die B1-
Zustande energetisch nach oben und die A2-Zustinde energetisch nach unten
verschoben werden [16]. Die wesentliche Spinaufspaltung aufgrund starker SOC
findet sich nun nicht mehr im Valenzband, sondern im Leitungsband [16].
Zusammenfassend kann man sagen, dass bei fester Fermi-Energie Fr die Wahl
des duBeren elektrischen Feldes c‘?ext dariiber entscheidet, ob die wesentliche Spin-
aufspaltung im Valenz- oder im Leitungsband stattfindet [16]. Sofern man kein
suBeres elektrisches Feld (|€.| = 0 V™) anlegt, ist die wesentliche Spinaufspal-
tung im Valenzband zu erwarten [16]. Durch geeignete Wahl der Fermi-Energie
kann dann die Spinaufspaltung im Valenzband untersucht werden, um Aussagen
iiber die Stéarke der induzierten SOC machen zu konnen. Grundsatzlich ware es
einleuchtend, dass sich ein System mit BL-G auf WS, anstelle von WSey dhnlich
verhalten wiirde. Es fehlen dazu aber scheinbar noch konkrete theoretische Vor-
hersagen, wodurch eine Ubertragung des Sachverhalts auf ein System von BL-G
auf WS, nur bedingt erlaubt ist.

4.3. Nachweis von Spin-Bahn-Kopplung

Grundséatzlich sind fiir den Nachweis von induzierter SOC in Graphen mehrere
unterschiedliche Verfahren bekannt. Im Rahmen dieser Arbeit sollte die Existenz
von induzierter SOC mit Hilfe von Magnetotransport-Messungen an Hallbar-
Strukturen gepriift werden. Deshalb kamen zur Untersuchung von induzierter
SOC grundsatzlich zwei bekannte Methoden in Frage. Zum einen wird erwartet,
dass fiir BL-G bei Messungen der Shubnikov-de-Haas-Oszillationen aufgrund der
Spinaufspaltung, hervorgerufen durch eine starke SOC, eine Schwebung auftritt
[8, 112-114]. Zum anderen sollte fiir ML-G bei Messungen zur schwachen Lo-
kalisierung im Langswiderstand R, eine zusétzliche schwache Antilokalisierung
nahe B, = 0T auftreten, die durch die starke SOC hervorgerufen wird. Neben
der schwachen Lokalisierung und der schwachen Antilokalisierung ( Berry-Phase),
im Folgenden WAL-Berry genannt, wird also zusétzlich eine weitere Form der
schwachen Antilokalisierung, die schwache Antilokalisierung (SOC), im Folgen-
den WAL-SOC genannt, erwartet. Wie die folgenden beiden Abschnitte zeigen
werden, sollen sich die beiden Methoden nicht nur zum qualitativen Nachweis
von induzierter SOC eignen, sondern grundséatzlich auch zur quantitativen Be-
stimmung der Starke dieser SOC.

4.3.1. Schwebung in den Shubnikov-de-Haas-Oszillationen

Wie bereits in den vorherigen Abschnitten erwahnt, fithrt die induzierte SOC in
Graphen zu einer relativ starken energetischen Spinaufspaltung. Mit Blick auf die
Bandstruktur in Abb. 4.2 bzw. Abb. 4.3 einer Graphen/WS,-Heterostruktur ist
die energetische Aufspaltung von Spin-Up- und Spin-Down-Zustanden sowohl im
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Leitungsband als auch im Valenzband gut erkennbar. Die Folge davon ist nun,
dass der Ladungstransport innerhalb der Heterostruktur von Ladungstréagern mit
eben diesen Spin-Up- und Spin-Down-Energien dominiert wird. Misst man nun
die Shubnikov-de-Haas-Oszillationen einer solchen Heterostruktur, so setzt sich
das Messsignal im Wesentlichen aus einer Uberlagerung dieser beiden energetisch
unterschiedlichen Spin-Up- und Spin-Down-Signale zusammen.

Uber elektromagnetische Wellen ist bekannt, dass die Uberlagerung von mindes-
tens zwei Wellen mit leicht unterschiedlichen Frequenzen und dhnlicher Ampli-
tude zu einer Schwebung in ihrer Summenwelle fithren kann [115]. Daher kann
die Uberlagerung der beiden dominierenden und energetisch unterschiedlichen
Spin-Up- und Spin-Down-Signale zu einer Schwebung in den Shubnikov-de-Haas-
Oszillationen fithren [8, 115].

Abb. 4.4 a) zeigt nun Schwebungen in den Shubnikov-de-Haas-Oszillationen, die
von [8] in BL-G/WSey-Heterostrukturen gemessen wurden. In Abb. 4.4 a) ist
erkennbar, dass die Schwebung von der angelegten Gatespannung U, und damit
von der Ladungstragerdichte n abhéngig ist und sich hin zu gréfSeren Magnetfeld-
werten verschiebt. Damit korreliert die Lage der Schwebung auch mit der Lage
der Fermi-Energie Fr [116]. Will man nun ermitteln, welche Frequenzen in den
Shubnikov-de-Haas-Oszillationen dominieren, so empfiehlt es sich eine schnelle
Fourier-Transformation (engl.: ,Fast Fourier Transformation“(FFT)) durchzu-
fithren [8]. Damit erhdlt man ein Frequenzspektrum wie in Abb. 4.4 b) gezeigt.
Wirft man einen Blick auf dieses Frequenzspektrum, so erkennt man, dass es ein
relativ schmales Frequenzband gibt, welches sich wiederum in zwei noch schmalere
Subbander mit jeweils einer dominierenden Hauptfrequenz f; und f> aufspaltet.
Diese beiden Frequenzen kénnen unter der Voraussetzung, dass eine starke SOC
im System vorhanden ist, nun den Spin-Up- und Spin-Down-Béndern zugeordnet
werden [8, 112-114]. Es gibt damit zwei dominierende Frequenzen f; und fy. Mit
Hilfe der folgenden Formel [116]:

fi="—n; miti=1,2 (4.16)
(&

kann man diesen beiden Frequenzen nun jeweils eine bestimmte Ladungstréger-
dichte ny, und ny, zuordnen. Fir die Differenz A f gilt demnach [116]:

2mh
Af=(fo=hH) = — (ng, —ngp) - (4.17)
Mit [116]:
2 2
Ej, = ﬂf ny, mit =12 (4.18)
m

kann man, sofern die effektive Masse m* bekannt ist, nun auch die Energieauf-
spaltung AE berechnen [116]:

2mh? eh
m* (nf2 - nfl) =

AE = (Ey, — Ey) = (fo=f1)- (4.19)

m*
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Abbildung 4.4.: In a) werden drei Kurven (schwarz, rot, blau) bei unterschiedli-
chen Gatespannungen gezeigt. Dabei handelt es sich konkret um die Shubnikov-
de-Haas-Oszillationen, die mit einer BL-G/WSe,-Heterostruktur gemessen wur-
den. Dabei zeigt sie eine Schwebung. Die Lage der Knotenpunkte (schwarze Pfeile)
ist dabei von der Gatespannung abhéangig und nimmt hier mit kleiner werdender
Ladungstragerdichte n kleinere Magnetfeldwerte an. In b) sieht man die Amplitu-
den, die aus einer FFT-Analyse resultieren. Man sieht hier fiir jede Gatespannung
ein aufgespaltenes Frequenzband. Diese Frequenzbénder implizieren grundsatz-
lich ein Hauptfrequenzband, das in die Shubnikov-de-Haas-Oszillationen mit ein-
flieit. Die Aufspaltung dieser Frequenzbander in zwei Subbénder soll hier auf die
induzierte SOC zuriickzufiihren sein. Genau wie bei den Schwebungen, wandert
auch das jeweilige Frequenzband fiir kleiner werdende Ladungstréagerdichten n
nach links hin zu kleineren Frequenzen. [8]

Diese Energiedifferenz entspricht nun der energetischen Spinaufspaltung in Spin-
Up- und Spin-Down-Bénder, die durch die induzierte SOC verursacht wird [8,
112-114, 116]. Damit kann man nun eine Aussage iiber die Stirke der induzier-
ten SOC machen. Zur Bestimmung dieser Energieaufspaltung muss man jedoch
zuerst noch den Wert der effektiven Masse m* bestimmen. Dazu sind Messungen
der Shubnikov-de-Haas-Oszillationen bei gleicher Ladungstragerdichte n, aber bei
unterschiedlichen Temperaturen 7" notig [117]. In Abb. 4.5 a) sind solche Mes-
sungen dargestellt [117]. Das Verhéltnis Ap,./p(B. = 0)T der Amplitude des
Schichtwiderstands Ap,, zum Widerstand p(B, = 0T) dieser sinusférmigen Os-
zillationen ist durch die Lifshitz-Kosevich-Beziehung [117]:

Apgs

B0 (4.20)

A T it 27T2l€BT/hwc
X ex - mi -
Vth€XP - ik sinh(2m2kpT /)

clp
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gegeben. Dabei entspricht w. = eB,/m* der Zyklotronfrequenz, 7, der Impulsre-
laxationszeit und 7y, dem thermischen Faktor [117]. Mit Hilfe dieser Bezichung
kann man nun durch Anpassung mit den beiden Fit-Parametern 7, und m* die
effektive Masse fiir die jeweilige Ladungstragerdichte n bestimmen [117]. Dabei
gilt, dass sich die Messkurve fiir gleiche Ladungstragerdichten n, aber bei un-
terschiedlichen Werten der Temperatur 7' und Magnetfeld B, immer nur fiir ein
einzelnes Wertepaar von 7, und m™* anpassen lasst, wodurch eine eindeutige Lo-
sung fiir die effektive Masse m* gegeben ist [117]. In Abb. 4.5 b) ist eine solche
Anpassung zusammen mit der jeweiligen Messkurve zu sehen. Durch den Erhalt
der effektiven Masse kann man abschlieend mit Hilfe von Gleichung (4.19) die
Energieaufspaltung berechnen, um die Starke der induzierten SOC zu bestimmen.

B, (T) B, (T)

Abbildung 4.5.: a) Schichtwiderstand p,, und Shubnikov-de-Haas-Oszillationen
fiir verschiedene Temperaturen 7" bei fester Ladungstragerdichte n. b) Schichtwi-
derstand p,, und Shubnikov-de-Haas-Oszillationen fiir zwei verschiedene Tempe-
raturen 7' = 10K und 7' = 40 K bei fester Ladungstragerdichte n (durchgehende
Linien). Auflerdem sind die Fit-Kurven fiir bestimmte Werte von 7, und m* zu
sehen (gestrichelte Linien). Entnommen aus [117] und grafisch nachbearbeitet.
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4.3.2. Schwache Antilokalisierung (SOC)

Wie bereits in einigen Arbeiten gezeigt wurde, kann man die proximity-induzierte
SOC mit Hilfe von Messungen der WAL-SOC nachweisen und deren Starke be-
stimmen [8-10]. Wie die Messungen in Abschnitt 3.3.4, werden auch diese Mes-
sungen an Proben mit relativ kleinen Ladungstriagerbeweglichkeiten, in der Regel
im diffusiven Regime, durchgefiihrt, da fir das Auftreten dieses Interferenzef-
fekts Streukorper notwendig sind [8-10]. Damit tiberlagern sich die Messungen
der WAL-SOC mit den Messungen von schwacher Lokalisierung und WAL-Berry
aus Abschnitt 3.3.4. Es liegt dadurch eine Uberlagerung von drei unterschied-
lichen Interferenzeffekten vor, wobei es zwei verschiedene Arten von schwacher
Antilokalisierung gibt, die jeweils unterschiedliche Ursachen haben. Wéhrend die
bereits beschriebene WAL-Berry aus Abschnitt 3.3.4 aufgrund der Berry-Phase
(A¢ = m) von ML-G als relativ breiter Peak am Nullpunkt des magnetischen
out-of-plane Feldes B, auftritt, tritt die andere Form, die WAL-SOC, aufgrund
der induzierten SOC als relativ schmaler Peak am Nullpunkt des magnetischen
out-of-plane Feldes B, auf [8-10]. Die Ursache fiir das Auftreten einer WAL-SOC
liegt darin, dass der Elektronenspin in einer Schleifenbewegung bei jedem Streuer-
eignis aufgrund der SOC eine gewisse Rotationsbewegung erfahrt [77]. Dadurch
kann die schwache Lokalisierung in WAL-SOC umgekehrt werden, weil der Kor-
rekturterm in der Leitfdhigkeit einen Vorzeichenwechsel erféhrt [77, 118]. Auf die
mathematische Beschreibung der WAL-SOC wird nun genauer eingegangen.

Mathematische Beschreibung von schwacher Lokalisierung und schwacher
Antilokalisierung

Grundsitzlich gibt es zwei Formeln, um die Uberlagerung dieser drei Interferenz-
effekte zu beschreiben. Fiir den allgemeinen Fall ist die Korrektur der Leitfdhig-
keit Ao (B,) durch die folgende Beziehung gegeben [10, 64]:

2 1 -1
AU(Bz) S lF (TBZ1> _F< b _1> - 2F< T_Bf 1 )
2mh ¢ + QTasy + Tasy + Tsym
1 -1
(T ) op (B ) 4P
(Td) + 2Tw1> <T¢ + 7 1) < Ly 27' + 27';811)
-1

;; ;;

+2F z + 2F z
( _1+T—1+2T(;é> (qul+27' +7'(;71J+7';y}n)

4AF .
V14 Ta—s; + Ts;,ln

(4.21)

Dabei gilt 75" = 4eDB, /hund F(z) = In(z) + (0.5 + 271), wobei ¢ wieder die
sogenannte Digammafunktion ist [10, 64]. Weitere wesentliche Parameter sind die
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Streuzeiten 7, (Phasenstreuzeit), 7, (Intervalley-Streuzeit), 7,1 = 7., + Tintra

(mit der Intravalley-Streuzeit Tinirq), Tasy (asymmetrische Spin-Bahn-Streuzeit)
und 7y, (symmetrische Spin-Bahn-Streuzeit) [10, 64]. Falls 7;, gentigend klein
ist, kann man Gleichung (4.21) vereinfachen [8, 10, 64]. In diesem Fall erhélt man
die folgende Beziehung [8, 10, 64]:

2 —1 -1 —1
Aoc(B) = —— [P (B ) = F (B ) —2F (2
2mh |\ Tyt 2Tay o F Tasy T Toym

(4.22)

Mit Hilfe dieser beiden Formeln kann man das Zusammenspiel dieser drei Effekte
und den entsprechenden Kurvenverlauf beschreiben.

Messung und Simulation von WAL-SOC

Fiihrt man nun Magnetotransport-Messungen durch, um die WAL-SOC zu mes-
sen, so kommt ein komplexer Kurvenverlauf zustande. In der Regel tiberlagern
sich dabei vier Effekte. Darunter die schwache Lokalisierung, die beiden Typen
der schwachen Antilokalisierung (WAL-Berry und WAL-SOC) und die aus Ab-
schnitt 3.3.5 bekannten UCF. Wie in 3.3.5 bereits beschrieben, lassen sich die
UCF weitgehend herausmitteln, indem man einen Mittelwert tiber mehrere Mess-
kurven bildet. Im Idealfall wiirde sich dann das Restsignal aus den drei anderen
Effekten zusammensetzen. Um den Kurvenverlauf des Restsignals zu veranschau-
lichen, wurde eine Simulation mit Hilfe von Formel (4.21) durchgefiihrt (vgl. Abb.
4.6 und 4.7).
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Abbildung 4.6.: a) zeigt simulierte Kurven fiir verschiedene Werte von 7,. b)
zeigt simulierte Kurven fiir verschiedene Werte von 7;, und 7j,4. Die weiteren
fest gewdhlten Parameter kénnen fiir die jeweilige Abbildung aus Tabelle 4.1
entnommen werden.
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Abb. To [pS] Tiv [ps} Tintra [PS] Tasy [pS] Tsym [pS] D [mQS_l]
4.6 a) | wvar 3,0 0,2 5,0 5,0 0,05
4.6 b) | 10,0 var var 5,0 5,0 0,05
4.7a) | 10,0 3,0 0,2 var 10,0 0,05
4.7b) | 10,0 3,0 0,2 10,0 var 0,05

Tabelle 4.1.: Fit-Parameter fiir Abb. 4.6 a) und b) und fir Abb. 4.7 a) und
b). Dabei stehen die Variablen var fir die variierten Werte aus der jeweiligen
Abbildung.

In Abb. 4.6 a) sind simulierte Kurven fiir verschiedene Phasenstreuzeiten 74 zu
sehen. Alle anderen Parameter sind dabei fest und kénnen aus Tabelle 4.1 ent-
nommen werden. Fir groe Werte von 7, sind alle drei Effekte, WAL-Berry,
WAL-SOC und die schwache Lokalisierung, sichtbar. Mit abnehmender Phasen-
streuzeit 7, verschwindet als erstes der Peak der schwachen Antilokalisierung,
der durch die SOC verursacht wird (WAL-SOC). Als néchstes verschwindet die
schwache Lokalisierung und zuletzt die WAL-Berry. Damit steht fest, dass die
drei Effekte unterschiedlich stark von der Phasenkoharenz 7, und damit auch
von der Temperatur 1" des Systems abhéngen.

In Abb. 4.6 b) sind Kurven fiir unterschiedliche Werte von 7;, und 74, darge-
stellt, wobei auch hier die anderen Parameter fest gewéhlt wurden und in Tabelle
4.1 enthalten sind. Man erkennt nun, dass sich der Peak fiir die WAL-SOC nahe
dem Nullpunkt des Magnetfeldes B, nicht wesentlich verdndert. Dagegen zeigt
sich, dass die schwache Lokalisierung nahe dem Nullpunkt des Magnetfeldes B,
mit steigenden Werten von 7;, und 7, in die WAL-Berry iibergeht (vgl. Ab-
schnitt 3.3.4). Das zeigt zum einen, dass die Form des Peaks von der WAL-SOC
nicht von 7, und 7., abhidngt. Zum anderen zeigt dies, dass das Auftreten
von schwacher Lokalisierung und WAL-Berry von den beiden Streuparametern
Tiv Und Ty abhéngig ist. Das bedeutet nun, dass die Reinheit der Probe, aber
auch der Probenrand und damit vor allem die Breite der Hallbar einen erheb-
lichen Einfluss darauf haben kann, wie stark die schwache Lokalisierung bzw.
WAL-Berry in den Messungen ausgeprégt ist [104].

Bei Betrachtung von Abb. 4.6 a) und b) fillt auflerdem auf, dass fiir feste Werte
VON T,y Und Ty, lediglich die Phasenstreuzeit 74 einen wesentlichen Einfluss auf
die Form des Peaks nahe B, = 0T hat. Damit lasst sich sagen, dass man 7, bei
Durchfithrung einer Kurvenanpassung fiir feste Werte von 7,,, und 7y, zuver-
lassig bestimmen kann.

In Abb. 4.7 a) und b) ist die Abhéngigkeit des Kurvenverlaufs von der Streuzeit
der asymmetrischen SOC-Terme 7,,, und von der Streuzeit der symmetrischen
SOC-Terme 7y, dargestellt. Auch hier sind die jeweils anderen Parameter fest
gewdhlt und fir die jeweilige Abbildung in Tabelle 4.1 aufgefiithrt. Es zeigt sich,
dass der Peak der WAL-SOC nahe dem Nullpunkt des magnetischen Feldes B,
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Abbildung 4.7.: a) zeigt simulierte Kurven fiir unterschiedliche Werte von 7.
b) zeigt simulierte Kurven fiir unterschiedliche Werte von 7,,. Die weiteren fest
gewahlten Parameter konnen fiir die jeweilige Abbildung aus Tabelle 4.1 entnom-
men werden.

mit fallenden Werten von 7,5, bzw. 74, stark ansteigt. Dabei wird auch die
schwache Lokalisierung nach und nach zerstort, wahrend der Kurvenverlauf fiir
groflere Magnetfelder B, und damit die WAL-Berry nur wenig seine Form ver-
andert. Es fallt auBerdem auf, dass sich die Gréfie des Peaks starker mit 7,4, als
mit 7y, andert. Daher kann man sagen, dass der Hauptbeitrag zu diesem Peak
wesentlich von 7,5, verursacht wird.

Fiir die Bestimmung von 74 lésst sich anhand 4.7 a) und b) Folgendes sagen:
Sowohl die beiden Parameter 7,5, und 7y, als auch 7, haben einen Einfluss auf
die Form des Peaks nahe B, = 0T. Bei genauerer Betrachtung erkennt man
jedoch, dass 7,5, und 7, vor allem die Hohe der Peaks beeinflussen und nur
wenig die Breite des Peaks. Die Breite des Peaks dndert sich dagegen hauptséch-
lich bei Anderung von 74, wie man in 4.6 a) sehen kann. Damit lésst sich sagen,
dass der Wert von 7,4 die Breite des Peaks nahe B, = 0T wesentlich vorgibt.
Dadurch lasst sich 74 bei einer Kurvenanpassung bereits recht genau bestimmen.
Ein Abgleich von 74 mit den Werten fir 7ycr aus einer Analyse von UCF und
Autokorrelationsfunktion nach Abschnitt 3.3.5 erlaubt eine weitgehend zuverlés-
sige Bestimmung von 7,. Fiir die anderen Parameter ergeben sich im Rahmen
einer Kurvenanpassung mehrere mogliche Parameterkombinationen, sodass diese
Parameter am Ende nur mit einem gewissen Fehler angegeben werden konnen.

Spin-Bahn-Parameter und Streumechanismen

Den beiden Streuzeiten 7,4, und 7, werden bestimmte Streumechanismen und
Ursachen zugeschrieben [97]. Der Streuparameter 7,5, wird vor allem durch die
Rashba-SOC des Systems beeinflusst und die Dyakonov-Perel (DP) Spinrelaxa-
tion wird 7,4, als wesentlicher Streumechanismus zugeschrieben [97]. Dagegen



67 4.4. Die Stdrke der Spin-Bahn-Wechselwirkung

unterliegt 7y, vor allem der Elliot-Yafet (EY) Spinrelaxation, welche vor allem
durch die intrinsische SOC und die Valley-Zeeman-SOC verursacht wird, wobei
angenommen wird, dass die Valley-Zeeman-SOC stark dominiert [97]. Aus dem
Verhéltnis 7,4,/ Tsym lasst sich auBerdem der sogenannte Anisotropiefaktor der
Spinrelaxation bestimmen, der fiir Anwendungen zum Spintransport eine wichti-
ge Grofle darstellt [97]. Hat man nun die Streuparameter bestimmt, so kann man
mit der Impulsrelaxationszeit 7, und den Formeln [97]:

h
Ap= (4.23)
VA Tasy * Tp

und
h
N ey, —
V 1. Tsym * Tiv

die beiden wesentlichen SOC-Parameter Agp (Rashba-SOC) und Ayz (Valley-
Zeeman-SOC) bestimmen und damit die SOC charakterisieren [97].

(4.24)

4.4. Die Starke der Spin-Bahn-Wechselwirkung

Diese Arbeit beschéftigt sich mit der Frage, ob und wie man die proximity-
induzierte SOC in Graphen/TMDC-Heterostrukturen tunen kann. In bisherigen
Arbeiten wurde die induzierte SOC zwar nachgewiesen und deren Stérke be-
stimmt, aber ein Vergleich dieser Ergebnisse zeigt jedoch, dass die Starke der
SOC von Probe zu Probe stark abweichen kann. Die Frage ist nun, welche Ein-
flussfaktoren auf die proximity-induzierte SOC es gibt und wie man diese nutzen
kann, um die Starke der proximity-induzierten SOC zu kontrollieren.

4.4.1. Die Wahl des TMDCs

TMDCs weisen wegen ihrer relativ schweren Ubergangsmetallatome eine star-
ke SOC auf, welche man durch proximity-Kopplung zu einem gewissen Teil in
Graphen induzieren kann [8, 63, 119]. Durch die Wahl von TMDCs mit z.B.
schwereren bzw. leichteren Ubergangsmetallatomen sollte es grundsitzlich mog-
lich sein, die proximity-induzierte SOC in gewissem Mafle zu tunen [8,; 63, 119].
Auch die Art der Chalkogenatome scheint dabei eine wesentliche Rolle zu spielen
8, 63, 119]. Berechnungen und Experimente aus [8, 63, 119] deuten darauf hin,
dass man durch die Wahl des TMDC-Materials die proximity-induzierte SOC
in Graphen/TMDC-Heterostrukturen mafigeblich beeinflussen kann. Die SOC
lediglich durch die Wahl eines bestimmten TMDCs zu tunen ist aber nicht un-
bedingt die einfachste und eleganteste Losung, da mit verschiedenen Materialien
auch anderweitige Materialeigenschaften einhergehen, die fiir Heterostrukturen
mit Graphen zu beriicksichtigen sind (z.B. Anderung der Bandstruktur) [63]. Die
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Abhéangigkeit der SOC von der Wahl des TMDCs wurde in dieser Arbeit nicht
weiter untersucht. Es wurden stattdessen Materialien verwendet, von denen aus
bisherigen Arbeiten bereits bekannt war, dass damit eine relativ starke SOC in
Graphen induziert werden kann [8-10, 119].

4.4.2. Dicke des TMDCs

Die proximity-induzierte SOC hangt stark von der Hybridisierung der 7-Orbitale
des Graphens mit den dufleren Orbitalen des TMDCs ab. Daher ist die Aus-
priagung dieser Hybridisierung entscheidend fiir die Starke der induzierten SOC.
Nun stellt sich die Frage, ob die Dicke der TMDC-Schicht einen Einfluss auf die
proximity-induzierte SOC hat. Betrachtet man eine mehrlagige TMDC-Schicht
auf einer Graphen-Schicht liegend, so ist anzunehmen, dass lediglich die 7-Orbitale
des Graphens mit den dufleren Orbitalen der ersten TMDC-Lage iiberlappen [3,
24]. Die Orbitale der anderen TMDC-Schichten diirften dabei keinen Einfluss
mehr auf die Kopplung haben, wodurch diese die proximity-induzierte SOC in
Graphen nicht weiter verstiarken dirfte. Es ist daher anzunehmen, dass die SOC
mit zunehmender Lagenanzahl des TMDCs jedenfalls nicht ansteigen sollte.

In [119] zeigt ein Vergleich von ML-G auf ML-TMDC mit ML-G auf Bulk-TMDC,
dass die proximity-induzierte SOC fiir ML-G auf ML-TMDC hoéher ist, als fir
ML-G auf Bulk-TMDC [119]. Als Grund dafiir wurde die unterschiedliche Fle-
xibilitdt von ML-TMDC und Bulk-TMDC genannt [119]. Wahrend Bulk-TMDC
relativ steif ist, ist ML-TMDC sehr flexibel, wodurch sich letzteres besser an die
Oberflachenstruktur des Graphens anpassen kann und damit im Mittel néher
am Graphen liegen dirfte als Bulk-TMDC [119]. Dadurch wére fir ML-G auf
ML-TMDC eine héhere proximity-induzierte SOC zu erwarten als fiir ML-G auf
Bulk-TMDC [119].

Unabhéngig von den Ergebnissen aus [119] stellt sich die Frage, ob dieser Ver-
gleich aus [119] verlédsslich ist, da man fiir die Experimente die jeweiligen Hete-
rostrukturen aus einzelnen TMDC-Flocken gebildet hat, die moglicherweise auf
unterschiedliche Art und Weise hergestellt wurden [119]. Es kann also durchaus
sein, dass die Qualitat der verwendeten TMDCs in dieser Arbeit nicht einheit-
lich ist, wodurch die Auswertung der Messergebnisse eben diese unterschiedli-
chen Resultate lieferte. Es ist aulerdem unklar, ob in dieser Arbeit noch andere
Einflussfaktoren wie z.B. die Winkelorientierung berticksichtigt wurden. Aktu-
ell scheint daher noch nicht ganz klar zu sein, ob die Schichtdicke des TMDCs
tatsachlich einen entscheidenden Einfluss auf die proximity-induzierte SOC in
Graphen hat. Sollte sich die Dicke des TMDCs tatséchlich, wie in [119] beschrie-
ben, auf die proximity-induzierte SOC auswirken, so ware es prinzipiell moglich,
die SOC durch gezielte Wahl der Lagenanzahl des TMDCs zu tunen. Wie man
weiter unten in Abschnitt 6.2 noch sehen wird, wurde dieser Sachverhalt anhand
einer Probe weiter untersucht.
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4.4.3. Drehwinkel zwischen Graphen und TMDCs

In diesem Abschnitt wird nun genauer betrachtet, inwieweit die Winkelorientie-
rung zwischen den beiden Materialien einer ML-G/TMDC-Heterostruktur einen
Einfluss auf die proximity-induzierte SOC hat. Diese Winkelorientierung wurde in
bisherigen experimentellen Arbeiten in Zusammenhang mit proximity-induzierter
SOC in ML-G/TMDC-Heterostrukturen meist nicht beachtet. Die Winkelorien-
tierung kann in Heterostrukturen aus 2D-Materialien aber bekanntlich einen er-
heblichen Einfluss auf die Materialeigenschaften haben, wie beispielsweise bereits
an Graphen/hBN Moiré-Ubergittern gezeigt wurde [120]. Aus diesem Grund stellt
sich nun die Frage, ob bzw. wie stark sich der relative Drehwinkel zwischen einer
ML-G- und einer TMDC-Schicht auf die induzierte SOC auswirkt?

Zu diesem Sachverhalt gibt es nun bereits umfangreiche Berechnungen [20-22].
Dabei unterscheiden sich die Arbeiten in ihrer Vorgehensweise zur Berechnung
der Drehwinkelabhangigkeit der SOC [20-23]. Die Berechnungen von [20, 22]
basieren dabei auf dem Tight-Binding-Modell. Im Gegensatz dazu wurden die
Berechnungen in [21, 23] mit Hilfe der Dichtefunktionaltheorie (DFT) durch-
gefithrt, wobei ebenfalls eine Drehwinkelabhangigkeit der proximity-induzierten
SOC gezeigt werden konnte [21, 23|. Genauere Informationen zu den jeweiligen
Berechnungsmethoden finden sich in [20-23]. Im Folgenden wird lediglich genauer
auf die Ergebnisse der jeweiligen Berechnungen von [22], [21] und [23] eingegan-
gen, da in diesen drei Arbeiten die Berechnungen speziell fiir die hier verwendeten
Materialien WSy und WSe, durchgefithrt wurden.

Ergebnisse von Y. Li et al. [22]

Die wesentlichen Ergebnisse aus [22] werden in Abb. 4.8 a) und b) gezeigt. Dort
ist der energetische Verlauf der jeweiligen SOC-Parameter am Beispiel von ML-G
auf ML-WSes bzw. auf ML-WS, in Abhangigkeit vom Drehwinkel a dargestellt
[22].

Man erkennt, dass Ar, der Parameter fiir die Rashba-SOC, bei einem Winkel
nahe 15° fir WS, bzw. bei einem Winkel nahe 19° fiir WSe, maximal wird und
in beiden Féllen hin zu 0° bzw. 30° stark abfallt [22]. Betrachtet man nun den
Verlauf von Ay, so erkennt man, dass Ay z sowohl fir WS, als auch fiir WSe,
nahe 17° ein Maximum besitzt und ebenfalls hin zu 0° bzw. 30° stark abfallt [22].
Bei 0° nimmt Ay 7 in beiden Fallen einen Energiewert an, der grob der Hélfte des
jeweiligen Maximalwerts von Ay z entspricht [22]. Bei einem Winkel von 30° geht
Avz in beiden Fallen dagegen gegen null, wodurch hier der Beitrag von Ay zur
Energieaufspaltung verschwindet [22]. Es besteht damit die Moglichkeit, durch ge-
zieltes Einstellen des Drehwinkels auf 30°, den Beitrag der Valley-Zeeman-SOC
zur Gesamt-SOC auf null zu reduzieren [22]. Die beiden Parameter Az und Ay z
heben bekanntlich die Spinentartung von Valenz- und Leitungsband in der Band-
struktur von ML-G auf [22]. Es entsteht daher eine Energieaufspaltung Ey;:, die
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Abbildung 4.8.: a) und b) zeigen den energetischen Verlauf der SOC-Parameter
Ar (orange) und Ay z (blau) fiir WS, und WSey in Abhéngigkeit vom Drehwinkel
a zwischen ML-G und dem jeweiligen TMDC. Auflerdem ist der Verlauf der
Spinaufspaltung Ep;: (rot) und der Bandliicke E,,, (grin) fiir WS, und WSey
in Abhéngigkeit vom Drehwinkel o zwischen MIL-G und dem jeweiligen TMDC
dargestellt. Entnommen aus [22] und grafisch nachbearbeitet.

sowohl von Ag als auch von Ay abhéngig ist [22]. Diese Energieaufspaltung lésst
sich berechnen mit [22]:

Esplit = ()\%/Z + )\%)1/2 (425)

und ist dquivalent zur Energieaufspaltung AE aus Gleichung (4.19).

Durch die proximity-induzierte SOC entsteht neben der Energieaufspaltung auch
eine Bandliicke in der Bandstruktur zwischen dem Valenz- und Leitungsband des
ML-Gs [22]. Dazu tragen ebenfalls die beiden Parameter Ag und Ayz bei [22].
Die Bandliicke Ey,, kann man demnach berechnen mit [22]:

Egap = |Avz AR/ (AL 5 + AR)Y? (4.26)

Zusammenfassend zeigt die Theorie, dass die Parameter Az und Ay z und damit
auch die Parameter Fy,, und Ej,;; stark vom Drehwinkel abhéngen, wodurch im
Allgemeinen eine starke Drehwinkelabhéngigkeit der proximity-induzierten SOC
gegeben ist [22].
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Ergebnisse von T. Naimer et al. [21]

In Abb. 4.9 a) und b) werden die wesentlichen Ergebnisse nach den Berechnungen
aus [21] gezeigt.
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Abbildung 4.9.: a) und b) zeigen den energetischen Verlauf der SOC-Parameter
Ar (rot) und Ay z (blau) fir WS, und WSe, in Abhéngigkeit zum Drehwinkel «
zwischen ML-G und dem jeweiligen TMDC. Entnommen aus [21] und grafisch
nachbearbeitet.

Fiir die Rashba-SOC lésst sich sagen, dass die SOC fiir a) von 0° hin zu ca. 27°
ansteigt und danach hin zu 30° stark abféllt [21]. In b) steigt die Rashba-SOC bis
zu einem Maximum bei ca. 19° an und fallt dann bis ca. 28° leicht ab. Danach féllt
die Rashba-SOC hin zu 30° wiederum stark ab [21]. Fiir die Valley-Zeeman-SOC
sieht es in beiden Féllen a) und b) so aus, dass die Kurven bei 0° ein Maximum
und bei 30° ein Minimum nahe dem energetischen Nullpunkt besitzen [21]. Der
Kurvenverlauf zwischen 0° und 30° fallt in beiden Féllen a) und b) grundsétzlich
von 0° hin zu 30° ab, allerdings gibt es je einen signifikanten, stark abfallenden
Ausreifler bei ca. 13° bis 14° fir WS, und einen bei ca. 7° fiir WSe, [21].

Ergebnisse von K. Zollner et al. [23]

Fiir die Arbeit von K. Zollner et al. [23] wurde wie in der Arbeit von T. Naimer
et al. [21] die Dichtefunktionaltheorie angewandt, um Aussagen tiber die Stér-
ke der SOC-Parameter in Abhéngigkeit des Drehwinkels machen zu kénnen. Die
Ergebnisse dieser beiden Arbeiten unterscheiden sich zum Teil, da fiir die Berech-
nungen unterschiedliche Annahmen gemacht wurden, wodurch sich dann auch die
verwendeten Parameter unterschieden. Beispielsweise wurde in [23] ein viel kleine-
rer Wert fiir die Verspannung des ML-Gs in einer ML-G/TMDC-Heterostruktur
angenommen, als es in der Arbeit von T. Naimer et al. [21] der Fall war. Somit
ergaben sich mit [23] weitere mogliche Ergebnisse fiir die SOC-Parameter in Ab-
héngigkeit zum Drehwinkel . Diese sind in Abb. 4.10 a) und b) dargestellt.

Betrachtet man nun die Kurven der Rashba-SOC aus 4.10 a) so féllt Folgendes
auf. Fir WSey steigen die Werte fiir 0° bis ungefdhr 13° nur leicht von etwa
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Abbildung 4.10.: a) zeigt den energetischen Verlauf von Ag und b) zeigt den ener-
getischen Verlauf von Ay fir die beiden Materialien WSes (schwarz) und WS,
(griin) in Abhéngigkeit zum Drehwinkel @ zwischen ML-G und dem jeweiligen
TMDC. Entnommen aus [23] und grafisch nachbearbeitet.

0,5meV bis etwa 0,6 meV an. Zwischen 14° bis ungefahr 19° zeigt sich ein Maxi-
mum bei etwa 0, 8 meV. Fiir Winkel ab 19° bis 25° fallen die Werte wieder auf ca.
0,5meV ab. Hin zu 30° zeigt sich noch ein leichter Anstieg auf etwa 0,6 meV. Fiir
WS, zeigt sich von 0° bis 22.5° ein dhnliches Bild. Dabei liegt Ag bei ungefédhr
0° bei ca. 0,2meV und steigt auf einen maximalen Wert von ungefdhr 0,4 meV
an, um danach wieder auf ca. 0,2meV abzufallen. Von 22.5° bis 30° scheint \g
dann mehr oder weniger konstant zu bleiben. Betrachtet man nun die Kurven
der Valley-Zeeman-SOC aus 4.10 b) so erkennt man, dass die Ayz sowohl fir
WSe, als auch fiir WS, iiber den gesamten Bereich von 0° bis 30° trotz mehrerer
Ausreifler von etwa 1, 1meV auf 0 meV abfillt.

Vergleicht man nun die Ergebnisse von [22] mit denen aus [21] und [23], so gibt
es teilweise groflere Unterschiede, aber auch gewisse Gemeinsamkeiten. Betrach-
tet man die Rashba-SOC bei 0°, so nimmt diese sowohl in [22] als auch in [21]
und [23] fiir beide TMDCs relativ kleine Werte an. Auch die Energiewerte dieser
Punkte liegen hier bei 0° nahe beieinander. Vergleicht man die Ergebnisse der
Rashba-SOC bei 30°, so passen diese fiir WS, fiir [22] und [21] sehr gut zusam-
men, bei WSe, gibt es dagegen einen deutlichen Unterschied zwischen allen drei
Ergebnissen. Sieht man sich nun den Kurvenverlauf zwischen 0° und 30° an, so
ist fiir WSes in allen Fallen ein Maximum im Bereich von etwa 15° bis 20° zu
finden, allerdings gehen hier die berechneten Energiewerte vor allem im Bezug
auf [22] in ihrer Grofle relativ weit auseinander. Fir WSy zeigt sich ein géanz-
lich anderer Kurvenverlauf. Wéhrend in [22] bei ca. 15° ein Maximum erwartet
wird, zeigt sich ein solches Maximum in [21] dagegen nicht, in [23] jedoch schon,
wobei auch hier ein recht grofler quantitativer Unterschied vorliegt. In [21] tritt
stattdessen bei ca. 28° ein Maximum auf. Vergleicht man nun die Berechnungen
der Valley-Zeeman-SOC, so zeigen die Kurven von [21] und [23] zwar ein dhnli-
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ches Verhalten, im Vergleich mit [22] zeigt sich jedoch sowohl qualitativ als auch
quantitativ ein ganz anderer Kurvenverlauf fiir die beiden Materialien WS, und
WSe, [21-23]. Lediglich bei 30° zeigt sich in allen drei Féllen fiir beide TDMCs,
dass die Valley-Zeeman-SOC gegen null geht und damit verschwindet [21-23].
Die teilweise stark voneinander abweichenden Ergebnisse zeigen hier eine gewisse
Komplexitéit des gesamten Sachverhalts. Allerdings legen alle genannten Arbeiten
[20-23] nahe, dass die proximity-induzierte SOC einer starken Winkelabhdngig-
keit unterliegen muss. Dadurch sollte die induzierte SOC durch die Wahl eines
bestimmten Drehwinkels einstellbar sein. Im Rahmen dieser Arbeit wurde dieser
Sachverhalt experimentell genauer untersucht (vgl. Abschnitt 6.3).

4.4.4. Zwischenlagenabstand von TMDCs auf ML-G

Grundsétzlich kann die Wechselwirkung zwischen zwei Atomen, die nicht durch
chemische Kréifte aneinander gebunden sind, mit dem Lennard-Jones-Potential
(LJ-Potential) beschrieben werden (vgl. Abb. 4.11) [65, 121]. Dabei wirken fur
groflere zwischenatomare Abstédnde (r > rgg) attraktive Van-der-Waals-Kréfte.
Bei kleineren Abstédnden (r < rgg) kommt es zur sogenannten Pauli-Repulsion
(65, 121]. Diese repulsiven Kréfte kommen dadurch zustande, dass durch gro-
Beren Uberlapp der Atomorbitale die Elektronen héhere Atomorbitale besiedeln
miissen, weil aufgrund des Pauli-Prinzips keine Zustédnde in den bereits besetzten
unteren Orbitalen mehrfach besetzt sein dirfen [65, 121]. Um jedoch héhere Ato-

V(r)4

Pauli-
Repulsion

A 4

Attraktive Kraft

Abbildung 4.11.: Die rote Kurve zeigt den Verlauf des LJ-Potentials. Dabei wirkt
fir kleinere interatomare Absténde (r < rg¢) die Pauli-Repulsion und fiir groBere
interatomare Abstande (r > rgq) wirken attraktive Krafte zwischen den Atomen.
€ beschreibt auflerdem die Tiefe des Potenzialtopfs an der Stelle rq¢, bei der das
Kréftegleichgewicht eintritt. o stellt den Abstand r dar, bei dem das LJ-Potential
eine Nullstelle besitzt. Entnommen aus [65, 121] und grafisch nachbearbeitet.

morbitale mit Elektronen besetzen zu konnen, benotigt das System Energie, die
dem System zugefithrt werden muss [65, 121]. Am Verlauf des LJ-Potentials kann
man sehen, dass die Pauli-Repulsion bei kleiner werdenden Abstidnden schnell an-
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steigt, wodurch immer mehr Energie aufgebracht werden muss, um noch einen
spirbaren Effekt auf den interatomaren Abstand r zu haben.

Betrachtet man nun nicht mehr nur einzelne Atome, sondern die Atomlagen
einer Heterostruktur, so muss man nach [122, 123] anstelle des LJ-Potentials
das Kolmogorov-Crespi-Potential (KC-Potential) zur Beschreibung des Potenti-
als verwenden, da beim LJ-Potential beispielsweise keine unterschiedlichen Git-
terkonstanten und nur ideale A A-Stapelfolgen berticksichtigt werden kénnen [122,
123]. Auch beim KC-Potential wirken abhéngig vom Zwischenlagenabstand r;, at-
traktive oder repulsive Krafte. Daher wirken beide Potentiale prinzipiell ahnlich
auf die Verdnderung des Zwischenlagenabstands bzw. interatomaren Abstands 7.
Auf das KC-Potential wird hier aus diesem Grund nicht genauer eingegangen.
Fiir genauere Informationen zum KC-Potential siehe z.B. [122, 123].
Bekanntlich hangt die proximity-induzierte SOC stark von der Hybridisierung der
m-Orbitale des Graphens mit den duBeren Orbitalen des TMDCs ab [3, 24]. Die
Stiarke SOC hangt daher wesentlich vom Uberlapp der an der Kopplung betei-
ligten Atomorbitale ab [3, 24]. Wird der Zwischenlagenabstand r;, zwischen den
beiden proximity-gekoppelten Lagen reduziert bzw. vergréfiert, so wird der Uber-
lapp der Orbitale grofier bzw. kleiner [3]. Damit kann die proximity-induzierte
SOC durch Anderung des Zwischenlagenabstands 7 sowohl gesteigert als auch
verringert werden [3, 24].

In der Praxis kann man durch Anlegen von hohem mechanischem Druck den
Zwischenlagenabstand rj verkleinern, wodurch zu erwarten ist, dass die Starke
der proximity-induzierten SOC erhoht wird [3, 24]. Gemé$ dem LJ- bzw. KC-
Potentials werden jedoch fiir immer kleinere Zwischenlagenabstéinde r; immer
hohere Driicke notwendig, um die SOC zu steigern. Da aber sowohl Probe als
auch Versuchsaufbau nur gewissen Driicken standhalten kann, ohne zerstort zu
werden, ist auch die Steigerung der proximity-induzierten SOC in gewissem Mafe
begrenzt. In [24] schon eine gewisse Druckabhéngigkeit der proximity-induzierten
SOC in ML-G/WSey-Heterostrukturen gezeigt. Hier sollte das mit Hilfe einer wei-
teren Probe weiter untersucht und bestétigt werden (vgl. Abschnitt 6.4).



5. Probenherstellung

Dieses Kapitel widmet sich der Probenherstellung. Fiir die Untersuchungen die-
ser Arbeit wurden unterschiedliche Probentypen hergestellt. Im Folgenden sollen
die einzelnen, fiir die Probenherstellung notwendigen, Prozessschritte beschrie-
ben werden. Eine genauere Prozessdokumentation mit weiteren detaillierteren
Informationen findet sich als Beiwerk in Anhang Kapitel A.

5.1. Vorbereitung der Probensubstrate

Zu Beginn der Probenherstellung wurden ca. 1 x 1cm? grofie Si/SiOy-Substrate
hergestellt (vgl. A.1). Die untere Schicht dieser Substrate bestand dabei aus stark
positiv dotiertem Silizium (p™*-Si), wahrend die obere Schicht aus 90 oder 285 nm
SiOy bestand. Im néchsten Schritt wurden diese Substrate gereinigt. Dazu wur-
den die Chips in Bechergldser mit Aceton gegeben und in ein Ultraschallbad
gestellt. Nachdem die Chips kurz nacheinander in ein Becherglas mit Isopropa-
nol getaucht und anschlieend mit Stickstoff trocken geblasen wurden, konnten
die Chips anschliefend in einen Plasmaverascher gegeben werden, um dadurch
vor allem die restlichen organischen Rickstande zu 16sen (vgl. A.2). Nach diesem
Prozess waren die Substrate bereit fiir weitere Schritte.

5.2. Herstellung der Flocken

Fir die Herstellung der verwendeten Flocken mussten verschiedene Verfahren
angewandt werden. Diese waren sowohl abhangig vom Material als auch von der
gewiinschten Schichtdicke. Abbildung 5.1 zeigt Beispiele der erhaltenen Flocken.
Im Folgenden wird deren Herstellung beschrieben.

5.2.1. Herstellung von Monolagen- und Bilagen-Graphen

Im Rahmen dieser Arbeit wurde einerseits ML-G zur Messung von WAL-SOC be-
nutzt. Andererseits wurde aber auch BL-G zur Messung einer Schwebung in den
Shubnikov-de-Haas-Oszillationen verwendet. Die Herstellungsmethode von Gra-
phen unterschiedlicher Schichtdicke unterscheidet sich hier nicht. Fiir die Herstel-
lung der Flocken wurde ein Graphitkristall mit Hilfe eines Klebebandes exfoliert.
Das Klebeband mit den so erhaltenen diinnen Graphitschichten wurde danach

5
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Abbildung 5.1.: Die Abbildung zeigt Flocken unterschiedlicher Materialien und
Schichtdicken. Der Fokus liegt dabei auf den gelb umrandeten Bereichen. In a) ist
ML-G zu sehen. In b) ist dagegen BL-G zu erkennen. ¢) zeigt eine mehrschichtige
hBN-Flocke. In d) ist eine mehrschichtige WSs-Flocke zu sehen. In e) ist eine
exfolierte ML-WSes-Flocke zu sehen, wihrend in f) eine im CVD-Ofen gewachsene
ML-WSe,-Flocke dargestellt ist.

auf eines der vorbereiteten Probensubstrate gedriickt (vgl. A.3.1 Methode 1 und
2). Damit war es moglich, passende Graphen-Flocken auf das Probensubstrat zu
iibertragen. So erhielt man die gewtinschten Graphen-Flocken auf diesem Pro-
bensubstrat. Im Anschluss konnte man die erhaltenen Flocken mit Hilfe eines
optischen Mikroskops auf dem Substrat lokalisieren und deren Schichtdicke tiber
eine optische Kontrastanalyse bestimmen. Auf diese Weise wurde sowohl ML-G
als auch BL-G hergestellt (vgl. Abb 5.1 a) und b)).

5.2.2. Herstellung diinner hBN-Flocken

Die Herstellung diinner hBN-Flocken entspricht der Vorgehensweise der zuvor
beschriebenen Methode zur Herstellung von Graphen-Flocken (vgl. A.3.2). Hierzu
wurden qualitativ hochwertige Bornitridkristalle verwendet, die von T. Taniguchi
und K. Watanabe (National Institute for Materials Science, Tsukuba, Japan)
zur Verfiigung gestellt wurden. Die hBN-Flocken, die fiir diese Arbeit verwendet
wurden, hatten Schichtdicken von ca. 10 — 100 nm. Eine dieser Flocken ist in Abb.
5.1 ¢) abgebildet.

5.2.3. Herstellung diinner TMDC-Flocken

Bei der Herstellung von diinnen TMDC-Flocken stellte sich heraus, dass die an-
zuwendende Herstellungsmethode nicht vom verwendeten TMDC-Material (hier
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WS, und WSey) abhéngig ist. Allerdings war es in Bezug auf die angestrebte
Schichtdicke sinnvoll, unterschiedliche Verfahren anzuwenden.

Herstellung mehrschichtiger TMDC-Flocken

Die gezielte Herstellung von mehrschichtigen TMDC-Flocken wurde genauso rea-
lisiert wie es fiir hBN und Graphen der Fall war (vgl. A.3.3), da diese Methode
relativ leicht anzuwenden ist und auch qualitativ gute Resultate liefert. Dazu
wurden kommerziell erhaltliche TMDC-Kristalle verwendet, die von der Firma
HQ Graphene bezogen wurden. In Abb. 5.1 d) ist eine mehrlagige WSy-Flocke
dargestellt.

Herstellung von Monolagen-TMDC

Fiir die Herstellung von Monolagen-TMDC (ML-TMDC) wurden anfangs diesel-
ben kommerziell erhéltlichen Kristalle verwendet wie fiir die Herstellung mehrla-
giger TMDC-Flocken. Es stellte sich aber heraus, dass die Herstellung von ML-
TMDC im Vergleich zur Herstellung von mehrlagigen TMDC-Flocken wesentlich
aufwéandiger ist. Das Problem war, dass sich ML-TMDC nicht direkt in brauchba-
rer Grofle auf ein Probensubstrat mit SiO9-Oberflache exfolieren lie3. Aus diesem
Grund wurde das Material spater nicht mehr direkt auf das Probensubstrat,
sondern stattdessen, wie in [124] beschrieben, auf einen diinnen PDMS-Film ex-
foliert. Dadurch erhielt man dann nutzbares ML-TMDC, welches man mit Hilfe
eines optischen Mikroskops lokalisieren konnte. Anschlieend mussten die Flo-
cken von diesem PDMS-Film, wie in [124] beschrieben, auf ein Probensubstrat
transferiert werden (vgl. A.3.3).

Grundsétzlich eignet sich diese Methode zur Herstellung von ML-TMDC. Al-
lerdings ist diese Methode recht aufwandig und es gestaltet sich auch als sehr
schwierig, die PDMS-Riickstande von der Oberseite der TMDC-Flocke zu besei-
tigen. Deshalb konnte spéter bei der Bildung der Heterostruktur nur die nicht-
kontaminierte Unterseite des ML-TMDCs in Kontakt mit dem ML-G gebracht
werden, da andernfalls sehr wahrscheinlich keine saubere Proximity-Kopplung
vorhanden gewesen ware.

Ein weiteres Problem bei dieser Methode war die geringe Ausbeute, denn oft er-
hielt man nur wenige Flocken, die auch relativ klein waren. Aus diesem Grund
wurde spater im Rahmen einer Bachelorarbeit von K. Baumgartner [125] eine
andere Methode nach [126] zur Herstellung grofer Flocken aus ML-TMDC er-
probt. Obwohl die Ausbeute mit Hilfe dieser Methode betrachtlich ist, fand diese
Methode jedoch fiir diese Arbeit keine Anwendung mehr. Stattdessen konnte spé-
ter gewachsenes ML-TMDC verwendet werden, welches von einer Gruppe um A.
Turchanin (Friedrich-Schiller- Universitdt Jena, Jena, Deutschland) bezogen wur-
den. Dieses ML-TMDC wurde zuvor in einem CVD-Ofen auf ein Si/SiO,-Substrat
gewachsen. Da dieses ML-TMDC nun auch schon auf einem Si/SiOs-Substrat lag
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und auch wahrend den spéteren Transportmessungen keine qualitativen Mangel
erkennbar waren, konnte man durch den Erhalt dieses Materials auf die relativ
aufwindige Herstellung von exfoliertem MIL-TMDC verzichten. Abbildung 5.1 e)
und f) zeigt jeweils exfoliertes und gewachsenes ML-WSes.

5.3. Bildung von Heterostrukturen

Nach der Herstellung der einzelnen Flocken konnte man zur Bildung der He-
terostrukturen tibergehen. Dafiir wurde eine Hot-Pickup-Transfermethode nach
[127-130] benutzt.

5.3.1. Aufbau und Vorbereitung

Fiir die Durchfithrung dieser Hot-Pickup-Transfermethode waren eine spezielle
Transfervorrichtung und anderweitige Vorbereitungen notwendig (vgl. A.4.1). Um
spater die Flocken vom Substrat aufnehmen zu kénnen, wurde ein Objekttrager,
auf dem ein tropfenformiger Polydimethylsiloxan-Stempel (PDMS-Stempel) an-
gebracht worden ist, mit einem Film aus Polycarbonat (PC) tiberzogen. Mit Hilfe
dieses PDMS/PC-Stempels sollte man spéter einzelne Flocken von den Substra-
ten aufheben konnen. Der Objekttriager mit dem Stempel wurde dazu nach dessen
Herstellung in eine rotierbare Transferscheibe eingebaut. Diese Scheibe diente zur
Fixierung des Objekttragers. Anschlieend wurde diese Transferscheibe, mit dem
Objekttrager darin, in den Tisch eines optischen Mikroskops eingebaut. Im Kon-
densorhalter des Mikroskops wurde ein kleiner heizbarer Probentisch montiert,
auf dem das Substrat mit den zu transferierenden Flocken befestigt werden konn-
te. Nachdem alle Vorbereitungen getroffen wurden, konnte man zum Transfer der
Flocken tibergehen.

5.3.2. Transfer

Der Transferaufbau ermoglichte es, unter dem optischem Mikroskop den PDMS/
PC-Stempel mit den Flocken auf dem Substrat in Kontakt zu bringen. Die not-
wendige Kontrolle war dabei durch die Triebe des Mikroskops gegeben. Wurde
nun der Heiztisch nach dem Kontakt zwischen dem Substrat und dem PDMS/PC-
Stempel erhitzt, so war es moglich, exfolierte Flocken mit Hilfe dieses PDMS /PC-
Stempels aufzuheben (vgl. A.4.2). Hat man nun die erste Flocke aufgehoben, so
kann man damit auch weitere Flocken aufheben. Dabei machte man sich den
sogenannten Van-der-Waals-Pickup zunutze. Treffen namlich die zweidimensio-
nalen Materialien, die hier verwendet werden, mit ihren horizontalen Flachen
aufeinander, so wirken zwischen diesen Materialien Van-der-Waals-Krafte [131].
Dadurch haften die Flocken nach der Herstellung des Kontakts anschlieend an-
einander und es bildet sich eine Heterostruktur. Auf diese Weise konnte man
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durch mehrmalige Wiederholung dieses Transfers Heterostrukturen unterschied-
licher Zusammensetzung herstellen.

Hat man nun die gewtinschte Heterostruktur auf diesem PDMS/PC-Stempel
liegen, so musste diese Heterostruktur auf ein neues Probensubstrat transfe-
riert werden, welches fiir die spateren Messungen geeignet war. Dazu wurde der
PDMS/PC-Stempel mit der Heterostruktur auf ein gereinigtes Si/SiO,-Substrat
mit stark positiv dotiertem Si und 285 nm SiO, gedriickt, um bei hohen Tempe-
raturen den PC-Film zusammen mit der Heterostruktur auf dem Substrat festzu-
schmelzen (vgl. A.4.4). Mit Hilfe von Chloroform (CHCl;) konnte danach das PC
vom abgekiihlten Chip gelost werden. Dabei verblieb jedoch die Heterostruktur
auf dem Probensubstrat, wodurch diese nun fiir weitere Prozessschritte bereit
war. Grundséatzlich wurden auf diese Weise die Heterostrukturen dieser Arbeit
hergestellt. Im Folgenden wird auf die Besonderheiten der einzelnen Heterostruk-
turen noch etwas genauer eingegangen.

hBN/BL-G/WS,-Heterostrukturen

Fir die Proben zur Messung der Schwe-

bung in den Shubnikov-de-Haas-Oszillationen WS,
wurde mit dem PDMS/PC-Stempel der
Reihe nach WS;, BL-G und hBN auf-
gehoben, sodass am Ende eine hBN/BL-
G/WS,-Heterostruktur entstand und auf dem p+-Si
Si/SiOy-Substrat abgelegt werden konnte
(vgl. Abb. 5.2). Auf diese Weise wurde das
BL-G eingekapselt, was eine hohe Ladungs-
tragerbeweglichkeit p ermoglichen sollte. Es
ist auflerdem sinnvoll, dass sich das dielektrische hBN auf der gleichen Seite wie
die Gateelektrode relativ zum BL-G befindet, da Halbleiter wie WSy méoglicher-
weise das elektrische Feld der Gateelektrode abschirmen koénnen, sobald diese
unter bestimmten Voraussetzungen in den leitfahigen Zustand iibergehen.

SiO,

Abbildung 5.2.: Heterostruktur
aus hBN, BL-G und WS, auf
Si/SiO9-Substrat.

ML-G/ML-WSe,/hBN-Heterostrukturen mit exfoliertem WSe,
Fir die Proben zur Messung von WAL-SOC

wurde zuerst eine hBN-Flocke, anschliefend
das ML-WSe,; und zuletzt das ML-G aufge-
hoben und auf dem Si/SiO9-Substrat abge-

legt (vgl. Abb 5.3). Dadurch lag das ML-G di- =l
rekt auf der SiO,-Oberflache. Auf diese Weise prt=Si
konnte erreicht werden, dass die notwendigen
Defekte zur Messung von WAL-SOC vorhan-
den waren. Prinzipiell brauchte man die hBN-

Abbildung 5.3.: Heterostruktur
aus hBN, ML-WSe, und ML-G
auf Si/SiO-Substrat.
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Schicht fir diese Heterostrukturen nicht, da sie nicht oder nicht wesentlich zu den
elektronischen Eigenschaften beitragen diirfte. Allerdings stellte sich heraus, dass
die ML-WSes-Flocken sehr empfindlich sind und dadurch wahrend der Proben-
herstellung héufig zerstort wurden. Dies konnte durch Positionierung einer hBN-
Flocke an der Oberseite der Heterostruktur vermieden werden. In Abb. 5.4 b)-d)
sind solche Flocken und eine daraus entstandene Heterostruktur dargestellt.

ML-G/ML-WSe,/hBN-Heterostrukturen mit gewachsenem WSe,

Die Herstellung von ML-G/ML-WSe,/hBN-Heterostrukturen mit gewachsenem
WSe, war grundsétzlich dhnlich der Herstellung derselben Heterostrukturen mit
exfoliertem WSey (vgl. A.4.3). Hier ist jedoch zu beachten, dass das hBN an der
Oberseite grundsétzlich erforderlich war, weil man die gewachsenen Flocken nur
mit Hilfe anderer 2D-Materialien ( Van-der- Waals- Pickup) autheben konnte. Das
direkte Aufheben von auf SiO, gewachsenen TMDC-Flocken lediglich durch Kon-
takt mit einem PC-Film funktionierte hier nicht. Beim Van-der- Waals-Pickup sei
noch erwahnt, dass nur der mit der oberen Flocke tiberlappende Bereich der Ziel-
Flocke aufgehoben wird, d.h. in diesem Fall wird auch nur der Teil der TMDC-
Flocke aufgehoben, bei dem die hBN-Flocke mit der TMDC-Flocke tiberlappt.
Der andere Teil der TMDC-Flocke verbleibt auf dem urspriinglichen Substrat.
Beim Aufheben der ML-G-Flocke war dieser Umstand fiir einen Teil der herge-
stellten Proben erwtinscht. Das heifit, hier wollte man nur einen Teil der Flocke
aufheben, der andere Teil sollte auf dem Substrat verbleiben. Den verbliebenen
Teil benotigte man spéter fiir die Bestimmung der Kristallorientierung der ML-
G-Flocke, wie spater noch genauer beschrieben wird.

5.3.3. Einstellung und Bestimmung der Kristallorientierung

In dieser Arbeit wurde die Abhangigkeit der induzierten SOC in Bezug auf die
Kristallorientierung zwischen ML-G und ML-WSe,-Flocken untersucht. Zur Be-
stimmung und Einstellung dieser Kristallorientierung wurden zwei unterschiedli-
che Verfahren angewandt.

ML-G/ML-WSe,/hBN-Heterostrukturen mit exfoliertem WSe,

Um die Methoden zur Drehwinkelwinkelbestimmung fir ML-G/TMDC-Hetero-
strukturen zu verstehen wird im Folgenden zuerst auf die Besonderheiten der
Symmetrien solcher Systeme eingegangen.

Grundsétzlich entsteht bei zwei zueinander verdrehten hexagonalen Kristallgit-
tern ein Moiré-Muster, sodass die gesamte Heterostruktur eine C3 (120°)-Symmetrie
aufweist [22]. Die Drehwinkel, die eindeutige Werte fiir die proximity-induzierte
SOC liefern, liegen dabei in einem Bereich von av = 0°...30° [22]. Es reicht deshalb
aus, wenn man sich auf diesen Winkelbereich konzentriert [21-23].
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Uber hexagonale Materialien wie hBN, ML-G und ML-WSe, ist bekannt, dass
diese mit einer sehr hohen Wahrscheinlichkeit so brechen, dass deren Rénder ent-
weder eine zigzag- oder eine armchair-Struktur aufweisen, wobei insbesondere
TMDCs bevorzugt zigzag-Kanten bilden [132].

Da man die Kantenart fiir ML-G wéhrend optischer Mikroskopie jedoch nicht
erkennen kann, lasst sich die Orientierung der Flocke wihrend dem Stapeln nicht
eindeutig bestimmen. Das bedeutet nun, dass entsprechende Kanten sowohl zig-
zag- als auch armchair-Réander haben konnen. Daher kann ein gemessener Winkel
a = [ mit f = 0°...30° auch einem Winkel o = 30° — 3 entsprechen. Der einzige
eindeutige Fall, bei dem o = g = 30° —  gilt, tritt bei g = 15° auf. Fiir alle
anderen beobachteten Winkel gibt es daher zwei mogliche Losungen.

Nun stellt sich die Frage, ob ein Nachweis einer winkelabhéngigen SOC mit dieser
Methode tiberhaupt gelingen kann. Grundséatzlich gibt es fiir jeden gemessenen
Winkel von « # 15° bekanntlich immer zwei unterschiedliche tatsédchliche Werte
die @ annehmen kann. Bestimmt man nun die SOC-Parameter fiir beide Fal-
le, so kann ein Abgleich mit den SOC-Parametern aus theoretischen Arbeiten
eine gewisse Eindeutigkeit liefern. Damit ist klar, dass sich diese Methode nur
zusammen mit theoretischen Berechnungen als eindeutige Nachweismethode der
winkelabhéngigen SOC eignet. Fiir diese Arbeit wurden daher nur Proben aus ex-
foliertem ML-WSe, hergestellt, bei denen der eingestellte Winkel zwischen ML-G
und ML-WSes 15° und 0° bzw. 30° betrug, da fiir diese Winkel die theoretischen
bestimmten SOC-Parameter auch eine gewisse Eindeutigkeit aufweisen.

Zur Einstellung der Winkelorientierung zwischen ML-G und exfoliertem ML-
WSe, wurde wahrend dem Stapelprozess folgendermafien vorgegangen. Zuerst
wurden die Kanten der hBN-; ML-G- und ML-WSe,-Flocken (vgl. Abb. 5.4 b)
und c)) betrachtet und die einzelnen Winkel zwischen den spezifischen Kanten
der jeweiligen Flocke gemessen. Dazu wurde die Software der Mikroskopkamera
und eine Software mit Winkelmessfunktion benutzt.

Im néchsten Schritt wurde dann zuerst das hBN mit einem PDMS/PC-Stempel
aufgehoben. Mit diesem hBN wurde danach die ML-WSes-Flocke aus Griinden
der Reproduzierbarkeit so aufgehoben, dass die spezifischen Kanten einen Winkel
von 15° zueinander hatten.

Anschlieend wiederholte man diesen Prozess, indem man mit dem hBN/ML-
WSe,-Stapel das ML-G aufhob. Dabei wurde zuerst der gewiinschte Winkel zwi-
schen den jeweiligen Kanten der ML-WSes-Flocke und der ML-G-Flocke ein-
gestellt und anschlieend die ML-G-Flocke aufgehoben (vgl. Abb. 5.4 a)). Der
Stapel konnte dann auf einen neuen Si/SiO,-Chip abgelegt werden und weiter
prozessiert werden. Ein fertiger Stapel dieser Art ist in Abb. 5.4 d) zu sehen.
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(@) ML-WSe,

10urﬁ‘3'34|3

Abbildung 5.4.: a) zeigt ein Modell, in dem eine ML-WSey-Flocke (blau) auf
einer ML-G-Flocke (grau) positioniert wurde. Der Winkel « ist der Drehwin-
kel zwischen den beiden Flocken. b) Graphit-Flocke, mit einem Teil ML-G. Die
zwei parallelen weilen Linien markieren dabei spezifische Kanten, welche mit
hoher Wahrscheinlichkeit zigzag- oder armchair-Rénder haben. In ¢) wird eine
WSes-Flocke gezeigt, von der ein Teil aus ML-WSey besteht. Die orangen Li-
nien markieren hier ebenfalls wieder spezifische Kanten mit einem Winkel von
a = 60° zueinander. In d) kann man die fertig gebildete Heterostruktur sehen.
Dabei wurden die ML-G- und ML-WSes-Flocken so tibereinander gelegt, sodass
die spezifischen Kanten einen Winkel von 0° einschlieen. Da man jedoch die
Struktur der Rénder (zigzag oder armchair) nicht genau kennt, muss man hier
zwei mogliche Drehwinkel, 0° und 30°, annehmen.

ML-G/ML-WSe,/hBN-Heterostrukturen mit gewachsenem WSe,

Um die Winkelorientierung zwischen einer ML-WSes-Flocke und ML-G-Flocke
exakt bestimmen zu konnen, war eine andere Methode notwendig. Dazu wur-
de nun auch, im CVD-Ofen gewachsenes, ML-WSe, verwendet. Grundsatzlich
kristallisieren diese gewachsenen ML-WSes-Flocken in bestimmten geometrischen
Formen. Sehr haufig sind es Formen, die sich aus gleichseitigen Dreiecken zusam-
mensetzen lassen. Die Winkel dieser Dreiecke betragen demnach 60°, wodurch
die zusammengesetzten Formen dann nur Winkel aufweisen kénnen, die ein Viel-
faches von 60° entsprechen. Nun ist auflerdem bekannt, dass diese gewachsenen
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Abbildung 5.5.: Die Aufnahmen a)-c) zeigen die Flocken, die fiir Bildung einer
Heterostruktur verwendet wurden. Insbesondere zeigt a) eine hBN-Flocke, b) ei-
ne ML-WSes-Flocke und c) eine ML-G-Flocke. Die Aufnahmen d) und e) zeigen
die beteiligten Flocken beim Hot-Pickup-Prozess wahrend der Bildung der Hete-
rostruktur. In f) ist die fertige Heterostruktur zu sehen, bei der die drei Flocken
aus a),b) und c) aufeinanderliegen.

Flocken mit einer sehr hohen Wahrscheinlichkeit nur zigzag-Rander aufweisen, da
es fir die Flocken energetisch giinstiger ist zigzag-Rénder anstelle von armchair-
Réndern auszubilden [133, 134]. Dadurch ist die Kristallorientierung von dieser
ML-WSe,-Flocke bekannt. Abb. 5.6 b) zeigt eine dieser ML-WSey-Flocken.
Exfoliert man nun ML-G, so bricht die Flocke beim exfolieren héufig so, dass die
Flocken geradlinige Kanten aufweisen, welche wiederum haufig Winkel von Viel-
fachen von 30° zueinander einschliefen. Man kann hier jedoch bekanntlich nicht
zwischen zigzag- und armchair-Kanten unterscheiden. Ermittelt man jedoch z.B.
durch anisotropes Atzen die Kristallorientierung der Flocke, so kann man diesen
Kanten nun eine zigzag- oder armchair-Struktur zuordnen [135, 136].

Die Bestimmung der Kristallorientierung lauft folgendermaflen ab. Zuerst nimmt
man ein Bild dieser Graphen-Flocke auf, sodass man spéater einen photographi-
schen Abgleich durchfiihren kann (vgl. Abb. 5.5 ¢) bzw. 5.6 a)). Danach kann
man wihrend dem Transferprozess, durch unvollstindigen Uberlapp der Flocken,
einen Teil der Graphen-Flocke mit dem hBN/ML-WSe,-Stapel (vgl. Abb. 5.5 d)
und e)) autheben. Dabei reifit man vom Graphen den Teil ab, der mit dem Sta-
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pel in Kontakt gekommen ist (vgl. Abb. 5.5 ¢)). Der eine abgerissene Teil wird
anschliefiend fiir die Herstellung der Heterostruktur verwendet (vgl. Abb. 5.6 f)),
der andere Teil, der noch auf dem Substrat lag, wurde benutzt, um die Kristall-
orientierung des ML-Gs zu bestimmen (vgl. Abb. 5.6 b)). Dazu wurden mit Hilfe
einer harten, mit diamantdahnlichem Kohlenstoff beschichteten, AFM-Spitze, Lo-
cher in diesen Teil der Flocke gestanzt (vgl. A.14.1). Anschlieflend wird diese

Abbildung 5.6.: Diese Abbildung zeigt verschiedene Stadien einer ML-G-Flocke,
die den Prozess des anisotropen Atzens durchlaufen hat. In a) sieht man die ML-
G-Flocke in ihrer urspringlichen Form nach der Exfoliation. In b) sieht man die
iibriggebliebenen Teile der Flocke, nachdem der andere Teil fiir die Bildung der
Heterostruktur aufgehoben wurde (vgl. auch Abb. 5.5 ¢)). In ¢) sieht man die
z-Topographie der Flocke nach dem anisotropen Atzen, aufgenommen mit einem
AFM im tapping-mode. Der blaue Rahmen in a) und b) entspricht dabei etwa
der Bildregion von c). Der weifle Rahmen in c) zeigt eine Region in welche zuvor
Locher mit dem AFM gestanzt wurden. Bild d) entspricht dem Bereich innerhalb
des weiflen Rahmens von c). Man sieht die zuvor gestanzten und dann anisotrop
gedtzten Locher. Aulerdem erkennt man auch die Kristallorientierung an den
Kanten dieser Locher.

Flocke in einen CVD-Ofen gegeben und dort anisotrop gedtzt (vgl. A.14.2). Im
Idealfall nehmen diese Locher dann die Form von gleichméfiigen Sechsecken an
(vgl. 5.6 ¢)-d)). Die Kanten dieser Sechsecke haben aus energetischen Griinden
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wiederum zigzag-Struktur [135, 136]. Legt man nun die einzelnen Bilder aus Abb.
5.6 a)-d) iibereinander, so kann man grundsatzlich die Kristallorientierung und
Struktur der Kanten des ML-G ermitteln. Schaut man sich nun anhand Abb.
5.5 und Abb. 5.6 an, wie das ML-G relativ zum ML-WSe, in die Heterostruktur
integriert wurde, so kann man den Rotationswinkel zwischen der ML-G- und der
ML-WSes-Flocke ziemlich genau bestimmen.

5.4. Behandlung von Heterostrukturen mit AFM im
Kontaktmodus

In den Arbeiten von [137, 138] wurde gezeigt, dass es moglich ist, die Zwischen-
rdume zwischen den unterschiedlichen Grenzflachen einer Heterostruktur zu reini-
gen. Dafiir lasst man ein AFM im Kontaktmodus iiber die Heterostruktur fahren
(vgl. A.5). Dabei kénnen nicht nur Verunreinigungen auf der Oberfldche der He-
terostruktur beseitigt werden, sondern auch eingeschlossene Verunreinigungen in
den Zwischenrdumen der einzelnen Lagen der Heterostruktur. Dieses Verfahren
wurde innerhalb der Forschungsgruppe im Rahmen einer Bachelorarbeit von J.
Steidl [139] erprobt und danach auch auf die Proben in dieser Arbeit angewandt.
Der Nutzen dieser Methode fiir diese Arbeit bestand im Wesentlichen darin, dass
man moglicherweise unerwtinschte Einschliisse von Luft, Wasser oder sonstigen
Verunreinigungen zwischen der ML-G- und der TMDC-Schicht beseitigen kann,
um dadurch den Proximity-Kontakt zwischen den beiden Materialien zu verbes-
sern. Dies sollte sich positiv auf die Messungen von WAL-SOC und damit der
Bestimmung der proximity-induzierten SOC auswirken.

5.5. Herstellung von Hallbar-Strukturen

Hat man nun eine fertige Heterostruktur auf einem Probensubstrat, so kann man
mit der Strukturierung dieser Heterostruktur beginnen. In dieser Arbeit wurden
ausschliellich Hallbar-Strukturen verwendet. Dadurch wurde die spétere Auswer-
tung aufgrund der geometrischen Form von Hallbar-Strukturen erheblich verein-
facht. Um diese Hallbar-Strukturen herzustellen, wurden folgende Prozessschritte
durchgefiihrt, die grundséatzlich als etablierte Standardprozesse angesehen werden
konnen. Daher werden die einzelnen Prozesse hier nur grob beschrieben. Als ers-
tes wurde eine Elektronenstrahllithographie durchgefiihrt. Dafiir wurde die Pro-
be zuvor mit einem Polymethylmethacrylat/Anisol-Lackgemisch (PMMA-Anisol-
Lackgemisch) lackiert und nach dem Aushérten in einem Rasterelektronenmikro-
skop (REM) mit Elektronenstrahlen belichtet (vgl. A.6.1 und A.6.2). Nach diesem
Vorgang wurde die Probe in einem Methylisobutylketon /Isopropanol-Gemisch
(MIBK-Propanol-Gemisch) entwickelt (vgl. A.6.3). Dadurch entstand iiber der
Heterostruktur eine Maske aus PMMA, die die Teile der Heterostruktur schiitzt,
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welche spéter nicht gedtzt werden sollen. Alle ungeschiitzten Bereiche werden
im néchsten Prozess, dem reaktiven lonenétzen, gedtzt (vgl. A.7). Bei diesem
chemisch-physikalischem Verfahren wurde sogenanntes Fluoroform (CHF;-Gas)
verwendet [140], um die tiberfliissigen Bereiche der Heterostruktur zu dtzen und
damit zu entfernen. Nach dem Atzprozess wurde die verbliebene PMMA-Maske
mit Aceton vom Chip gelost, wodurch eine freiliegende Heterostruktur in Form
einer Hallbar auf dem Substrat tibrig blieb.

5.6. Bildung der elektrischen Kontakte

Um die Heterostrukturen spater mit den
Messinstrumenten elektrisch verbinden zu
konnen, waren elektrische Kontakte notwen-
dig. Fiir die Proben dieser Arbeit wurden
dafiir sogenannte Randkontakte nach [140]
verwendet (vgl. Abb. 5.7). Hierbei besteht
der Kontakt lediglich in horizontaler Rich-
tung mit der Graphen-Schicht. Zur Herstel-
lung solcher Kontakte wurde erneut eine Elek- Abbildung 5.7.: Heterostruktur
tronenstrahllithographie durchgefiihrt, um ei- mit Randkontakten aus Chrom
ne PMMA-Maske fiir die Kontakte und Lei- (Cr) und Gold (Au).

terbahnen zu erstellen (vgl. A.8.1-A.8.3). Be-

vor die Kontakte aufgedampft wurden, musste sichergestellt werden, dass die
Réander der Hallbar-Struktur, an denen spater die Kontakte liegen sollen, weit-
gehend frei von schlecht leitenden PMMA-Riickstanden waren. Daftir wurde die
Probe erneut fiir kurze Zeit zum reaktiven Ionenétzen gegeben (A.9). Idealerwei-
se entfernt dabei das verwendete Sauerstoffplasma die PMMA-Riickstinde von
den Réndern der Hallbar. Nun sind die Proben bereit, um mit Hilfe von phy-
sikalischer Gasphasenabscheidung (PVD) die Kontakte, bestehend aus ca. 5nm
Chrom (wurde hier vor allem als Haftvermittler benutzt) und 100 nm Gold, aufzu-
dampfen (vgl. A.10.1 und A.10.2). Um anschlieflend das iiberschiissige Gold und
die PMMA-Maske darunter zu entfernen, wurde der sogenannte Lift-Off durch-
gefiihrt (vgl. A.11). Nach dem Lift-Off lag nun eine Hallbar mit elektrischen
Kontakten auf dem Substrat vor.

5.7. Fertigstellung der Probe

Um die Probe nun fiir die Messungen verwenden zu kénnen, musste das Proben-
substrat vorher noch in einen sogenannten Chiptrager eingeklebt werden (vgl.
A.12). Dieser Chiptrager stellt spater mit Hilfe seiner elektrischen Kontakte die
Verbindung zwischen Probensubstrat und Messaufbau her. Zum Einkleben des
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Chips in diesen Chiptriager wurde ein leitfihiger Kleber benutzt, mit welchem
auch die Backgateelektrode des Substrats mit einem Kontakt des Chiptréigers
verbunden wurde. Nach dem Aushérten des Klebers wurden die einzelnen Leiter-
bahnen der Hallbar mit Hilfe eines Ultraschall-Drahtbonders mit den Kontakten
des Chiptragers verbunden (vgl. A.13). Damit war die Probe fertiggestellt und
man konnte im Anschluss zur Messung dieser Probe tibergehen.






6. Experimentelle Ergebnisse

In diesem Kapitel werden die experimentellen Ergebnisse dieser Arbeit darge-
stellt, interpretiert und diskutiert. Es wird unter anderem gezeigt, wie sich die
proximity-induzierte SOC nachweisen lasst. Dazu wurde sowohl das Auftreten
einer Schwebung in den Shubnikov-de-Haas-Oszillationen, als auch das Auftreten
von WAL-SOC genauer untersucht. Es wurde zudem anhand einer Probe gezeigt,
wie sich die proximity-induzierte SOC in Abhéangigkeit von der Schichtdicke von
WSe, verhélt. Des Weiteren wird gezeigt, wie die proximity-induzierte SOC vom
Drehwinkel zwischen WSe; und ML-G abhéangt. Dabei werden Ergebnisse fiir un-
terschiedliche Methoden der Winkelbestimmung betrachtet. AbschlieSend wird
noch gezeigt, dass die proximity-induzierte SOC vom Zwischenlagenabstand der
Heterostruktur abhéngig ist und mit Hilfe von mechanischem Druck verandert
werden kann.

6.1. Schwebung in Shubnikov-de-Haas-Oszillationen

Dieser Abschnitt befasst sich nun mit dem Nachweis und der Bestimmung von
proximity-induzierter SOC anhand einer Schwebung in den Shubnikov-de-Haas-
Ostzillationen.

Zur Detektion dieser Schwebung sind qualitativ hochwertige Messungen der Shub-
nikov-de-Haas-Oszillationen notwendig. Die Proben sollten daher nur wenig De-
fekte und Verunreinigungen beherbergen, da diese sehr haufig fiir Rauschen oder
andere unerwiinschte Hintergrundsignale verantwortlich sind. Aus diesem Grund
empfiehlt es sich, moglichst reine Proben herzustellen, was in der Regel mit ho-
hen Ladungstragerbeweglichkeiten j einhergeht. Somit stellt die Ladungstréger-
beweglichkeit p auch ein gewisses Maf fiir die Probenqualitét dieser Proben dar.
Fiir die Realisierung solcher Proben wurde BL-G zwischen WS; und hBN ein-
gekapselt, sodass eine hBN/BL-G/WSs-Heterostruktur entstand (vgl. Abschnitt
5.3.2). Es ist dabei wichtig zu erwdhnen, dass fiir diese Heterostrukturen BL-
G und nicht ML-G verwendet wurde, da schon in [8] angenommen wurde, dass
die gesuchte Schwebung fiir Heterostrukturen mit ML-G nur sehr schwer nach-
weisbar sein sollte [8]. Mit Blick auf Bandstrukturen und Zustandsdichten (DOS)
von ML-G und BL-G wird némlich ersichtlich, dass ML-G nahe dem Dirac-Punkt
aufgrund der linearen Verlaufe von Bandstruktur und DOS eine héhere Energie-
unscharfe aufweisen muss, als es fiir BL-G mit parabolischen Verlaufen der Fall
ist. Aufgrund dieser erhohten Energieunschéirfe wére dann auch die Energieauf-

89
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spaltung, verursacht durch die proximity-induzierte SOC, vermutlich nicht klar
genug ausgeprigt, um in Form einer Schwebung nachweisbar zu sein. Aus diesem
Grund wurde zur Untersuchung der gesuchten Schwebung BL-G anstelle von ML-
G verwendet.

Im Anschluss wird nun genauer auf die verwendete Hallbar-Struktur und auf den
Messvorgang eingegangen.

6.1.1. Hallbar-Struktur und Messvorgang

Zur Messung der Probe wurde ein Messsystem verwendet, wie es in Anhang B.1
beschrieben ist. Die hier gemessene Hallbar-Struktur hatte zwolf Kontakte, wo-
von zehn Kontakte grundsétzlich funktionsfahig waren (vgl. Abb. 6.1 a) und b)).

(a)

Abbildung 6.1.: a) Modell der Hallbar-Struktur mit den jeweiligen nummerier-
ten Kontakten. b) Bild der verwendeten Hallbar-Struktur mit den zugehorigen
Leiterbahnen, aufgenommen mit der Kamera eines optischen Mikroskops.

Wahrend der Abstand zwischen den einzelnen Kontakten an den langen Seiten
der Hallbar L = 3 ym betrug, wies die Hallbar eine Kanalbreite von W = 2 ym
auf.

An den Enden der Hallbar (Kontakte 2 und 15) wurde eine Wechselspannung
Upias = 1V mit einer Frequenz fr,.rnv = 13 Hz angelegt. Bei einem Vorwider-
stand von R, = 10 MQ) war dann ein Wechselstrom von I ~ 100 nA messbar.
Die Vierpunktmessungen, zur Bestimmung der einzelnen Spannungsabfélle U,,
zwischen den verschiedenen Kontakten an den langen Seiten der Hallbar, wur-
den mit Lock-In-Verstarkern durchgefithrt. Dadurch konnte mogliches Rauschen
erheblich herausgefiltert werden.

Auf diese Weise war es nun moglich, sowohl die Messungen zum elektrischen
Feldeffekt, als auch zu den Shubnikov-de-Haas-Oszillationen durchzufiihren.
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6.1.2. Messungen zum elektrischen Feldeffekt

Um Informationen zu wesentlichen Transporteigenschaften der Probe zu erhalten,
wurden zunachst Messungen zum elektrischen Feldeffekt durchgefiihrt. Dazu wur-
den Vierpunktmessungen an den jeweiligen Kontaktpaaren an den langen Seiten
der Hallbar durchgefiihrt, wahrend dabei die Gatespannung U, variiert wurde. So
konnten die Spannungsabfille U,, zwischen den jeweiligen Kontakten der Hallbar
gemessen werden, um anschlieend mit dem gemessenen Strom I den elektrischen
Widerstand R, bzw. die Leitfihigkeit o,, innerhalb dieser Probenabschnitte in
Abhangigkeit von der Gatespannung U, bestimmen zu kénnen.

Durch Auftragen von Widerstand R,, bzw. Leitfahigkeit 0., gegen die Gatespan-
nung U, ergaben sich bei einer Temperatur 7'~ 1,6 K fiir die Bereiche zwischen
den einzelnen Kontaktpaaren (4-6, 6-7, 7-10 und 10-11) die jeweiligen Kurven
von Abb. 6.2 a) und b).
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Abbildung 6.2.: a) Widerstand R, in Abhéangigkeit von U, nahe dem Dirac-Punkt
zwischen den jeweiligen Kontaktpaaren (4-6, 6-7, 7-10 und 10-11). b) Leitfahig-
keit o,, in Abhéngigkeit von U, nahe dem Dirac-Punkt zwischen den jeweiligen
Kontaktpaaren (4-6, 6-7, 7-10 und 10-11).

Die einzelnen Kurven in Abb. 6.2 a) und b) weisen eigentlich keine Besonderheiten
auf. Vergleicht man die Kurven jedoch miteinander, so fallt auf, dass die Dotie-
rung und auch die Form der Dirac-Punkte fiir die einzelnen Probenabschnitte
etwas unterschiedlich ausfillt. Dies weist bereits darauf hin, dass die Probe hin-
sichtlich der Verteilung von Defekten bzw. Verunreinigungen inhomogen ist. Ob
und wie sich die Inhomogenitét der Probe auf die Untersuchung der Schwebung in
den Shubnikov-de-Haas-Oszillationen auswirkt, darauf wird spéter noch genauer
eingegangen.

Mit Hilfe dieser Messdaten aus Abb. 6.2 a) und b) konnte man anschliefend, wie
in Abschnitt 3.1.2 beschrieben, die Ladungstriagerbeweglichkeiten p berechnen.
Dazu wurde zuerst durch Anwendung von Gleichung (3.3) die Gatekopplungskon-
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stante Cj, berechnet. Mit der relativen Permittivitat fir SiOs €, g0, = 3,9 [141],
der relativen Permittivitat fir hBN €, 5y = 3,0 [142, 143], der Permittivitét
des Vakuums ¢y = 8,8541... x 1072 AsV~'m~! [79] und den Schichtdicken fiir
SiOy dgio, ~ 285nm und fir hBN d;pxy ~ 35nm ergab sich eine Kapazitéit des
Schichtsystems von €, ~ 1.04 x 107* AsV"'m~2. Durch Anwendung von Glei-
chung (3.9) erhielt man anschlieBend die Ladungstriagerbeweglichkeiten p fir die
unterschiedlichen Bereiche der Hallbar in Abhéngigkeit der Gatespannung U,,. Es
ergaben sich die Kurven aus Abb. 6.3 a).
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Abbildung 6.3.: a) Zeigt den Verlauf der Ladungstragerbeweglichkeiten p zwi-
schen den Kontaktpaaren 4-6, 6-7, 7-10 und 10-11 in Abhéngigkeit von der Gate-
spannung Uy. b) zeigt den Verlauf der mittleren freien Wegléangen [,,, r, zwischen
den Kontaktpaaren 4-6, 6-7, 7-10 und 10-11 in Abhéngigkeit von der Ladungs-
tragerdichte n.

Bei Betrachtung der Ladungstriagerbeweglichkeiten p fallt sofort auf, dass diese
fir die jeweiligen Bereiche der Hallbar unterschiedlich hoch sind. Vor allem der
Bereich zwischen den Kontakten 4 und 6 wies sehr viel kleinere Ladungstréger-
beweglichkeiten p auf, als die anderen Bereiche. Warum diese hier so klein sind,
ist unklar. Die unterschiedlichen Ladungstréigerbeweglichkeiten p sind jedenfalls
ein Zeichen dafiir, dass innerhalb der Probe Defekte und Verunreinigungen inho-
mogen verteilt sind.

Die Ladungstriagerdichte n wurde hier entweder mit Gleichung (3.6) bestimmt
oder aus den Shubnikov-de-Haas-Oszillationen ermittelt. Bei letzterer Methode
wurden die Gleichungen (3.31) und (3.32) benutzt und umgeformt. Es ergab sich
dann:

2B,
n=vN =v he‘ (6.1)
Da die Ladungstriagerdichte n im System konstant bleibt, gilt auBlerdem:
1 1 1 2e
Al—) = _ . 6.2
(Bz) Bz,z/+1 Bz,z/ nh e ( )
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wobei
m = 2e/nh (6.3)

der Steigung einer Geraden entspricht. Tragt man also die Magnetfeldwerte B, ,
von den Minima der Shubnikov-de-Haas-Oszillationen gegen die zugehorigen F1ill-
faktoren v auf und ermittelt anschlieBend die Steigung m der resultierenden Ge-
raden, so kann man mit umgestellter Gleichung (6.3) die Ladungstrégerdichte n
bestimmen.

Die mittleren freien Weglangen [,,f, der einzelnen Bereiche wurden durch Ver-
wendung von Gleichung (3.11) bestimmt und sind in Abb. 6.3 b) in Abhangigkeit
der Ladungstréagerdichte n dargestellt. Auch hier fallt auf, dass die Elektronenbe-
wegung im Bereich zwischen den Kontakten 4 und 6 besonders stark von Streuer-
eignissen beeinflusst wird.

Dadurch ging man urspriinglich fiir diesen Teil der Probe von einer eher geringen
Probenqualitat aus und es wurden unschérfere Messungen erwartet. Trotzdem
wies dieser Probenbereich aber eine ausreichend gute Qualitéit auf, sodass auch
hier die Messungen der Shubnikov-de-Haas-Oszillationen vielversprechende Er-
gebnisse zeigten. Auf diese Messungen wird nun genauer eingegangen.

6.1.3. Messung der Shubnikov-de-Haas-Oszillationen
Messungen zwischen den Kontaktpaaren 4-6, 6-7, 7-10 und 10-11

Wie in den Abschnitten 4.3.1 und 4.2.2 beschrieben, erwartet man aufgrund von
proximity-induzierter SOC eine Schwebung in den Shubnikov-de-Haas-
Ostzillationen.

Zur Detektion dieser Schwebung wurden erneut Vierpunktmessungen an den Kon-
takten (4-6, 6-7, 7-10 und 10-11) bei tiefen Temperaturen 7' =~ 1,6 K durchge-
fithrt. Dabei wurde wiahrend den Messungen ein senkrecht zur Probenebene ge-
richtetes Magnetfeld B, angelegt und variiert. Die Gatespannung U, und damit
die Ladungstragerdichte n war dabei wahrend den einzelnen Messdurchgangen
fest. Durch Berechnung der Widerstéande R, fiir die einzelnen Bereiche (4-6, 6-7,
7-10 und 10-11) aus dem Strom [/ und den jeweiligen Spannungsabféllen U,, und
Auftragen dieser Widerstande gegen das auflere Magnetfeld B,, ergaben sich fiir
unterschiedliche negative Gatespannungen U, bzw. Ladungstragerdichten n die
Kurven mit den Shubnikov-de-Haas-Oszillationen aus Abb. 6.4 a)-d).

Nach Abschnitt 4.3.1 und 4.2.2 wiirde man hier unter der Annahme eines ver-
schwindenden externen elektrischen Feldes aufgrund der proximity-induzierten
SOC eine Schwebung in den Shubnikov-de-Haas-Oszillationen erwarten. In Abb.
6.4 a)-d) ist jedoch keine Schwebung erkennbar. Auch fiir positive Gatespannun-
gen U, bzw. Ladungstragerdichten n ist in den Messungen von Abb. C.1 a)-d)
aus Anhang C.1 kein Hinweis auf eine Schwebung erkennbar.
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Abbildung 6.4.: Die einzelnen Kurven in den Graphen a)-d) zeigen die Shubnikov-
de-Haas-Oszillationen bei verschiedenen negativen Gatespannungen U, und La-
dungstrigerdichten n fiir die Bereiche zwischen den Kontaktpaaren 4-6, 6-7, 7-10
und 10-11. Die gesuchte Schwebung tritt hier nicht auf.

Um nun genau sagen zu konnen, ob in diesen Messungen tatsédchlich keine Schwe-
bung vorhanden ist, war es notwendig, eine FFT durchzufiihren, um die jeweiligen
im Gesamtsignal enthaltenen Frequenzen in einem Frequenzspektrum sichtbar zu
machen.

Fir die Messungen aus Abb. 6.4 a)-d) wurde daher fiir jede Kurve eine FFT
durchgefithrt, wodurch sich nach Glattung (mit gleitendem Durchschnitt) die
Graphen aus Abb. 6.5 a)-d) ergaben.

In Abb. 6.5 a)-d) erkennt man in den Kurven fir die jeweiligen negativen Ga-
tespannungen U, bzw. Ladungstrdgerdichten n einen einzelnen dominierenden
Peak. Dieser Peak stellt ein relativ schmales Frequenzband dar, welchem eine do-
minierende Hauptfrequenz zugrunde liegt. In den Messungen zwischen den Kon-
taktpaaren (4-6, 6-7, 7-10 und 10-11) findet sich damit keine Schwebung, denn
andernfalls waren die einzelnen dominierenden Peaks in den Frequenzspektren
in jeweils zwei dominierende Peaks aufgespalten. Dasselbe gilt auch fiir positive
Gatespannungen U, und Ladungstragerdichten n, wie man an den Kurven von
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Abbildung 6.5.: Die Kurven in den Graphen a)-d) zeigen die einzelnen Frequenz-
spektren mit den dominanten Peaks (markiert durch rote Pfeile) bei unterschiedli-
chen negativen Gatespannungen U, bzw. Ladungstragerdichten n fiir die Bereiche
zwischen den Kontakten 4-6, 6-7, 7-10 und 10-11.

Abb. C.1 und C.2 sehen kann. Damit kann die Existenz einer Schwebung in den
Shubnikov-de-Haas-Ostzillationen fiir die einzelnen Bereiche zwischen den Kon-
taktpaaren (4-6, 6-7, 7-10 und 10-11) ausgeschlossen werden.

Grundsatzlich ist an dieser Stelle noch Folgendes zu erwéihnen. Jeder einzelnen
Frequenz f in den Frequenzspektren aus Abb. 6.5 a)-d) kann mit Gleichung (4.16)
eine Ladungstragerdichte ny zugeordnet werden. Die Ladungstragerdichten ny der
dominanten Peaks entsprechen dabei nicht unbedingt den Ladungstragerdichten
n, welche mit Gleichung (3.6) oder (6.1) berechnet und in den Legenden von Abb.
6.4 a)-d) und Abb. 6.5 a)-d) (bzw. von Abb. C.1 und C.2) angegeben wurden. Die
Ladungstréigerdichten n stellen stattdessen einen Mittelwert iiber alle Ladungs-
tragerdichten ny dar.

Wie in Abschnitt 4.3.1 kann man auch hier erkennen, dass die dominanten Peaks
bei hoheren Frequenzen auftreten je weiter sich U, bzw. n vom Dirac-Punkt ent-
fernt. Insofern korreliert die Lage der Peaks mit der Lage der Fermi-Energie Ep.
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Legt man nun die Kurven aus Abb. 6.5 (bzw. aus Abb. C.2) iibereinander und
vergleicht die Lage der Frequenzpeaks fiir die verschiedenen Regionen miteinan-
der, so fallt auf, dass diese leicht zueinander verschoben sind (vgl. Abb. 6.6 bzw.
Abb. C.3). Es zeigt sich damit auch hier, dass die Regionen der Probe inhomogen
dotiert sind.

T T u T T T - Ug=-35\/
4t Ug=-30V
— =25V
Ug=-20V
3

Amplitude (a.u.)
- N

0 .....
f(T)

Abbildung 6.6.: Frequenzspektrum mit tibereinandergelegten Kurven aus Abb.
6.5 a)-d) mit den dominanten Peaks (markiert durch rote Pfeile) bei unterschied-
lichen negativen Gatespannungen U, bzw. Ladungstragerdichten n.

Messungen zwischen den Kontaktpaaren 4-7, 6-10 und 7-11

Fiir weitere Untersuchungen wurden auch Vierpunktmessungen iiber gréflere Pro-
benbereiche zwischen den Kontaktpaaren (4-7, 6-10 und 7-11) durchgefiihrt. Die
Messungen zeigen hier nun im Vergleich zu den vorherigen Messungen aus Abb.
6.5 a)-d) ein etwas anderes Bild, wie man an den Messungen in Abb. 6.7 a)-c)
erkennen kann. Hier sind bei negativen Ladungstréagerdichten n bzw. Gatespan-
nungen U, in manchen Kurven die gesuchten Schwebungen in den Shubnikov-de-
Haas-Oszillationen deutlich zu sehen. In Anhang Abb. C.4 a)-c) zeigt sich das
ebenfalls fir positive Ladungstragerdichten n bzw. Gatespannungen Uj.

Um genauere Aussagen iiber die Schwebungen und die daran beteiligten Frequen-
zen treffen zu konnen, wurde auch hier fiir jede Messkurve aus Abb. 6.7 a)-c) und
Abb. C.4 a)-c) eine FFT durchgefiihrt. Es ergaben sich nach Glattung (mit glei-
tendem Durchschnitt) die Frequenzspektren aus Abb. 6.8. a)-c) und Abb. C.5
a)-c).

In fast allen Frequenzspektren von Abb. 6.8 a)-c) und Abb. C.5 a)-c) kann man
eine klare Aufspaltung des Hauptfrequenzpeaks in je zwei dominierende Peaks
erkennen. Es ergeben sich damit zwei dominierende Frequenzbander mit jeweils
einer dominanten Hauptfrequenz, die im Frequenzspektrum nahe beieinander lie-
gen.
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Abbildung 6.7.: Die einzelnen Kurven in den Graphen a)-c) zeigen die Shubnikov-
de-Haas-Oszillationen bei verschiedenen negativen Gatespannungen U, und La-
dungstragerdichten n fir die Bereiche zwischen den Kontakten 4-7, 6-10 und
7-11. Die gesuchte Schwebung tritt hier auf und ist mit dem Auge vor allem in
den Graphen a) und b) erkennbar.

Mit Hilfe der Daten aus Abb. 6.8 a)-c) konnte man die dominierenden Frequen-
zen f; und fy der Frequenzspektren bestimmen. Ermittelt man noch die effektive
Masse m* nach der Beschreibung aus Abschnitt 4.3.1 so héitte man anschlieend
mit Gleichung (4.19) die energetische Spinaufspaltung der Energiebander und da-
mit moglicherweise die Stérke der proximity-induzierten SOC bestimmen konnen.
Die Bestimmung der effektiven Masse m* aus den Messdaten war jedoch nicht
moglich, da die Probe aufgrund eines Gatedurchbruchs zerstort wurde, wodurch
keine weiteren Messungen bei hoheren Temperaturen durchgefithrt werden konn-
ten. Daher war eine exakte quantitative Bestimmung der proximity-induzierten
SOC hier nicht realisierbar.

Man konnte sich jedoch an einer Naherung versuchen. Dafiir werden zuerst will-
kiirliche Werte fiir die energetische Spinaufspaltung AE in einem Bereich von
OmeV bis 80 meV gewihlt. Anschliefend wird der minimale (Af = 0,6 T) und
der maximale (Af = 2,6 T) Wert der Frequenzaufspaltung Af von den auf-
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Abbildung 6.8.: Die Kurven in den Graphen a)-c) zeigen die einzelnen Frequenz-
spektren mit den aufgespaltenen dominanten Peaks bei unterschiedlichen negati-
ven Gatespannungen U, bzw. Ladungstragerdichten n fiir die Bereiche zwischen
den Kontakten 4-7, 6-10 und 7-11. Die roten Pfeile markieren dabei die Peaks,
die aus der Energieaufspaltung resultieren.

gespaltenen Peaks aus Abb. 6.8 a)-c) abgelesen. Der Fall fir Af = 0T wurde
hierbei nicht berticksichtigt. Mit umgestellter Gleichung (4.19) kénnen dann die
effektiven Massen m* bestimmt und in einem Diagramm in Abhéngigkeit der
Energieaufspaltung AE auftragen werden (vgl. Abb. 6.9 a) und b)). Fiir realisti-
sche Werte der effektiven Massen m* von BL-G aus der Literatur [117, 144] kann
man danach im Diagramm die zugehorigen berechneten Energieaufspaltungen
AFE abgelesen. Abschliefend wird noch iiberpriift, ob die ermittelten Werte der
Energieaufspaltung AFE ungefahr mit bereits bekannten bzw. prognostizierten
Werten aus der Literatur [21, 22, 63, 97] iibereinstimmen, um die proximity-
induzierte SOC als Ursache der auftretenden Schwebungen in Betracht ziehen zu
konnen.
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Abbildung 6.9.: Die Diagramme a) und b) gingen aus einem Diagramm hervor.
Aus Griinden der besseren Ubersichtlichkeit wurde das urspriingliche Diagramm
jedoch in die zwei vorliegenden Diagramme unterteilt und entsprechend skaliert.
Die Kurven in b) beginnen dort, wo die Kurven in a) enden. In den Diagrammen
a) und b) ist jeweils eine griine und eine schwarze Kurve enthalten. Die schwarze
Kurve stellt alle mathematisch moglichen Wertepaare von AE und m* fiir eine
minimale Frequenzaufspaltung von Af = 0,6T dar. Dasselbe gilt fiir die griine
Kurve allerdings fiir eine maximale Frequenzaufspaltung von Af = 2,6T. Die
schwarze und die griine Linie stellen dabei eine untere und eine obere Schranke
aller erlaubten Wertepaare von AFE und m* dar. Es sind damit all diese Wertpaare
von AFE und m* mathematisch erlaubt, die zwischen oder auf der schwarzen und
griinen Linie liegen.

Betrachtet man nun Abb. 6.9 a) und b), so stellt die schwarze Kurve eine untere
und die griine Linie eine ober Schranke dar, wodurch fiir vorhandene Frequenz-
aufspaltungen A f nur Punkte erlaubt sind, die zwischen oder auf diesen beiden
Schranken liegen. In Abb. 6.9 a) zeigt sich, dass die Werte fur die effektive Masse
m* fiir eine realistische Energieaufspaltung von AE = 0meV bis AE = 10 meV
ungewohnlich hoch ausfallen, wenn man diese Werte mit typischen Werten fiir
BL-G aus der Literatur [117, 144] vergleicht. Daher ist anzunehmen, dass die
Energieaufspaltung AFE grofler als 10 meV ausfallen miisste. Diesen Fall veran-
schaulicht Abb. 6.9 b). Betrachtet man hier die beiden Kurven, so stellt man fest,
dass fiir bekannte Werte der effektiven Masse (m* = 0,020 m, bis m* = 0,045 m,
[117, 144]) die Energieaufspaltung AE besonders fiir die griine Kurve ungewo6hn-
lich hoch ausfallt.

Grundsétzlich missen aber beide Kurven (schwarz und griin) Punkte mit sinn-
vollen Werten sowohl fiir die Energieaufspaltung AFE als auch fiir die effektive
Masse m* beherbergen. Da dies hier jedoch nicht der Fall ist, kann man davon
ausgehen, dass hier die proximity-induzierte SOC héchstwahrscheinlich nicht fir
die Spinaufspaltung und damit auch nicht fiir das Auftreten der beobachteten
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Schwebungen in den Shubnikov-de-Haas-Oszillationen zwischen den Kontakten
4-7, 6-10 und 7-11 der Hallbar verantwortlich ist.

Inhomogenitat der Probe

Da die Schwebung in den Shubnikov-de-Haas-Oszillationen fiir die betrachteten
Bereiche zwischen den Kontaktpaaren 4-6, 6-7, 7-10 und 10-11 nicht auftritt und
die Energieaufspaltung bei der angenommenen effektiven Masse m* fiir die Be-
reiche zwischen den Kontaktpaaren 4-7, 6-10 und 7-11 eher unrealistisch grofl
ausfallen miisste, ist die Ursache der hier auftretenden Schwebung nach wie vor
ungeklart.

Daher wurden alle bisherigen Messungen nochmal genauer betrachtet. Dabei fiel
Folgendes auf. Die Schwebung tritt in den Bereichen zwischen den Kontaktpaaren
4-7, 6-10 und 7-11 auf. In den Bereichen zwischen den Kontaktpaaren 4-6, 6-7,
7-10 und 10-11 der Hallbar tritt die Schwebung jedoch nicht auf, obwohl man
sie auch dort erwarten wiirde, sofern als Ursache der Schwebung die proximity-
induzierte SOC angenommen wird. Grundsétzlich deutet dieser Umstand viel-
mehr darauf hin, dass die wesentliche Ursache der Schwebung eher nicht die
proximity-induzierte SOC ist.

Betrachtet man nun auch die Messungen zum elektrischen Feldeffekt (vgl. Abb.
6.2), so fallt auf, dass die Dirac-Punkte der einzelnen Probenbereiche zwischen
den Kontaktpaaren 4-6, 6-7, 7-10 und 10-11 relativ zueinander verschoben sind.
Ebenso sind die Peaks der dominanten Frequenzen im Frequenzspektrum zuein-
ander verschoben (vgl. Abb. 6.6 bzw. Abb. C.3). Das heifit, dass die Probe tiber
diese Probenbereiche inhomogen dotiert ist.

Misst man nun tiber zwei Probenabschnitte, also z.B. den Bereich zwischen Kon-
takt 4 und Kontakt 7, so enthélt das Messsignal sowohl Informationen des Be-
reichs zwischen dem Kontaktpaar 4-6 als auch des Bereichs zwischen Kontaktpaar
6-7. Misst man also bei einer festgelegten Gatespannung U, die Shubnikov-de-
Haas-Ostzillationen, so tragen die beiden Messbereiche 4-6 und 6-7 mit unter-
schiedlichen dominierenden Ladungstragerdichten ny, und ny, zum Gesamtmess-
signal bei.

Da die Frequenz der Shubnikov-de-Haas-Oszillationen von der Ladungstréger-
dichte n abhangig ist, ergeben sich fiir die beiden unterschiedlichen Ladungstra-
gerdichten ny, und ny, auch die unterschiedlichen Frequenzen f; und f,. Weichen
diese Frequenzen f; und f, nur gering voneinander ab, so kommt es zu einer
Schwebung in den Shubnikov-de-Haas-Oszillationen.

Um zu priifen, ob die Schwebung in den Shubnikov-de-Haas-Oszillationen auf die
Inhomogenitét der Probe zuriickzufithren ist, wurden die Frequenzspektren fiir
zwei aneinandergrenzende Probenbereiche bei gleicher Gatespannung U, iiberein-
andergelegt und dann mit dem gesamten Frequenzspektrum iiber beide Bereiche
verglichen. In Abb. 6.10 wird dies anhand der Probenbereiche 6-7, 7-10 und 6-10
gezeigt.
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Abbildung 6.10.: Frequenzspektrum der Probenbereiche 6-7, 7-10 (gestrichelte
Linie) und 6-10 (durchgezogene Linie) fiir zwei verschiedene Gatespannungen U,
(schwarze und griine Linien).

Dort ist erkennbar, dass die Position der Peaks in den Spektren der Bereiche 6-7
und 7-10 ziemlich genau dort ist, wo sich die zwei Peaks im Spektrum des Be-
reichs 6-10 befinden. Insofern stellt das Frequenzspektrum von des Bereichs 6-10
eine Uberlagerung der beiden Spektren der Bereiche 6-7 und 7-10 dar.

Im Anhang Abb. C.6 sind die Graphen fiir die anderen Probenbereiche und auch
fir positive Gatespannungen U, dargestellt. Aufler fir C.6 a) und d) zeigt sich
dort ein dhnliches Verhalten wie in Abb. 6.10. Warum C.6 a) und d) ein etwas
anderes Verhalten zeigen, konnte nicht geklért werden. Grundsétzlich verhalt sich
aber die Mehrheit der Frequenzspektren genau nach demselben Schema wie in
Abb. 6.10.

Es ist daher recht wahrscheinlich, dass die Frequenzaufspaltung und damit die
Schwebung in den Shubnikov-de-Haas-Oszillationen aus einer Uberlagerung von
Signalen aus Probenbereichen mit unterschiedlichen Ladungstragerdichten (In-
homogenitit der Probe) resultiert und hier nicht oder nur sehr wenig durch die
proximity-induzierte SOC.

Als mogliche Ursache fiir die Inhomogenitat der Probe kénnten grundsétzlich gro-
Bere Defekte oder Verunreinigungen in der Heterostruktur, die nur vereinzelt an
bestimmten Stellen in der Probe auftreten und nicht iiber die ganze Probe verteilt
sind, in Frage kommen. Bei der Herstellung solcher Proben, ist es durchaus iiblich,
dass Blasen innerhalb der Heterostruktur mit eingeschlossen werden. Bei der Her-
stellung der Heterostruktur konnte man auch vereinzelt solche Blasen innerhalb
der Hallbar erkennen. Diese Blasen stellen grundsatzlich Verunreinigungen dar
und konnten aufgrund ihrer Grofle und Zusammensetzung moglicherweise auch
zu einer unterschiedlich starken Wirkung des Backgates auf das ML-G und damit
zu einer Inhomogenitéit der Ladungstréagerdichten n innerhalb der Probe fithren.
Ob diese Blasen tatséichlich fiir die Inhomogenitat der Probe verantwortlich wa-
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ren, konnte jedoch nicht bewiesen werden und ist daher lediglich eine Vermutung.

Schwebung bei hBN/BL-G/hBN-Heterostruktur

Ein weiteres Indiz dafiir, dass das Auftreten einer Schwebung in den Shubnikov-
de-Haas-Oszillationen nicht unbedingt auf induzierte SOC zuriickzufithren sein
muss, liefern Messungen an BL-G, welches zwischen zwei hBN-Flocken einge-
kapselt wurde. Diese Messungen wurden im Rahmen einer Masterarbeit [145]
zusammen mit S. Peterhans durchgefithrt. Obwohl fiir diese Proben aufgrund
der gewéhlten Materialien keine hohe SOC zu erwarten war, zeigte sich trotzdem
in den Shubnikov-de-Haas-Oszillationen eine Schwebung (vgl. Abb. 6.11 a)). Die
zugehorige Frequenzaufspaltung wird ebenfalls im Frequenzspektrum von Abb.
6.11 b) sichtbar.
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Abbildung 6.11.: In a) sind die Shubnikov-de-Haas-Oszillationen fiir verschiede-
ne Ladungstragerdichten dargestellt, die von S. Peterhans an einer hBN/BL-
G/hBN-Heterostruktur gemessen wurden. Auffillig sind hier die Schwebungen in
den einzelnen Kurven. In b) ist ein Frequenzspektrum mit den FFT-Kurven fir
verschiedene Ladungstrigerdichten zu sehen. Man erkennt klar, dass es fiir jede
Ladungstrigerdichte im Spektrum einen dominanten Frequenzpeak gibt, der in
zwei dominierende Peaks aufgespalten ist (rote Pfeile). Uy, steht hier aulerdem
fiir eine Topgatespannung, da bei dieser Probe mit einem Topgate anstelle eines
Backgates gearbeitet wurde.

Die damit einhergehende Energieaufspaltung AE wurde anschlieSend berechnet.
Es ergaben sich mit einer effektiven Masse m* = 0,020 m, bzw. m* = 0,045 m,
[117, 144] die Energien AE ~ 4meV bzw. AE ~ 10meV. Eine Energieauf-
spaltung in dieser Groéflenordnung wiirde man sogar im Falle von proximity-
induzierter SOC in Heterostrukturen mit Graphen auf TMDCs erwarten.

Diese Energieaufspaltung kann hier jedoch nicht von proximity-induzierter SOC
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verursacht werden, weil in der hier vorliegenden Heterostruktur hBN anstelle ei-
nes TMDC’s verwendet wurde. Ohne hier genauer auf die Ursache der Schwebung
einzugehen, kann man sagen, dass die Energieaufspaltung hier eine andere Ursa-
che als die proximity-induzierte SOC haben muss.

Dies ist nun ein wesentliches Indiz dafiir, dass nicht unbedingt die proximity-
induzierte SOC die Ursache fiir das Auftreten einer Schwebung in den Shubnikov-
de-Haas-Oszillationen sein muss.

6.1.4. Zusammenfassung

Zusammenfassend lésst sich sagen, dass die Messungen an dieser Probe zwar
die gesuchte Schwebung in den Shubnikov-de-Haas-Oszillationen zeigen, aber
die Schwebung mangels Eindeutigkeit ihrer Ursache als Nachweismethode von
proximity-induzierter SOC eher ungeeignet ist. Aulerdem sprechen die Messer-
gebnisse hier dafiir, dass die Schwebung nicht aus der Existenz von proximity-
induzierter SOC resultiert. Aufgrund der moglichen Uneindeutigkeit, sollte man
zum Nachweis von proximity-induzierter SOC eine andere Nachweismethode wih-
len. Stattdessen sollte man versuchen die proximity-induzierte SOC mit Messun-
gen von WAL-SOC nachzuweisen.

Da diese Messungen aber nur in Anwesenheit von Defekten moglich sind, ist
zu erwarten, dass die WAL-SOC nur in Proben mit relativ niedrigen Ladungs-
tragerbeweglichkeiten p messbar ist. Aus diesem Grund diirfte sich aktuell die
eindeutige Bestimmung von proximity-induzierter SOC fiir Hallbar-Strukturen
mit hohen Ladungstragerbeweglichkeiten p mit Hilfe von Magnetotransportmes-
sungen als besonders schwierig gestalten. Im weiteren Verlauf dieser Arbeit wurde
daher versucht die proximity-induzierte SOC mit Hilfe von Messungen von WAL-
SOC mit Proben im diffusivem Regime nachzuweisen, um damit Aussagen iiber
die proximity-induzierte SOC machen zu kénnen.
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6.2. Induzierte SOC in Abhangigkeit von der
Schichtdicke des TMDCs

In Abschnitt 4.4.2 wurde bereits darauf verwiesen, dass bisher noch nicht vollkom-
men geklart ist, ob die Schichtdicke des TDMCs tatsachlich einen nennenswer-
ten Einfluss auf die proximity-induzierte SOC in ML-G/TMDC-Heterostrukturen
hat. Im Rahmen dieser Arbeit hat es sich angeboten, auch diesen Sachverhalt ge-
nauer zu untersuchen, da die Schritte bei der Probenherstellung im Grunde diesel-
ben waren, wie bei den Proben, mit welchen die Drehwinkelabhangigkeit bzw. die
Druckabhéngigkeit der SOC untersucht wurde. Die hier verwendete Probe ent-
spricht daher auch Probe 2 aus Abschnitt 6.3.1 und der Probe aus Anhang C.2.
In diesem Abschnitt werden nun die experimentellen Ergebnisse von zwei ML-
G/WSey/hBN-Heterostrukturen mit unterschiedlich dickem, exfoliertem WSey
gezeigt und verglichen.

6.2.1. Hallbar-Struktur und Messvorgang

Fiir die Untersuchung dieses Sachverhalts wurden zwei Hallbars hergestellt. Die
beiden untersuchten Hallbars gingen dabei aus einer einzigen Heterostruktur her-
vor, die Bereiche mit unterschiedlich dickem WSey aufwies (vgl. Abb. 6.12 a)
und b)). Aus dieser einen Heterostruktur konnten durch geschickte Durchfiih-
rung der Lithographie- und Atzprozesse zwei Hallbars mit unterschiedlich dickem
WSe, hergestellt werden. In diesem Fall bestanden beide Hallbars aus einer ML-
G/WSes/hBN-Heterostruktur, wobei fiir die eine Hallbar ML-WSe, und fiir die
andere Hallbar mehrlagiges WSe, verwendet wurde. Diese Vorgehensweise hat
den Vorteil, dass eine bestmogliche Vergleichbarkeit der Ergebnisse ermoglicht
wird, da die beiden Hallbars (vgl. Abb. 6.12 d)) aus den gleichen Kristallen mit
praktisch gleicher Qualitat und Winkelorientierung hervorgingen.

Die beiden Hallbars hatten die gleiche geometrische Form. Ein Modell davon ist
in Abb. 6.12 ¢) dargestellt. Die Hallbars hatten jeweils sechs Kontakte, von denen
je zwei Kontakte an den langen Seiten vorhanden waren (vgl. Abb. 6.12 ¢)). Der
Abstand zwischen den Kontakten der langen Seiten betrug L = 4 um. Die Breite
der Hallbar war gegeben durch W = 4 pym.

Das Messsystem (vgl. B.1) war fiir diese Proben grundsatzlich identisch zu dem
aus Abschnitt 6.1. Lediglich Uy,s = 0,3V war hier etwas kleiner, wodurch auch
eine kleinerer Strom [ ~ 30nA durch die Probe floss.

Die Messungen mussten hier unbedingt bei sehr niedrigen Temperaturen (T =
1,3 — 1, 7K) durchgefithrt werden, da andernfalls die gesuchten Effekte nicht de-
tektierbar gewesen wéren.

So konnten alle notwendigen Messungen durchgefithrt werden. Im Folgenden wird
nun auf die Messungen zum elektrischen Feldeffekt genauer eingegangen.
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Abbildung 6.12.: In a) ist ein Modell einer Heterostruktur dargestellt, das Be-
reiche mit unterschiedlich dickem WSe, aufweist. Dargestellt ist hier ML-WSes
und mehrlagiges WSe,. b) zeigt ein Bild dieser Heterostruktur, welches mit der
Kamera eines optischen Mikroskops aufgenommen wurde. Auflerdem sind hier
die Bereiche (rot umrahmt) abgebildet, aus denen spéter die Hallbars hergestellt
wurden. Hallbar 1 bestand aus ML-WSe,, Hallbar 2 bestand dagegen aus mehr-
lagigem WSes,. In ¢) ist ein Modell der untersuchten Hallbars mit den Kontakten
1 bis 6 und den Dimensionen L und W dargestellt. d) zeigt die beiden fertig-
gestellten Hallbars 1 und 2 mit den zugehorigen Leiterbahnen an den einzelnen
Kontakten.

6.2.2. Messungen zum elektrischen Feldeffekt

Die Messungen zum elektrischen Feldeffekt lieferten wichtige Probenparameter,
die zur Charakterisierung und spater fir die Auswertung der Messungen von
WAL-SOC notwendig waren.

Die Messdurchfithrung unterschied sich hier ebenfalls nicht zu der aus Abschnitt
6.1. Es wurde auch hier zunachst wieder der gateabhéngige Langswiderstand R,
und die gateabhéngige Leitfahigkeit o,, bestimmt. Es ergaben sich die Kurven
aus Abb. 6.13 a) und b).

Hier zeigen sich relativ breite Dirac-Peaks, was bereits auf recht kleine Ladungs-



6. Experimentelle Ergebnisse 106

(a) (b)
2’0—R T T T T T 1,6 —r — 7
I Oxx 14 T Oxx E
1,6f 6
1,2 B 4 5
=12 °% & l,@
< E Zo0s E
o 0,8t 2¢& & 13 &
12
0.4t 1 0,4
11
0.0l Monolagen-WSe, ) ) ) g 0.0 Mehrlagiges WSe,| | . . A g
730 20 -10 0 10 20 30 '7-40-30-20-10 0 10 20 30 40

4, (V)

Abbildung 6.13.: Die beiden Graphen a) und b) zeigen die Messungen zum elek-
trischen Feldeffekt fiir die beiden Heterostrukturen, a) mit ML-WSes und b) mit
mehrlagigem WSes. Dargestellt ist in beiden Féllen die Abhéngigkeit des Wider-
stands R,, und der Leitfahigkeit o,, von der Gatespannung U,.

tragerbeweglichkeiten i der beiden Hallbars hinweist.

Es zeigt sich hier auBlerdem nur eine sehr geringe Dotierung, wie man an der
leichten Verschiebung der Dirac-Peaks relativ zu U, = 0V erkennen kann. Im
Allgemeinen hat die Dotierung jedoch keinen Einfluss auf die noch zu ermitteln-
den Parameter.

Die Kurven zeigen hier ansonsten keine Besonderheiten und haben den tiblichen
Kurvenverlauf, den man fiir Proben dieser Bauart erwarten wiirde.

Mit der Gatekapazitit C, ~ 1,20 x 107 AsV~'m~2 war es nun méglich die La-
dungstragerbeweglichkeit ;1 zu bestimmen und gegen die Gatespannung U, auf-
zutragen. Dadurch erhielt man fiir die beiden Hallbars die Kurven aus Abb. 6.14,
wobei fiir eine bessere Vergleichbarkeit dieser Kurven die Dotierung abgezogen
wurde.

In Abb. 6.14 kann man nun erkennen, dass die Ladungstragerbeweglichkeiten p
bei beiden Proben relativ klein sind und sich voneinander unterscheiden.

Das zeigt, dass beide Proben in Bezug auf Verunreinigungen und Defekte von
ahnlicher aber nicht gleicher Qualitat sind.

Unter der Annahme, dass kaum Verunreinigungen zwischen den ML-G- und
WSe,-Schichten liegen, ging man hier davon aus, dass sich die etwas unterschied-
lichen Ladungstréagerbeweglichkeiten p nicht auf die noch zu ermittelnden SOC-
Parameter auswirken. Wodurch ein Vergleich der Proben nach wie vor sinnvoll
blieb.

Mit der Ladungstragerdichte n wurden anschliefend die weiteren Transportpara-
meter s, und 7, bestimmt (vgl. Abb. 6.15 a) und b)).

Anhand Abb. 6.15 a) und b) erkennt man, dass die jeweiligen Kurven von Iy,
und 7, in Bezug auf die Dicke der WSey-Schicht auch hier etwas voneinander
abweichen, was mit den unterschiedlichen Ladungstragerbeweglichkeiten p
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Abbildung 6.14.: Die Abbildung zeigt den Verlauf der Ladungstréagerbeweglichkei-
ten p in Abhéngigkeit der Gatespannung U, fir ML-WSe, (schwarz) und mehr-
lagiges WSey (blau). Dabei zeigt sich, dass die schwarze Kurve fiir ML-WSe,
fir groflere Gatespannungen U, eine etwas kleinere Ladungstrégerbeweglichkeit
v aufweist als die blaue Kurve fiir mehrlagiges WSes.
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Abbildung 6.15.: a) zeigt den Verlauf der mittleren freien Weglénge ,,,5, und b)
den Verlauf der Impulsrelaxationszeit 7, abhangig von der Ladungstragerdichte
n fiir die beiden Heterostrukturen mit ML-WSey; bzw. mit mehrlagigem WSes,.

einhergeht. Beide Proben sind wegen l,,;, < W auflerdem im diffusiven Regime
und eignen sich von daher grundsétzlich fiir die Messungen zur WAL-SOC.

Im letzten Schritt wurde durch Anwendung von Gleichung (3.16) die Fermi-
Energie Er bestimmt, wodurch man mit Gleichung (3.13) oder alternativ mit
Gleichung (3.12) dann auch unmittelbar den Diffusionskoeffizient D bestimmen
konnte (vgl. Abb. 6.16). Diesen wichtigen Parameter bendtigte man spéater bei
den Messungen von WAL-SOC fiir die Kurvenanpassungen.
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Abbildung 6.16.: Diese Abbildung zeigt den Verlauf des Diffusionskoeffizienten
D abhéngig von der Ladungstragerdichte n fiir die beiden Heterostrukturen mit
ML-WSe; bzw. mit mehrlagigem WSes,.

Nach Ermittlung dieser wesentlichen Transportparameter konnte man nun zur
Auswertung der Messungen von WAL-SOC tibergehen.

6.2.3. Messung und Evaluation von WAL-SOC und
Bestimmung der SOC

Zur Bestimmung der proximity-induzierten SOC wurde nun versucht die WAL-
SOC nachzuweisen, um daraus die wesentlichen Streuzeiten zu ermitteln und
schliefllich die SOC-Parameter zu bestimmen.

Zur Messung der WAL-SOC wurde eine Vierpunktmessung durchgefithrt. Da-
bei wurde ein auleres Magnetfeld B, senkrecht zur Probenebene angelegt und
wahrend der Messung von U,, variiert. Die Gatespannung U, und damit die La-
dungstragerdichte n blieb dabei fiir jede Messung fest. Durch Mittelung mehrerer
solcher Messungen iiber ein bestimmtes Intervall der Gatespannung U, bzw. La-
dungstrégerdichte n konnten die UCF weitgehend herausgefiltert werden, sodass
die Messkurven fiir die anschliefende Kurvenanpassung zur Ermittlung der ge-
suchten Streuparameter geeignet waren.

Fiir ausgewéhlte Ladungstragerdichten n ergaben sich fiir die beiden Proben die
gemittelten Kurven aus Abb. 6.17 a) und b). Die roten Kurven stellen dabei
immer die Fit-Kurven dar, die man durch eine Kurvenanpassung mit Gleichung
(4.21) unter Verwendung der bereits bekannten Transportparameter aus 6.2.2 er-
hielt.

In Abb. 6.17 a) und b) sicht man klar, dass die Leitfahigkeit Ao,, hin zum
Nullpunkt des Magnetfeldes B, ansteigt. Fiir groflere Magnetfelder ist dafir die
WAL-Berry verantwortlich. Der kleine Peak nahe dem Nullpunkt des Magnetfel-
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Abbildung 6.17.: In a) und b) sind jeweils Messungen zur Leitfdhigkeit Aoy,
in Abhéngigkeit eines dufleren Magnetfelds B, fiir die zwei Hallbars dargestellt.
In allen Kurven ist erkennbar wie die WAL-Berry in die WAL-SOC iibergeht.
Die roten Kurven stellen dabei mogliche Fitkurven dar. Es fehlen zudem manche
Kurven fiir bestimmte Ladungstragerdichten n, da in diesen Fallen keine passende
Fit-Kurve erstellt werden konnte.

des B, wird dagegen von WAL-SOC verursacht. Eine schwache Lokalisierung ist
hier aufgrund der starken Dominanz von WAL-Berry nicht zu erkennen.

Aus der Kurvenanpassung von Abb. 6.17 a) und b) konnten nun die wesentlichen
Fit-Parameter 74, Tasy, Tsym, Tiv UNd Tintrq ermittelt werden.

7, konnte sowohl aus der Kurvenanpassung als auch aus den UCF iiber die Au-
tokorrelationsfunktion ermittelt werden. Der Verlauf der Phasenstreuzeit 7, in
Abhéangigkeit zur Ladungstragerdichte n ist fiir die beiden Proben in Abb. 6.18
a) zu sehen. Die Phasenstreuzeit 7,5 weicht dabei fiir die beiden Proben nur wenig
voneinander ab und nimmt wie erwartet mit steigender Ladungstriagerdichte n
zu. Die Groflenordnung von 7, ist typisch fiir diesen Probentyp.

Daneben sind in Abb. 6.18 b) die Kurven fiir die Streurate 7,0 = 7., + 7o, 20
sehen. Diese Streurate wurde aus 7,4, und 7, ermittelt und soll nach [97] gegen
7, aufgetragen einen linearen Verlauf annehmen. Das heift, es waren nur Werte
fir 7,5, und 75y, erlaubt, mit denen 7.5 einen linearen Verlauf annehmen konnte.
Dies reduzierte die Menge an moglichen Parametern fiir 7,5, und 7y, weiter und
erleichterte dadurch die Auswertung. Es fallt zudem auf, dass die Steigung von
7oL scheinbar unabhéingig vom Ladungstrigertyp ist.

In Abb. 6.19 a) und b) sind die Kurven der beiden Streuzeiten 7,,, und 7y,
in Abhéngigkeit zur Ladungstrigerdichte n abgebildet. Beide Parameter weisen
einen gewissen Fehlerbreich auf. Der Fehler reduzierte sich nochmals erheblich,
wenn man wegen [64] schon bei der Kurvenanpassung nur solche Werte erlaubt,
bei denen der Parameter fiir die Rashba-SOC A und der Parameter fiur die
Valley-Zeeman-SOC Ay spéter einen Verlauf zeigen, der unabhéngig von der
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Abbildung 6.18.: In a) wird der Kurvenverlauf der Phasenstreuzeit 7, in Abhan-
gigkeit der Ladungstrigerdichte n fiir die beiden Hallbars dargestellt. Die Pha-
senstreuzeit 7, steigt dabei mit der Ladungstragerdichte n an. Die Kurven der
beiden Hallbars unterschieden sich hier etwas. In b) ist 755~ gegen 7, aufgetragen
und bei beiden Proben nehmen die Kurven einen linearen Verlauf an. Die Stei-
gung der Geraden scheint dabei weitgehend unabhangig vom Ladungstragertyp
(Elektronen oder Locher) zu sein.

(a) (b)

3’0 Monolagen-WSe,, —s—Elektronen--m-- Lécher 3’0 Monolagen-WSe,, —s—Elektronen--m-- Lécher
Mehrlagiges WSe, , —e— Elektronen--e-- | cher Mehrlagiges WSe, , —e— Elektronen- -e-- | écher
2,5¢ - 2,50
__ 2,0t _.2,0f
3 e
Q.
\;. 1 15 i ~§ 1 ’5 i
%) B
& Q

N
o

o
)

o
o

P

oy 00— 3

n(x10°m?) n(x10'*m?)

Abbildung 6.19.: In a) ist die Streuzeit 7,5, und in b) die Streuzeit 7y, in Ab-
hangigkeit der Ladungstragerdichte n fiir die beiden Hallbars dargestellt. Es féllt
auf, dass 7,5, zwar von der Ladungstragerdichte n, aber wenig bis gar nicht von
der Dicke des WSep-Materials abhéngig ist. Fir 7, zeigt sich dagegen keine
klare Abhéngigkeit von der Ladungstragerdichte n. Auch eine Abhéangigkeit von
der Schichtdicke ist hier nicht erkennbar.
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Ladungstragerdichte n ist. Die Kurven von 7., und 7, unterscheiden sich hier
in Bezug auf die Dicke der WSes-Schicht nur wenig voneinander. Aus der Kur-
venanpassung gingen auch die beiden Parameter 7, und 7,4, hervor, welche in
Abb. 6.21 a) und b) in Abhéngigkeit zur Ladungstragerdichte dargestellt sind. Im
Allgemeinen nehmen beide Werte von 7;, vergleichsweise grole Werte an, was vor
allem an der recht breiten aber kurzen Geometrie der Probe liegen diirfte. Auch
hier sind bei der Kurvenanpassung nur solche Werte erlaubt, die wegen [64] spater
nur einen dichteunabhangigen Verlauf der Valley-Zeeman-SOC Ay 7 ermoglichen.
Dadurch lédsst sich auch hier der Fehlerbereich bereits durch geschickte Kurven-
anpassung verkleinern. Eine Abhangigkeit dieser Parameter von der Schichtdicke
ist hier nicht klar erkennbar und wiirde auch nicht erwartet werden. Fur 7,44
zeigte sich lediglich eine gewisse Abhéngigkeit von der Ladungstrigerdichte n.
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Abbildung 6.20.: In a) ist die Intervalley-Streuzeit 7;, und in b) die Intravalley-
Streuzeit 7, in Abhéngigkeit der Ladungstragerdichte n fiir die beiden Hallbars
dargestellt. Eine Abhéngigkeit von der Dicke des WSey-Materials zeigt sich hier
weder fir 7;, noch fir 7,.,. Wahrend 7;, keine Abhéngigkeit von der Ladungs-
tragerdichte n zeigt, liegt im Falle von 7,4, dagegen eine klare Abhéngigkeit von
der Ladungstréigerdichte n vor

Mit Hilfe der Gleichungen (4.23) und (4.24) konnte man anhand der ermittelten
Streuzeiten nun auch die SOC-Parameter \p und Ay z bestimmen. Es ergaben
sich die Kurven aus Abb. 6.21 a) und b).

Alle Kurven aus Abb. 6.21 a) und b) weisen einen gewissen Fehlerbereich auf,
in dem die erlaubten Werte fiir Az und Ay liegen konnen. Man kann klar er-
kennen, dass die Kurven der jeweiligen Parameter sehr nahe beieinander liegen.
Es ist dadurch eher keine Abhéngigkeit der SOC-Parameter Ag und Ay z von der
Dicke der WSey-Schicht erkennbar.
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Abbildung 6.21.: In a) ist der SOC-Parameter Az und in b) der SOC-Parameter
Avz gegen die Ladungstriagerdichte n fir die beiden Hallbars aufgetragen. In a)
und b) zeigt sich weder fiir Ag noch fiir A,z eine Abhéngigkeit von der Dicke des

WSes-Materials. Az und Ay 7 sind auflerdem unabhéangig von der Ladungstréiger-
dichte n.

6.2.4. Zusammenfassung

Zusammenfassend kann man sagen, dass allein durch die Anderung der Dicke
des WSe,-Materials keine unmittelbare Anderung der proximity-induzierten SOC
folgt, wodurch auch eine Einstellung der proximity-induzierten SOC durch die
Wahl von unterschiedlich dicken WSe,-Schichten nicht méglich zu sein scheint.
Weiterhin konnte festgestellt werden, dass die Transportparameter etwas unter-
schiedlich waren, obwohl die beiden Hallbars aus einer einzigen Heterostruktur
hervorgingen. Die SOC-Parameter g und Ay 2 sind jedoch nahezu identisch. Dies
zeigt, dass unterschiedliche Transportparameter nicht zu unterschiedlichen SOC-
Parametern fithren miissen.

Hinsichtlich der Erkenntnisse aus [119] sollte der Vergleich in dieser Arbeit auch
besser sein, da hier fiir die beiden verglichenen Proben das gleiche Ausgangsma-
terial verwendet wurde. Lediglich die Dicke der WSes-Schichten war hier unter-
schiedlich. In vergleichbaren Heterostrukturen sollte daher die Schichtdicke des
WSe,-Materials keinen Einfluss auf die proximity-induzierte SOC haben.

Was jedoch an dieser Stelle nicht ausgeschlossen werden kann, ist, dass mog-
licherweise nicht-eingekapseltes ML-WSey; auf ML-G und damit ohne hBN an
der Oberseite, eine hohere SOC induziert, da sich eine einzelne ML-WSes-Flocke
in einer ML-G/ML-WSey-Heterostruktur moglicherweise aufgrund ihrer héheren
Flexibilitat besser an das ML-G annahern kann, als das in einer vergleichsweise
steifen ML-G/ML-WSes/hBN-Heterostruktur méglich ist. Dies hohere Flexibili-
tat von Monolagen wurde auch in [119] bereits als Ursache fiir die hohere SOC
in Betracht gezogen. Hier konnte deshalb das relativ dicke hBN an der Oberseite
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einen entscheidenden Einfluss haben. Dieser Umstand miusste aber im Rahmen
weiterer Untersuchungen gepriift werden.

6.3. Einstellung von induzierter SOC durch
Variation des Drehwinkels

Wie in Abschnitt 4.4.3 gezeigt wurde, gibt es bereits Berechnungen, die zeigen,
dass die induzierte SOC in ML-G/TMDC-Heterostrukturen vom Drehwinkel zwi-
schen der ML-G und der TMDC-Schicht abhéngig sein soll (vgl. [21-23]). Gegen-
stand dieser Arbeit war es, diesen Sachverhalt zu untersuchen und den experi-
mentellen Nachweis dafiir zu erbringen, dass die Starke der proximity-induzierten
SOC durch die Wahl von bestimmten Drehwinkeln vorab eingestellt werden kann.
Dafiir mussten einige Proben mit unterschiedlicher Winkelorientierung hergestellt
werden, wobei besonders auf die Reproduzierbarkeit der Proben geachtet werden
sollte. Nur dann ist namlich ein sinnvoller Vergleich der einzelnen Proben zu er-
warten.

Obwohl die Ergebnisse aus Abschnitt 6.2 darauf hindeuten, dass die Schichtdicke
von WSey hochstwahrscheinlich keinen wesentlichen Einfluss auf die induzierte
SOC hat, wurde hier trotzdem fiir die Probenherstellung ausschlieflich ML-WSe,
anstelle von mehrlagigem WSe, verwendet. Zudem wurde fiir die Proben eine dhn-
liche Probengeometrie gewéhlt. Dadurch sollte eine bestmogliche Vergleichbarkeit
der Proben gegeben sein.

Grundsatzlich wurden zum Nachweis dieser Winkelabhéngigkeit zwei Arten von
Proben untersucht. So wurden einmal drei ML-G/ML-WSe, /hBN-Heterostrukt-
uren mit exfoliertem ML-WSey und einmal drei ML-G/ML-WSe, /hBN-Hetero-
strukturen mit CVD-gewachsenem ML-WSe, hergestellt, deren Winkelorientie-
rung bestimmt und die proximity-induzierte SOC ermittelt.

Der Grund dafiir, dass Heterostrukturen mit zwei unterschiedlichen Arten von
ML-WSe, verwendet wurden, liegt vor allem an der recht aufwéandigen Herstel-
lung von exfoliertem ML-WSe,. Hier war es wesentlich einfacher gewachsenes
ML-WSes zu verwenden.

Da prinzipiell zwei verschiedene Arten von Heterostrukturen, bei denen auch
unterschiedliche Verfahren zur Drehwinkelbestimmung zur Anwendung kamen,
untersucht wurden, werden die Ergebnisse der Proben mit exfoliertem und ge-
wachsenen ML-WSes zunachst getrennt betrachtet. Spéter werden die Ergebnisse
beider Probentypen noch miteinander verglichen, sodass sich eine globale Aussage
hinsichtlich der Winkelabhéngigkeit der proximity-induzierten SOC machen lasst.
Die Durchfithrung von Messung und Auswertung dieser Proben unterschied sich
kaum von der Probe aus Abschnitt 6.2. Insofern wird im Folgenden nicht mehr
so detailliert darauf eingegangen.
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6.3.1. Proben mit exfoliertem ML-WSe,

In diesem Abschnitt werden nun die experimentellen Ergebnisse von ML-G/ML-
WSes /hBN-Heterostrukturen mit exfoliertem ML-WSes behandelt. Bei diesen
Proben wurde der Drehwinkel zwischen dem ML-WSe; und dem ML-G lediglich
anhand der Bruchkanten der Flocken bestimmt, sodass der Drehwinkel nur bei
a = 15° eindeutig ermittelt werden konnte. Bei allen anderen Winkelkonstellatio-
nen gibt es zwei nicht-dquivalente Moglichkeiten. Um hier dennoch Aussagen iiber
die Winkelabhéangigkeit der SOC machen zu koénnen, wurden zwei Proben her-
gestellt, bei denen die Winkel nach theoretischen Vorhersagen [21-23| besonders
signifikante Werte der SOC aufweisen sollten. Namlich bei o ~ 0° und o ~ 30°.
Hier sollte namlich die Valley-Zeeman-SOC bei a & 30° verschwinden (vgl. [21—
23]). Bei a &~ 0° wird dies dagegen nicht erwartet. Dadurch kann man anhand
der SOC-Werte und den theoretischen Vorhersagen dann auch Riickschliisse auf
die eingestellten Winkel ziehen.

Hallbar-Struktur und Messvorgang

Es wurden nun drei Hallbars untersucht, wovon zwei Hallbars jeweils sechs Kon-
takte hatten. Davon waren jeweils zwei Kontakte an den langen Seiten der Hallbar
(siche Abb. 6.22 a) ohne gestrichelte Bereiche und die Bilder b) und ¢) von Probe
1 und 2). Der Abstand der seitlichen Kontakte zueinander betrug L = 4 ym, wéh-
rend die Hallbar eine Breite W = 4 um aufwies. Die dritte Probe hatte auf jeder
langen Seite jeweils zwei Kontakte mehr (siehe Abb. 6.22 a) mit gestricheltem
Bereich und Bild d) von Probe 3). Fiir Probe 3 betrigt der Abstand zwischen
zwei nachsten Kontakten an den langen Seiten L/2 = 2 um. Die Breite betragt
auch hier W = 4 ym. Damit unterscheidet sich Probe 3 von den anderen beiden
Proben nur durch die Anzahl der Kontakte und durch die Lange der gesamten
Hallbar. Misst man fiir alle Proben tiber die gleiche Lange L = 4 ym, dann soll-
te sich die unterschiedliche Anzahl der Kontakte jedoch nicht wesentlich auf die
Transportparameter auswirken, sodass die Proben vergleichbar sein diirften.
Gemessen wurden alle drei Proben genauso wie bereits in Abschnitt 6.2 beschrie-
ben. Probe 2 war sogar bereits Teil der Untersuchungen in Abschnitt 6.2.
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Abbildung 6.22.: a) Modell der Hallbar-Struktur von Probe 1 und 2 (ohne ge-
strichelte Bereiche) und Probe 3 (mit gestrichelten Bereichen) mit den jeweiligen
nummerierten Kontakten. b), ¢) und d) sind Bilder der verwendeten Hallbar-
Strukturen (rot umrahmt) mit den zugehorigen Leiterbahnen, aufgenommen mit
der Kamera eines optischen Mikroskops.



6. Experimentelle Ergebnisse 116

Messungen zum elektrischen Feldeffekt

Zur Bestimmung der wesentlichen Transportparameter wurde auch hier der ga-
teabhangige Langswiderstand R,, die gateabhéangige Leitfdhigkeit o,, bestimmt.
Es ergaben sich die Kurven aus Abb. 6.23 a)-c). Grundséatzlich weisen diese Kur-
ven hier keine Besonderheiten auf und haben den tblichen Kurvenverlauf, den
man fiir Proben dieser Bauart erwartet.

Mit Hilfe der Transportmessungen aus Abb. 6.23 konnten nun auch die wesentli-

0 (b)
’ _RXX
4.0 — Oyx 14,0
1,6F
3,0
’ 3,0 -
g 2312 £
3 E = =
X 0§ Fosl 20 'g
'1,0 0,4_ -1,0
0- ) ) __[Probe 1,a~0° oder 30° 0.0 gLProbe 2, ax15° ) ) ) 100
-30 -20 10 0 10 20 30 ™ -30 -20 -10 0 10 20 30
(V) Y
(c) (d)
— R [ Probe 1, a=0° oder 30°
6_5)2( 2’0 15 P;sz 2, a:15°0 o
5[ 1,6 "T‘: 10-—Probe 3, a~0° oder 30 e
= 4l ~ 5 5
g 4 120 & L
% E E o
% 3r x ©
X X o
2- '0,8 ) 2 _5_
X
1 104  X-10;
(LProbe 3, a=0°oder 30° o, 0.0 -15¢ ) ) ) ) ) ) ]
’ -40 -30 -20-10 0 10 20 30 40

-40  -20 0 20 40
Ug(V) y,- UDirac(V)

g9
Abbildung 6.23.: Die Graphen a)-c) zeigen die Messungen zum elektrischen Feld-
effekt fiir die drei untersuchten Proben. Dargestellt ist in allen Féllen die Ab-
hangigkeit des Widerstands R,, und der Leitfahigkeit o,, von der Gatespannung
U,. d) Verlauf der Ladungstrégerbeweglichkeiten in Abhéngigkeit zur Gatespan-
nung U, fir die einzelnen Proben, wobei hier fiir einen besseren Vergleich von der
Gatespannung U, die Dotierung Up;rq. abgezogen wurde.

chen Transportparameter p, I, ¢p, 7, und D bestimmt werden. Die Vorgehensweise
dabei identisch zu der in Abschnitt 6.2.

Zuerst wurden die Ladungstragerbeweglichkeiten p bestimmt. Diese sind fiir die
einzelnen Proben in Abb. 6.23 d) dargestellt. Uber die Ladungstrigerbeweglich-
keiten p lésst sich allgemein sagen, dass diese hier fiir alle Proben relativ klein und
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von Probe zu Probe durchaus unterschiedlich sind. Ein Einfluss auf die proximity-
induzierte SOC ist durch die unterschiedlichen Ladungstragerbeweglichkeiten p
jedoch nicht unmittelbar zu erwarten.

Abb. 6.24 a) und b) zeigt fiir ausgewdhlte Ladungstragerdichten n die mittlere
freie Weglange 1,7, und die Impulsrelaxationszeit 7,,.

(a) (b)

0,21 Probe 1,ax~0° oder 30°,—=—Elektronen--m-- Lécher 0,21 Probe 1,ax~0° oder 30°,—s—Elektronen--m-- Lécher
Probe 2,ax15°, Elektronen Locher Probe 2,ax15°, Elektronen Loécher
0, 1 8 Probe 3,a~0° oder 30°,—4—Elektronen--a-- Lécher 0,1 8 Probe 3,ax0° oder 30° —4—Elektronen--a-- Lécher
0,15} 1 0,15} i
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Abbildung 6.24.: a) zeigt den Verlauf der mittleren freien Weglénge l,,,r, und b)
den Verlauf der Impulsrelaxationszeit 7, abhéngig von der Ladungstragerdichte
n flr die drei Proben.

Die beiden Parameter [,,¢, und 7, unterscheiden sich auch hier zu einem gewis-
sem Grad, was auch mit den unterschiedlichen Ladungstragerbeweglichkeiten u
einhergeht. Trotzdem liegen die Parameter fiir alle drei Proben in einem Bereich,
der fiir Proben dieser Bauart iiblich ist. Da hier auch W > [, gilt, liegen hier-
mit auch alle Proben im diffusivem Regime, was zur Messung von WAL-SOC
forderlich ist.

Abschliefend wurde noch der Diffusionskoeffizient D in Abhéngigkeit der La-
dungstragerdichte n bestimmt. Fiir D ergaben sich die Kurven aus Abb. 6.25.
Nach Ermittlung dieser Transportparameter konnte man sich nun wieder der
Messung und Auswertung von WAL-SOC zuwenden.
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Abbildung 6.25.: Die Abbildung zeigt den Verlauf des Diffusionskoeffizienten D
abhéngig von der Ladungstriagerdichte n fir die drei Proben.

Messung und Evaluation von WAL-SOC und Bestimmung der SOC

Die Messdurchfithrung und Auswertung der WAL-SOC war hier ebenfalls iden-
tisch zum vorherigen Abschnitt 6.2.

Fir die jeweiligen Ladungstragerdichten n ergaben sich fiir die drei Proben die
Kurven in Abb. 6.26 a), b) und c). Hier sieht man vor allem bei 6.26 a) und
b) klar, wie die WAL-Berry bei sehr kleinen Magnetfeldern B, in die WAL-SOC
iibergeht.

Aus den Messungen der WAL-SOC gingen auch wieder die Fit-Parameter 74, 7,4,
Toym, Tiv UNd Tingrq hervor.

Der Verlauf der Phasenstreuzeit 7, in Abhangigkeit zur Ladungstragerdichte n ist
in Abb. 6.27 a) zu sehen. Die Phasenstreuzeit 7, ist hier von Probe zu Probe un-
terschiedlich. Griinde daftir gibt es mehrere. Zum einen waren die Temperaturen
der Proben, bei denen die Messungen durchgefithrt wurden, zwar ahnlich aber
eben nicht genau gleich. Dies wirkt sich jedoch direkt auf die Phasenstreuzeit 7,
aus. Zudem nimmt die Phasenstreuzeit 7, bekanntlich ab, wenn mehr inelastische
Streuereignisse stattfinden, was haufig mit einer niedrigeren Ladungstrigerbeweg-
lichkeit p einhergeht. Ein Einfluss der Winkelorientierung auf die Phasenstreuzeit
T4 war hier jedoch nicht zu erwarten.

Daneben sind in Abb. 6.27 b) wieder die Kurven fiir die Streurate 7} in Abhén-
gigkeit von 7, zu sehen. Diese Streurate sollte auch hier wieder nach [97] in allen
Féllen unabhéngig vom Typ der Ladungstréger (Elektronen und Lécher) einen
linearen Verlauf annehmen. Auffallig ist aulerdem, dass die Steigungen der Kur-
ven aus Abb. 6.27 b) je Probe fiir Elektronen und Lécher sogar nahezu identisch
sind.

In Abb. 6.28 a) und b) sind die Kurven der beiden Streuzeiten 7,4, und 7y, in
Abhangigkeit zur Ladungstragerdichte n abgebildet. 7,4, zeigt nicht nur eine Ab-
hangigkeit von der Ladungstragerdichte n, sondern auch wie erwartet eine klare
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Abbildung 6.26.: In a), b) und c) sind jeweils Messungen zur Leitfahigkeit Ao,
in Abhéngigkeit eines dufleren Magnetfelds B, fiir die drei Proben dargestellt.
In allen Kurven ist erkennbar wie die WAL-Berry in die WAL-SOC iibergeht.
Die roten Kurven stellen dabei mogliche Fitkurven dar. Es fehlen zudem manche
Kurven fiir bestimmte Ladungstragerdichten n, da in diesen Féllen keine passende
Fit-Kurve erstellt werden konnte.

Drehwinkelabhéngigkeit. Bei 7y, ist zwar keine Abhéngigkeit von der Ladungs-
tragerdichte n, aber ebenfalls wieder wie erwartet eine klare Drehwinkelabhan-
gigkeit erkennbar.

Aus der Kurvenanpassung gingen auch wieder die beiden Parameter 7;, und 7,10
hervor, welche in Abb. 6.29 a) und b) in Abhéngigkeit von der Ladungstriger-
dichte n dargestellt sind. Im Allgemeinen nehmen beide Streuzeiten wieder relativ
grofle Werte innerhalb eines gewissen Fehlerbereichs an. Die relativ grolen Werte
diirften dabei vor allem an der vergleichsweise breiten, aber kurzen Geometrie
der Probe liegen. Eine Winkelabhangigkeit dieser Parameter kénnte hier zwar
vorliegen, wird jedoch eher nicht erwartet. Dagegen ist vor allem wieder fir 7;,rq
eine Abhangigkeit von der Ladungstrégerdichte n erkennbar.
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Abbildung 6.27.: In a) wird der Kurvenverlauf der Phasenstreuzeit 7, in Abhén-
gigkeit der Ladungstragerdichte n fiir die drei Proben dargestellt. Die Phasen-
streuzeit 7, steigt dabei mit der Ladungstragerdichte n an, eine klare Winkelab-
héingigkeit zeigt sich jedoch nicht. In b) ist 75~ gegen 7, aufgetragen und bei
allen Proben nehmen die Kurven einen linearen Verlauf an. Die Steigung der Ge-
raden scheint dabei unabhéngig vom Ladungstrigertyp (Elektronen oder Locher)
zu sein.
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Abbildung 6.28.: In a) ist die Streuzeit 7,5, und in b) die Streuzeit 7y, in Ab-
hangigkeit der Ladungstragerdichte n fiir die drei Proben dargestellt. Es fallt
auf, dass 7,5, sowohl von der Ladungstragerdichte n als auch vom Drehwinkel
a abhéngig ist. Fur 7y, zeigt sich dagegen keine klare Abhangigkeit von der
Ladungstragerdichte n. Stattdessen ist auch fir 7y, eine klare Drehwinkelab-
héngigkeit erkennbar.
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Abbildung 6.29.: In a) ist die Intervalley-Streuzeit 7;, und in b) die Intravalley-
Streuzeit T, in Abhangigkeit der Ladungstriagerdichte n fiir die drei Proben
dargestellt. Eine Winkelabhangigkeit wird hier fiir 7;, und 7,4, nicht erwartet.
Wahrend 7;, keine Abhéngigkeit von der Ladungstriagerdichte n zeigt, liegt im
Falle von 7;,:, dagegen eine klare Abhédngigkeit von der Ladungstriagerdichte n
vor

(a) (b)

3’0 Probe 1,a~0° oder 30°,—=—Elektronen--u-- Licher Probe 1,a~0° oder 30°,—=—Elektronen--m-- Locher
Probe 2,ax15°, Elektronen Locher 1 ,0 Probe 2,a~15°, Elektronen Locher
2,5 Probe 3,ax~0° oder 30°,—4—Elektronen--a-- Lécher Probe 3,a~0° oder 30°—4—Elektronen--a-- Lécher
0,8r 1
; 2,0 B T ’
® S 0,6 ]
E15] G
x
~ i { <04 1
1,0 N
~
. &&---8 i 3 1
057 *Faws g 0.2
0 O 1 1 1 1 1 0 G 1 ..t.-..:‘ 1 #‘ 1
-2 -1 0 1 2 -2 -1 0 1 2
n(x10'm?) n(x10'*m?)

Abbildung 6.30.: In a) ist der SOC-Parameter Az und in b) der SOC-Parameter
Avz gegen die Ladungstriagerdichte n fiir die drei Proben aufgetragen. In a) und
b) zeigt sich wie erwartet in beiden Féllen, dass weder Ag noch Ay z von der
Ladungstréigerdichte n abhéangig ist. Dagegen zeigt sich eine ausgeprigte Win-
kelabhangigkeit von Az und Ay 2z, wobei man anhand der Werte davon ausgehen
kann, dass bei Probe 1 und Probe 3 derselbe oder ein sehr ahnlicher Drehwinkel
a vorliegt.
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Am Ende konnten dann wieder die SOC-Parameter fir die Rashba-SOC (Ag)
und fir die Valley-Zeeman-SOC (Ayz) bestimmt werden. Es ergaben sich die
Kurven aus Abb. 6.30 a) und b). Man erkennt sofort, dass sich sowohl die Werte
von Ap als auch von Ay z fur Probe 2 mit o« & 15° erheblich von den Werten
der anderen beiden Proben unterscheiden. Dies deckt sich mit den theoretischen
Vorhersagen, die fiir die hier eingestellten Winkel vollig unterschiedliche SOC-
Parameter prognostiziert haben.

Die Werte fiir Az und Ay z von Probe 1 und 3 (a =~ 0° oder a = 30°) liegen hier
auflerdem sehr nahe beieinander. Dies wiirde man erwarten, wenn beide Proben
den gleichen Drehwinkel haben. Da hier tatsachlich identische Drehwinkel einge-
stellt wurden, ist es sehr wahrscheinlich, dass Probe 1 und 3 auch einen nahezu
gleichen Drehwinkel haben.

Zusammenfassung

Zusammenfassend léasst sich in Bezug auf die Drehwinkelabhangigkeit anhand
dieser Proben bereits sagen, dass unterschiedlich eingestellte Drehwinkel zu un-
terschiedlichen SOC-Parametern fithrten. Probe 2 (a &~ 15°) wies hier wie erwar-
tet (vgl. [21-23]) ndmlich deutlich hohere SOC-Parameter auf als Probe 1 und 3
(o = 0° oder a = 30°).

Dagegen hatten gleich eingestellte Drehwinkel (Probe 1 und 3) nahezu gleiche
SOC-Parameter zur Folge. Deshalb kann man anhand von Probe 1 und 3 aufler-
dem von einer gewissen Reproduzierbarkeit von Probe und Experiment ausgehen.
Man kann somit mit einer gewissen Sicherheit sagen, dass ein identischer Dreh-
winkel auch sehr dhnliche SOC-Parameter liefern wird, sofern die Proben den
gleichen Herstellungsbedingungen unterliegen.

Ein direkter Vergleich der theoretisch prognostizierten SOC-Parameter aus [21—
23] mit den SOC-Parametern aus diesem Experiment wird spater noch in Ab-
schnitt 6.3.3 durchgefiihrt.

Im folgenden Abschnitt wurde die Drehwinkelabhéngigkeit der SOC noch anhand
eines weiteren Probentyps, bei dem die Winkelorientierung sehr genau bekannt
war, untersucht.
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6.3.2. Proben mit gewachsenem ML-WSe;

In diesem Abschnitt werden nun die experimentellen Ergebnisse von ML-G/ML-
WSe, /hBN-Heterostrukturen mit gewachsenem ML-WSe; betrachtet. Bei diesen
Proben konnte der Drehwinkel zwischen dem WSe, und dem ML-G, aufgrund
einer anderen Methode der Winkelbestimmung, mit hoher Genauigkeit bestimmt
werden.

Hallbar-Struktur und Messvorgang

Es wurden auch hier wieder drei Hallbars untersucht. Diese Hallbars hatten im-
mer acht Kontakte, wovon auf den langen Seiten jeweils drei Kontakte waren (vgl.

Abb. 6.31 a)-d)).

(@)

N
[<d]
[&]

Abbildung 6.31.: a) Modell der Hallbar-Struktur von Probe 1, 2 und 3 mit den
jeweiligen nummerierten Kontakten. b), ¢) und d) sind Bilder der verwendeten
Hallbar-Strukturen (rot umrahmt) mit den zugehorigen Leiterbahnen, aufgenom-
men mit der Kamera eines optischen Mikroskops.

Der Abstand zwischen den Kontakten an den langen Seiten betrug L = 4 um,
wahrend die Hallbar eine Breite W = 1,5 um aufwies. Die Hallbars wurden hier
etwas schmaler strukturiert. Dadurch erhoffte man sich, dass die Streuzeiten 7,
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und 7,4, aufgrund zunehmender Streuung am Probenrand kleiner werden. Dies
hatte dann zur Folge, dass die Auswertung der Messungen von WAL-SOC etwas
erleichtert werden, da hier dann die unerwiinschte WAL-Berry kleiner ausfallen
musste und leichter von WAL-SOC zu unterscheiden wére.

Sowohl Messsystem (vgl. B.1) und zugehorige Messparameter als auch die Vor-
gehensweise zur Durchfithrung der Messungen war hier identisch im Vergleich zu
den vorherigen Abschnitten 6.2 und 6.3.1.

Messungen zum elektrischen Feldeffekt

Zur Bestimmung der wesentlichen Transportparameter wurde wieder der gateab-
hangige Langswiderstand R,, und die gateabhéngige Leitfahigkeit o,, bestimmt.
Es ergaben sich die Kurven aus Abb. 6.32 a), b) und c).

(a) (b)
—R. 10=R,T
8l—0oxx —— Oxx 11,6
3,0 8r
~ 6 11,2
S & 6l ‘s
= 208 & £
n:" 4t b§ o 4 10,8 b§
5 1.0 5 10,4
0 Probe 4, ax11° . . . 0.0 0 Probe 5, ax22° | | . . . 0.0
-80 -60 -40 -20 0 ’ -20 10 0 10 20 30 ™
U (v) U (v)
(c) (d)
14_Rxx ' ' ' ' ' ' 15—Probe4, ax11°
— Oxx 13.0 ﬁroge g azfg
’ = —— Probe 6, ax15°
10| 10
x bx ”o -5t
1,0 *
il Z 10}
Probe 6, ax15° 0.0 -15¢ ) ) ) ) ) ) ]
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-30 20 -10 0 10 20 30
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Abbildung 6.32.: Die Abbildung a)-c) zeigen die Messungen zum elektrischen
Feldeffekt fiir die drei untersuchten Proben. Dargestellt ist in allen Féllen die Ab-
hangigkeit des Widerstands R,, und der Leitfahigkeit o,, von der Gatespannung
U,. d) Verlauf der Ladungstragerbeweglichkeiten in Abhéngigkeit zur Gatespan-
nung U, fir die einzelnen Proben, wobei hier fiir einen besseren Vergleich von der
Gatespannung U, die Dotierung Up;rq. abgezogen wurde.



125 6.3. Einstellung von induzierter SOC durch Variation des Drehwinkels

Grundsatzlich weisen diese Kurven hier keine Besonderheiten auf und haben den
iiblichen Kurvenverlauf, den man fur Proben dieser Bauart erwartet. Anschlie-
Bend wurden wie in den Abschnitten 6.2 und 6.3.1 die weiteren Transportpara-
meter pt, Iy, ¢p, 7, und D bestimmt.

In Abb. 6.32 d) sind die Ladungstrégerbeweglichkeiten 1 fiir die einzelnen Proben
dargestellt. Fir die Ladungstragerbeweglichkeiten p lésst sich sagen, dass diese
wieder fiir alle Proben relativ klein sind und sich wieder von Probe zu Probe
unterscheiden.

Abb. 6.33 a) und b) zeigt nun die mittlere freie Weglénge [, und die Impulsre-
laxationszeit 7, fiir die einzelnen Proben.

(a) (b)

0’ 1 8 Probe 4, ax 11°, —=— Elektronen --m-- Ldcher 0’ 1 8 Probe 4, ax 11°, —=— Elektronen --m-- Lcher
Probe 5, ax 22°, Elektronen Lécher Probe 5, ax 22°, Elektronen Lécher
0,1 5 Probe 6, ax 15°, —&— Elektronen --a-- Lécher 0,1 5 Probe 6, ax 15°, —&— Elektronen --a-- Lécher
0,12 1 0,12} ]
E x n %
2 0,09} *x 1 £0,09 Y ]
g l‘ //-’ W “ //-’
~ 0,06} ! {0,086 ' ]
0,03 ] 0,03}
R 00— 3
n(x10'°m2) n(x10'°m2)

Abbildung 6.33.: a) zeigt den Verlauf der mittleren freien Weglénge l,,,r, und b)
den Verlauf der Impulsrelaxationszeit 7, abhéngig von der Ladungstragerdichte
n flir die drei Proben.

Die beiden Parameter [,,¢, und 7, unterscheiden sich auch hier zu einem gewis-
sem Grad, was auch mit den unterschiedlichen Ladungstragerbeweglichkeiten u
einhergeht. Trotzdem liegen die Parameter fiir alle drei Proben in einem Bereich,
der fiir Proben dieser Bauart iiblich ist. Zudem liegen auch hier alle Proben we-
gen W > [, im diffusivem Regime, was wieder zur Messung von WAL-SOC
forderlich ist.

In Abb. 6.34 ist der Verlauf der dichteabhéngigen Diffusionskoeffizienten D der
einzelnen Proben dargestellt. Auch hier zeigen die Kurven das tibliche Verhalten.
Nach Ermittlung dieser Transportparameter konnte man sich der Messung und
Auswertung von WAL-SOC zuwenden.
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Abbildung 6.34.: Die Abbildung zeigt den Verlauf des Diffusionskoeffizienten D
abhangig von der Ladungstriagerdichte n fiir die drei Proben.

Messung und Evaluation von WAL-SOC und Bestimmung der SOC

Auch die Vorgehensweise zur Messung und Auswertung der WAL-SOC war hier
identisch im Vergleich zu den Abschnitten 6.2 und 6.3.1.

Fir die jeweiligen Ladungstragerdichten n ergaben sich fiir die drei Proben die
Kurven in Abb. 6.35 a), b) und c). Man sieht in Abb. 6.35 b) und ¢) klar, dass
die WAL-Berry bei sehr kleinen Magnetfeldern B, in die WAL-SOC iibergeht. In
Abb. 6.35 a) sieht man dagegen wie WAL-Berry zuerst in die schwache Lokali-
sierung und diese dann in die WAL-SOC iibergeht, was auf kleinere Werte von
Tin UNd Tipsre hinweist.

Aus der Kurvenanpassung folgten nun wieder die wesentlichen Fit-Parameter 7,
Tasys Tsymy Tiv und Tintra-

Der Verlauf der Phasenstreuzeit 74 in Abhéngigkeit zur Ladungstrégerdichte n
ist in Abb. 6.36 a) zu sehen. Die Phasenstreuzeiten sind auch hier von Probe zu
Probe unterschiedlich und steigen mit zunehmender Ladungstragerdichte n an.
Daneben sind in Abb. 6.36 b) die Kurven fiir die Streurate 7} in Abhéngigkeit
von 7, zu sehen. Diese Streurate 7} zeigt auch hier wieder fiir beide Ladungstra-
gertypen (Elektronen und Locher) einen linearen Verlauf, wie man in Abb. 6.36
b) erkennen kann. Auch die Steigungen der Kurven aus Abb. 6.36 b) sind bei
jeder Probe wieder unabhangig vom Ladungstriagertyp.

In Abb. 6.37 a) und b) sind die Kurven der beiden Streuzeiten 7,5, und 7gyn,
in Abhéngigkeit zur Ladungstrégerdichte n abgebildet. Beide Parameter weisen
wieder einen gewissen Fehlerbreich auf. Auch weist 7,5, neben einer Abhangig-
keit von der Ladungstragerdichte n auf eine Drehwinkelabhéngigkeit hin. Bei 75y,
scheint ebenfalls eine Drehwinkelabhéangigkeit vorzuliegen.

Aus der Kurvenanpassung gingen auch wieder die beiden Parameter 7;, und 7t
hervor, welche in Abb. 6.38 a) und b) in Abhéngigkeit von der Ladungstriger-
dichte n dargestellt sind.
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Abbildung 6.35.: In a), b) und ¢) sind jeweils Messungen zur Leitfahigkeit Ao,
in Abhéngigkeit eines dufleren Magnetfelds B, fir die drei Proben dargestellt. In
manchen Kurven ist erkennbar wie die WAL-Berry in die WAL-SOC iibergeht.
Bei anderen Kurven wiederum ist ein Ubergang von schwacher Lokalisierung in
WAL-SOC erkennbar. Die roten Kurven stellen dabei mogliche Fitkurven dar.
Es fehlen zudem manche Kurven fiir bestimmte Ladungstriagerdichten n, da in
diesen Fillen keine passende Fit-Kurve erstellt werden konnte.

Beide Streuzeiten nehmen auch hier wieder relativ groe Werte innerhalb eines
gewissen Fehlerbereichs an.

Eine Winkelabhangigkeit dieser Parameter wird hier nicht erwartet. Vor allem
fir Ty ist stattdessen wieder eine Abhéngigkeit von der Ladungstriagerdichte
n erkennbar.

Im Anschluss konnten damit nun wieder die SOC-Parameter Az und Ay z be-
stimmt werden. Es ergaben sich die Kurven aus Abb. 6.39 a) und b).

In Abb. 6.39 a) und b) kann man klar erkennen, dass unterschiedliche Drehwinkel
wie erwartet auch zu unterschiedlichen SOC-Parametern fithrten.
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Abbildung 6.36.: In a) wird der Kurvenverlauf der Phasenstreuzeit 7, in Abhén-
gigkeit der Ladungstragerdichte n fir die drei Proben dargestellt. Die Phasen-
streuzeit 74 steigt mit der Ladungstrégerdichte n an, eine klare Winkelabhéngig-
keit zeigt sich jedoch nicht. In b) ist 753~ gegen 7, aufgetragen. Bei allen Proben
nehmen die Kurven einen linearen Verlauf an. Die Steigung der Kurven scheint
unabhéngig vom Ladungstragertyp (Elektronen oder Locher) zu sein.
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Abbildung 6.37.: In a) und b) sind die Streuzeiten 7,5, und 7, in Abhéngigkeit
der Ladungstrigerdichte n fir die drei Proben dargestellt. 7,4, scheint sowohl
von der Ladungstragerdichte n als auch vom Drehwinkel o abhangig zu sein. Fiir
Toym Z€igt sich dagegen keine klare Abhangigkeit von der Ladungstragerdichte n,
jedoch ist eine klare Drehwinkelabhangigkeit erkennbar.
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Abbildung 6.38.: In a) ist die Intervalley-Streuzeit 7;, und in b) die Intravalley-
Streuzeit T, in Abhéngigkeit der Ladungstriagerdichte n fiir die drei Proben
dargestellt. Eine Winkelabhéngigkeit wird hier fiir 7;, und 7,4, nicht erwartet.
Wahrend 7;, keine Abhéngigkeit von der Ladungstriagerdichte n zeigt, liegt im
Falle von 7;,:, dagegen eine klare Abhédngigkeit von der Ladungstriagerdichte n
vor.
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Abbildung 6.39.: In a) ist der SOC-Parameter Ag und in b) der SOC-Parameter
Avz gegen die Ladungstriagerdichte n fiir die drei Proben aufgetragen. In a) und
b) zeigt sich wie erwartet in beiden Féllen, dass weder Agr noch Ay z von der
Ladungstréagerdichte n abhangig ist. Dagegen zeigt sich eine ausgepragte Winkel-
abhangigkeit von Ag und Ay z
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Ein Vergleich der SOC-Parameter von Probe 6 mit denen von Probe 2 aus
dem vorherigen Abschnitt zeigt aulerdem, dass beide Proben sehr &hnliche SOC-
Parameter aufweisen.

Dies wiirde man auch so erwarten, da fir beide Proben ein Drehwinkel von
a =~ 15° eingestellt wurde.

Im Anschluss werden nun die Erkenntnisse aus diesem Abschnitt nochmal kurz
zusammengefasst ehe in Abschnitt 6.3.3 ein umfassender Vergleich mit der Theo-
rie durchgefiithrt wird.

Zusammenfassung

Zusammenfassend lasst sich zur Drehwinkelabhéngigkeit anhand dieser Proben
sagen, dass unterschiedliche Drehwinkel auch unmittelbar zu unterschiedlichen
Werten fiir Az und Ay fithrten. Allein dieser Aspekt ist jedoch noch kein ein-
deutiger Beweis fiir das Vorliegen einer Winkelabhangigkeit der SOC. Vielmehr
deutet aber der Vergleich mit den Ergebnissen aus dem vorherigen Abschnitt dar-
auf hin, dass auch hier eine Drehwinkelabhéngigkeit vorliegen muss. Betrachtet
man namlich Probe 6 mit einem Winkel von o = 15° und vergleicht die Ergeb-
nisse fir Ag und Ay z mit denen von Probe 2 aus dem vorherigen Abschnitt, so
erhdlt man auch hier nahezu dieselben Ergebnisse. Insofern kann hier von einer
Winkelabhéangigkeit der SOC ausgehen und es war auch hier eine gewisse Repro-
duzierbarkeit der Proben gegeben, obwohl sich hier manche Prozessschritte und
auch Herstellung und Herkunft des verwendeten WSey-Materials unterschieden.
Es gilt daher auch in diesem Fall die Aussage, dass Proben mit gleich eingestell-
tem Winkel nahezu identische SOC-Parameter liefern. Andert man jedoch den
Winkel beispielsweise auf o =~ 11° oder o ~ 22°, so andern sich dann auch un-
mittelbar die SOC-Parameter, wie man in Abb. 6.39 a) und b) erkennen kann.
Dieser Umstand wird auch in den theoretischen Vorhersagen so erwartet. Aus
diesem Grund kann man hier von einer Drehwinkelabhéngigkeit des proximity-
induzierten SOC ausgehen.

Ein ausfiihrlicher Vergleich der theoretischen Vorhersagen mit den experimentel-
len Ergebnissen wird anschlieSend durchgefiihrt.

6.3.3. Interpretation und Schlussfolgerungen

In den Abschnitten 6.3.1 und 6.3.2 zeigte sich bereits, dass die proximity-induzierte
SOC vom Drehwinkel a abhéngig ist. An dieser Stelle soll nun gezeigt werden,
wie Ergebnisse vor allem in Bezug auf die Theorie [21-23] zu interpretieren sind.
Dazu wurden die prognostizierten SOC-Parameter aus [21-23] zusammen mit
den SOC-Parametern aus den Abschnitten 6.3.1 und 6.3.2 in Abb. 6.40 a) und
b) gegen den Drehwinkel o aufgetragen.

Vergleicht man nun zuerst die Kurven der einzelnen Theorien [21-23] in 6.40 a)
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Abbildung 6.40.: In a) ist der SOC-Parameter Ag und in b) der SOC-Parameter
Avz gegen den Winkel « fiir die einzelnen Proben 1-6 und fiir die jeweiligen Be-
rechnungen von Li et al. [22], Naimer et al. [21] und Zollner et al. [23] aufgetragen.

und b) miteinander, so erkennt man, dass der Trend der Kurven qualitativ ahn-
lich ist. Es gibt allerdings zum Teil auch erhebliche quantitative Unterschiede
zwischen den einzelnen Theorien.

Betrachtet man nun die experimentellen Ergebnisse, so kann man folgendes sagen.
Fiir Probe 1 und 3 kann man hier einen Drehwinkel von o &~ 30° annehmen, da
ein alternativer Drehwinkel von « & 0° hier vor allem fiir Ay z mit iiberhaupt kei-
ner theoretischen Vorhersage aus [21-23] tibereinstimmen wiirde. Dagegen passt
hier Ay bei einem Drehwinkel von a =~ 30° mit allen theoretischen Vorhersagen
aus [21-23] sehr gut zusammen, da dort Az = 0 meV prognostiziert wurde und
auch hier im Experiment Az nahezu verschwindet. Insofern kann auch bestéatigt
werden, dass man durch die Wahl eines Drehwinkels von o ~ 30° die Valley-
Zeeman-SOC ausschalten kann.

Im Fall von A\ in Abb. 6.40 a) erkennt man im Allgemeinen sowohl eine gute
qualitative als auch quantitative Ubereinstimmung zwischen Theorie und Experi-
ment. Dabei passen die Ergebnisse fiir Probe 2, 5 und 6 gut mit den Berechnungen
aus [22] zusammen. Die Ergebnisse von Probe 1, 3 und 4 passen dagegen besser
mit den Vorhersagen aus [21, 23] zusammen.

Mit Blick auf Ayz in Abb. 6.40 b) fallt auf, dass es aufler fiir die Proben 1 und
3 keine quantitative Ubereinstimmung zwischen Theorie und Experiment gibt.
Lediglich Probe 2 und Probe 6 kommen noch in die Nahe der Berechnungen von
[23].

Zusammenfassend zeigen die experimentellen Ergebnisse eine klare Abhangigkeit
der proximity-induzierten SOC vom Drehwinkel. Es konnte anhand der Proben
1 und 3 bzw. 2 und 6 nachgewiesen werden, dass die proximity-induzierte SOC
reproduzierbar ist, wenn der Drehwinkel fiir die Proben auf denselben Wert ein-
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gestellt wird.

Es konnte dariiber hinaus bestétigt werden, dass die Valley-Zeeman-SOC durch
Einstellung des Drehwinkels auf o =~ 30° eliminiert werden kann.

Es bestehen jedoch noch Diskrepanzen zwischen Theorie und Experiment. Ein
Grund dafiir liegt moglicherweise in der vorhandenen Gitterverspannung. Jeder
Drehwinkel geht namlich mit einer bestimmten Gitterverspannung einher, die zu
einer entsprechenden Stérke der proximity-induzierten SOC fihrt [20, 22, 23]. In
der Praxis kann die Gitterverspannung jedoch auch andere Ursachen haben (z. B.
Defekte, Verunreinigungen ...), die nichts mit dem Drehwinkel zu tun haben. Dies
kann beim Vergleich zwischen Theorie und Experiment zu gewissen Abweichun-
gen in der Starke der proximity-induzierten SOC fiithren.

Kiirzlich wurde eine neue Theorie zu schwacher Lokalisierung und WAL-SOC in
Graphen vorgestellt [40], die Abweichungen von der Theorie von McCann und
Fal’ko [24] vorhersagt, wenn 7,4, in derselben Gréfienordnung wie 74 liegt. Fiir
die meisten der aufgefiihrten Proben ist dies aber ohnehin nicht der Fall, so-
dass man davon ausgehen kann, dass die experimentellen Ergebnisse von dieser
Interpretation nicht beeinflusst werden.
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6.4. Induzierte SOC in Abhangigkeit von
mechanischem Druck

Im Rahmen dieser Arbeit sollte bestitigt werden, dass die proximity-induzierte
SOC einer Heterostruktur mit WSey auf ML-G vom Zwischenlagenabstand und
damit von mechanischem Druck auf die Heterostruktur abhéngig ist. Fiir die Un-
tersuchungen wurde eine hBN/ML-WSe, /ML-G-Heterostruktur verwendet. Um
dafiir diese Heterostruktur in einer sogenannten Druckzelle untersuchen zu kon-
nen, musste der Probenchip nach vorhergehenden Messungen in Regensburg aus
dem urspriinglichen Chiptréager gelost (vgl. A.15) und spéter in Budapest in einen
anderen, fir die Druckzelle passenden, Chiptrager eingeklebt werden. Die Mes-
sungen wurden in Budapest anschliefend von B. Szentpeéteri (Arbeitsgruppe P.
Makk - BME Budapest) durchgefithrt. Danach wurden die Messergebnisse dem
Autor dieser Arbeit fir die Evaluation zur Verfiigung gestellt.

6.4.1. Hallbar-Struktur und Messvorgang

Die untersuchte Hallbar hatte sechs Kontakte und davon jeweils zwei an den
langen Seiten der Hallbar (vgl. Abb. 6.41 a) und b)). Der Abstand der seitli-
chen Kontakte zueinander betrug L = 4 pum, wihrend die Hallbar eine Breite
W = 4 um aufwies. Die hier verwendete Probe entspricht der Probe 1 aus 6.3.1,
welche bereits fiir die Untersuchungen der Winkelabhéngigkeit der SOC verwen-
det wurde.

(@)

Abbildung 6.41.: a) Modell der Hallbar-Struktur mit den jeweiligen nummerierten
Kontakten. b) Abbildung der verwendeten Hallbar-Struktur (rot umrahmt) mit
den zugehorigen Leiterbahnen.

Das Messsystem zur Durchfithrung der Messungen war dem aus B.1 ahnlich. Die
angelegte Wechselspannung Uy,,s betrug hier jedoch nur Up;,s = 100 4V und hat-
te eine Frequenz f = 1137 Hz anstelle der fiir diese Arbeit tiblichen Werte von
Upias = 0,3V und f = 13 Hz. Da hier Uy, schon recht klein war, konnte hier auf
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den iiblichen Vorwiderstand verzichtet werden. Der Strom I, der durch die Hall-
bar floss, betrug hier I =~ 10—50nA. Die unterschiedlichen Messparameter sollten
aber keinen nennenswerten Unterschied bei der Messung der gesuchten Effekte
machen. Der wesentliche Unterschied beim Messaufbau war hier vor allem der
Probenstab mit der daran angebrachten Druckzelle. Fiir die Durchfiihrung der
Messungen wurde die Probe in diese Druckzelle, deren Aufbau und Funktions-
weise in B.2 grob und in [146] genauer beschrieben ist, eingebaut. Danach wurde
diese Druckzelle mit (unpolarem) Kerosin befiillt. Um den mechanischen Druck
auf die Probe zu erhohen, wurde das Kerosin in der Druckzelle auf die Probenebe-
ne und damit senkrecht auf die Heterostruktur gedriickt. Dadurch sollte das WSe,
naher an das ML-G gepresst werden, wodurch man einen Anstieg der proximity-
induzierten SOC erwartete. Grundsatzlich wurden alle Messungen zuerst ohne
eingestellten Druck bei p = 0 GPa und ohne Kerosin durchgefiithrt. Danach wur-
den dieselben Messungen bei einem eingestellten Druck von p = 1,9 GPa und
mit Kerosin erneut durchgefiithrt. Im Allgemeinen fanden die Messungen auch
hier wieder bei tiefen Temperaturen (7" ~ 1,5K) statt. Im Folgenden werden
nun die Messergebnisse zum elektrischen Feldeffekt und deren Auswertung ge-
zeigt. Dabei werden die Ergebnisse bei p = 0 GPa immer den Ergebnissen bei
p = 1,9 GPa vergleichend gegentibergestellt.

6.4.2. Messungen zum elektrischen Feldeffekt

Zur Ermittlung der wesentlichen Transportparameter wurde wieder wie bei den
vorherigen Abschnitten der gateabhédngige Langswiderstand R, und die gateab-
héangige Leitfdhigkeit o,, bestimmt. Man erhielt dabei die Kurven aus Abb. 6.42
a) fur den Fall im Vakuum und ohne Druck (p = 0GPa) und die Kurven aus
Abb. 6.42 b) fiir den Fall mit Kerosin und mechanischem Druck (p = 1,9 GPa).
Betrachtet man nun die Kurven aus Abb. 6.42 a) und b), so erkennt man vor
allem bei den Messungen mit angelegtem Druck eine gewisse Dotierung. Diese
Dotierung ist vermutlich auf eine unkontrollierte elektrostatische Aufladung in-
nerhalb der Druckzelle zuriickzufiihren, da es aufgrund der Beschaffenheit der
Heterostruktur eher fraglich ist, ob das ML-G dermafien durch Verunreinigungen
dotiert werden kann. Vielmehr steht hier das Kerosin im Verdacht. Das Kerosin
ist zwar unpolar und sollte sich dadurch nicht elektrostatisch aufladen kénnen,
allerdings kann auch das Kerosin verunreinigt werden, wodurch moglicherweise
doch eine Polaritat zustande kommt und eine Dotierung hervorruft. Beispiels-
weise konnten sich Verunreinigungen von der Probenoberfliche l6sen und so das
Kerosin verunreinigen. Dies ist jedoch nur eine Vermutung. Die genaue Ursache
dieser Dotierung ist nicht bekannt. Ein dhnliches Verhalten der Dotierung wurde
auBerdem auch in [146] beobachtet. Auf die weiteren Experimente und Messungen
hat diese Dotierung jedoch keinen besonderen Effekt und kann damit vernach-
lassigt werden.
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Abbildung 6.42.: Die Abbildung zeigt die Messungen zum elektrischen Feldef-
fekt fir den Fall a) ohne Druck (p = 0GPa) und fir den Fall b) mit Druck
(p = 1,9 GPa). Dargestellt ist in beiden Féllen die Abhéngigkeit des Widerstands
R, und der Leitfahigkeit o,, von der Gatespannung U,. Man sieht auflerdem,
dass sich der Dirac-Punkt durch Anlegen des Drucks in den positiven Bereich
verschoben hat.

Anhand der Transportmessungen aus Abb. 6.42 war es nun moglich die wesent-
lichen Transportparameter nacheinander zu bestimmen.

Zuerst wurden wieder die Ladungstragerbeweglichkeiten p fiir die beiden Félle
(p = 0GPa und p = 1,9 GPa) bestimmt. Es ergaben sich die Ladungstrigerbe-
weglichkeiten p aus Abb. 6.43 fir p = 0 GPa und p = 1,9 GPa in Abhéngigkeit
von der Gatespannung U,. Es zeigte sich, dass nach Erhohung des Drucks die La-
dungstrigerbeweglichkeit y ungefihr 15 — 20 % kleiner wurde. Die Anderung der
Ladungstragerbeweglichkeit p deckt sich auch mit der bisherigen Beobachtung
aus [24].

Fiir ausgewahlte Ladungstragerdichten n, wurden anschliefend die weiteren Trans-
portparameter l,,r, und 7, fiir die beiden Félle (p = 0GPa und p = 1,9GPa)
ermittelt (vgl. Abb. 6.44 a) und b)). Hier erkennt man, dass sowohl /,,,f, als auch
7, mit Zunahme des Drucks kleiner wurde. Es muss damit auch zu mehr Streuer-
eignissen an bestimmten Storpotenzialen im ML-G gekommen sein, was auch mit
der reduzierten Ladungstragerbeweglichkeit i einhergeht.

Als Néchstes wurde noch der Diffusionskoeffizient D bestimmt (vgl. Abb. 6.45).
Nach Ermittlung dieser wesentlichen Transportparameter konnte man sich der
Evaluation von Messungen zur WAL-SOC zuwenden.
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Abbildung 6.43.: Verlauf der Ladungstragerbeweglichkeiten in Abhéngigkeit der
Gatespannung U,, wobei hier fiir einen besseren Vergleich von der Gatespannung
U, die Dotierung Upire. abgezogen wurde. Dabei zeigt sich, dass die schwarze
Kurve fiir den Fall p = 0 GPa eine hohere Ladungstriagerbeweglichkeit aufweist
als die blaue Kurve fiir den Fall p = 1,9 GPa.

(a) (b)
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Abbildung 6.44.: In a) ist der Verlauf von [,,f, und in b) der Verlauf von 7, fiir

die beiden Falle (p = 0 GPa und p = 1,9 GPa) in Abhéngigkeit der Ladungstra-

gerdichte n dargestellt. Auffallig ist, dass die Werte sowohl fiir /,,,f, als auch fiir
7, kleiner werden, sobald ein Druck (p = 1,9 GPa) angelegt wurde.
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Abbildung 6.45.: Verlauf des Diffusionskoeffizienten D in Abhéngigkeit zur La-
dungstrigerdichte n dargestellt. Es zeigt sich, dass der Diffusionskoeffizient D fiir
den Fall mit Druck (p = 1,9 GPa) kleinere Werte annimmt als fiir den Fall ohne
Druck (p = 0GPa).

6.4.3. Messung und Evaluation von WAL-SOC und
Bestimmung der SOC

Bei den Messungen von WAL-SOC ergaben sich fiir die beiden Félle (p = 0 GPa
und p = 1,9 GPa) bei den entsprechenden Ladungstragerdichten n die Kurven in
Abb. 6.46 a) und b). Hier sieht man klar, dass die WAL-Berry bei sehr kleinen

2o (a) (b)
g B A == Iy i R FE =
15 o nm oo N ] 1O nmton i s T—
1 0 -—— n=-1,0x10"" m? 1 1 0 —l
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Abbildung 6.46.: In a) und b) sind jeweils Messungen der Leitfdhigkeit o, in
Abhéngigkeit eines duferen Magnetfelds B, fiur die beiden Fille (p = 0GPa
und p = 1,9 GPa) dargestellt. In allen Kurven ist erkennbar wie die WAL-Berry
nahe B, = 0T in die WAL-SOC iibergeht. Die roten Kurven stellen dabei die
Fit-Kurven dar. In b) fehlen auflerdem die Kurven fir die Ladungstréagerdichten
n = 40,5 x 10 m~2, da hierzu keine Transportparameter vorhanden waren.
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Magnetfeldern B, in die WAL-SOC iibergeht.

Aus der Kurvenanpassung ergaben sich nun wieder die wesentlichen Fit-Parameter
Ty Tasyy Tsyms Tiv und Tintra -

Der Verlauf der Phasenstreuzeit 74 in Abhéngigkeit zur Ladungstragerdichte n ist
in Abb. 6.47 a) zu sehen. Die Phasenstreuzeiten 74 weichen dabei fiir die beiden
Falle (p = 0GPa und p = 1,9 GPa) voneinander ab, wobei 7,4 fiir den Fall mit
Druck kleinere Werte annimmt. Dieser Umstand deckt sich auch mit den Ergeb-
nissen aus [24].

Daneben sind in Abb. 6.47 b) die Kurven fiir die Streurate 7., zu sehen. Diese
Streurate wurde hier wieder aus 7,5, und 7, ermittelt und soll nach [97] in
beiden Féllen einen linearen Verlauf annehmen. Dies trifft auch hier fiir beide
Ladungstragertypen (Elektronen und Lécher) zu, wie man in Abb. 6.47 b) erken-
nen kann. Auffillig ist auflerdem, dass die Steigung aller Kurven aus Abb. 6.47
b) nahezu identisch ist.

(a) (b)
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Abbildung 6.47.: In a) wird der Kurvenverlauf der Phasenstreuzeit 7, in Ab-
hangigkeit der Ladungstragerdichte n fiir die beiden Félle mit unterschiedlichem
Druck dargestellt. Dabei fallt auf, dass die blaue Kurve (p = 1,9GPa) etwas
kleinere Werte annimmt als die schwarze Kurve (p = 0GPa). In b) ist 7,! in

Abhéngigkeit von 7, dargestellt und es ist in beiden Féllen (p = 0GPa und
p =1,9GPa) ein linearer Verlauf der einzelnen Kurven erkennbar.

In Abb. 6.48 a) und b) sind die Kurven der beiden SOC-Parameter 7,5, und 7y,
in Abhangigkeit zur Ladungstragerdichte n abgebildet. Aufféllig ist hier, dass 7,
dhnlich wie in [24] eine Druckabhéngigkeit zeigt. Bei 7y, ist hier aufgrund der
groflen Fehlerbalken eher keine klare Druckabhangigkeit erkennbar.

Aus der Kurvenanpassung gingen auch die beiden Parameter 7;, und 7;,,, hervor,
welche in Abb. 6.49 a) und b) in Abhéangigkeit von der Ladungstriagerdichte n
dargestellt sind. Im Allgemeinen nehmen beide Streuzeiten wieder relativ grofie
Werte an, was vor allem an der relativ breiten, aber kurzen Geometrie der Pro-



139 6.4. Induzierte SOC in Abhangigkeit von mechanischem Druck

(a) (b)

18|P=0GPa, —=— Elektronen--=-- Lécher 14 p=0GPa, —=— Elektronen--=-- Locher
p=1,9GPa,—e— Elektronen--*-- Lécher p=1,9GPa,—— Elektronen--+-- Lécher
i B |
_ o l
7)) 12r L’ ] 2] -~
‘9’;10' o . eé 8r ---9 l
h% 8 -’ li" 6'
6 4l
4 B 2_
2} | | | ] 0 | | |
-2 -1 0 1 2 -2 -1 0 1 2
n(x10'°m2) n(x10'°m2)

Abbildung 6.48.: In a) ist die Streuzeit 7,5, und in b) die Streuzeit 7y, in
Abhéangigkeit der Ladungstréagerdichte n fiir die beiden Falle (p = 0 GPa und
p = 1,9GPa) dargestellt. Es fillt auf, dass 7,5, sowohl von der Ladungstra-
gerdichte n als auch vom Druck p abhangig ist. Fir 7y, zeigt sich keine klare
Abhéngigkeit in Bezug auf Ladungstrigerdichte n und Druck p.
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Abbildung 6.49.: In a) ist die Intervalley-Streuzeit 7;, und in b) die Intravalley-
Streuzeit Tin:q in Abhéngigkeit der Ladungstrigerdichte n fiir die beiden Félle
(p = 0GPa und p = 1,9 GPa) dargestellt. Es zeigt sich hier weder in a) noch in
b) einen Druckabhéngigkeit der Kurven. Eine Abhéngigkeit von der Ladungstra-
gerdichte n kann man hier nun in b) erkennen.

be liegen diirfte. Eine Druckabhéngigkeit dieser Parameter ist hier nicht klar
ersichtlich. Dagegen ist vor allem fur 7., eine Abhdngigkeit von der Ladungs-
tragerdichte n erkennbar.
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Abbildung 6.50.: In a) ist der SOC-Parameter Ag und b) der SOC-Parameter
Avz gegen die Ladungstragerdichte n aufgetragen dargestellt. In a) und b) zeigt
sich wie erwartet in beiden Féllen (p = 0GPa und p = 1,9 GPa), dass weder
Ar noch Ay z von der Ladungstrigerdichte n abhangig ist. Dagegen zeigt sich
eine ausgepriagte Druckabhéngigkeit von A\g, wihrend fiir Ay eher keine klare
Druckabhangigkeit erkennbar ist.

Nun wurden auch hier wieder die SOC-Parameter fiir die Rashba-SOC (Ag) und
fir die Valley-Zeeman-SOC (Ayz) bestimmt. Es ergaben sich die Kurven aus
Abb. 6.50 a) und b). Hierzu lasst sich sagen, dass Ag durch die Erhohung des
Drucks von p = 0GPa auf p = 1,9 GPa deutlich ansteigt. Da Az wegen Glei-
chung (4.23) sowohl von 7, als auch von 7,,, abhéingig ist, tragen auch beide
Streuzeiten zu Ag bei. Hier ist es so, dass fiir den Fall mit Druck sowohl 7,4, als
auch 7, kleiner geworden ist, wodurch insgesamt auch eine groflere Rashba-SOC
Ar vorhanden sein musste. Betrachtet man nun Ay z, so erkennt man, dass hier
keine klare Druckabhéngigkeit erkennbar ist. Nach Gleichung (4.24) flieen in die
Berechnung von Ay die beiden Streuzeiten 7;, und 74, ein. Beide Streuzeiten
zeigen einzeln betrachtet ebenfalls keine eindeutige Druckabhéngigkeit, wodurch
auch Ay 7 keine eindeutige Druckabhangigkeit zeigen kann. Dass hier die Werte
von Ay z so klein ausfallen, liegt sehr wahrscheinlich am Drehwinkel zwischen dem
ML-G und dem ML-WSe,. Dieser sollte fiir diese Probe (Probe 1 aus Abschnitt

6.3.1) etwa a &~ 30° betragen, wodurch Ay z sehr klein werden muss.

6.4.4. Zusammenfassung

Zusammenfassend lédsst sich sagen, dass sich durch Anlegen eines dufleren mecha-
nischen Drucks auf die Probe der SOC-Parameter Az und damit die Rashba-SOC
um etwa 20-35% erhohen liefS. Fiir den SOC-Parameter Ay und damit der Valley-
Zeeman-SOC ist es aufgrund des relativ grofien Fehlerbereichs von 7y, auf den
ersten Blick schwer zu sagen, ob hier nun eine Druckabhéangigkeit vorliegt oder
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nicht. In [24] zeigt sich keine Druckabhéngigkeit fiir 7yy,,. Dieser Fall ist auch
hier innerhalb des Fehlers von 7, moglich, sodass 7, auch hier unabhangig
vom Druck sein kann. Unter der Annahme, dass 7y, nicht druckabhéngig ist
und dem Umstand, dass hier auch 7;, keine Druckabhangigkeit zeigt, darf somit
angenommen werden, dass Ay z hochstwahrscheinlich nicht vom Druck abhéngig
ist. Im Allgemeinen stimmen die Ergebnisse dieser Arbeit mit den Erwartungen
und Beobachtungen aus [24] iiberein. Damit konnen die Ergebnisse aus [24] weit-
gehend bestatigt werden. Es gab zudem noch eine weitere Probe, die ahnliche
Ergebnisse lieferte (vgl. C.2). Auf diese Probe wird hier aber nicht mehr genauer
eingegangen.






7. Fazit

Am Ende dieser Forschungsarbeit kann man sagen, dass einige wichtige Erkennt-
nisse hinsichtlich der Starke von proximity-induzierter SOC und wie man diese
vorab einstellen kann, erlangt werden konnten. Um an diese Forschungsergebnisse
heranzukommen, mussten jedoch einige Hiirden tiberwunden werden.

In der Anfangsphase dieser Arbeit war noch nicht ganz klar, welche Nachweis-
methode fiir die proximity-induzierte SOC die geeignetere ist. Die Messung von
WAL-SOC liefert zwar mehr Informationen tiber die Probe, der Nachweis einer
Schwebung in den Shubnikov-de-Haas-Oszillationen ware jedoch grundsatzlich
die etwas einfachere und weniger aufwindige Methode. Nachdem aber im Rah-
men dieser Arbeit gezeigt werden konnte, dass die Herkunft einer Schwebung in
den Shubnikov-de-Haas-Oszillationen nicht eindeutig ist, wurde diese Nachweis-
methode verworfen.

Im Anschluss wurde dann versucht die WAL-SOC nachzuweisen. Dabei gab es
anfanglich vor allem Probleme mit dem verwendeten TMDC-Material. Urspriing-
lich wurde namlich WS, anstatt WSes benutzt. Trotz aller Erwartungen zeigte
sich in Proben mit WS, nach sehr vielen Versuchen jedoch nur einziges Mal die
proximity-induzierte SOC in Form von WAL-SOC. Der Grund dafiir ist zwar bis-
her nicht bekannt, eine mogliche Erklarung wére jedoch, dass die SOC bei WS,
fiir viele Winkel recht klein ausfillt, wodurch sich die SOC nur sehr schwer und
nur bei groflen Phasenstreuzeiten nachweisen liele. Dies wiirde sich auch mit den
Arbeiten von K. Zollner et al. [23] und T. Naimer et al. [21] decken, die erst zum
Ende dieser experimentellen Arbeit publiziert wurden. Da sich WS, als eher un-
geeignet herausstellte, um die Ziele dieser Arbeit zu erreichen, wurde stattdessen
WSe, verwendet, mit dem die proximity-induzierte SOC problemlos nachweisbar
war.

Eine weiteres erhebliches Problem stellte anschliefend die mathematische Kur-
venanpassung der Messungen zur WAL-SOC dar. Die Kurvenpassung mit der
vereinfachten Fit-Formel (4.22) war nicht méglich und wegen den relativ grofien
Werten fiir 7;, auch nicht erlaubt. Dadurch musste die allgemeine und wesent-
lich kompliziertere Formel (4.21) verwendet werden. In diesem Fall gab es nun
aber finf unbekannte Streuparameter, die bestimmt werden mussten. Das fiihrte
zu erheblichem Mehraufwand, lieferte am Ende jedoch mehr Informationen und
auch plausible Ergebnisse.

Trotz dieser Schwierigkeiten konnten am Ende einige wichtige Erkenntnisse er-
langt und die wesentlichen Ziele der Arbeit erreicht werden. Darauf wird an dieser
Stelle nochmal zusammenfassend eingegangen.

143



7. Fazit 144

Es wurde unter anderem gezeigt, dass der Nachweis und die Bestimmung der
Starke der proximity-induzierten SOC durch Analyse einer Schwebung in den
Shubnikov-de-Haas-Ostzillationen nicht sinnvoll ist, da das Auftreten der Schwe-
bung nicht eindeutig auf die proximity-induzierte SOC zuriickzufiihren ist, son-
dern auch andere Ursachen in Betracht kommen. Somit lasst sich mit Hilfe dieser
Methode die proximity-induzierte SOC nicht eindeutig nachweisen und damit
auch deren Stdrke nicht bestimmen. Damit ist diese Methode eher nicht geeig-
net, um die proximity-induzierte SOC nachzuweisen. Man sollte stattdessen auf
andere Nachweismethoden ausweichen.

Es konnte zudem gezeigt werden, dass eine Anderung der Schichtdicke des ver-
wendeten WSeo-Materials (hier Vergleich zwischen ML-WSe; und mehrlagigem
WSe,) in einer hBN/WSe, /ML-G-Heterostruktur nicht zu einer unmittelbaren
Anderung der proximity-induzierten SOC fiihrt. In Bezug auf [119] scheint daher
eher nicht die Schichtdicke selbst, sondern vielmehr die Flexibilitdt und Quali-
tat des TMDCs und moglicherweise auch die Winkelorientierung zwischen dem
TMDC und Graphen eine bedeutende Rolle hinsichtlich der unterschiedlich star-
ken SOC zu spielen. Wenn man also nicht auf die besonderen Eigenschaften
der Bandstruktur von ML-TMDCs angewiesen ist, dann erleichtert diese Er-
kenntnis die Probenherstellung erheblich, da man fiir manche Proben dann nicht
zwangsweise Heterostrukturen mit ML-TMDC herstellen muss, sondern stattdes-
sen mehrlagiges TMDC verwenden kann. Heterostrukturen mit ML-TMDC waren
bisher namlich viel schwieriger herzustellen als Heterostrukturen mit mehrlagi-
gem TMDC.

Weiterhin konnte bestéatigt werden, dass die proximity-induzierte SOC stark von
der Winkelorientierung zwischen den beiden gekoppelten ML-G- und ML-WSe,-
Schichten abhéngig ist. Dazu wurden unterschiedliche Verfahren fiir die Bestim-
mung der Winkelorientierung entwickelt und angewandt und auflerdem WSes-
Kristalle aus verschiedenen Bezugsquellen benutzt. Die Erkenntnis und der Nach-
weis dafiir, dass die Winkelorientierung einen starken Einfluss auf die proximity-
induzierte SOC hat, ist besonders wichtig, da damit eine gewisse Kontrolle iiber
die Stédrke und Art der proximity-induzierten SOC moglich ist. So lasst sich damit
z.B. bei einem Winkel von o = 30° die Valley-Zeeman-SOC quasi ausschalten.
Im letzten Teil der Arbeit wurde noch gezeigt, dass die proximity-induzierte SOC
stark abhangig von auflerem mechanischem Druck auf die Heterostruktur und
damit vom Zwischenlagenabstand ist. Diese Erkenntnis ist zwar nicht neu und
wurde bereits in [24] gezeigt. Allerdings wurden diese Ergebnisse zuvor noch nicht
durch weitere Experimente mit weiteren Proben reproduziert. Die Ergebnisse aus
[24], die zeigen, dass sich die Starke der proximity-induzierten SOC mit Hilfe von
mechanischem Druck verdndern ldsst, konnten nun im Rahmen dieser Arbeit be-
statigt werden.

Mit Hilfe dieser Erkenntnisse, ist es nun moglich, Heterostrukturen herzustellen,
von denen die Stédrke der proximity-induzierten SOC zu einem gewissem Maf3
kontrolliert bzw. vorab festgelegt werden kann. Dies kann beispielsweise niitzlich
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sein, wenn eine sehr hohe SOC erwiinscht ist, um z.B. Spinstréome in spintroni-
schen Bauelementen zu erzeugen.

Zusammenfassend stellt diese Arbeit damit einen wesentlichen Baustein dar, auf
den zukiinftige Arbeiten aus dem Bereich der Spintronik aufbauen kénnen.
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A. Prozessdokumentation

A.1. Herstellung von Si/SiO,-Substraten

Verwendetes Verbrauchsmaterial:

o Si/SiOy-Wafer bestehend aus einer 90 nm dicken SiOs-Schicht auf einer
stark p-dotierten Siliziumschicht

« Losung aus 5 % Polymethylmethacrylat (PMMA) und 95 % Anisol (PMMA-
Lackgemisch)

Verwendete Geréte:

o Diamantritzer
o Rotationsbeschichter von der Firma SUSS MicroTec SE
» Heizplatte

Prozessablauf:

« Prozessparameter (aus Tabelle A.1) fir den Rotationsbeschichter eingege-
ben:

Schritt | Zeit | Drehzahl | Beschleunigung
1 5s | 1500min~! | 1500 min—'s~!
2 60s | 1500 min—* | 1500 min—ts™!

Tabelle A.1.: Rezept fiir Rotationsbeschichter.

 Si/SiO,-Wafer im Rotationsbeschichter positionieren.
o Wafer mit PMMA-Lackgemisch vollstandig benetzen.
» Prozess starten.

o Wafer anschlieflend fiir acht Minuten auf eine Heizplatte legen und PMMA-
Lackgemisch bei 150° C aushérten lassen.

o Wafer von der Heizplatte nehmen und abkiihlen lassen.
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Wafer in Diamantritzer einbauen und in beliebig grofle Rechtecke ritzen
(hier ca. 1 x 1cm?).

Wafer an geritzten Stellen in einzelne Chips auseinanderbrechen.

A.2. Reinigung von Si/SiO,-Substraten

Verwendetes Vebrauchsmaterial:

Aceton
Isopropanol
Sauerstoff
Stickstoff

Transferchip: 1 x 1cm? grofie Si/SiO,-Substrate aus 90nm SiO, auf stark
positiv dortiertem Silizium aus A.1

Markerchip: 0,5 x 0,5cm? grofie Si/SiO,-Substrate aus 285nm SiO, auf
stark positiv dotiertem Silizium mit Goldmarker (waren bereits vorgefer-

tigt)

Verwendete Geréte:

4x Becherglas
Ultraschallbad
Druckluftpistole fiir Stickstoff

Plasmaverascher

Prozessablauf:

Drei Bechergléser mit Aceton und ein Becherglas mit Isopropanol fiillen.

Ein bis zwei Chips (Transferchips und/oder Markerchips) in das erste Be-
cherglas geben und diese fiir ca. zwei Minuten in das Ultraschallbad stellen.

Becherglas aus dem Ultraschallbad nehmen, Chips in das zweite Acetonbad
geben und erneut fiir ca. zwei Minuten in das Ultraschallbad stellen.

Becherglas aus dem Ultraschallbad nehmen, die Chips in das dritte Ace-
tonbad geben und ca. 30 Sekunden warten.

Chips nun fiir ca. zehn Sekunden in das Becherglas mit Isopropanol geben,
um Acetonriickstdnde zu vermeiden.
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 Chips herausnehmen und mit Druckluftpistole (Stickstoff) abblasen.
o Prozessschritte fiir gewtinschte Anzahl an Chips wiederholen.

o Chips in Plasmaverascher deponieren, um restliche organische Riickstéinde
durch Sauerstoffplasma zu entfernen.

o Prozessparameter einstellen:

Zeit | Leistung Druck
5min 52% 1 — 2mbar

Tabelle A.2.: Prozessparameter fiir Plasmaverascher.

o Prozess starten.

o Chips nach Ablauf der Zeit ausbauen.

A.3. Exfoliation der verwendeten 2D-Materialien

Fur diese Arbeit wurden verschiedene 2D-Materialien unterschiedlicher Dicke her-
gestellt. Im Folgenden werden die jeweiligen Herstellungsmethoden kurz beschrie-
ben.

A.3.1. Exfoliation von Monolagen- und Bilagen-Graphen
Methode 1: Herstellung von Graphen-Flocken (Standard)

Mit dieser Methode lassen sich in der Regel Graphen-Flocken im Bereich von
mehreren 10 pm Durchmesser herstellen. Flocken in der Gréfie von iiber 100 pum
sind allerdings extrem selten.

Verwendetes Verbrauchsmaterial:

o Gereinigte Transferchips aus Schritt A.1 und A.2
e Blaues Tape: BT-150 E-CM Tape von der Firma Nitto Denko Corp.

o Graphitkristall: Flaggy Flakes von der Firma NGS Trading & Consulting
GmbH

Prozessablauf:

o Teil eines Graphitkristalls auf ein Stiick des blauen Tapes legen und fest-
driicken.
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e Oberen Teil des Kristalls vom Tape herunternehmen, wodurch der Kristall
gespalten wird und nahe der Oberfliche des Tapes ein gewisser Teil der
Kristalls auf dem Tape kleben bleibt.

e Zwei- bis dreimal ein weiteres Stiick blaues Tape auf diese Stelle kleben und
abziehen, wodurch das Graphit auf dem ersten Tape immer diinner werden
sollte.

 Ist das Graphit nun diinn genug (Augenmafl), dann das erste Tape mit
dem Graphit fir ca. 30 Sekunden fest auf ein Si/SiO,-Substrat driicken.
Idealerweise ein Si/SiOy-Substrat (Transferchip), das nach Prozess A.2 un-
mittelbar aus dem Plasmaverascher kam, verwenden.

« Nach 30 Sekunden, das Tape langsam (innerhalb von drei bis vier Sekunden)
vom Si/SiOs-Substrat abziehen.

o Abschliefend den Chip mit einem optischen Mikroskop auf Graphen-Flocken
hin untersuchen.

Methode 2: Herstellung von groBeren Graphen-Flocken

Mit dieser Methode lassen sich Graphen-Flocken im Bereich von tiber 100 pum
Durchmesser herstellen.
Verwendetes Verbrauchsmaterial:

o Gereinigte Transferchips aus Schritt A.1 und A.2
o Blaues Tape: BT-150 E-CM Tape von der Firma Nitto Denko Corp.
e Scotch Tape: Scotch Magic Tape von der Firma 3M Company Corp.

o Graphitkristall: Flaggy Flakes von der Firma NGS Trading & Consulting
GmbH

Prozessablauf:

o Den Graphitkristall auf ein Stiick Scotch Tape driicken.

e Oberen Teil des Kristalls sehr vorsichtig vom Scotch Tape abgespalten,
sodass idealerweise ein diinnes Abbild des Graphitkristalls auf dem Scotch
Tape kleben bleibt.

o Das blaue Tape nehmen und auf das Scotch Tape kleben, sodass der Kristall
zwischen den beiden Tapes eingeschlossen ist. Wichtig: Hier nicht zu stark
andriicken, da das Graphit sonst auf dem Tape in kleinere Teile zerbricht,
was wiederum die Flockengrofle einschrianken wiirde.
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« Das blaue Tape sehr schnell (innerhalb einer Sekunde) vom Scotch Tape
abziehen, da sonst nur wenig Graphit auf dem blauen Tape kleben bleibt.

» Ein- bis zweimal mit blauem Tape an dieser Stelle exfolieren, wodurch das
Graphit auf dem Tape immer diinner werden sollte. Dabei ist wieder zu
beachten, dass man nicht zu stark auf das Graphit driickt. Idealerweise
streift man nur leicht dartiber.

o Ist das Graphit nun diinn genug (Augenmafl), dann das Tape mit dem
Kristall fiir ca. 30 Sekunden fest auf ein Si/SiOs-Substrat (Transferchip)
driicken. Idealerweise verwendet man ein Si/SiOs-Substrat (Transferchip),
das nach A.2 unmittelbar aus dem Plasmaverascher kam.

« Nach 30 Sekunden das Tape langsam (innerhalb von zwei bis drei Sekunden)
vom Si/SiOs-Substrat (Transferchip) abzichen.

o Chip mit einem optischen Mikroskop auf Graphen-Flocken hin untersuchen.
Idealerweise findet man Monolagen- oder Bilagen-Graphen mit Grofien von
100 pm - 300 pm.

A.3.2. Exfoliation von vielschichtigem hBN

Verwendetes Verbrauchsmaterial:

o Gereinigte Transferchips aus Schritt A.1 und A.2
e Blaues Tape: BT-150 E-CM Tape von der Firma Nitto Denko Corp.
o hBN-Kristalle von T. Taniguchi und K. Watanabe (National Institute for

Materials Science, Tsukuba, Japan)

Prozessablauf:
Die Herstellung von vielschichtigem hBN entspricht der Methode 1 zur Herstel-
lung von Graphen-Flocken wie oben bereits beschrieben.

A.3.3. Exfoliation von TMDCs (WSe; und WS,)
Exfoliation von mehrlagigem TMDC

Verwendetes Verbrauchsmaterial:

o Gereinigte Transferchips aus Schritt A.1 und A.2
o Blaues Tape: BT-150 E-CM Tape von der Firma Nitto Denko Corp.
o WSs- und WSes-Kristalle von der Firma H(Q) Graphene Systems B.V.

Prozessablauf:

Die Herstellung von mehrlagigem TMDC entspricht im Wesentlichen Methode 1
(A.3.1) zur Herstellung von Graphen-Flocken wie oben bereits beschrieben.
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Exfoliation von Monolagen-TMDCs

Zur Herstellung von ML-TMDCs geniigen die bereits genannten Methoden nicht,
da ML-TMDCs, aufgrund der geringen Bruchfestigkeit der Kristalle, bisher nur
sehr schwer und damit sehr selten direkt auf Si/SiO,-Substraten (Transferchips)
exfoliert werden konnten. Daher wurde eine Methode verwendet, die sich stark
an der Arbeit aus [124] orientiert.
Verwendetes Verbrauchsmaterial:

Gereinigte Transferchips aus Schritt A.1 und A.2

Blaues Tape: BT-150 E-CM Tape von der Firma Nitto Denko Corp.
Scotch Tape: Scotch Magic Tape von der Firma 3M Company Corp.
WS,- und WSe,-Kristalle von der Firma HQ Graphene Systems B.V.

PDMS: Blattformiges PDMS auf Objekttrager liegend von der Firma Gel
Pak LLC

Verwendete Geréte:

Mikroskop mit Transfervorrichtung

Prozessablauf:

TMDC-Kristall auf Scotch Tape driicken.

Oberen Teil des Kristalls sehr vorsichtig vom Scotch Tape abgespalten,
sodass idealerweise ein diinnes Abbild des TMDC-Kristalls auf dem Scotch
Tape kleben bleibt.

Das blaue Tape nehmen und auf das Scotch Tape kleben, sodass der Kristall
zwischen den beiden Tapes eingeschlossen ist. Wichtig: Hier nicht zu stark
andriicken, da sonst das TMDC auf dem Tape in kleinere Teile zerbricht.

Das blaue Tape sehr schnell (innerhalb einer Sekunde) vom Scotch Tape
abziehen, da sonst nur wenig TMDC-Material auf dem blauen Tape kleben
bleibt.

Maximal ein- bis zweimal ein weiteres blaues Tape auf diese Stelle des ersten
blauen Tapes kleben und abziehen, wodurch das TMDC auf dem ersten
blauen Tape immer diinner werden sollte. Dabei ist wieder zu beachten,
dass man nicht zu stark auf das TMDC driickt. Idealerweise streift man
nur leicht dariiber.

Ist das TMDC nun diinn genug (Augenmaf), dann das blaue Tape mit dem
TMDC-Kristall leicht auf ein Stiick PDMS driicken.
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A.4. Hot-Pickup-Transfermethode

Zwei- bis dreimal leicht iiber das Tape streifen, sodass die Kristalle in Kon-
takt mit dem PDMS kommen, aber idealerweise nicht brechen.

Jetzt zieht man das blaue Tape schnell vom PDMS herunter, sodass Berei-
che mit TMDC-Kristallen auf dem PDMS liegen bleiben.

Mit dem optischen Mikroskop kann man nun nach TMDC-Flocken (hier
Monolagen) suchen.

Gewiinschte Flocke muss noch auf ein Si/SiOs-Substrat (Transferchip) trans-
feriert werden. Dazu muss man das PDMS und das Substrat in eine Trans-
fervorrichtung einbauen.

Unter dem optischen Mikroskop die Stelle mit der Flocke suchen und zentral
im Bild positionieren.

Das PDMS auf das Si/SiOy-Substrat (Transferchip) driicken.

Sobald Kontakt zwischen Flocke und Si/SiO-Substrat (Transferchip) her-
gestellt wurde, ca. zehn Sekunden warten.

Nach der Wartezeit SiOo-Substrat (Transferchip) und PDMS sehr langsam
voneinander trennen, sodass die Kontaktlinie, sich nur sehr langsam bewegt.
Prozess kann einige Minuten dauern. Bei zu schneller Durchfiithrung kann
die Flocke zerstort werden oder diese verbleibt auf dem PDMS.

Nach dem Prozess das SiOg-Substrat (Transferchip) mit der Flocke aus
der Transfervorrichtung ausbauen und spéater fiir die Herstellung von Hete-
rostrukturen verwenden.

A.4. Hot-Pickup-Transfermethode

A.4.1. Vorbereitung
Herstellung Objekttrager mit PDMS-Stempel

Verwendetes Verbrauchsmmaterial:

(1): Sylgard 184 Silicone Elastomer Base von der Firma Sigma-Aldrich
Company Ltd.

(2): Sylgard 184 Silicone Elastomer Curing Agent von der Firma Sigma-
Aldrich Company Ltd.

Objekttrager

3x Pipette
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Verwendete Geréte:

Ultraschallbad
Heizplatte

Becherglas

Prozessablauf:

Zehn Teile (hier 5ml) von (1) mit einer Pipette in ein Becherglas geben.

Einen Teil (hier 0,5ml) von (2) mit einer weiteren Pipette in das gleiche
Becherglas geben und die beiden Fliissigkeiten miteinander gut vermischen.

Entstandene Blasen in dieser zahen Fliissigkeit entfernen. Dazu das Becher-
glas fiir ca. 15 Minuten in ein Ultraschallbad stellen.

In der Zwischenzeit die Objekttrager vorbereiten. Diese zuerst mit Propanol
saubern.

Objekttrager auf eine Heizplatte bei 150° C legen.

Nach 15 Minuten Wartezeit, das Becherglas mit der Flissigkeit aus dem
Ultraschallbad nehmen.

Wenn in der Fliissigkeit keine Blasen mehr erkennbar sind, dann Pipette
mit etwas Fliissigkeit fiillen und damit zentral auf den Objekttrager tropfen.

Nach ca. finf Minuten, sobald das PDMS gehartet ist, den Objekttrager
von der Heizplatte nehmen und abkiihlen lassen.

Objekttrager mit dem PDMS-Stempel kann nun zur Herstellung von Hete-
rostrukturen verwendet werden.

Herstellung von PC-Losung 5% und PC-Folie

Verwendetes Verbrauchsmaterial:

Poly(Bisphenol A-Carbonat) Granulat (PC) von der Firma Sigma-Aldrich
Company Ltd.

Chloroform
Isopropanol
Verschliebares Glasflaschchen (ideales Volumen ca. 250 ml)

Glaspipette
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A.4. Hot-Pickup-Transfermethode

Objekttrager
Tesafilm

Verwendete Geréte:

Heizplatte

Grammwaage

Prozessablauf:

Herstellung von PC-Losung 5%:

Unter Verwendung einer Grammwaage, fiinf Gramm PC-Granulat in das
Glasflaschchen geben.

Unter Verwendung einer Grammwaage, 95 Gramm Chloroform mit Glaspi-
pette in dieses Glasflaschchen geben.

Zum besseren Auflosen des PC-Granulats, das Glasflaschchen verschliefen
und in ein Ultraschallbad stellen.

Nach ein paar Stunden sollte sich das PC-Granulat aufgelost haben und
das Flaschchen mit der Losung kann aus dem Ultraschallbad genommen
und verwendet werden.

Herstellung der PC-Folie:

Zwei Objekttrager mit Isopropanol saubern.

PC-Losung nehmen und einen dieser Objekttrager damit vollstandig benet-
zen.

Zweiten Objekttrager nehmen und auf die benetzte Seite des ersten Ob-
jekttragers legen.

Unmittelbar danach den zweiten Objekttrager vom ersten Objekttrager her-
unterschieben.

Den ersten Objekttrager nun fiir ca. 20 Sekunden auf eine 80° C warme
Heizplatte legen.

Objekttrager wieder von der Heizplatte nehmen und abkiihlen lassen. Es
findet sich nun eine diinne PC-Folie auf dem Objekttréger.

Diese PC-Folie kann man im Anschluss mit Hilfe von Tesafilm tuber einen
Objekttrager mit PDMS-Stempel spannen und fiir die Transfermethode ver-
wenden.
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A.4.2. Durchfiihrung des Transfers von exfolierten Flocken

Verwendetes Verbrauchsmaterial:

Objekttrager mit PDMS-Stempel und PC-Film.

Si/SiOy-Substrat (Transferchip) mit exfolierten Flocken aus A.3

Verwendete Geréte:

Transfervorrichtung mit Mikroskop

Prozessablauf:

Si/SiOy-Substrat (Transferchip) mit der jeweiligen Flocke auf einem Heiz-
tisch der Transfervorrichtung positionieren und zwar so, dass die Flocke im
Zentrum des Bildes des optischen Mikroskops liegt.

Heiztisch, der im Kondensorhalter befestigt ist, nach unten fahren.

Oberhalb des Heiztisches den Objekttriager mit PDMS-Stempel und PC-
Film in den Mikroskoptisch einbauen und geeignet positionieren, sodass
man mit dem Mikroskop durch den transparenten Stempel sehen kann.

Heiztisch auf eine Temperatur von 120° C aufheizen.

Sobald die Temperatur erreicht wurde, den Heiztisch langsam an den Ob-
jekttrager annahern, bis man die Flocke im Bild des Mikroskops sehen kann,
ohne aber Kontakt herzustellen.

Wenn eine geeignete und saubere Stelle gefunden wurde, dann zwischen
PC-Folie und Si/SiO,-Substrat (Transferchip) Kontakt herstellen.

Nach ca 30 Sekunden den Stempel wieder vom Si/SiOs-Substrat (Transfer-
chip) trennen, wodurch die Flocke nun auf der PC-Folie liegen misste.

Man kann anschlieend beliebig viele weitere Flocken aufheben oder den
Stapel auf einem Si/SiO9-Substrat (Transferchip) ablegen.

A.4.3. Durchfiihrung des Transfers von gewachsenen Flocken

Verwendetes Verbrauchsmaterial:

Objekttrager mit PDMS-Stempel und PC-Film
SiOg-Substrat (Transferchip) mit hBN-Flocke aus A.3.2

SiOo-Substrat mit gewachsenen TMDC-Flocken von A. Turchanin und A.
George (Friedrich-Schiller-Universitat Jena, Jena, Deutschland)
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Verwendete Geréte:

o Transfervorrichtung mit Mikroskop.

Prozessablauf:

o Mit vorherigem Prozess A.4.2 fiir exfolierte Flocken eine exfolierte hBN-
Flocke aufheben.

o Vorherigen Prozess prinzipiell wiederholen, aber in diesem Fall die hBN-
Flocke nutzen, um die gewachsene TMDC-Flocke aufzuheben. Zu beachten
ist, dass in der Regel nur der Bereich, der von der hBN-Flocke vollstindig
bedeckt wurde, aufgehoben wird ( Van-der- Waals- Pickup).

o Man kann anschliefend beliebig viele weitere Flocken aufheben oder den

Stapel auf einem Si/SiO9-Substrat (Markerchip) ablegen.

A.4.4. Ablegen von Heterostrukturen auf Si/SiO,-Substrat
(Markerchip)

Verwendetes Verbrauchsmaterial:

o Objekttrager mit PDMS-Stempel, PC-Film und Heterostruktur
o Chloroform

« Isopropanol

Si/SiO9-Substrat (Markerchip)
 Stickstoft

Verwendete Gerate:

o 2x Becherglas
o Transfervorrichtung mit Mikroskop
o Druckluftpistole fiir Stickstoff

Prozessablauf:

o Markerchip auf den Heiztisch positionieren und zwar so, dass der gewiinsch-
te Ablageort der Heterostruktur in der Bildmitte ist.

o Objekttrager mit Stempel und Heterostruktur in Tranfervorrichtung ein-
bauen und so positionieren, dass der gewiinschte Ablageort der Heterostruk-
tur in der Bildmitte ist.



. Prozessdokumentation 172

Heiztisch mit dem Chip auf 180° C aufheizen.

Den Chip langsam an die Heterostruktur anndhern, bis man sowohl Oberfla-
che des Markerchips als auch Heterostruktur im Mikroskop erkennen kann.

Passen die Positionen, dann den Chip weiter anndhern und den Chip mit
Stempel und damit mit der Heterostruktur in Kontakt bringen.

Ungefahr zwei Minuten warten.

Nach der Wartezeit, den Chip wieder vom Stempel entfernen, wodurch der
geschmolzene PC-Film an den Randern abreifit und der Teil mit der Hete-
rostruktur auf dem Chip bleibt.

Chip mit der Heterostruktur abkiihlen lassen.

Nach dem Abkiihlen, Chip in ein Bad mit Chloroform geben, um den PC-
Film zu lo6sen.

Nach ca. fiinf Minuten Wartezeit, Chip aus dem Chloroform nehmen und in
ein Bad mit Isopropanol geben, um mogliche Riickstande des Chloroforms

7zu vermeiden.

« Chip aus Propanolbad entnehmen und mit Stickstoff trocken blasen.

A.5. Behandlung von Heterostrukturen mit AFM
im Kontaktmodus

Verwendetes Verbrauchsmaterial:

o Cantilever vom Typ PPP-NCHR 10 Mesh (Federkonstante k = 42 Nm™!)

von der Firma Park Systems Corp.
o Markerchip mit Heterostruktur

Verwendete Geréte:

o« AFM XE7 von der Firma Park Systems Corp.

Prozessablauf:

o AFM-Software starten.
e Probe in das AFM einbauen.

o Gegebenenfalls Cantilever einbauen und Laser einstellen.
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« Resonanzfrequenz finden (Tune).
e Zur gewiinschten Stelle navigieren.
e Spitze anndhern (Engage).

« GroBflachiges Bild von der jeweiligen Stelle im non contact mode (NCM)
aufnehmen.

« Spitze wieder von der Probe entfernen (Disengage).
o Auf contact mode umstellen.

 Kraftparameter abhéngig von Probe einstellen (hier ca. 750nN). Alle ande-
ren Parameter wie im non contact mode (NCM) oder in Standardeinstellung
beibehalten.

 Spitze wieder anndhern (Engage).

« Bild der gewiinschten Stelle im contact mode aufnehmen. Eventuell mehr-
mals abfahren.

« Spitze wieder von Probe entfernen (Disengage).
« AFM in non contact mode umstellen.
 Spitze wieder anndhern (Engage).

o Zum Vergleich nochmal grofflachiges Bild von der jeweiligen Stelle im non
contact mode (NCM) aufnehmen.

e Behandelte Probe ausbauen.

Eine detaillierte Beschreibung zur Bedienung des AFMs kann man der Bedie-
nungsanleitung des Herstellers entnehmen. Weitere Details zur Anwendung die-
ses Prozesses auf 2D-Materialien und ihre Heterostrukturen findet man in der
Bachelorarbeit von J. Steidl [139] und in den Arbeiten von [137, 138]

A.6. Elektronenstrahllithographie: Erster
Durchgang

A.6.1. Probe mit PMMA beschichten

Verwendetes Verbrauchsmaterial:

e Probe aus A.5
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 Lackgemisch aus 5% PMMA (Polymethylmethacrylat) 950k gelost in 95%
Anisol

o Pipette

Verwendete Geréte:

o Rotationsbeschichter von der Firma SUSS MicroTec SE
o Heizplatte

Prozessablauf:

e Probe in Rotationsbeschichter positionieren.

Rezept (PMMA-Standard) einstellen:

Schritt | Zeit | Drehzahl | Beschleunigung
1 5s | 3000min~! | 2000 min~'s™!
2 30s | 6000 min~t | 4000 min~ts~!

Tabelle A.3.: Rezept fiir Rotationsbeschichter.

o Prozess starten und dabei Probe mit PMMA-Lackgemisch beschichten.

Nach Ablauf der Zeit, Probe herausnehmen, auf Heizplatte legen und bei
150° C fiir acht Minuten den Lack aushérten lassen.

o Probe von Heizplatte nehmen und abkiihlen lassen.

A.6.2. Belichtung mit Rasterelektronenmikroskop (REM)

Verwendetes Verbrauchsmaterial:

o Beschichtete Probe aus A.6.1

Verwendete Geréte:

e LEO REM von der Firma Carl Zeiss AG

Prozessablauf:

e Probe in REM einbauen und itibliche Startprozedur durchfithren.

o Belichtung mit REM bei folgenden Prozessparametern durchfiihren:
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Bereich Beschleunigungsspannung | Apertur Flachendosis
Feine Strukturen 30kV 20 pm 2604C /cm?
Grobe Strukturen 30KV 120 um | (350 — 400)C/cm?

Tabelle A.4.: Prozessparameter fiir Elektronenstrahllithographie.

e Probe aus REM ausbauen.

A.6.3. Entwicklung der Probe

Verwendetes Material:

o Belichtete Probe aus A.6.2

« Methylisobutylketon (MIBK)
 Isopropanol

o Stickstoff

Verwendete Geréte:

o 2x Becherglas
o Druckluftpistole fiir Stickstoff

Prozessablauf:

« FEin Becherglas mit Gemisch, bestehend aus MIBK und Isopropanol (Mi-
schungsverhéltnis 3:1), fiillen.

o Ein Becherglas mit Isopropanol fiillen.
« Probe fiir 60 Sekunden in MIBK/Isopropanol-Lésung entwickeln.

e Probe zum neutralisieren fiir 30 Sekunden in Becherglas mit Isopropanol
geben.

o Abschlielend Probe mit Stickstoff aus Druckluftpistole abblasen.

A.7. Reaktives lonenitzen (RIE): Erster Durchgang

Verwendetes Verbrauchsmaterial:

o Entwickelte Probe aus A.6.3

e Sauerstoff
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o Trifluormethan (CHF3)

Verwendete Geréte:

e Plasmalab80 von der Firma Ozford Instruments PLC

Prozessablauf:

o Gerdte geméafl Betriebsanleitung starten.

o Parameter fir Schritt 1 aus Tabelle A.5 einstellen.

o Prozess starten (Kammer reinigen).

e Parameter fur Schritt 2 aus Tabelle A.5 einstellen.

» Prozess starten (Kammer konditionieren).

o Kammer beliiften, Probe einbauen, Kammer abpumpen.

o Parameter fiir Schritt 3 aus Tabelle A.5 einstellen (Atzzeit abhingig von
Material und Materialdicke wéhlen).

 Prozess starten (Probe étzen).

o« Kammer beluften und Probe ausbauen.

Schritt | Gasgemisch Gasflufl Kammerdruck | Leistung | Atzzeit
1 O, 100 sccm 100 mTorr 200 W 300s
2 CHF5: 0, | (40 : 6) sccm 55 mTorr 35 W 60s
3 CHF;5:0, | (40 : 6)sccm 55 mTorr 35 W individuell

Tabelle A.5.: Prozessparameter fiir reaktives Ionenétzen.

A.8. Elektronenstrahllithographie: Zweiter
Durchgang

A.8.1. Probe mit PMMA beschichten

Verwendetes Verbrauchsmaterial:

e Probe aus A.7

(1) Lackgemisch aus 9% PMMA (Polymethylmethacrylat) 200k gelost in
95% Anisol
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 (2) Lackgemisch aus 5% PMMA (Polymethylmethacrylat) 950k gelost in
95% Anisol

o Pipette

Verwendete Geréte:

o Rotationsbeschichter von der Firma SUSS MicroTec SE
o Heizplatte

Prozessablauf:

o Prozess A.6.1 mit Lackgemisch (1) durchfiihren.

o Prozess A.6.1 mit Lackgemisch (2) durchfiihren.

A.8.2. Belichtung mit Rasterelektronenmikroskop (REM)

Verwendetes Verbrauchsmaterial:

¢ Beschichtete Probe aus A.8.1

Verwendete Gerite:

e LEO REM von der Firma Firma Carl Zeiss AG

Prozessablauf:

e Probe in REM einbauen und iibliche Startprozedur durchfiihren.

o Belichtung mit REM bei folgenden Prozessparametern durchfiihren:

Bereich Beschleunigungsspannung | Apertur Flachendosis
Feine Strukturen 30kV 20 pm 2604C/cm?
Grobe Strukturen 30kV 120 um | (350 — 400)uC/cm?

Tabelle A.6.: Prozessparameter fiir Elektronenstrahllithographie.

e Probe aus REM ausbauen.
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A.8.3. Entwicklung der Probe

Verwendetes Verbrauchsmaterial:

o Belichtete Probe aus A.8.2

» Methylisobutylketon (MIBK)
o Isopropanol

o Stickstoff

Verwendete Geréte:

o 2x Becherglas
o Druckluftpistole fiir Stickstoff

Prozessablauf:

« Wiein A.6.3.

A.9. Reaktives lonenatzen (RIE): Zweiter
Durchgang

Verwendetes Material:

o Entwickelte Probe aus A.8.3
e Sauerstoff

Verwendete Geréte:

o Plasmalab80 von der Firma Ozford Instruments PLC

Prozessablauf:

o Gerate geméfl Betriebsanleitung starten.

o Parameter fiir Schritt 1 aus Tabelle A.7 einstellen.
o Prozess starten (Kammer reinigen).

o Parameter fiir Schritt 2 aus Tabelle A.7 einstellen.
o Prozess starten (Kammer konditionieren).

o Kammer beliiften, Probe einbauen, Kammer abpumpen.
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Schritt | Gasgemisch | GasfluB | Kammerdruck | Leistung | Atzzeit
1 O, 100 sccm 100 mTorr 200 W 300s
2 O, 20 sccm 30 mTorr 20 W 20s
3 O 20 sccm 30 mTorr 20W 20s

Tabelle A.7.: Prozessparameter fiir reaktives Ionenétzen.

o Parameter fiir Schritt 3 aus Tabelle A.7 einstellen (Atzzeit abhingig von
materialabhéngiger Atzrate und Materialdicke wihlen).

» Prozess starten (Probe étzen).
o« Kammer beluften und Probe ausbauen.

Prozessparameter:

A.10. Physikalische Gasphasenabscheidung (PVD)

A.10.1. Thermisches Bedampfen

Verwendetes Verbrauchsmaterial:

e Probe aus Prozess A.9
« Gold (Au)
e Chrom (Cr)

Verwendete Geréte:

o UNIVEX 450 (Univex A) von der Firma Leybold GmbH

Prozessablauf:
Prozess wird gemafl Betriebsanleitung durchgefiihrt. Dazu sind folgende Parame-
ter relevant:

Schritt | Material | Schichtdicke Rate
1 Chrom 5nm 0,2—0,5A/s
2 Gold 100 nm 1—-2A/s

Tabelle A.8.: Prozessparameter fiir thermisches Bedampfen.
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A.10.2. Elektronenstrahlbedampfen

Verwendetes Verbrauchsmaterial:

e Probe aus Prozess A.9
» Gold (Au)
e Chrom (Cr)

Verwendete Geréte:

o UNIVEX 450 B (Univex B) von der Firma Leybold GmbH

Prozessablauf:
Prozess wird gemafl Betriebsanleitung durchgefiihrt. Dazu sind folgende Parame-
ter relevant:

Schritt | Material | Schichtdicke Rate
1 Chrom 5nm 0,05 —0,10A /s
2 Gold 100 nm 1,5—-2,0A/s

Tabelle A.9.: Prozessparameter fiir Elektronenstrahlbedampfen.

A.11. Lift-Off

Verwendetes Verbrauchsmaterial:

o Probe aus A.10
o Aceton
 Isopropanol

o Stickstoff

Verwendete Gerite:

e Medizinische Spritze

o Petrischale

o Becherglas

o VerschlieBBbares Becherglas

o Heizplatte
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A.12. Probe in Chiptrager einkleben

Druchluftpistole

Prozessablauf:

VerschlieSbares Becherglas mit Aceton fiillen.
Probe in das Becherglas geben.

Becherglas verschliefen und auf eine Heizplatte mit einer Temperatur von
60° C stellen und mindestens eine Stunde warten.

Petrischale mit Aceton fiillen.

Becherglas von Heizplatte nehmen, Probe aus dem Becherglas nehmen und
ziigig in Petrischale legen.

Spritze mit Aceton fiillen und iiberschiissiges Gold vom Chip abspritzen,
sodass nur die Leiterbahnen und Bondpads auf dem Chip iibrig bleiben.

Chip in Becherglas mit Isopropanol geben und ca 30 Sekunden warten.

Chip aus Becherglas nehmen und mit Stickstoff abblasen und trocken.

A.12. Probe in Chiptrager einkleben

Verwendetes Verbrauchsmaterial:

Probe aus A.11
Chiptrager von der Firma Kyocera Corp.

Zweikomponentiger, leitfdhiger Kleber vom Typ H20F von der Firma Epoxy
Technology Europe GmbH

Zahnstocher

Verwendete Geréte:

Heizplatte
Metallnadel

Prozessablauf:

SiOs-Rénder des Markerchips mit Metallnadel einritzen und abbrechen, so-
dass das positiv dotierte Silizium an den Seiten des Markerchips freiliegt.
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o Komponenten des Klebers mit Zahnstocher aus Gefafl nehmen und im Ver-
héltnis 1:1 mischen.

o Einen Kontakt des Chiptriagers mit der leitfahigen Innenfliche des Chip-
tragers kontaktieren.

o Chip in den Chiptrager einkleben, sodass Rénder des Chips mit Kleber
umgeben sind.

o Ganze Probe auf die Heizplatte legen und bei 100° C fiir eine Stunde den
Kleber ausharten lassen

o Probe von Heizplatte nehmen und abkiihlen lassen.

e Probe kann nun gebondet werden

A.13. Ultraschall-Drahtbonden

Verwendetes Verbrauchsmaterial:

e Probe aus Prozess A.11

e Aluminiumdraht mit Durchmesser von 25 ym
Verwendete Geréte:
o Wire Bonder Model 4500B von der Firma Westbond Inc.

Prozessablauf:

Bondprozess wird geméf§ Betriebsanleitung durchgefithrt. Dabei werden die unten
aufgefiihrten Parameter eingestellt und verwendet. Hier steht Bond 1 fiir das
Bonden auf dem Chiptrager und Bond 2 fiir das Bonden auf dem Bondpad.

Bond | Ultraschallleistung | Kraft | Zeit
1 180 arb. u. 13¢cN | 100 ms
2 120 arb. u. 13¢cN | 100 ms

Tabelle A.10.: Parameter fiir das Ultraschalldrahtbonden.

A.14. Erzeugung von hexagonalen Lochern zur
Bestimmung der Kristallorientierung in
Graphen

A.14.1. Erzeugung von Lochern in Graphen mit einem AFM

Verwendetes Verbrauchsmaterial:
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o Si/SiOy-Substrat mit Graphen-Flocke
o AFM-Spitze: Tap300DLC , f = 300kHz, k = 40 N/m von der Firma Bud-

getSensors Innovative Solutions Bulgaria Ltd.

Verwendete Geréte:

e Bruker-Veeco icon-AFM von der Firma Bruker Nano GmbH

Prozessablauf:

o Im Betriebshandbuch des AFMs und in der Arbeit von F. Schupp [147]
finden sich die wesentlichen Informationen und Prozessparameter zur Er-
zeugung von Lochern in Graphen mit Hilfe des Nanomanipulationsmodus.

A.14.2. Kristallographisches anisotropes Atzen im CVD-Ofen

Dieses Rezept orientiert sich an den Arbeiten aus der von F. Oberhuber [135]
und P. Nemes-Incze [136].
Verwendetes Verbrauchsmaterial:

« Isopropanol
« Argon (Ar 6.0)
o Sauerstoff

Verwendete Gerate:

e CVD-Ofen mit Quarzrohr
o Objekttrager aus Quarzglas

Prozessablauf:
Vorkonditionierung;:

o Edelstahlgitter zuschneiden (Mafe ca. 10 x 5cm?), einrollen und so in das
Quarzrohr des CVD-Ofens schieben, dass das Gas spater das Gitter durch-
dringen muss, um durch die Rohre zu gelangen. Das Gitter sollte ca. 5cm
hinter dem Temperatursensor in der Rohre liegen.

o Proben auf Objekttrager aus Quarzglas legen und in die Rohre an die Stelle
des Temperatursensors schieben. (Wichtig: Keine Standard-Objekttrager
nehmen, da diese die hohen Temperaturen nicht aushalten!)

e Enden des Quarzrohrs jeweils mit Dichtungsringen und Rohrschellen an
Gasschlauche anschliefen. Man sollte die Dichtungsringe gelegentlich vor
dem Prozess noch mit Isopropanol reinigen.
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e Um die Raumluft aus dem Quarzrohr zu entfernen, kann man das Rohr
entweder mehrmals abpumpen und mit Argon (Ar 6.0) sptlen (vgl. [135])
oder, wenn man keine Pumpe hat, dann kann man den Spiilvorgang mit
Argon auch iiber langere Zeit durchfiihren. Dazu wird der Druckflussregler
von Argon auf 14 (1,51/min) gestellt und die Rohre ca. funf Minuten lang
gespiilt.

e Sobald die Raumluft aus der Rohre entfernt wurde, stellt man den CVD-
Ofen auf eine Temperatur von 850° C und schliefit diesen anschlielend.
Nun miisste die Temperatur am CVD-Ofen steigen. Der Argonfluss von

14 (1, 5]1/min) wird beibehalten.

« Sobald das Thermometer 850° C anzeigt, sollte man zwei Stunden warten
bis man den Prozess beenden kann. Der Argonfluss von 14 (1, 51/min) wird
beibehalten.

o Nachdem zwei Stunden vergangen sind, kann man den CVD-Ofen 6ffnen
und das System auf 80° C bis 100° C abkiihlen lassen. Der Argonfluss von
14 (1,5]1/min) wird beibehalten.

o Ist das System abgekiihlt, so kann der Argonfluss gestoppt werden, um
Gas zu sparen. Anschliefend kann man die Probe und das Edelstahlgitter
ausbauen.

Atzen in Argon/Sauerstoff-Atmosphére:
o Probe in Quarzrohr moglichst nahe am Temperatursensor positionieren.

e Enden des Quarzrohrs jeweils mit Dichtungsringen und Rohrschellen an
Gasschlauche anschliefen. Man sollte die Dichtungsringe gelegentlich vor
dem Prozess noch mit Isopropanol reinigen.

o Um die Raumluft aus dem Quarzrohr zu entfernen, kann man das Rohr
entweder mehrmals abpumpen und mit Argon (Ar 6.0) spiilen (vgl. [135])
oder, wenn man keine Pumpe hat, dann kann man den Spiilvorgang mit
Argon auch iiber ldngere Zeit durchfithren. Dazu wird der Druckflussregler
von Argon auf 14 (1,5]/min) gestellt und die Rohre ca. funf Minuten lang
gespiilt.

e Sobald die Raumluft aus der Rohre entfernt wurde, stellt man den CVD-
Ofen auf eine Temperatur von 750° C und schlieft diesen anschliefend.
Nun miisste die Temperatur am CVD-Ofen steigen. Der Argonfluss von

14 (1,51/min) wird beibehalten.
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A.15. Losen eines Probensubstrats aus einem Chiptrager

Wiahrend dem Hochheizen kann man bereits die Sauerstoffflasche und Ven-
tile fiir das Argon/Sauerstoff-Gemisch 6ffnen, lediglich der Mass Flow Con-
troller (MFC) bleibt noch geschlossen. Software fiir MFC am PC starten,
Regler allerdings bei 0% lassen.

Bei Erreichen der Temperatur umgehend die Flussrate fiir das Argon auf
7 (0,51/min) stellen. Die Flussrate fir das Argon/Sauerstoff-Gemisch auf
100 % stellen. AnschlieBend die gewiinschte Atzdauer abwarten. Atzdauer
ist abhéngig vom gewiinschten Resultat (hier 3h).

Sobald die Atzdauer erreicht wurde, die Flussrate fiir das Argon/Sauerstoff-
Gemisch auf 0% stellen, Argonfluss auf 14 (1,5]1/min) stellen, Sauerstoff-
flasche und -Ventile schlieSfen, CVD-Ofen 6ffnen und auf 80° C bis 100° C
abktihlen lassen.

Ist das System abgekiihlt, so sollte man den Argonfluss stoppen, um Gas
zu sparen. Anschliefend kann man die Probe ausbauen.

Abschliefend kann man die erzeugten Locher mit dem AFM betrachten. Falls
der Prozess nicht funktioniert hat, so kann man diesen in der Regel problemlos
erneut durchfithren.

A.15. Losen eines Probensubstrats aus einem

Chiptrager

Verwendetes Verbrauchsmaterial:

In Chiptrager eingeklebte Probe
Chloroform

[sopropanol

Stickstoff

Antistatisches Armband

Verwendete Gerite:

VerschlieSbares Becherglas
Becherglas
Heizplatte

Druckluftpistole fiir Stickstoff
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Prozessablauf:

o Antistatisches Armband anlegen und im geerdeten Zustand Bonds l6sen.
o VerschlieBbares Becherglas mit Chloroform fiillen.
e Probe in Becherglas geben.

o Verschlossenes Becherglas mit Probe auf Heizplatte stellen und bei 60° C
fiir ca. 12 — 24 Stunden stehen lassen.

e Probe aus Becherglas nehmen.

e Si/SiO9-Chip mit Pinzette aus Chiptrager nehmen.

o Kleberreste von Chip entfernen.

o Probe fiir ein bis zwei Minuten in Becherglas mit Isopropanol geben.

o Probe entnehmen und mit Stickstoff aus Druckluftpistole trocken blasen.



B. Experimenteller Aufbau

Der experimentelle Aufbau zur Messung der Proben dieser Arbeit bestand immer
aus einem Messsystem, einem Probenstab und einem Kryostaten.

B.1. Messsystem

Das Messsystem setzt sich aus einer Ansammlung verschiedener elektronischer
Gerite zusammen, die zur Messung der gesuchten Effekte notwendig waren. Ein
Schema dieses Systems ist in Abb. B.1 dargestellt. Zu diesem Messsystem gehorte

ouT

R
R

Optokoppler AC-Spannungsquelle

ouT

Lock-In Verstarker 1

IN

ouT R
Lock-In Verstarker 2 [ — Pf;??;;‘jéib

] Lock-In Verstarker 3 [our
IN

DC-Spannungsquelle
fur Gate

PC |

Abbildung B.1.: Schema des Messsystems.

eine AC-Spannungsquelle. Damit wurde eine Wechselspannung Uy;,s vorgegeben,
deren Amplitude von der jeweiligen Anwendung abhéngig war. Fiir die Messun-
gen von Interferenzeffekten wie schwacher Lokalisierung und schwacher Antilo-
kalisierung wurde eine Spannung von Uy;,,s = 0,3V eingestellt. Fiir die Messun-
gen zu den Shubnikov-de-Haas-Oszillationen wurde Uy;,s = 1,0V eingestellt. Die
Griinde fiir die unterschiedlich hohe Spannung und damit verbundenen Strémen
hiangen mit der Wéarmedissipation der Probe und mit der Robustheit des Mess-
signals zusammen. Die Wechselspannung, deren Frequenz stets froem = 13 Hz
betrug, wurde an der zu messenden Hallbar angelegt, wodurch ein gewisser Strom
I durch die Hallbar flielen konnte (vgl. B.1 griine Linie). Zwischen Probe und
Spannungsquelle wurde auflerdem ein Vorwiderstand R, = 10 M€ dazwischen
geschaltet. Dieser Vorwiderstand diente im Wesentlichen zur Stabilisierung des
Stromflusses. Zur Spannungsmessung an der Probe wurden Lock-In Verstarker

187
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benutzt (vgl. B.1 hellblaue Linien). Diese wurden iiber einen Optokoppler mit der
AC-Spannungsquelle verbunden (vgl. B.1 schwarze Linien), wodurch diese gleich-
zeitig auch als Bandpassfilter fungierten. Dadurch sollten Signale mit einer ande-
ren Frequenz als frocrn = 13 Hz aus der Messung eliminiert werden. Als néchstes
Element wurde eine DC-Spannungsquelle verwendet, um gewisse Spannungen U,
an die Gateelektrode der Probe anlegen zu kénnen (vgl. B.1 dunkelblaue Linie).
Alle wesentlichen Parameter konnten tiber ein GPIB-Bussystem (vgl. B.1 rote
Linien) vom PC ausgelesen und anschlieend entsprechend ausgewertet werden.

B.2. Druckzelle

Fir die druckabhédngigen Messungen dieser Arbeit wurde eine Druckzelle, wie in
[146] beschrieben, verwendet. Die Druckzelle hatte die Abmessungen H = 62 mm,
D = 25mm und d = 6,5mm. In Abb. B.2 ist der Aufbau der Druckzelle und
der zugehorigen Komponenten dargestellt. An dieser Stelle werden die num-

a)
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I |
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|
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Abbildung B.2.: a) Schematische Seitenansicht der Druckzelle mit den einzelnen
Komponenten. b) Vergroflerte Ansicht des Probenhalters innerhalb der Druckzel-
le. ¢) Foto eines Probenchips auf einem speziellen Chiptrager. d) Modellansicht
des Chiptragers. Auf die nummerierten Komponenten wird im Flieftext genauer
eingegangen.[146]

merierten Bestandteile nun kurz beschrieben. 1 Doppelschichtige Zellwand aus
NiCrAl/CuBe. 2 CuBe-Aufsatz. 3 WC-Sicherung. 4 CuBe-Schraube unten. 5
Elektrische Durchfithrung innerhalb des grauen Kanals. 6 Hochdruckkammer ge-
fillt mit Druckmedium. 7 Teflonbecher. 8 WC-Kolben. 9 WC-Kolbensicherung.
10 WC-Stolelstange. 11 Obere CuBE-Schraube. 12 Epoxidbettung. 13 PCB-
Kernschicht. 14 Obere Cu-Lage der Leiterplatte mit Ni/Au. 15 PCB-Létstopp-
schicht. 16 Bonddrahte, die das PCB-Bondpad der Chiptragers mit den Kontakt-
pads des Chips verbinden. 17 Probenchip. 18 Nichtleitende Locher (non-plated
through-holes (NPTHs)) und gelotete elektrische Durchgangsleitungen. 19 Nutz-
barer Leiterplattendurchmesser von 5,1 mm. 20 Zentraler Bereich (ca. 3,5 mm X
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3,5mm), in dem der Chip platziert wird. 21 Leiterbahnen auf der Leiterplatte,
die die geloteten Durchgangsleitungen mit den Bondpads verbinden. 22 Bond-
pads auf Chiptrager. 23 Mit Gold beschichteter Bereich zum Kontaktieren von
Backgates. Fiir diese Arbeit wurde die Hochdruckkammer (6) mit Kerosin be-
fillt, welches beim der Betrieb der Druckzelle mit einem Druck p auf die Probe
gedriickt wurde. Die Druckzelle war auflerdem so positioniert, dass das duflere
magnetische Feld senkrecht zum Probenchip gerichtet war. Weitere Informatio-
nen zur Druckzelle kénnen der Literatur [146] entnommen werden.






C. Weitere experimentelle
Ergebnisse

C.1. Weitere Messungen zur Schwebung
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Abbildung C.1.: Die einzelnen Kurven in den Graphen a)-d) zeigen die Shubnikov-
de-Haas-Oszillationen bei verschiedenen positiven Gatespannungen U, und La-
dungstragerdichten n fiir die Bereiche zwischen den Kontakten 4-6, 6-7, 7-10 und
10-11. Die gesuchte Schwebung tritt hier aulerdem nicht auf.
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Abbildung C.2.: Die Kurven in den Graphen a)-d) zeigen die einzelnen Frequenz-

spektren mit den dominanten Peaks (markiert durch rote Pfeile) bei unterschiedli-

chen positiven Gatespannungen U, bzw. Ladungstragerdichten n fiir die Bereiche

zwischen den Kontakten 4-6, 6-7, 7-10 und 10-11.
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Abbildung C.3.: Frequenzspektrum mit iibereinandergelegten Kurven aus Abb.
C.2 mit den dominanten Peaks (markiert durch rote Pfeile) bei unterschiedlichen
positiven Gatespannungen U, bzw. Ladungstrégerdichten n.
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Abbildung C.4.: Die einzelnen Kurven in den Graphen a)-c) zeigen die Shubnikov-
de-Haas-Oszillationen bei verschiedenen positiven Gatespannungen U, und La-
dungstriagerdichten n fiir die Bereiche zwischen den Kontakten 4-7, 6-10 und
7-11. Die gesuchte Schwebung tritt hier auf und ist mit dem Auge vor allem in
den Graphen a) und b) erkennbar.
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Abbildung C.5.: Die Kurven in den Graphen a)-c) zeigen die einzelnen Frequenz-
spektren mit den aufgespaltenen dominanten Peaks bei unterschiedlichen positi-
ven Gatespannungen U, bzw. Ladungstragerdichten n fiir die Bereiche zwischen
den Kontakten 4-7, 6-10 und 7-11. Die roten Pfeile markieren dabei die Peaks,
die aus der Energieaufspaltung resultieren.
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Abbildung C.6.: Frequenzspektren der verschiedenen Probenbereiche fiir zwei ver-
schiedene Gatespannungen U, (schwarze und griine Linien). Die durchgezogenen
Linien stellen dabei immer die grolen Probenbereiche und die gestrichelten Linien
stellen die kleinen Probenbereiche dar.
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C.2. Druckabhangigkeit der SOC bei weiterer Probe

Es wurde noch eine weitere Probe (Probe 2 aus Abschnitt 6.3.1) auf Druckabhén-
gigkeit der SOC untersucht. Dazu wurde ebenfalls eine Spannung Up;.s = 100 V
bei einer Frequenz f = 1107,29 Hz angelegt. Auch hier war kein Vorwiderstand
notwendig. Dadurch ergab sich ein Strom [ ~ 10 — 50nA. Im Abb. C.7 a) und
b) ist der Verlauf der SOC-Parameter in Abhéngigkeit der Ladungstragerdichte
n dargestellt. Dabei wird zwischen den Fallen, ohne Druck und ohne Kerosin,
ohne Druck aber mit Kerosin und mit Druck (p = 1,65 GPa) und mit Kerosin
unterschieden. Es zeigt sich auch hier eine klare Druckabhangigkeit.

Zudem féllt auf, dass die Rashba-SOC Ay fiir den Fall ohne Druck aber mit Kero-
sin grofer ist als fiir den Fall ohne Druck und ohne Kerosin. Auf den ersten Blick
sieht es daher so aus, dass hier das Kerosin eine Erhéhung der SOC zur Folge hat.
Man muss allerdings die Reihenfolge der Messungen berticksichtigen. So wurde
zuerst ohne Druck und ohne Kerosin gemessen. Danach wurde mit Druck und
mit Kerosin gemessen und zum Schluss ohne Druck und mit Kerosin. Es ist da-
her moglich, dass die Heterostruktur, nachdem einmal starker Druck angewandt
wurde, nicht mehr in ihre urspriingliche Ausgangslage zuriickkehrte, sodass die
Flocken dann auch ohne dufleren Druck und mit Kerosin einen geringeren Zwi-
schenlagenabstand hatten als es urspriinglich ohne Kerosin der Fall war.

Die Valley-Zeeman-SOC Ay zeigt hier keine klare Abhangigkeit vom mechani-
schen Druck.

(a) (b)
1 ’O—l—p =0GPa ' ' 0’20—l—p =0GPa
p =0GPa + Kerosin p =0GPa + Kerosin
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Abbildung C.7.: a) zeigt den Verlauf der Rashba-SOC und b) den Verlauf der
Valley-Zeeman-SOC in Abhéngigkeit der Ladungstrégerdichte n. Dabei gibt es
drei verschiedene Konstellationen. Die schwarze Kurve zeigt die SOC fiir den
Fall ohne Druck und ohne Kerosin. Die griine Kurve zeigt die SOC fiir den Fall
ohne Druck aber mit Kerosin. Die blaue Kurve zeigt den Fall mit Druck und mit
Kerosin.
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